
Disorder and Proximity Driven Phenomena
in s-Wave Superconductors

A Thesis Submitted
For the Degree of Master in Engineering

By

Naushad Ahmad Kamar

Theoretical Sciences Unit

Jawaharlal Nehru Centre For Advanced Scientific
Research

Bangalore - 560 064

December 2013



Certificate

This is to certify that the thesis entitled “Disorder and Proximity Driven Phenomena in s-Wave

Superconductors” being submitted to the Jawaharlal Nehru Centre For Advanced Scientific Research,

Bangalore in partial fulfillment of the requirements for the award of the MS(Engg.) degree, embodies

the research work done by Naushad Ahmad Kamar under my supervision at JNCASR, Bangalore.

The work presented here is original and has not been submitted so far, in part or full, for any degree

or diploma of any other university/institute.

(Supervisor)



Declaration

I declare that the matter embodied in the thesis “Disorder and Proximity Driven Phenomena in s-Wave

Superconductors” is carried out by me at the Theoretical Sciences Unit, Jawaharlal Nehru Centre for

Advanced Scientific Research (JNCASR), Bangalore, India under the supervision of Prof. N. S.

Vidhyadhiraja and it has not been submitted elsewhere for the award of any degree or diploma.

Naushad Ahmad Kamar



Acknowledgements

First I would like to thank my research supervisor Prof. N. S. Vidhyadhiraja for his guidance,

support, and directing this work. It was great pleasure to work with him.

I have learned a lot from my teachers. Among them, I want to specially thank N. S. Vidhyadhi-

raja, Deepak Kumar, Umesh V. Waghmare, Shobhana Narasimhan, Srikanth Sastry, Balasubramanian

Sundaram, and Sanjay Puri.

I have found valuable support (technical support) from my all labmates. I thank, Himadri Barman,

Pramod Kumar Kesari, Nagamalleswararao Dasari, Sudeshna Sen, Rukhsan-ul-Haq, and Wasim Raja

Mondal.

Finally I thank my family for their support in spirit.



Abstract

In this thesis, we have investigated two important issues in s-wave superconductors, namely ef-

fects of disorder and the proximity to normal metal on the superconducting state. The present thesis

employs the framework of dynamical mean field theory (DMFT). We have developed extensions to

the well-benchmarked impurity solver - iterated perturbation theory for superconductivity (IPTSC),

and have used it within DMFT to study the above mentioned phenomena. The thesis has been divided

into three chapters. Chapters two and three deal with effects of disorder on s-wave superconductors

and chapter four deals with proximity of s-wave superconductor to normal metal. The three chapters

are summarized below.

In Chapter 2, the disordered attractive Hubbard model is studied by combining dynamical mean

field theory (DMFT), coherent potential approximation (CPA) and iterated perturbation for super-

conductivity (IPTSC) as an impurity solver. The disorder is modeled by taking random values of

site-energies. We find that the superconducting order parameter (Φ) decreases with increasing dis-

order strength (x) and beyond a critical value of x = xc, it completely vanishes, and system becomes

non-superconducting. The spectral gap (Eg) shows non-monotonic behaviour. For weak x, Eg de-

creases with increasing x, and after a certain value of x, it increases with increasing x. Even after

the destruction of superconductivity (Φ = 0), the spectral gap persists, thus the system goes being

a superconductor to an insulator with increasing disorder. We have calculated the phase diagram

in interaction-disorder plane. It is found that xc initially increases with increasing interaction (U),

reaches a maximum and then decreases with increasing U . Thus superconductivity becomes less

robust in presence of disorder.

In Chapter 3, we again investigate the disordered attractive Hubbard model with the same theoret-

ical approach as in chapter-2, but with the difference that disorder is introduced in the on-site negative

attraction, U . We assume that U is distributed according to a bimodal probability distribution, wherein

an x fraction of sites are interacting (U 6= 0) and (1− x) fraction of sites are non-interacting (U = 0).

it is found that the beyond a critical x = xc, superconductivity is induced in the interacting as well as

non-interacting sites. As a result, the whole system displays superconductivity. We find that xc de-

creases with increasing U , thus interaction stabilizes the superconducting phase despite the presence



of disorder. From the results of the chapters 2 and 3, we can conclude that site disorder and interaction

disorder have opposite effects.

In Chapter 4, we have studied the effects of proximity of a superconductor to a normal metal.

The system is represented by a bilayer attractive Hubbard model using layer-DMFT and IPTSC as

an impurity solver . We have considered one layer to be interacting (U < 0) and other layer to be

non-interacting (U = 0). Both the layers are connected by an interplanar hopping (t⊥). It is found that

the superconductivity is induced (Φ 6= 0) in the non-interacting layer. Beyond a certain value of value

of t⊥, both the interacting and non-interacting layers become non-superconducting.
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Chapter 1

Introduction

1.1 Superconductivity

Superconductivity is a macroscopic quantum phenomenon characterised by complete disappearance

of electrical resistance and expulsion of magnetic flux below a critical temperature. It was first dis-

covered serendipitously in 1911 by H. Kamerlingh Onnes [1] in Leiden through the observation that

the electrical resistance of mercury below a critical temperature (Tc = 4.15K) disappears. The ex-

pulsion of magnetic field or perfect diamagnetism was discovered almost two decades later and the

phenomenon came to be known as the Meissner effect [2].

Superconductivity remained a great mystery for about four decades after its discovery. The dis-

covery of the isotope effect provided one of the first breakthroughs by showing that the lattice vi-

brations namely phonons play a major role. In 1956 L. N. Cooper [3] showed theoretically that any

attractive interaction, however small, can destabilise the Fermi surface. Combined with the works of

many other, notably Frohlich, a consensus emerged that two electrons can bind through an attractive

interaction that arises due to electron-phonon coupling [4] and form Cooper pairs, which may be rep-

resented roughly as bosons. These Cooper pairs can undergo Bose-Einstein condensation and result

in superconductivity.

Motivated by these ideas, a microscopic theory of superconductivity was proposed by J. Bardeen,

L. N. Cooper, and J. R. Schrieffer [5], which came to be known as the now famous BCS theory. Sub-

sequent important work by Bogoliubov [6] and L. P. Gor’kov [7] led to the formulation of BCS theory

1



1.1. SUPERCONDUCTIVITY

in the language of Green’s functions. The BCS theory correctly explains most of the phenomena asso-

ciated with conventional superconductors including the Meissner effect. The success of BCS theory

is exemplified by the results shown in figure 1.1, which shows the close agreement of BCS theory pre-

dictions for the temperature dependence of the energy gaps with experimental measurements of In,

Sn and Pb. In figure 1.1, the x axis represents the ratio of temperature to critical temperature (T/Tc)

and the y axis represents the ratio of energy gap at temperature T to energy gap at zero temperature

(ε/ε0). In the BCS theory ε/ε0 is related to T/Tc by the relation: ε/ε0 =
√

(1−T/Tc), ε0 ' 3.5kBTc.

It is seen that experimentally measured ε/ε0 data of In, Sn, and Nb as a function of T/Tc collapses

onto the universal BCS gap equation.

  

Figure 1.1: The energy gap of Pb, Sn and In films as function of reduced temperature compared with
BCS theory (From Ref. [8]).

The superconducting state is characterized by a complex order parameter Φ, which describes the

strength of superconductivity and the single particle spectral gap. There are two kind of supercon-

ductors, conventional (Nb, Pb, Sn, Hg, etc.) and unconventional (CeCu2Si2,UPt3,LaBaCuO4, etc.)

superconductors. Conventional superconductors are those materials which are described by the BCS

theory, and the pairing glue is provided by electron-phonon coupling. Unconventional superconduc-

tors exhibit strong deviations from the predictions of the BCS theory, in terms of unconventional

2



1.1. SUPERCONDUCTIVITY

pairing mechanisms, exotic pairing symmetries and highly mysterious normal state properties.

One of the most demanding and challenging problems in condensed matter physics has been the

interplay of disorder and correlation. Disorder drastically modifies the physical properties of elec-

tronic systems [9–11]. In 1958, Anderson showed theoretically [9] that disorder can localize elec-

trons under certain conditions. Beyond a critical value of the disorder strength, xc, and in absence

of electron-electron interactions, a system can becomes insulating. Later, in a single parameter scal-

ing theory by E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan (popularly

known as the gang of four) [12], it was proved that the value of xc is zero for one and two-dimensional

non-interacting systems. This was verified extensively through experiments. However, as always

happens in science, contradiction to the established theory emerged, in the form of experiments by

Kravchenko and collaborators, who demonstrated a metal to insulator transition experimentally [13]

in two-dimensional systems. Theoretical work by Finkelstein and Punoose [14] established unam-

biguously that such a transition is indeed possible in two-dimensions and the scaling theory could

become invalid because of the presence of electron-electron interactions. Thus a combination of

correlations and disorder strongly modifies the properties of the materials.

In relation to the topic of superconductivity, the effects of disorder been extensively studied theo-

retically with different models and methods in the context of superconductor-insulator transition. But

a complete picture of this transition has not emerged yet and unsolved issues remain like the nature of

insulator, the mechanism of superconductor to insulator transition. There are many superconducting

materials like, NbN [15–17], TiN [19], InO [18,20] that display superconductor to insulator transition.

Early microscopic understanding of effects of non-magnetic disorder on superconductivity was given

by Anderson [21] and Gor’kov [22]. It was proved that superconductivity is insensitive to disorder in

the weak disorder limit. The strong disorder limit has been investigated theoretically in more recent

times by different kinds of approaches [23–30]. Indeed, a disorder-induced superconductor to insula-

tor transition has been seen in experimental studies as shown in figure 1.2 [16]. In figure 1.2, the x axis

represents the temperature (T ) and the y axis represents the dc resistivity (ρ). The Fermi wave vector

is denoted by kF , while l is the mean free path length, and the product kF l measures the strength

of disorder (kF l < 1 corresponds to strong disorder while large kF l corresponds to weak disorder).

The superconducting critical temperature (Tc) decreases with increasing disorder strength, Tc→ 0 as

3



1.1. SUPERCONDUCTIVITY

kF l→ 1, and ρ decreases with increasing T , indicating a superconductor-insulator transition driven

by disorder.

  

Figure 1.2: Resistivity vs temperature for NbN films for different values of kF l, where kF is Fermi
wave vector and l is mean free path length. The parameter kF l characterizes the strength of disorder
(kF l < 1 corresponds to strong disorder while large kF l corresponds to weak disorder). (Figure is
from Ref. [16]).

There are other situations wherein, superconductivity is induced because of doping one material

with other. For example, PbTe is a semiconducting material which when doped with Tl displays su-

perconductivity [31,32]. It is observed that, beyond a critical value of doping (xc) of Tl, the resistivity

of Pb1−xTlxTe drops to zero at a finite critical temperature, thus indicating a superconducting ground

state. Naturally, doping induces disorder, and so it has been proposed that Pb1−xTlxTe shows spatial

distribution of negative interaction centers, that drives systems to a superconducting phase.

Superconductivity can be induced in a conventional metal or semiconductor not just by dopants as

in the above example, but also by proximity to a superconductor. Cooper pairs from superconductor

penetrate the normal metal layer and induce superconducting correlations in normal metal layer. The

proximity of superconductor to metal has been investigated experimentally in layered systems such

as Nb/Au [34, 35] and NbSe2/Au [36], and the proximity of superconductor to ferromagnet has been

studied in Nb/Fe [37–39], Nb/Gd [40, 41], V/Fe [42–44], V/V1−xFex [45], Pb/Fe [46], Co/Al [47],

4



1.2. OUTLINE OF THE THESIS

and YBa2Cu3O7−δ /La0.7Co0.3MnO3 [48] etc. It has been found that the superconducting critical

temperature decreases with increasing thickness of metal or ferromagnet.

In this thesis, we have investigated various aspects involving superconductivity such as the com-

bined effect of disorder and correlations, induction of superconductivity due to negative-U centers

and proximity effects. In the next section, we present an outline of the thesis.

1.2 Outline of the thesis

In Chapter 2, the disordered attractive Hubbard model is studied by combining dynamical mean field

theory (DMFT) [49–51], coherent potential approximation (CPA) [52, 53] and iterated perturbation

for superconductivity (IPTSC) [54] as an impurity solver. The disorder is modeled by taking ran-

dom values of site-energies. We find that superconducting order parameter decreases (ΦCPA) with

increasing the disorder strength (x) and beyond a critical value of x = xc, completely vanishes, and

system becomes non-superconducting. The spectral gap shows non-monotonic behaviour. For weak

x, it decreases with increasing x, and after a certain value of x, it increases with increasing x. After

the destruction of superconductivity, the spectral gap persists, thus the system goes from supercon-

ductor to insulator. We have calculated the phase diagram in interaction-disorder plane. It is found

that xc first increases with increasing interaction (U), and then decreases with increasing U . Thus

superconductivity becomes less robust in presence of disorder.

In Chapter 3, we again investigate the disordered attractive Hubbard model with the same theo-

retical approach as in the chapter-2, but with the difference that disorder is introduced in the on-site

negative attraction, U . We assume that U is distributed according to a bimodal probability distribution,

wherein an x fraction of sites are interacting (U 6= 0) and (1− x) fraction of sites are non-interacting

(U = 0). it is found that the beyond a critical x = xc, superconductivity is induced in the interacting

as well as non-interacting sites. As a result, the whole system displays superconductivity. We find

that xc decreases with increasing U, thus interaction stabilizes the superconducting phase despite the

presence of disorder. Thus, site disorder and interaction disorder have opposite effects.

In Chapter 4, we have studied the effects of proximity of a superconductor to a normal metal.

The system is represented by a bilayer attractive Hubbard model using layer-DMFT and IPTSC as

5



1.2. OUTLINE OF THE THESIS

an impurity solver . We have considered one layer to be interacting (U < 0) and other layer to be

non-interacting (U = 0). Both the layers are connected by an interplanar hopping (t⊥). It is found that

the superconductivity is induced (Φ 6= 0) in the non-interacting layer. Beyond a certain value of value

of t⊥, both the interacting and non-interacting layers become non-superconducting.
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Chapter 2

Site-disorder driven superconductor to

insulator transition

2.1 Introduction

The combined effect of disorder and correlations on the superconducting state has been extensively

studied since many decades but a complete picture has not emerged yet [1, 2]. Many recent ex-

perimental studies of disordered superconducting thin films have investigated the superconductor-

insulator transition (SIT) [3–8]. In disordered NbN s-wave superconductors [3–5], an SIT was ob-

served through scanning tunneling spectroscopy and penetration depth measurements. The effective

disorder in NbN, given by the product of Fermi wave vector (kF ) and electronic mean free path (l),

is introduced by controlling the vacancy of Nb atoms. The insulating state at large disorder has been

a subject of debate. Finite frequency measurements of superfluid stiffness [6] have indicated the ex-

istence of a Bose insulator state with localized Cooper pairs. However, a better understanding of the

SIT and the associated insulating state in the large disorder limit requires more theoretical scrutiny.

Localized Cooper pairs indicate a system with local attractive interactions, which are most appro-

priately represented by the attractive Hubbard model (AHM) [9]. The study of dirty superconductors

can thus be naturally carried out by investigating the effect of disorder in the attractive Hubbard

model. The clean limit of the AHM has been extensively studied using Bogoliubov-de Gennes type

mean field (BdGMF) theories and more recently using iterated perturbation theory with superconduct-
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ing bath (IPTSC) [10], numerical renormalization group (NRG) [11] and continuous time quantum

Monte Carlo (CTQMC) [12] within dynamical mean field theory (DMFT) [13–15]. The main is-

sue that has been focused on is the BCS-BEC crossover for different fillings and interaction strengths.

Very recently, a statistical-DMFT study of the Bethe lattice disordered AHM has been carried out [16].

The systems investigated experimentally, such as NbNx [3–5], InOx [6, 8] and TiNx [7] are in the

strong disorder limit, wherein the early theories of dirty superconductors, e.g by Anderson [17] and

by Abrikosov and Gor’kov [18] are not really applicable. Hence a proper theoretical approach is

needed which treats the effects of strong attractive interactions and disorder on an equal footing. One

such method, namely the BdGMF has been employed to investigate the AHM with site [19–21] as

well as bond disorder [22]. However, the method, being based on a mean field approximation, albeit

inhomogeneous, has limitations in terms of not incorporating quantum fluctuations. Recent NRG [11]

calculations of the clean AHM also point out several deficiencies of the BdGMF method. Beyond

mean field, QMC [23–25] studies of finite size lattices have validated the decrease of superconducting

order parameter (Φ) with increasing disorder, but due to finite size effects, a complete destruction of Φ

at large disorder could not be seen. However, with increasing temperature, a superconductor-insulator

transition was observed in the dc conductivity calculations.

In this work, we carry out a detailed study of the disordered AHM by combining coherent poten-

tial approximation(CPA) [26, 27], with DMFT and iterated perturbation theory for superconductiv-

ity(IPTSC) [10]. The IPTSC solver has the advantage over methods such as QMC of obtaining real

frequency spectra at zero temperature and in the thermodynamic limit, while being computationally

inexpensive. The reliability of our approach is enhanced by the fact that the IPTSC is known to bench-

mark well with NRG results for the clean AHM [11]. To distinguish between dynamical and static

effects, we have also carried out BdGMF studies within CPA+DMFT. As anticipated by the previous

inhomogeneous mean field and QMC calculations, we find a SIT with increasing disorder. We map

out the detailed behaviour of the SIT in the disorder-interaction plane. We also investigate the distri-

bution of the local order parameter, and point out that some of the subtle aspects of the experimentally

observed SIT require an extension of single-site DMFT through e.g the statistical DMFT or cluster

extensions such as the dynamical cluster approximation. This chapter is structured as follows: In the

following section, we outline the model and the formalism used. Next, we present our results for the
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2.2. MODEL AND FORMALISM

local order parameter, the spectra, the distribution of the order parameter and the phase diagram. We

conclude in the final section.

2.2 Model and formalism

The attractive Hubbard model (AHM) is expressed, in standard second quantized notation by the

following Hamiltonian:

H = ∑
iσ

εic
†
iσ ciσ − t ∑

〈i jσ〉

(
c†

iσ c jσ +h.c
)
−|U |∑

i
ni↑ni↓−µ ∑

iσ
c†

iσ ciσ (2.1)

where ciσ annihilates an electron on ith lattice site with spin σ , and niσ = c†
iσ ciσ ; t is nearest-neighbour

hopping amplitude, εi is site-energy, and µ is chemical potential. The disorder is represented by

randomness in site energies, which we choose to be distributed according to a uniform probability

distribution function Pε(εi),

Pε(εi) =
Θ( x

2 −|εi|)
x

(2.2)

where x is disorder strength in unit of t (= 1.0).

The CPA in conjunction with DMFT is the best single-site approach to study the interplay of

disorder with interactions in strongly correlated systems [32]. To investigate the effects of disorder

on the superconducting state, we employ the best single-site quantum approaches, namely DMFT

in conjunction with CPA. Within DMFT, the lattice model is mapped onto a single-impurity model

embedded in a self-consistently determined bath. For the present problem, the effective medium is in

a superconducting state, hence the Nambu formalism must be used. The effective action [13] (derived

in appendix A.5) for a given site i within DMFT in Nambu formalism is given by

Se f f (i) =−
∫

β

0
dτ1

∫
β

0
dτ2Ψ

†
i (τ1)Ĝ

i−1
(τ1− τ2)Ψi(τ2)−|U |

∫
β

0
dτni↑(τ)ni↓(τ) (2.3)

where Ψi(τ), the two component Nambu’s spinor and Ĝ i, the host Green’s function in Nambu for-
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malism are given by

Ψi(τ) =

 ci↑(τ)

c†
i↓(τ)


and

Ĝ i(ω) =

 ω+− εi +µ−∆11(ω) −∆12(ω)

−∆21(ω) ω++ εi−µ−∆22(ω)

−1

. (2.4)

The impurity Green’s function in Nambu formalism is given as

Ĝi(τ) =−〈TτΨi(τ)Ψ
†
i (0)〉

Ĝi(ω) =

 γi(ω)−∆11(ω) −∆12(ω)−Si(ω)

−∆21(ω)−Si(ω) −γ∗i (−ω)−∆22(ω)

−1

(2.5)

where ∆αβ , α,β = 1,2 are components of the disorder-averaged hybridisation function matrix ∆̂;

γ(ω) = ω++µ− εi−Σi(ω); Σi and Si are normal and anomalous self-energies of the ith site respec-

tively.

To calculate the local self-energies, Σi(ω
+) and Si(ω

+) for the ith site, we use iterated perturbation

theory for superconductivity (IPTSC) [10] as the impurity solver. In the IPTSC method, based on

second order perturbation theory, the self-energies( second order self-energies are derived in appendix

A.1 and A.2.) are given by the following ansatz:

Σi(ω
+) = −U

ni

2
+AiΣ

(2)
i (ω+) (2.6)

Si(ω
+) = −UΦi +AiS

(2)
i (ω+) (2.7)

where the local filling ni and order parameter Φi are given by

ni = − 2
π

∫
∞

−∞

dω Im(Gi
11(ω

+)) f (ω) (2.8)

Φi =
∫

∞

−∞

dω
−Im(Gi

12(ω
+))

π
f (ω) (2.9)
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and f (ω) = θ(−ω) is the Fermi-Dirac distribution function at zero temperature. In the ansatz above

(equations (2.6 and 2.7)), the second order self-energies are given by

Σ
(2)
i (ω+) = U2

∫
∞

−∞

3

∏
j=1

dω j
g1i(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3

and

S(2)i (ω+) = U2
∫

∞

−∞

3

∏
j=1

dω j
g2i(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3
, (2.10)

where

N(ω1,ω2,ω3) = f (ω1) f (−ω2) f (ω3)+ f (−ω1) f (ω2) f (−ω3)

g1i(ω1,ω2,ω3) = ρ̃
i
11(ω1)ρ̃

i
22(ω2)ρ̃

i
22(ω3)− ρ̃

i
12(ω1)ρ̃

i
22(ω2)ρ̃

i
12(ω3)

g2i(ω1,ω2,ω3) = ρ̃
i
12(ω1)ρ̃

i
12(ω2)ρ̃

i
12(ω3)− ρ̃

i
11(ω1)ρ̃

i
12(ω2)ρ̃

i
22(ω3) (2.11)

and the spectral functions ρ̃ i
αβ

, α,β = 1,2 are given by the imaginary part of the ‘Hartree-corrected’

host Green’s function, namely ˆ̃ρi =−ImĜ i/π . The latter is given by

Ĝ i(ω) =

 ω++µ− εi−∆11(ω)+U ni
2 −∆12(ω)+UΦi

−∆21(ω)+UΦi ω+−µ + εi−∆22(ω)−U ni
2

−1

(2.12)

Finally the coefficient Ai (derive in appendix A.4) in the IPTSC ansatz (equations (2.6 and 2.7) which

is determined by the high frequency limit, is given by

Ai =
ni
2 (1−

ni
2 )−Φ2

i
n0i
2 (1− n0i

2 )−Φ2
0i
, (2.13)

where the pseudo order-parameter Φ0i and the pseudo occupancy n0i are given by

n0i = 2
∫

∞

−∞

dωρ̃
i
11(ω) f (ω)

and Φ0i =
∫

∞

−∞

dωρ̃
i
12(ω) f (ω) (2.14)

Using the coherent potential approximation (CPA) for incorporating disorder, the CPA Green’s
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function is given by an arithmetic averaging over local Green’s functions as

ĜCPA(ω) =
∫ x

2

−x
2

dεiĜi(ω;εi)Pε(εi) . (2.15)

Since the CPA maps the disordered problem onto a translationally invariant problem, a lattice Green’s

function may then be defined as

Ĝlatt(~k,ω) =

 ω++µ− ε(~k)−ΣCPA
11 (ω) −ΣCPA

12 (ω)

−ΣCPA
21 (ω) ω+−µ + ε(~k)−ΣCPA

22 (ω)

−1

(2.16)

where the self-consistency condition is that the lattice self-energy is the same as the CPA self-energy,

hence the CPA Green’s function in term of average self-energy is given as

ĜCPA(ω) =

 ω++µ−∆11(ω)−ΣCPA
11 (ω) −∆12(ω)−ΣCPA

12 (ω)

−∆21(ω)−ΣCPA
21 (ω) ω+−µ−∆22(ω)−ΣCPA

22 (ω)

−1

(2.17)

The equations are closed by observing that the~k summed lattice Green’s function should be the CPA

Green’s function, i.e
1
Ns

∑
~k

Ĝlatt(~k,ω) = ĜCPA(ω)

which may be converted to a density of states integral and hence expressed as

∫
∞

−∞

dερ0(ε)Ĝlatt(ε,ω) = ĜCPA(ω) , (2.18)

where Ns and ρ0(ε) are number of lattice sites and non-interacting density of states respectively.

2.3 Numerical Algorithm

In practice, we follow the steps outlined below to obtain the converged order parameter and spectra.

1. Guess a hybridisation matrix ∆̂(ω) and ni,Φi for each site. In practice, we choose either a

previously converged solution or the non-interacting ∆̂(ω) with ni = 1 and Φi = 1/2 ∀ i.
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2. Given a hybridization, occupancy and order parameter, use equation (2.12) to calculate the host

Green’s function matrix, Ĝ i(ω).

3. From equation (2.14) , calculate pseudo-occupancy and pseudo-order parameter, n0i and Φ0i.

4. Now by using equations (2.6, 2.7, 2.10, 2.11, and 2.13) calculate the regular and anomalous

self-energies, Σi(ω) and Si(ω).

5. Then by using equations (2.5, 2.8, and 2.9) calculate impurity Green’s function Ĝi(ω), ni,Φi

for each site.

6. The disorder-averaged Green’s function, ĜCPA(ω) is obtained using equation (2.15).

7. We consider the AHM on Bethe lattice of infinite connectivity at half filling, which is achieved

by setting µ =−U/2. For Bethe lattice the self-consistency condition is simply given by

∆̂(ω) =
t2σzĜCPA(ω)σz

4
(2.19)

where σz is z component of Pauli’s matrix. Using equation (2.19), a new hybridisation matrix

∆̂ is obtained.

8. If the hybridisation matrix ∆̂(ω) from step 7 and ni,Φi from step 5 are equal (within a desired

numerical tolerance) to the guess hybridisation matrix ∆̂(ω), ni and Φi from step 1, then the

iterations may be stopped, else the iterations continue until desired convergence is achieved.

The results obtained using the above-mentioned procedure will be denoted as IPTSC. We have also

carried out mean-field calculations by ‘turning off’ the dynamical self-energies in equations 2.6 and

2.7. These results will be denoted as BdGMF. We present our results in the next section.

2.4 Parallel Implementation

In figure 2.1, parallel implementation of above numerical algorithm is shown. To parallelize above

numerical algorithm, we have used message passing interface (MPI). Each square box represents a
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processor. In this chapter, we have considered 1600 impurities, and the calculation is performed on 16

processors Thus in each processor, 100 impurities are solved, and averaging is done in root processor

(processor number 1).

  

i =1, 100 i =101, 200 i =201, 300 i =1501, 1600

i =1, 100 i =101, 200 i =201, 300 i =1501, 1600

i =1, 100 i =101, 200 i =201, 300 i =1501, 1600

Averaging

If hybridisation function is
 equal  to guess one then stop
 else feedback this to step one 
 

Figure 2.1: Parallel implementation of above numerical algorithm

2.5 Results and discussion

A recent study of the clean AHM (x = 0) has shown that results obtained using the numerically exact

NRG [11] compare well with those from the approximate IPTSC method, thus indicating its reliability

for the present problem. A total of 1600 lattice sites have been considered in our calculations. This
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implies that the impurity problem needs to be solved 1600 times for each DMFT iteration. A fully

parallel implementation allows us to carry out efficient calculations in a wide-parameter range. This

must be contrasted with previous state-of-the-art QMC calculations which have been carried out on a

8×8 square lattice, and results have been obtained at finite temperature on the imaginary frequency

Matsubara axis. Thus not only are we able to consider much larger lattice sizes than previous works,

but also obtain real frequency spectra directly at zero temperature.

We review the physics of the clean AHM within DMFT briefly. At half-filling (n = 1), it is

well known that the AHM has two instabilities, namely superconductivity and charge-density wave

(CDW). If the CDW instability is ignored, then the superconducting order parameter (Φ) becomes

non-zero only for U >Uc1. The ground state is a normal metal for low interactions, while for U >Uc1,

the single-particle spectrum develops a BCS superconducting gap. It is known from NRG calcula-

tions, that agree very well with IPTSC results, that with increasing U , the order parameter increases

and saturates to a finite value as U → ∞. However, more recent CTQMC based calculations [12] at

a fixed finite temperature show that at large U , the order parameter decreases again, and vanishes

beyond a certain U =Uc2. In this work, since we have carried out zero temperature calculations, we

will choose to take the NRG results as our benchmark.

2.5.1 Varying disorder; fixed interaction strength

In the clean case, the half-filling condition is maintained by choosing εi = 0 and µ = −U/2. For

x > 0 the half-filling condition is again maintained through µ = −U/2. The individual sites have

site-energies that are distributed uniformly over [−x/2,x/2], so there is very little probability that

any single-site would have exactly εi = 0. This implies that for a disordered AHM at a global half-

filling condition, the individual sites are away from half-filling, hence the CDW instability need not

be considered. In figure 2.2 we show the diagonal spectral function as a function of frequency for

different values of disorder at a fixed interaction strength, namely U = 2. The panel (a) represents

results for lower disorder (x≤ 0.5), while the panel (b) represents higher disorder (x≥ 0.5). The zero

disorder case in the panel (a) represents the clean AHM result. The system has a superconducting gap

Eg. Flanking the band edges are the sharp ‘coherence peaks’. With increasing disorder, the coherence

peaks melt and change into broad features. The insets show an expanded view of the low frequency
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Figure 2.2: (color online) Diagonal spectral function as function of frequency for different values of
x at U=2.0: (a) low disorder results (0 < x ≤ 0.5); (b) strong disorder results (x ≥ 0.5). Insets show
an expanded view of the low frequency gap region.
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Figure 2.3: Off diagonal spectral function for different values of x at a fixed U = 2.0.

To understand the nature of the gap, we need to analyse the off-diagonal spectral function. These

are shown in figure 2.3, for disorder values varying from x = 0.5 to x = 2, and U = 2. It is seen clearly

that the entire spectral weight decreases rapidly with increasing x, and finally goes to zero at x∼ 1.5.

Comparing with figure 2.2, we see that the spectral gap does not close for any x. Thus, the system

exhibits a superconductor-insulator transition (SIT) as a function of increasing disorder at a fixed U .
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The effective averaged s-wave pairing amplitude, ΦCPA is defined as

Φ
CPA =

∫
∞

−∞

dω
−Im(GCPA

12 (ω+)) f (ω)

π
, (2.20)

and computed using the mean field (dashed line) and IPTSC (solid line) methods for a fixed interaction

strength. In figure 2.4, we show the spectral gap and the disorder-averaged superconducting order

0

0.2

0.4

Φ
C
P
A

IPTSC

BdGMF

0 0.5 1 1.5 2 2.5 3

x

0.8

1

1.2

E
g

Figure 2.4: Top panel: The disorder-averaged superconducting order parameter (solid line) as a func-
tion of x at U = 2.0. The dashed line is the BdGMF result for comparison. Bottom panel: The spectral
gap as a function of disorder.

parameter as a function of disorder in the bottom and top panels respectively. It is observed that

the gap decreases, reaches a minimum, and then increases with increasing disorder. This kind of

behaviour of spectral gap with disorder is reported in [19, 20, 22] . A theoretical investigation based

on fractal nature of wave function also confirms the increase in spectral gap with disorder [28]. The

order parameter, in contrast to the gap, decreases monotonically with increasing disorder and vanishes

beyond x∼ 1.5. This result, which states that the superconducting state is destroyed beyond a critical

disorder strength is consistent with previous QMC results, although the latter were obtained through

extrapolation for finite size lattices. We show the BdGMF(CPA) result (dashed line) also in the same

figure, and it is seen that the mean-field result and the full DMFT result hardly differ, indicating that

local quantum fluctuations are not playing a significant role in the destruction of the superconducting

state. Since the order parameter is finite for x . 1.5, the spectral gap is a superconducting gap,

while for higher disorder (x > 1.5), since Φ = 0, Eg represents an insulating gap. We also show the

BdGMF(CPA) results for Φ and Eg in the same figure. It is seen that the spectral gap is overestimated

21



2.5. RESULTS AND DISCUSSION

by the static mean field approach for finite disorder, as was found at x = 0 [10].

The dependence of the gap on x is non-monotonic, and deserves some attention. For weak dis-

order, the gap decreases with increasing x, and this may be understood through the clean AHM. For

x = 0, the spectral gap becomes smaller and asymmetric (about the chemical potential), with either

increasing or decreasing the filling away from 1 [12]. Thus, we expect that with increasing disorder,

since most sites would be off-half-filling, the spectral gap within CPA, arising as the arithmetic mean

of the individual spectra, would decrease for weak disorder. The preceding argument assumes that the

hybridization remains largely unaffected, which is true for weak disorder. However, for moderate and

large disorder, the hybridization gets modified strongly, and the simple arithmetic averaging result

cannot be used to understand the increase in gap at larger disorder values (x & 1.5). In order to un-

derstand the behaviour at large disorder, we will need to probe the distribution of the order parameter

and gap over all the sites in the lattice. This is considered next.

0

0.1

0.2

0

0.1

P
(Φ

)

0

0.1

0.2

0 0.1 0.2 0.3

Φ

0

0.4

0.8

(a)

0

0.1

0.2

0

0.1

0.2

P
(E

g
)

0

0.1

0.2

0.6 0.8 1 1.2 1.4

E
g

0

0.1

0.2

(b)

Figure 2.5: Probability distribution of (a) local superconducting order parameter and (b) spectral gap
for different values of x = 0.5,1.0,1.5,2.0 (from top to bottom) at U = 2.0.

In figure 2.5(a), the probability distribution function of local superconducting order parameter

(PDF-OP) for different values of x is shown. For small disorder, the PDF-OP is broad, and peaked

moderately at a certain typical value of Φ. With increasing x the typical Φ decreases sharply and the

PDF-OP narrows down considerably. This indicates that, while in the weak disorder limit, arithmetic

averaging may be used, in the strong disorder limit the typical value will manifest macroscopically.

This is also reflected in the probability distribution function for spectral gap (PDF-SG). As expected,
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the PDF-SG is also broad at weak disorder and narrows considerably at large disorder. In fact, since

the weight contained in the peak is almost more than 50%, most of the sites will have a gap in the

neighbourhood of the gap value corresponding to the peak. Since the peak occurs at higher values

of the gap with increasing x, the gap in the CPA spectral function, shown in the bottom panel of fig-

ure 2.4, increases with increasing x. In previous literature based on BdGMF or QMC of finite lattices

incorporating inhomogeneous order parameters, this increase in gap as a function of x has been at-

tributed to decrease in localization length. Our results are based on the CPA, which is known to ignore

localization effects. Thus we suggest that the arguments based on PDF are sufficient, and localization

physics need not be invoked to explain the increase of the insulating gap. A more sophisticated treat-

ment of this problem could be through typical medium theory, and subsequently statistical DMFT.

Although the latter has been carried out [16], this specific issue has not been addressed.

2.5.2 Fixed disorder; varying interaction strength
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Figure 2.6: (a) Superconducting order parameter of the disordered AHM as a function of U at x =
0,1.0; (b) The Φ of the clean AHM as a function of site-energy ε f for fixed U = 1.5 and 3.0.

We have considered the behaviour of physical quantities as a function of disorder at a fixed in-

teraction strength. Now, we show the order parameter as a function of U at a fixed disorder. In the

figure 2.6(a), the superconducting order parameter computed at x = 0 and x = 1.0 is shown as a func-

tion of U . For the clean case (x = 0), as mentioned before, Φ increases and eventually saturates with

increasing U . However, at finite disorder, ΦCPA increases, reaches a maximum and subsequently de-

creases. Thus when we turn on disorder, the order parameter dependence on U changes qualitatively.
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This can again be understood very simply from the clean AHM result, that at a fixed U , Φ decreases

with increasing particle-hole asymmetry defined by η = 1−2|(εi−µ)/U |, as shown in figure 2.6(b).

For a larger U , the decrease of Φ with increasing η is much more rapid. Increasing site-disorder

implies creating a greater number of sites with large η , which would have a smaller Φ as compared

to the sites with η ∼ 0. Thus, with increasing interaction strength, and a fixed disorder concentration,

the superconducting order parameter should decrease, and is indeed obtained.

2.5.3 ‘Phase diagram’
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1

2

3

x
c

D
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ty
 m

et
al

Superconductor

Insulator

Figure 2.7: The critical disorder xc(U) beyond which the superconducting state is completely de-
stroyed is shown as a function of U .

The variation of the spectral gap and the superconducting order parameter, shown in figure 2.4,

was for a specific interaction strength, namely U = 2.0. We have repeated our calculations for various

other U values, and could thus find the critical disorder strength xc(U), beyond which the supercon-

ducting state is completely destroyed. As shown in figure 2.7, we find that for large U , the xc(U)

decreases with increasing the interaction strength. This kind of behaviour is also seen in QMC cal-

culations of finite lattices through extrapolation [24]. The superconducting state persists to higher

disorder values with increasing U in the weak to moderate coupling regime, in contrast to the strong

coupling regime. We have marked the phases that would be obtained in different regions of the x−U

plane. There are a few things to note. The large x region must be an Anderson insulator, while the re-

gion close to the xc line is a Bose-insulator. Naturally, within CPA, there is no way to access Anderson

localization. For this reason, coupled with the speculation that we must expect crossovers instead of
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phase transitions, the phase boundaries have not been marked. However, a more comprehensive ap-

proach such as statistical dynamical mean field theory should be able to complete the ‘phase diagram’

shown here.

2.6 Conclusions

In this chapter, we have studied the effects of site-disorder on a s-wave superconducting state as

represented by an inhomogeneous attractive Hubbard model. Our theoretical approach combines

DMFT with IPTSC as an impurity solver and the CPA. Detailed studies of (a) the clean system

away from half-filling and (b) probability distributions of the spectral gap and order parameter have

been carried out. We have computed single-particle quantities such as the diagonal and off-diagonal

spectral functions in the disorder-U plane. Using these, we obtained the spectral gap, superconducting

order parameter and their probability distributions for different values of disorder and interaction

strength. Some of our results agree qualitatively with those of previous studies [19,20,22,24]. These

include the non-monotonic dependence of the spectral gap on the interaction strength, the destruction

of the superconducting state with disorder and a concomitant superconductor-insulator transition.

These studies [19, 20, 22, 24] were carried out on two-dimensional lattices, while our work is within

DMFT. Thus, we conclude that dimensionality has little role to play in these results. We further

argue that our results may be explained by utilizing particle-hole asymmetry and disorder induced

probability distributions, with no necessity to invoke localization physics.

In order to probe localization physics within local approaches, one must ideally incorporate

short-range correlations using techniques such as typical medium theory [29–31], typical medium-

dynamical cluster approximation [33]. The extension of our results to finite temperature and general

fillings would pave the way to comparison with experiments.
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Chapter 3

Interaction-disorder driven

metal-superconductor transition

3.1 Introduction

In the previous chapter, we considered the effects of site-energy disorder in s-wave superconductors.

The site-energies were considered to be a distributed uniformly in the energy range [−W/2,W/2].

In this chapter, we will consider interaction-disorder in the attractive Hubbard model. This basically

means that the local attractive interactions will be considered as randomly distributed. The other

model parameters such as hopping, or site-energies will be identical throughout the lattice. Such

a scenario of interaction disorder in s-wave superconductors may not be far-fetched, and might be

appropriate for real systems such as Tl-doped PbTe.

The semiconducting PbTe, when doped with Tl (Pb1−xTlxTe), exhibits a superconducting ground

state [12,13] beyond a critical concentration (x= xc = 0.3%) of Tl. The consensus regarding the origin

of such doping induced superconductivity is that the Tl dopants represent spatially inhomogeneous

centers of negative attractive interactions (−U), which nucleate Cooper pairing, and hence lead to

superconductivity [14]. The variation of superconducting critical temperature (Tc) and dc resistivity

(inset) of Pb1−xTlxTe as a function of x is shown in figure 3.1. It is seen that the transition temperature,

Tc, increases with increasing x thus supporting the idea that Tl-dopants nucleate superconductivity.

The spatial distribution of attractive interaction centers may be mathematically represented by

28



3.1. INTRODUCTION

  

Figure 3.1: Superconducting critical temperature and dc resistivity (inset) as a function of x (From
Ref. [12, 13]).

the attractive Hubbard model (AHM), with random attractive Hubbard interactions. In this chapter,

we investigate such a model using the same techniques as the previous chapter. To summarise briefly

just for completion, we use the framework of dynamical mean field theory (DMFT) [15–17] combined

with coherent potential approximation (CPA) [18,19]. We employ two impurity solvers within DMFT:

iterated perturbation theory for superconducting case (IPTSC) [21] and static mean-field theory [20].

The random interaction is taken to be distributed according to a bimodal probability distribution.

While x fraction of sites have an attractive interaction, −U , 1−x fraction of sites are non-interacting.

It is observed that beyond a critical x = xc the system is superconducting, but for large U values, a

small value of x is sufficient to make whole system superconducting. The clean limit of the AHM

has been extensively studied using Bogoliubov-de Gennes type mean field (BdGMF) theories and

more recently using iterated perturbation theory with superconducting bath (IPTSC) [21], numerical

renormalization group (NRG) [22] and continuous time quantum Monte Carlo (CTQMC) [23] within
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DMFT. The main issue that has been focused upon is the BCS-BEC crossover for different fillings

and interaction strengths.

In this chapter, we carry out a detailed study of the AHM with inhomogeneous interaction by com-

bining CPA with DMFT and iterated perturbation theory for superconductivity(IPTSC). To distinguish

between dynamical and static effects, we have also carried out BdGMF studies within CPA+DMFT.

This chapter is structured as follows: In the following section, we outline the model and the formalism

used. Next, we present our results for the local order parameter and spectra. We conclude in the final

section.

3.2 Model and Method

We consider the single band attractive Hubbard model(AHM), which is given by the following Hamil-

tonian,

H = ∑
iσ

εc†
iσ ciσ − t ∑

〈i jσ〉

(
c†

iσ c jσ +h.c
)
−∑

i
|Ui|
(

ni↑−
1
2

)(
ni↓−

1
2

)
−µ ∑

iσ
c†

iσ ciσ (3.1)

Where ciσ annihilates an electron on ith lattice site with spin σ ,and niσ = c†
iσ ciσ , t is nearest neighbour

hopping matrix, ε is onsite energy, and µ is chemical potential. The local disorder is given by random

attractive Hubbard interaction, which is distributed according to the bimodal probability distribution

function PU(Ui)

PU(Ui) = (1− x)δ (Ui)+ xδ (Ui +U) , (3.2)

where 1− x and x are fractions of lattice sites with interaction Ui = 0 and Ui = −U , respectively.

To discuss how disorder affects superconductivity, we use CPA with DMFT. The impurity Green’s

function in Nambu formalism is given as

Ĝi(ω) =

 ω++µ− ε−∆11(ω
+)−Σi(ω

+) −∆12(ω
+)−Si(ω

+)

−∆21(ω
+)−Si(ω

+) ω+−µ + ε−∆22(ω
+)+Σ∗i (−ω+)

−1

(3.3)
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where, ∆11, ∆12, ∆21 and ∆22 are components of the hybridisation function matrix ∆̂, and Σi and Si

are normal and anomalous self-energies respectively. Now, by an doing arithmetic averaging over

Hubbard interaction, the average local Green’s function is given as

ĜCPA(ω+) =
∫

dUiĜi(ω
+)PU(Ui) (3.4)

From equations (3.2, 3.3, and 3.4) ĜCPA(ω+) is given by:,

ĜCPA(ω+) = (1− x)Ĝ0(ω+)+ xĜU(ω+) (3.5)

where Ĝ0(ω+) and ĜU(ω+) are given by

Ĝ0(ω) =

 ω++µ− ε−∆11(ω
+) −∆12(ω

+)

−∆21(ω
+) ω+−µ + ε−∆22(ω

+)

−1

(3.6)

ĜU(ω) =

 ω++µ− ε−∆11(ω
+)−ΣU(ω

+) −∆12(ω
+)−S(ω+)

−∆21(ω
+)−S(ω+) ω+−µ + ε−∆22(ω

+)+Σ∗(−ω+)

−1

(3.7)

To calculate Σ(ω+) and S(ω+) we employ the iterated perturbation theory for superconductivity

(IPTSC) [21] as an impurity solver. Σ(ω+) and S(ω+) are given by :,

Σ(ω+) =−U
n
2
+AΣ

(2)(ω+) (3.8)

S(ω+) =−UΦ+AS(2)(ω+) (3.9)

Σ
(2)(ω+) =U2

∫
∞

−∞

3

∏
i=1

dεi
g1(ε1,ε2,ε3)N(ε1,ε2,ε3)

ω+− ε1 + ε2− ε3
(3.10)

S(2)(ω+) =U2
∫

∞

−∞

3

∏
i=1

dεi
g2(ε1,ε2,ε3)N(ε1,ε2,ε3)

ω+− ε1 + ε2− ε3
(3.11)

Ĝ U(ω) =

 ω++µ− ε−∆11(ω
+)+U n

2 −∆12(ω
+)+UΦ

−∆21(ω
+)+UΦ ω+−µ + ε−∆22(ω

+)−U n
2

−1

(3.12)
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−Im
Ĝ U(ω+)

π
=

 ρ̃11(ω) ρ̃12(ω)

ρ̃21(ω) ρ̃22(ω)

 (3.13)

N(ε1,ε2,ε3) = f (ε1) f (−ε2) f (ε3)+ f (−ε1) f (ε2) f (−ε3) (3.14)

g1(ε1,ε2,ε3) = ρ̃11(ε1)ρ̃22(ε2)ρ̃22(ε3)− ρ̃12(ε1)ρ̃22(ε2)ρ̃12(ε3) (3.15)

g2(ε1,ε2,ε3) = ρ̃12(ε1)ρ̃12(ε2)ρ̃12(ε3)− ρ̃11(ε1)ρ̃12(ε2)ρ̃22(ε3) (3.16)

A =
n
2(1−

n
2)−Φ2

n0
2 (1−

n0
2 )−Φ2

0
(3.17)

where Φ, Φ0, n and n0 are given by :,

Φ =
∫

∞

−∞

dω
−Im(GU

12(ω
+))

π
f (ω) (3.18)

Φ0 =
∫

∞

−∞

dωρ̃12(ω) f (ω) (3.19)

n = 2
∫

∞

−∞

dω
−Im(GU

11(ω
+))

π
f (ω) (3.20)

n0 = 2
∫

∞

−∞

dωρ̃11(ω) f (ω) (3.21)

The CPA Green’s function in term of average self-energy is given by

ĜCPA(ω+) =

 ω+− ε +µ−∆11(ω
+)−ΣCPA

11 (ω+) −∆12(ω
+)−ΣCPA

12 (ω+)

−∆21(ω
+)−ΣCPA

21 (ω+) ω++ ε−µ−∆22(ω
+)−ΣCPA

22 (ω+)

−1

(3.22)

The lattice Green’s function is given by :,

Ĝ(~k,ω+) =

 ω+− ε +µ− ε(~k)−ΣCPA
11 (ω+) −ΣCPA

12 (ω+)

−ΣCPA
21 (ω+) ω++ ε−µ + ε(~k)−ΣCPA

22 (ω+)

−1

(3.23)

Finally, the CPA self-consistency is achieved by equating the local Green’s function to average impu-

rity Green’s function :,
1
Ns

∑
~k

Ĝ(~k,ω+) = ĜCPA(ω+) (3.24)
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Where, Ns is the number of lattice sites.

3.3 Numerical Algorithm

In practice, we follow the steps outlined below to obtain the converged order parameter and spectra.

1. Guess a hybridization matrix ∆̂(ω) for interacting and non-interacting site and n,Φ for interact-

ing sites. In practice, we choose either a previously converged solution or the non-interacting

∆̂(ω) with n = 1 and Φ = 1/2.

2. Given a hybridization, occupancy and order parameter, use equation (3.12) to calculate the host

Green’s function matrix, Ĝ U(ω).

3. From equations (3.21 and 3.19), calculate pseudo-occupancy and pseudo-order parameter, n0

and Φ0.

4. Now, by using equations (3.8, 3.9, 3.10, 3.11, and 3.17) calculate the regular and anomalous

self-energies, Σ(ω) and, S(ω).

5. Then, by using equations (3.6, 3.7, 3.8, and 3.9 ), calculate impurity Green’s function Ĝ0(ω),

ĜU(ω) n and, Φ .

6. The disorder-averaged Green’s function, ĜCPA(ω) is obtained using equation (3.5).

7. We consider the AHM on Bethe lattice of infinite connectivity at half filling, which is achieved

by setting µ = 0,ε = 0. For Bethe lattice the self-consistency condition is simply given by :,

∆̂(ω) =
t2σzĜCPA(ω)σz

4
(3.25)

where σz is z component of Pauli’s matrix. Using equation (3.25), a new hybridization matrix

∆̂ is obtained.

8. If the hybridization matrix ∆̂(ω) from step 7 and n,Φ from step 5 are equal (within a desired

numerical tolerance) to the guess hybridization matrix ∆̂(ω), n and Φ from step 1, then the

iterations may be stopped, else the iterations continue until the desired convergence is achieved.
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Figure 3.2: Diagonal(a,b) and off diagonal(c,d) spectral function as a function of frequency for inter-
acting and non-interacting site respectively at U=1.5.
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3.4 Results and Discussion

In this chapter, we have considered 1− x fraction of the sites to be non-interacting (U = 0), and x

fraction to be interacting (U 6= 0). The unit of energy is the hopping integral t = 1. We have done all

the calculations at half filling (〈n〉= 1), which is fixed by taking µ = ε = 0.

3.4.1 Spectral functions

In figure 3.2, the 11 and 12 components of local spectral functions as a function of frequency are

shown for different values of x at U = 1.5. The panel (a) and (b) represent the 11 and 12 components of

spectral function of interacting site respectively. ρU
11(ω), ρU

12(ω), ρ0
11(ω), and ρ0

12(ω) represent the 11

and 12 components of local spectral function of the interacting and non-interacting sites respectively.

For a U = 1.5, we find that, beyond a critical value of x∼ 0.70 the ρU
11(ω) becomes gapped, and the

gap increases with increasing x. The spectral function has coherence peaks at the gap edges, and the

weight of the coherence peak increases with increasing x. Concomitantly, beyond x ∼ 0.70, the off-

diagonal spectrum, ρU
12(ω) develops finite spectral weight, which increases with increasing x. This

also implies that the local superconducting order parameter, Φ, given by integration of ρU
12(ω) upto

the Fermi level, increases with increasing x. Thus we conclude that the spectral gap of figure 3.2(a) is

superconducting in nature. We find that the non-interacting sites also develop superconductivity. This

is seen from the evolution of the local spectral functions corresponding to the non-interacting sites,

which are shown in the two lower panels of figure 3.2. This is natural because the host in which the

interacting and non-interacting sites are embedded, characterized by ∆(ω), becomes superconducting.

In figure 3.3 the 11 component of disorder averaged spectral function is shown for various values

of x computed with U = 1.5,1.6,1.7 and, 1.8. It is seen all the spectra are gapped at x = 1.0. With

decreasing x, the gap shrinks, and finally a superconductor to metal transition occurs at a critical xc.

The nature of this transition and the dependence of xc on U will be discussed next.

3.4.2 Metal-superconductor transition

The results in the previous sections suggest the following scenario: For x = 0, there are no sites with

−U , and the system is a metal. With increasing x, the system develops superconductivity beyond a
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Figure 3.3: Diagonal component of CPA spectral function as a function of frequency for (a) U=1.5
(b) U=1.6 (c) U=1.7 (d) U=1.8.
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Figure 3.4: Left panel: Disorder averaged superconducting order (ΦCPA) as a function of x for differ-
ent values of U . Right Panel : The critical fraction of interacting sites, xc, vs U .

critical xc. The disorder averaged superconducting order parameter (ΦCPA), calculated by using the

expression,

Φ
CPA =

∫
∞

−∞

dω
−Im(GCPA

12 (ω+))f(ω)

π
, (3.26)

is shown in left panel of figure 3.4 as a function of x for different values of U . For all U . 2.7, a finite

xc is needed before the superconducting order develops. The transition from metal to superconductor

is seen to be first order. The critical xc decreases sharply with increasing U as seen in the right

panel. For all U > 2.7, the transition becomes continuous and the critical xc needed to generate

superconductivity is practically zero. This indicates that the interaction stabilises the superconducting

phase in presence of disorder.

3.4.3 Comparison of IPTSC and BdGMF results

We would like to understand the precise effect of incorporating dynamics beyond static mean field

solutions. Hence we compare a few representative results from IPTSC with those from BdGMF.

figure 3.5 depicts this comparison. The ΦCPA computed with BdGMF and IPTSC are shown in panels

(a) and (b) respectively. As seen, the BdGMF ΦCPA increases continuously with increasing x, while
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Figure 3.5: The disorder-averaged superconducting order parameter, ΦCPA, as a function of disorder,
x computed within BdGMF (left panel) and IPTSC (right panel).

the DMFT calculation using IPTSC as the solver shows a first order transition. Thus,incorporating

dynamics changes the qualitative nature of the metal-superconductor transition.

3.5 Conclusions

In this chapter, a disordered attractive Hubbard model with spatially random interaction sites is inves-

tigated by combining DMFT, CPA and IPTSC as an impurity solver at half filling. We have computed

local quantities such as diagonal and off diagonal spectral function for different values of U and x. By

using local diagonal and off diagonal spectral functions, we have computed spectral gap and super-

conducting order parameter. We find a doping (disorder) induced metal to superconductor transition.

The transition is first order for low interaction strengths, but becomes continuous for U > Uc. The

critical disorder needed to achieve superconductivity becomes zero beyond U > Uc. To understand

the effects of including dynamical fluctuations beyond static mean-field, we have calculated the su-

perconducting order parameter in IPTSC and BdGMF frameworks. In parallel to the IPTSC scenario

described above, the BdGMF approach shows a metal to superconductor transition, however the tran-

sition is always continuous and xc = 0 for all U .
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INTERACTION RESULTS

3.6 Comparison between site energy disorder and binary disor-

der in interaction results

In chapter 2, we had considered site-energy disorder. We had seen that the superconducting order

parameter (ΦCPA) in both IPTSC and BdGMF approaches are nearly same, and the system shows a

continuous superconductor to insulator transition. In this chapter, we observe that the dependence

of ΦCPA on x and U as computed with the IPTSC and BdGMF approaches are very different. With

site-disorder, ΦCPA invariably decreased with increasing interaction for a given value of x and in large

interaction limit, the superconducting state becomes less robust. With interaction-disorder, ΦCPA

increases with increasing U for a given value of x, and superconducting state becomes more robust in

the large interaction limit. Dynamical fluctuations change the static mean field results only marginally

in the presence of site-disorder; while we see that inclusion of dynamics beyond static mean-field can

change the character of the metal-superconductor transition qualitatively when the randomness is in

the interaction strength.
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Chapter 4

Proximity of superconductor to normal metal

4.1 Introduction

The physical proximity of two or more distinct phases of matter can generate exotic phenomena at

the interface. Spectacular examples of such phenomena include formation of a depletion layer at

p-n junctions, giant magnetoresistance effect in alternating ferromagnetic and non-magnetic metallic

heterostructures, formation of a two-dimensional electron gas at the interface of a band insulator and

a Mott insulator. Similarly, when a superconductor is brought into contact with a normal metal or a

ferromagnet, then many interesting phenomena take place at the interfaces such as Andreev reflec-

tion [1], induction of superconducting correlations in normal metal, triplet pairing at the interface of

superconductor and ferromagnet etc. These phenomena are collectively known as proximity effects.

The proximity of the superconductor to normal metal is, theoretically, a well studied problem [2–

4], albeit with static mean field theories. The consensus from these studies is that the superconducting

transition temperature decreases with increasing the thickness of the normal metal layer. There are

many experimental realizations of the superconductor-normal metal(SN) interface, such as Nb/Au [5,

6] and NbSe2/Au [7]. Similarly, proximity effects in a superconductor-ferromagnet(SF) interface have

been realized in Nb/Fe [8–10], Nb/Gd [11, 12], V/Fe [13–15], V/V1−xFex [16], Pb/Fe [17], Co/Al

[18], and YBa2Cu3O7−δ /La0.7Co0.3MnO3 [19] etc. At an SN or an SF interface, it is observed that

the superconductivity is induced in the metallic/ferromagnetic (M/FM) layer because of leakage of

Cooper pairs from superconductor to M/FM. The superconducting transition temperature decreases

42



4.2. MODEL AND METHOD

with increasing the thickness of the non-SC second layer. The magnetic moments in ferromagnet

break Cooper pairs inside the ferromagnet because of breaking of time reversal symmetry and hence

the superconducting critical temperature decreases as function of thickness of ferromagnetic layer

faster than SN layer.

In a recent theoretical study, an SN interface has been represented by a bilayer attractive Hubbard

model on a square lattice of finite size. The model has been solved using Quantum Monte Carlo

(QMC) as well as Bogoliubov-de Gennes mean field approximation [20]. The superconducting layer

is considered interacting (U < 0), while the other layer is taken to be non-interacting (U = 0). The

layers are connected by an inter-planar hopping (t⊥). It was found that the pair-correlation function in

the interacting plane decreases with increasing t⊥ and beyond a critical value of t⊥= tc⊥, it completely

vanishes. The non-interacting plane shows non-monotonic behaviour: the pair-correlation increases

with increasing t⊥, reaches a maximum, and then decreases with further increasing t⊥, and finally

vanishes beyond tc⊥. For t⊥ > tc⊥, both the layers become non-superconducting.

In this chapter, we have studied the bilayer attractive Hubbard model (AHM) by combining

DMFT [21–23] and IPTSC [24–26] as an impurity solver. Although the target system is the same

as that of Ref. [20], our method allows us to study the thermodynamic limit, thus avoiding any finite-

size effects. This chapter is structured as follows: In the following section, we outline the model and

the formalism used. Next, we present our results for the spectra and order parameter. We conclude in

the final section.

4.2 Model and Method

We consider a single band bilayer attractive Hubbard model (AHM), which may be represented by

the following Hamiltonian:

H =
l=2

∑
iσ ,l=1

εlc
†
ilσ cilσ −

l=2

∑
<i jσ>,l=1

tl[c
†
ilσ c jlσ +h.c]−

l=2

∑
i,l=1
|Ul|(nil↑−

1
2
)(nil↓−

1
2
)−

l=2

∑
iσ ,l=1

µlc
†
ilσ cilσ − t⊥∑

iσ
[c†

i1σ
ci2σ

+h.c] (4.1)
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where cilσ annihilates an electron with spin σ on the ith lattice site in the lth plane. The local occu-

pancy is determined by the operator, nilσ = c†
ilσ cilσ . The indices i, j run over the lattice sites in each

plane and l is a plane index. t⊥ is inter planer hopping and tl is intra-planar hopping in the lth plane;

εl is the site energy of lth plane.

To take superconductivity into account, we use four components Nambu spinor, which is defined

as

Ψk =


ck1↑

c†
−k1↓

ck2↑

c†
−k2↓

 (4.2)

The matrix Green’s function is given by

Ĝ(~k,τ) =−< TτΨ (~k,τ)Ψ†(~k,0)> (4.3)

where 1 and 2 label the planes and~k is momentum quantum number. The Green’s function in absence

of interaction (U1 =U2 = 0) is given by

Ĝ0(~k,ω) =


ω+− ε̄1(~k) 0 t⊥ 0

0 ω++ ε̄1(~k) 0 −t⊥

t⊥ 0 ω+− ε̄2(~k) 0

0 −t⊥ 0 ω++ ε̄2(~k)



−1

(4.4)

where ε̄l(~k) = εl(~k)−µl +εl and εl(~k) is the dispersion relation for the lth plane. Then, the interacting

Green’s function is obtained by using the Dyson’s equation

Ĝ−1(~k,ω) = Ĝ−1
0 (~k,ω)− Σ̂(ω) (4.5)
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where Σ̂(ω) is self-energy matrix, and is given by

Σ̂(ω) =


Σ1(ω) S1(ω) 0 0

S1(ω) −Σ∗1(−ω) 0 0

0 0 Σ2(ω) S2(ω)

0 0 S2(ω) −Σ∗2(−ω)

 (4.6)

where Σ1(ω), S1(ω), Σ2(ω) and S2(ω) are the normal and anomalous self-energies of planes 1 and 2

respectively. In order to calculate the local self-energies, we use the technique of iterated perturbation

theory for superconductivity (IPTSC) [24] as an impurity solver. In the IPTSC method, based on

second order perturbation theory, the self-energies are given by the following ansatz:

Σ1(ω) = −U
n1

2
+A1Σ

(2)
1 (ω) (4.7)

S1(ω) = −UΦ1 +A1S(2)1 (ω) (4.8)

Σ2(ω) = −U
n2

2
+A2Σ

(2)
2 (ω) (4.9)

S2(ω) = −UΦ2 +A2S(2)2 (ω) (4.10)

where the local filling n1, n2 and order parameter Φ1, Φ2 are given by

n1 = − 2
π

∫
∞

−∞

dω Im(G11(ω
+)) f (ω) (4.11)

Φ1 =
∫

∞

−∞

dω
−Im(G12(ω))

π
f (ω) (4.12)

n2 = − 2
π

∫
∞

−∞

dω Im(G33(ω)) f (ω) (4.13)

Φ2 =
∫

∞

−∞

dω
−Im(G34(ω))

π
f (ω) (4.14)

and f (ω) = θ(−ω) is the Fermi-Dirac distribution function at zero temperature. In the ansatz above,
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(equations (4.4 and 4.5)), the second order self-energies are given by

Σ
(2)
1 (ω) = U2

∫
∞

−∞

3

∏
j=1

dω j
g11(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3

S(2)1 (ω) = U2
∫

∞

−∞

3

∏
j=1

dω j
g21(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3

Σ
(2)
2 (ω) = U2

∫
∞

−∞

3

∏
j=1

dω j
g12(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3

and

S(2)2 (ω) = U2
∫

∞

−∞

3

∏
j=1

dω j
g22(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+−ω1 +ω2−ω3
(4.15)

where

N(ω1,ω2,ω3) = f (ω1) f (−ω2) f (ω3)+ f (−ω1) f (ω2) f (−ω3)

g11(ω1,ω2,ω3) = ρ̃11(ω1)ρ̃22(ω2)ρ̃22(ω3)− ρ̃12(ω1)ρ̃22(ω2)ρ̃12(ω3)

g21(ω1,ω2,ω3) = ρ̃12(ω1)ρ̃12(ω2)ρ̃12(ω3)− ρ̃11(ω1)ρ̃12(ω2)ρ̃22(ω3)

g12(ω1,ω2,ω3) = ρ̃33(ω1)ρ̃44(ω2)ρ̃44(ω3)− ρ̃34(ω1)ρ̃44(ω2)ρ̃34(ω3)

g22(ω1,ω2,ω3) = ρ̃34(ω1)ρ̃34(ω2)ρ̃34(ω3)− ρ̃33(ω1)ρ̃34(ω2)ρ̃44(ω3) (4.16)

and the spectral functions ρ̃ i
αβ

, α,β = 1,4 are given by the imaginary part of the ‘Hartree-corrected’

host Green’s function, namely ˆ̃ρ(ω) =−ImĜ (ω)/π . The latter is given by

Ĝ (~k,ω) =


ω+−ε̄1(~k)+U n1

2 UΦ1 t⊥ 0

UΦ1 ω++ε̄1(~k)−U n1
2 0 −t⊥

t⊥ 0 ω+−ε̄2(~k)+U n2
2 UΦ2

0 −t⊥ UΦ2 ω++ε̄2(~k)−U n2
2



−1

(4.17)
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Ĝ (ω) = ∑
~k

Ĝ (~k,ω)

Ĝ(ω) = ∑
~k

Ĝ(~k,ω) (4.18)

Finally the coefficient Al , which is determined by the high frequency limit, in the IPTSC ansatz

equations (4.7, 4.8, 4.9, and 4.10), is given by

Al =
nl
2 (1−

nl
2 )−Φ2

l
n0l
2 (1− n0l

2 )−Φ2
0l

(4.19)

where the pseudo order-parameter Φ0l and the pseudo occupancy n0l , are given by

n01 = 2
∫

∞

−∞

dωρ̃11(ω) f (ω)

Φ01 =
∫

∞

−∞

dωρ̃12(ω) f (ω)

n02 = 2
∫

∞

−∞

dωρ̃33(ω) f (ω)

and Φ02 =
∫

∞

−∞

dωρ̃34(ω) f (ω) . (4.20)

4.3 Numerical Algorithm

The algorithm to solve above equations is given below

1. Guess Σ̂ and calculate Ĝ by using equations 4.4 and 4.5 .

2. Then by using equations 4.11,4.12, 4.13, 4.14 and 4.17 calculate effective medium propagator

Ĝ (ω).

3. By using effective medium propagator calculate the new self-energy matrix.

4. If initial and final self-energy matrix have converged within a desired accuracy, then stop, else

feedback this new self-energy to step 1.
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4.4 Results and discussion

In this chapter, we have considered plane-1 to be interacting (U1 6= 0) and plane-2 to be non-interacting

(U2 = 0). Both planes are at half filling which is fixed by taking µ1 = µ2 = ε1 = ε2 = 0.0. We have

taken t1 = t2 = 1 as an energy unit, and U = 2.0. Both layers are Bethe lattices of infinite connectivity.

4.4.1 Spectral functions

To understand the proximity effect, we have analyzed the spectral functions of both interacting (U 6=

0) and non-interacting (U = 0) planes for different values of t⊥. In figure 4.1, the diagonal component
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Figure 4.1: Left panel: Correlated layer; Right panel: non-interacting layer.

of the spectral function as function of ω is shown for different values of inter-planar hopping (t⊥). The

left panel represents the spectral function of interacting plane while right panel represents the spectral

function of the non-interacting plane. In left panel, there is a sharp coherence peak at the gap edge of

spectral function at t⊥= 0.0, which characteristic of s-wave superconductivity. The spectral weight of

the coherence peak decreases with increasing t⊥, indicating that superconducting order is melting in

interacting plane because of proximity to non-interacting plane. In the right panel, at t⊥= 0.0, spectral

function is semi-elliptic because it is basically the non-interacting density of states of an infinite-

dimensional Bethe lattice. With increasing t⊥, the non-interacting spectral function becomes gapped.
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Figure 4.2: Left panel: Correlated layer; Right panel: non-interacting layer.

As will be discussed later, this gap is due to induction of superconductivity in the non-interacting layer

caused by the proximity to the SC layer. At t⊥ = 0.20, there is a sharp coherence peak at the gap edge

and weight in the peak increases with increasing t⊥ reaching a maximum at t⊥ = 0.35. In figure 4.2,

the diagonal component of the spectral functions of both the interacting and non-interacting planes

are shown for higher values of t⊥. The left panel represents the spectral function of the interacting

plane and right panel represents the spectral function of the non-interacting plane. At t⊥ = 0.60, the

coherence peak at gap edge in both interacting and interacting planes completely vanishes and both

planes become metallic. Further increasing t⊥, both interacting and non-interacting spectral functions

become gapped. The nature of this gap, that occurs at large t⊥ will be discussed later. The spectral

gap increases with increasing t⊥.

4.4.2 Superconducting order parameter (Φ)

Superconducting order is characterized by a finite value of Φ, hence this is a measure of the strength

of the pairing of electrons of opposite momentum and spin. The Φ for both planes is defined in

equations 4.12 and 4.14. In the left panel of figure 4.3, Φ vs t⊥ for both interacting and non-

interacting planes is shown. The Φ of interacting plane decreases monotonically with increases t⊥

and beyond a critical value of tc⊥ = t⊥ ∼ 0.6, it completely vanishes and interacting plane becomes
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non-superconducting. In the non-interacting plane beyond t⊥ ∼ 0.1 Φ is non zero, indicating that su-

perconductivity is induced in the non-interacting plane. Beyond t⊥ ∼ 0.1, Φ increases with increasing

t⊥ and after a certain value of t⊥ ∼ 0.35, Φ decreases with increases t⊥ and beyond tc⊥ = t⊥ ∼ 0.6, it

completely vanishes, and non-interacting plane also becomes non-superconducting.
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Figure 4.3: Order parameter – Left panel : IPTSC result; Right panel : BdGMF result.

4.4.3 Nature of the Spectral gap

As we see that Φ is finite for t⊥ < 0.6, indicating that the nature of the spectral gap for t⊥ < 0.6 in

figures 4.1 will be superconducting. In the figures 4.2, since t⊥ > tc⊥, the Φ must be zero, and hence

the system is a simple band insulator.

4.4.4 Comparison of IPTSC and BdGMF Results

To understand the effects of dynamical fluctuations over the static mean field, Φ vs t⊥ within the

BdGMF is shown in the right panel of figure 4.3 for both interacting and non-interacting planes. Left

panel represents the IPTSC result and the right panel represents the BdGMF result. In both IPTSC

and BdGMF framework, Φ for both interacting and non-interacting planes vanishes beyond a critical

value of t⊥= tc⊥. This critical value of inter-planar hopping is higher in the BdGMF than in the IPTSC
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method. In the BdGMF framework, the superconducting phase continuously goes to insulating phase

beyond tc⊥ and the intermediate metallic phase is not observed. While in the IPTSC framework, in

both the interacting and non-interacting planes, the system first goes from superconductor to metallic

phase and subsequently with increasing t⊥, both planes become insulating. Thus dynamical fluctua-

tions strongly modifies the static mean field results.

4.5 Conclusions

In this chapter, we have studied a bilayer attractive Hubbard model by combining DMFT and IPTSC

at half filling. We have computed spectral functions and superconducting order parameter for different

value of interplanar hopping. Superconductivity is induced in non-interacting layer due to proximity

to superconducting plane, and beyond a critical value of interplanar hopping, both planes become

non-superconducting. Our results are very similar to a recent determinantal quantum Monte-Carlo

study [20] of a bilayer-AHM on finite-size lattices, in terms of the dependence of the order parameter

on the t⊥. However, it is not clear that, the intervening metallic phase and the subsequent insulating

phase shown in figure 4.3, are also found by the DQMC work. To understand the effect of dynamical

fluctuation over static mean field, we have computed the superconducting order parameter in BdGMF

approach. In the static mean field approach, the intervening metallic phase is not observed, thus

dynamical fluctuations play a very important role over static mean field.
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[10] Mühge Th, Theis-Bröhl K, Westerholt K, Zabel H, Garif’yanov N N, Goryunov Yu V, Gari-

fullin I A and Kha-liullin G G 1998 Phys. Rev. B 57 5071.

[11] Strunk C, Sürgers C, Paschen U and Löhneysen H V 1994 Phys. Rev. B 49 4053.
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Appendix A

A.1 Calculation of second order diagonal part of self energy

Second order diagonal self energy is given by

Σ
(2)(ω+) =U2

∫
∞

−∞

i=3

∏
i=1

dεi[ρ1(ε1)ρ2(ε2)ρ2(ε3)−ρ3(ε1)ρ2(ε2)ρ3(ε3)][ f (ε1) f (−ε2) f (ε3)+

f (−ε1) f (ε2) f (−ε3)]
1

ω+− ε1 + ε2 + ε3
(A.1)

ρ1 =−Im
G11

π
, ρ2 =−Im

G22

π
, ρ3 =−Im

G12

π
(A.2)

The imaginary part of Σ(2)(ω+) is given by

D
Σ(2)(ω+) =−Im

Σ(2)(ω+)

π
(A.3)

D
Σ(2)(ω) =U2

∫
∞

−∞

i=3

∏
i=1

dεi[ρ1(ε1)ρ2(ε2)ρ2(ε3)−ρ3(ε1)ρ2(ε2)

ρ3(ε3)][ f (ε1) f (−ε2) f (ε3)+ f (−ε1) f (ε2) f (−ε3)]δ (ω− ε1 + ε2− ε3) (A.4)
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D
Σ(2)(ω) =U2

∫
∞

−∞

i=2

∏
i=1

dεi[ρ1(ε1)ρ2(ε2)ρ2(ω− ε1 + ε2)−ρ3(ε1)ρ2(ε2)

ρ3(ω− ε1 + ε2)][ f (ε1) f (−ε2) f (ω− ε1 + ε2)+ f (−ε1) f (ε2) f (−ω + ε1− ε2] (A.5)

Now changing ε1 to −ε1, we get,

D
Σ(2)(ω) =U2

∫
∞

−∞

i=2

∏
i=1

dεi[ρ1(−ε1)ρ2(ε2)ρ2(ω + ε1 + ε2)−ρ3(−ε1)ρ2(ε2)

ρ3(ω + ε1 + ε2)][ f (−ε1) f (−ε2) f (ω + ε1 + ε2)+ f (ε1) f (ε2) f (−ω− ε1− ε2)] (A.6)

D
Σ(2)(ω) =U2

∫
∞

−∞

i=2

∏
i=1

dεi[ρ1(−ε1)ρ2(ε2)ρ2(ω + ε1 + ε2) f (−ε1) f (−ε2) f (ω + ε1 + ε2)+ρ1(−ε1)

ρ2(ε2)ρ2(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2)−ρ3(−ε1)ρ2(ε2)ρ3(ω + ε1 + ε2) f (−ε1) f (−ε2)

f (ω + ε1 + ε2)−ρ3(−ε1)ρ2(ε2)ρ3(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2)](A.7)

Now define D
Σ
(2)
1 (ω)

as

D
Σ
(2)
1 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ1(−ε1)ρ2(ε2)ρ2(ω + ε1 + ε2) f (−ε1) f (−ε2) f (ω + ε1 + ε2)

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (−ε1)
∫

∞

−∞

dε2[ρ2(ε2) f (−ε2)ρ2(ω + ε1 + ε2) f (ω + ε1 + ε2)] (A.8)

Now define χ1 as

χ1(ε) =
∫

∞

−∞

dε2[ρ2(ε2) f (−ε2)ρ2(ε + ε2) f (ε + ε2)] (A.9)

D
Σ
(2)
1 (ω)

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (−ε1)χ1(ε1 +ω) (A.10)
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Now define D
Σ
(2)
2 (ω)

as

D
Σ
(2)
2 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεiρ1(−ε1)ρ2(ε2)ρ2(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2) (A.11)

Now define χ2 as

χ2(−ε) =
∫

∞

−∞

dε2[ρ2(ε2) f (ε2) f (ε− ε2)ρ2(−ε + ε2)] (A.12)

Now replacing ε2 to ε + ε2, we get

=
∫

∞

−∞

dε2[ρ2(ε2 + ε) f (ε2 + ε) f (−ε2)ρ2(ε2)] (A.13)

χ2(−ε) = χ1(ε)

D
Σ
(2)
2 (ω)

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (ε1)χ1(−ω− ε1) (A.14)

Now define D
Σ
(2)
3 (ω)

as

D
Σ
(2)
3 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεiρ3(−ε1)ρ2(ε2)ρ3(ω + ε1 + ε2) f (−ε1) f (−ε2) f (ω + ε1 + ε2)

=U2
∫

∞

−∞

dε1ρ3(−ε1) f (−ε1)
∫

∞

−∞

dε2[ρ2(ε2) f (−ε2)ρ3(ω + ε1 + ε2) f (ω + ε1 + ε2)]

Now define χ3 as

χ3(ε) =
∫

∞

−∞

dε2[ρ2(ε2) f (−ε2)ρ3(ε + ε2) f (ε + ε2)]

D
Σ
(2)
3 (ω)

=
∫

∞

−∞

dε1ρ3(−ε1) f (−ε1)χ3(ω + ε1) (A.15)
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Now define D
Σ
(2)
4 (ω)

D
Σ
(2)
4 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεiρ3(−ε1)ρ2(ε2)ρ3(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2)

=
∫

∞

−∞

dε1 f (ε1)ρ3(−ε1)
∫

∞

−∞

dε2[ρ2(ε2) f (ε2)ρ3(ω + ε1 + ε2) f (−ω− ε1− ε2)]

Now define χ4 as

χ4(ε) =
∫

∞

−∞

dε2[ρ2(ε2) f (ε2)ρ3(ε + ε2) f (−ε− ε2)

D
Σ
(2)
4 (ω)

=
∫

∞

−∞

dε1 f (ε1)ρ3(−ε1)χ4(ω + ε1) (A.16)

By using equation A.8, A.11, A.15, and A.16 , D
Σ(2)(ω) can be written as,

D
Σ(2)(ω) = D

Σ
(2)
1 (ω)

+D
Σ
(2)
2 (ω)

−D
Σ
(2)
3 (ω)

−D
Σ
(2)
4 (ω)

(A.17)

The real part of Σ(2)(ω+) is given by using Kramers-Kronig transformation of D
Σ(2)(ω),

Real(Σ(2)(ω)) =
∫

∞

−∞

dε
D

Σ(2)(ω)

ω− ε
(A.18)

Finally self energy is given by

Σ
(2)(ω) = Real(Σ(2)(ω))− iπD

Σ(2)(ω) (A.19)
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A.2 Calculation of second order off diagonal part of self energy

Second order off-diagonal self energy is given by,

S(2)(ω) =U2
∫

∞

−∞

i=3

∏
i=1

dεi[ρ3(ε1)ρ3(ε2)ρ3(ε3)−ρ1(ε1)ρ3(ε2)ρ2(ε3)][ f (ε1) f (−ε2) f (ε3)+

f (−ε1) f (ε2) f (−ε3)]
1

ω+− ε1 + ε2 + ε3
(A.20)

Imaginary part of S(2)(ω) is given by

DS(2)(ω) =−Im
S(2)(ω)

π
(A.21)

DS(2)(ω) =U2
∫

∞

−∞

i=3

∏
i=1

dεi[ρ3(ε1)ρ3(ε2)ρ3(ε3)−ρ1(ε1)ρ3(ε2)

ρ2(ε3)][ f (ε1) f (−ε2) f (ε3)+ f (−ε1) f (ε2) f (−ε3)δ (ω− ε1 + ε2− ε3)] (A.22)

Now replacing ε1 to −ε1, we get

DS(2)(ω) =U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ3(−ε1)ρ3(ε2)ρ3(ω + ε1 + ε2)−ρ1(−ε1)ρ3(ε2)

ρ2(ω + ε1 + ε2)][ f (−ε1) f (−ε2) f (ω + ε1 + ε2)+ f (ε1) f (ε2) f (−ω− ε1− ε2)] (A.23)

Now define D
S(2)1 (ω)

as

D
S(2)1 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ3(−ε1)ρ3(ε2)ρ3(ω + ε1 + ε2) f (−ε1) f (−ε2) f (ω + ε1 + ε2)]

=U2
∫

∞

−∞

dε1ρ3(−ε1) f (−ε1)
∫

∞

−∞

dε2[ρ3(ε2) f (−ε2)ρ3(ω + ε1 + ε2) f (ω + ε1 + ε2)]

Now define χ5 as

χ5(ε) =
∫

∞

−∞

dε2[ρ3(ε2) f (−ε2)ρ3(ε + ε2) f (ε + ε2)] (A.24)
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D
S(2)1 (ω)

=U2
∫

∞

−∞

dε1ρ3(−ε1) f (−ε1)χ5(ω + ε1) (A.25)

Now define D
S(2)2 (ω)

as

D
S(2)2 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ3(−ε1)ρ3(ε2)ρ3(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2)]

=U2
∫

∞

−∞

dε1ρ3(−ε1) f (ε1)
∫

∞

−∞

dε2[ρ3(ε2) f (ε2)ρ3(ω + ε1 + ε2) f (−ω− ε1− ε2)]

Now define χ6 as

χ6(ε) =
∫

∞

−∞

dε2[ρ3(ε2) f (ε2)ρ3(ε + ε2) f (−ε− ε2)]

χ6(−ε) =
∫

∞

−∞

dε2[ρ3(ε2) f (ε2)ρ3(−ε + ε2) f (ε− ε2)]

Now replace ε2 by ε2 + ε , we get

χ6(−ε) =
∫

∞

−∞

dε2[ρ3(ε2 + ε) f (ε2 + ε)ρ3(ε2) f (−ε2)] = χ5(ε)

D
S(2)2 (ω)

=U2
∫

∞

−∞

dε1ρ3(−ε1) f (ε1)χ5(−ω− ε1) (A.26)

Now define D
S(2)3 (ω)

as

D
S(2)3 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ1(−ε1)ρ3(ε2)ρ2(ω + ε1 + ε2) f (−ε1) f (−ε2) f (ω + ε1 + ε2)]

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (−ε1)
∫

∞

−∞

dε2[ρ3(ε2) f (−ε2)ρ2(ω + ε1 + ε2) f (ω + ε1 + ε2)]
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Now define χ7 as

χ7(ε) =
∫

∞

−∞

dε2[ρ3(ε2) f (−ε2)ρ2(ε + ε2) f (ε + ε2)]

D
S(2)3 (ω)

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (−ε1)χ7(ε1 +ω) (A.27)

Now define D
S(2)4 (ω)

as

D
S(2)4 (ω)

=U2
∫

∞

−∞

i=2

∏
i=1

dεi[ρ1(−ε1)ρ3(ε2)ρ2(ω + ε1 + ε2) f (ε1) f (ε2) f (−ω− ε1− ε2)]

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (ε1)
∫

∞

−∞

dε2[ρ3(ε2)ρ2(ω + ε1 + ε2) f (ε2) f (−ω− ε1− ε2)]

Now define χ8 as

χ8(ε) =
∫

∞

−∞

dε2[ρ3(ε2)ρ2(ε + ε2) f (ε2) f (−ε− ε2)]

D
S(2)4 (ω)

=U2
∫

∞

−∞

dε1ρ1(−ε1) f (ε1)χ8(ε1 +ω) (A.28)

By using equation A.25, A.26, A.27, and A.28 , DS(2)(ω) is given by

DS(2)(ω) = D
S(2)1 (ω)

+D
S(2)2 (ω)

−D
S(2)3 (ω)

−D
S(2)4 (ω)

(A.29)

Now by using Kramers-Kronig relation, the real part of S2(ω) is given by

Re(S(2)(ω)) =
∫

∞

−∞

dε
DS(2)(ω)

ω− ε
(A.30)

S(2)(ω) = Re(S(2)(ω))− iπDS(2)(ω) (A.31)
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A.3 Mapping of attractive Hubbard model to repulsive Hubbard

model

The attractive Hubbard model (AHM) can be mapped onto repulsive Hubbard model by using appro-

priate particle-hole(p-h) transformation.

Let us define AHM

H = ∑
iσ

εc†
iσ ciσ − t ∑

〈i jσ〉

(
c†

iσ c jσ +h.c
)
−|U |∑

i
ni↑ni↓−µ ∑

iσ
c†

iσ ciσ (A.32)

Now apply following p-h transformation on AHM

ci↑→ ci↑

ci↓→ (−1)ic†
i↓ (A.33)

The transformed Hamiltonian is given by

HT = ∑
i

ε(ni↑−ni↓)+ ε ∑
iσ

1− t ∑
〈i jσ〉

(
c†

iσ c jσ +h.c
)
−|U |∑

i
ni↑(1−ni↓)−

µ ∑
i
(ni↑−ni↓)−µ ∑

iσ
1 (A.34)

HT =−t ∑
〈i jσ〉

(
c†

iσ c jσ +h.c
)
+ |U |∑

i
ni↑ni↓− (µ− ε)∑

i
(ni↑−ni↓)

−(µ− ε)∑
iσ

1−|U |∑
i

ni↑ (A.35)

Above Hamiltonian represents repulsive Hubbard model with magnetic field, (µ−ε) acts as magnetic

field.
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Particle number (NT) in transformed Hamiltonian (HT) is given by

N = ∑
i
(ni↑+ni↓)

NT = ∑
i
(ni↑−ni↓+1)

= M+Ns (A.36)

where M is magnetization in original Hamiltonian (H ), and Ns is total number of lattice sites.

Magnetization (MT) in transformed Hamiltonian (HT) is given by

M = ∑
i
(ni↑−ni↓) (A.37)

MT = ∑
i
(ni↑+ni↓−1)

= N−Ns (A.38)

Let us consider, M = 0, then NT = Ns. If original Hamiltonian is at half filled then N = Ns, MT =

M = 0, thus half filled attractive Hubbard model with zero magnetization is mapped onto the repulsive

Hubbard model with zero magnetization.

If H is away from half filling, then we can write

N = (1+ x)Ns (A.39)

where x is doping parameter.

MT = xNs (A.40)

Thus away from half- filled attractive Hubbard model is equivalent to repulsive Hubbard model with

finite magnetization.
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Figure A.1: Schematic diagram of how particle-hole transformation works. Blue stands for spin
down and red stands for spin up electrons. Spin down electron transforms to vacant site, vacant
site transforms to spin down electron, spin up electron transforms to Cooper pair and Copper pair
transforms to spin up electron by p-h transformation (From Ref. [1]).
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A.4 Calculation of factor Â

Factor Â is calculated by imposing the condition that IPTSC is exact in high frequency limit.

Second order selfenergy in high frequency limit is given by

Σ
(2)(ω → ∞) = U2

∫
∞

−∞

3

∏
j=1

dω j
g1(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+

and

S(2)(ω → ∞) = U2
∫

∞

−∞

3

∏
j=1

dω j
g2(ω1,ω2,ω3)N(ω1,ω2,ω3)

ω+
(A.41)

N(ω1,ω2,ω3) = f (ω1) f (−ω2) f (ω3)+ f (−ω1) f (ω2) f (−ω3)

g1(ω1,ω2,ω3) = ρ̃11(ω1)ρ̃22(ω2)ρ̃22(ω3)− ρ̃12(ω1)ρ̃22(ω2)ρ̃12(ω3)

g2(ω1,ω2,ω3) = ρ̃12(ω1)ρ̃12(ω2)ρ̃12(ω3)− ρ̃11(ω1)ρ̃12(ω2)ρ̃22(ω3) (A.42)

Σ
(2)(ω → ∞) =

U2

ω+

∫
∞

−∞

3

∏
j=1

dω j[ρ̃11(ω1)ρ̃22(ω2)ρ̃22(ω3) f (ω1)

f (−ω2) f (ω3)+ ρ̃11(ω1)ρ̃22(ω2)ρ̃22(ω3) f (−ω1) f (ω2) f (−ω3)− ρ̃12(ω1)ρ̃22(ω2)

ρ̃12(ω3) f (ω1) f (−ω2) f (ω3)− ρ̃12(ω1)ρ̃22(ω2)ρ̃12(ω3) f (−ω1) f (ω2) f (−ω3)]

=
U2

ω+

[
n0

2
n0

2
(1− n0

2
)+(1− n0

2
)(1− n0

2
)
n0

2
−Φ0

n0

2
Φ0−Φ0(1−

n0

2
)Φ0

]
=

U2

ω+

[
n2

0
4
−

n3
0

8
+

n0

2
+

n3
0

8
−

n2
0

2
−Φ

2
0

]
=

U2

ω+

[
n0

2
−

n2
0

4
−Φ

2
0

]
(A.43)
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S(2)(ω → ∞) =
U2

ω+

∫
∞

−∞

3

∏
j=1

dω j[ρ̃12(ω1)ρ̃12(ω2)ρ̃12(ω3) f (ω1) f (−ω2) f (ω3)+ ρ̃12(ω1)ρ̃12(ω2)

ρ̃12(ω3) f (−ω1) f (ω2) f (−ω3)− ρ̃11(ω1)ρ̃12(ω2)

ρ̃22(ω3) f (ω1) f (−ω2) f (ω3)− ρ̃11(ω1)ρ̃12(ω2)ρ̃22(ω3) f (−ω1) f (ω2) f (−ω3)]

=
U2

ω+

[
−Φ

3
0 +Φ

3
0 +

n0

2
Φ0(1−

n0

2
)− (1− n0

2
)Φ0

n0

2

]
= 0

(A.44)

Second order off- diagonal selfenergy vanishes in high frequency limit, implies off-diagonal compo-

nents of Â will be zero .

In above calculations, we have used

A12 = A21 = 0 (A.45)

ρ̃22(ω) = ρ̃11(−ω)

ρ̃12(−ω) =−ρ̃12(ω)

n0

2
=
∫

∞

−∞

dωρ̃11(ω) f (ω)

1− n0

2
=
∫

∞

−∞

dωρ̃11(−ω) f (ω)

Φ0 =
∫

∞

−∞

dωρ̃12(ω) f (ω)

−Φ0 =
∫

∞

−∞

dωρ̃12(−ω) f (ω) (A.46)

Let us defined Attractive single impurity Anderson model

Himp = (ε−µ)∑
σ

f †
σ fσ −Un f

↑n
f
↓ +∑

~kσ

V~k(c
†
~kσ

fσ +h.c) (A.47)

where f represents the annihilation operator of impurity and c~k represents the annihilation operator

of bath.

65



A.4. CALCULATION OF FACTOR Â

The impurity Green’s function can be written as

Ĝ(ω) =
∫

∞

−∞

dε
ρ̂G(ε)

ω+− ε
(A.48)

where ρ̂G(ε) represents the density of states of lattice. Now Ĝ(ω → ∞) is obtained by expanding

(ω+− ε)−1 by using Taylor’s expansion

Ĝ(ω → ∞) =
1

ω+

∫
∞

−∞

dε(ρ̂G(ε)+ ρ̂G(ε)
ε

ω+
+ ρ̂G(ε)

ε2

ω+2 + ........) (A.49)

Let us defined M̂(n), nth moment of spectral function as

M̂(n) =
∫

∞

−∞

dεε
n
ρ̂G(ε) (A.50)

M̂(n) in terms of H imp is given by

M̂(n) = 〈{[[Ψ,Himp],Himp], ....n times],Ψ†} (A.51)

where Ψ is two component Nambu spinors, given by

Ψ =

 f↑

f †
↓


M̂(0) is given by

M(0)
11 =

∫
∞

−∞

dερ
11
G (ε) = 1

M(0)
12 =

∫
∞

−∞

dερ
12
G (ε) = 0

M(0)
21 =

∫
∞

−∞

dερ
21
G (ε) = 0

M(0)
22 =

∫
∞

−∞

dερ
22
G (ε) = 1 (A.52)
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Then M̂(1) is given by

M̂(1) = 〈{[Ψ,Himp],Ψ
†}〉 (A.53)

M(1)
11 = 〈{[ f↑,Himp], f †

↑ }〉

M(1)
12 = 〈{[ f↑,Himp], f↓}〉

M(1)
21 = 〈{[ f †

↓ ,Himp], f †
↑ }〉

M(1)
22 = 〈{[ f †

↓ ,Himp], f↓}〉 (A.54)

[ f↑,Himp] = (ε−µ)[ f↑, ∑
σ

f †
σ fσ ]−U [ f↑, n f

↑n
f
↓ ]+∑

~kσ

V~k[ f↑,c
†
~kσ

fσ +h.c.]

= (ε−µ) f↑−U [ f↑,n
f
↑ ]n

f
↓ +∑

~k

V~kc~k↑

= (ε−µ) f↑−U f↑n
f
↓ +∑

~k

V~kc~k↑

〈{[ f↑,Himp], f †
↑ }〉= (ε−µ)−U〈n f

↓〉

〈n f
↓〉=

n
2

M(1)
11 = (ε−µ)−U

n
2

(A.55)

[ f↑,Himp] = (ε−µ) f↑−U f↑n
f
↓ +∑

~k

V~kc~k↑

〈{[ f↑,Himp], f↓}〉=−U〈{ f↑n
f
↓ , f↓}=−U( f↑n

f
↓ f↓+ f↓ f↑n

f
↓)〉

=−U〈( f↑ f †
↓ f↓ f↓+ f↓ f↑n

f
↓)〉, f↓ f↓ = 0

=−U〈 f↓ f↑n
f
↓〉=U〈 f↑ f↓n

f
↓〉

=U〈 f↑ f↓ f †
↓ f↓〉=U〈 f↑(1− f †

↓ f↓) f↓〉=U〈 f↑ f↓〉

=UΦ, where, Φ = 〈 f↑ f↓〉

M(1)
12 =UΦ (A.56)
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[ f †
↓ ,Himp] =−(ε−µ) f †

↓ +Un f
↑ f †
↓ −∑

~k

V~kc†
~k↓

〈{[ f †
↓ ,Himp], f↓}〉=−(ε−µ)+U〈n f

↑〉, 〈n
f
↑〉=

n
2

=−(ε−µ)+U
n
2

M(1)
22 =−(ε−µ)+U

n
2

〈{[ f †
↓ ,Himp], f †

↑ }〉=U〈{n f
↑ f †
↓ , f †
↑ }〉=U〈n f

↑ f †
↓ f †
↑ + f †

↑ n f
↑ f †
↓ 〉=U〈n f

↑ f †
↓ f †
↑ + f †

↑ f †
↑ f↑ f †

↓ 〉, f †
↑ f †
↑ = 0

=U〈n f
↑ f †
↓ f †
↑ 〉=U〈 f †

↓ n f
↑ f †
↑ 〉

=U〈 f †
↓ (1− f↑ f †

↑ ) f †
↑ 〉=U〈 f †

↓ f †
↑ 〉

M(1)
21 =UΦ, Φ = 〈 f †

↓ f †
↑ 〉

(A.57)

M(2)
11 = 〈{[[ f↑,Himp],Himp], f †

↑ }〉

M(2)
12 = 〈{[[ f↑,Himp],Himp], f↓}〉

M(2)
21 = 〈{[[ f †

↓ ,Himp],Himp], f †
↑ }〉

M(2)
22 = 〈{[[ f †

↓ ,Himp],Himp], f↓}〉

(A.58)
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[ f↑,Himp],Himp] = (ε−µ)2 f↑−2(ε−µ)U f↑n↓+U2 f↑n↓−U ∑
~k

V~k[n
f
↓c~k↑− c†

~k↑
f↑ f↓+n f

↓c~k↓+∑
k

V 2
~k

f↑]

〈{[[ f↑,Himp],Himp], f †
↑ }〉= (ε−µ)2−2U(ε−µ)〈n f

↓〉+U2〈n f
↓〉+∑

~k

V 2
~k

= (ε−µ)2−2U(ε−µ)
n
2
+U2 n

2
+∑

~k

V 2
~k

M(2)
11 = (ε−µ)2−2U(ε−µ)

n
2
+U2 n

2
+∑

~k

V 2
~k

M(2)
22 = (ε−µ)2−2U(ε−µ)

n
2
+U2 n

2
−∑

~k

V 2
~k

M(2)
12 =−(−2(ε−µ)U +U2)Φ

M(2)
21 =−(−2(ε−µ)U +U2)Φ

(A.59)

Now for simplicity let us take ε = µ = 0, then lattice Green’s function in high frequency is given by

G11(ω → ∞) =
1

ω+
− Un

2ω+2 +∑
~k

V 2
~k
+U2n/2

ω+3

G22(ω → ∞) =
1

ω+
+

Un

2ω+2 +∑
~k

−V 2
~k
+U2n/2

ω+3

G12(ω → ∞)) =
UΦ

ω+2 +
U2Φ

ω+3

(A.60)

Non-interacting Green’s function in high frequency limit is given by

Ĝ0(ω → ∞) = ω
+−∑

~k

V~k
2/ω

+
σz (A.61)

Self-energy in high frequency limit is given by

Σ̂(ω → ∞) = Ĝ−1
0 (ω → ∞)− Ĝ−1(ω → ∞) (A.62)
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Σ11(ω → ∞) = ω−∑
~k

V 2
~k
/ω−

1/ω +Un/(2ω2)+(−∑~k V 2
~k
+U2n/2)/ω3

1/ω2−U2n2/(4ω4)−U2Φ2/ω4

= ω−∑
~k

V 2
~k
/ω− [1/ω +Un/(2ω

2)+(−∑
~k

V 2
~k
+U2n/2)/ω

3]ω2[1−U2n2/(4ω
2)−U2

Φ
2/ω

2]−1

= ω−∑
~k

V 2
~k
/ω− [1/ω +Un/(2ω

2)+(−∑
~k

V 2
~k
+U2n/2)/ω

3]ω2[1+U2n2/(4ω
2)+U2

Φ
2/ω

2]

= ω−∑
~k

V 2
~k
/ω− [ω +Un/2−∑

~k

(V 2
~k
+U2n/2)/ω][1+U2n2/(4ω

2)+U2
Φ

2/ω
2]

= ω−∑
~k

V 2
~k
/ω− [ω +Un/2−∑

~k

(V 2
~k
+U2n/2)/ω +U2n2/(4ω)+U2

Φ
2/ω]

=−Un/2+U2n/(2ω)−U2n2/(4ω)−U2
Φ

2/ω

(A.63)

Taking 1
ωn → 0 , where n≥ 2.

Thus A11 is given by

−Un/2+U2n/(2ω)−U2n2/(4ω)−U2
Φ

2/ω =−Un/2+A11
U2

ω+

[
n0

2
−

n2
0

4
−Φ

2
0

]
A11 =

U2n/2−U2n2/4−U2Φ2

U2n0/2−U2n2
0/4−U2Φ2

0
(A.64)

Similarly one can find, A11 = A22.

A.5 Fermions in high dimensions

A.5.1 Effective action of repulsive Hubbard model

Let us consider repulsive Hubbard model.

H = ε f ∑
iσ

c†
iσ ciσ − ∑

<i jσ>

[ti jc
†
iσ c jσ +h.c]+U ∑

i
ni↑ni↓−µ ∑

iσ
c†

iσ ciσ (A.65)
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Then, action of Hubbard model is given by

S{c∗i ,ci}=
∫

β

0
dτ

[
∑
iσ

c∗iσ (τ)
(

∂

∂τ
−µ + ε f

)
ciσ (τ)− ∑

<i jσ>

ti jc∗iσ (τ)c jσ (τ)+

U ∑
i

c∗i↑(τ)ci↑(τ)c∗i↓(τ)ci↓(τ)

]
(A.66)

where c∗i and ci are Grassmann numbers. The partition function of system is given by

Z =
∫

∏
iσ

Dc∗iσDciσ exp(−S{c∗i ,ci}) (A.67)

We can write action as

S = So +∆S+S(o) (A.68)

Where So contains variables on site o and is given by

So =
∫

β

0
dτ

[
∑
σ

c∗oσ (τ)

(
∂

∂τ
−µ + ε f

)
coσ (τ)+

Uc∗o↑(τ)co↑(τ)c∗o↓(τ)co↓(τ)

]
(A.69)

∆S contains the hopping between site o and other sites of the lattice and is given by

∆S =−
∫

β

0
∑
jσ
[to jc∗oσ (τ)c jσ (τ)+h.c] (A.70)

S(o) contains all site variables except o and is given by

S(o) =
∫

β

0
dτ

[
∑

iσ 6=o
c∗iσ (τ)

(
∂

∂τ
−µ + ε f

)
ciσ (τ)− ∑

<i jσ 6=o>
ti jc∗iσ (τ)c jσ (τ)+

U ∑
i 6=o

c∗i↑(τ)ci↑(τ)c∗i↓(τ)ci↓(τ)

]
(A.71)
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The partition function is given by

Z =
∫

∏
iσ

Dc∗iσDciσ exp(−[So{c∗o,co}+∆S{c∗i ,ci,c∗o,co}+

S(o){c∗i6=o,ci 6=o}]) (A.72)

Now by integrating over all lattice degree of freedom except o, we can write partition function as

Z =
∫

∏
σ

Dc∗oσDcoσ exp{−So[coσ ,c∗o,σ ]}
∫

∏
iσ 6=0

Dc∗iσDciσ

exp[−S(o){c∗i6=o,ci 6=o}]exp[−∆S{c∗i ,ci,c∗o,co}] (A.73)

The partition function of system when site o is removed is given by.

Z (o) =
∫

∏
iσ 6=0

Dc∗iσDciσ exp[−S(o){c∗i 6=oσ ,ci6=oσ}] (A.74)

Then we can write equation (A.72) as

Z = Z (o)
∫

∏
σ

Dc∗oσDcoσ exp{−So[coσ ,c∗o,σ ]}

〈exp[−∆S{c∗i ,ci,c∗o,co}]〉(o) (A.75)

Where 〈....〉(o) is average over the ensemble when site o is removed. Since in above Hamiltonian, the

number is conserved so if an operator Â does not have equal number of ciσ and c∗iσ then 〈Â〉(o) will

vanish. Thus 〈exp(−∆S)〉(o) is given by

〈exp(−∆S)〉(o) = 〈1−∆S+
1
2!
(∆S)2− ...〉(o) (A.76)

〈∆S〉(o) = 0 (A.77)
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Because it does not contain equal number of ciσ and c∗iσ . Now the second order term is given by

< (∆S)2 >(o)=
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

∑
jk 6=o

[t jotok〈c∗jσ (τ1)coσ (τ1)c∗oσ (τ2)ckσ (τ2)〉(o)+

tkoto j〈c∗oσ (τ1)c jσ (τ1)c∗kσ (τ2)coσ (τ2)〉(o)] (A.78)

First term is written as

t jotok〈c∗jσ (τ1)coσ (τ1)c∗oσ (τ2)ckσ (τ2)〉(o) =

t jotok〈c∗oσ (τ2)ckσ (τ2)c∗jσ (τ1)c jσ (τ1)〉(o) (A.79)

The cavity Green’s function is given by

G(o)
jkσ

(τ1− τ2) =−〈 Tτc jσ (τ1)c∗kσ (τ2)〉(o) , (A.80)

where Tτ is time ordering operator. Now we can write equation (A.78) in term of one particle Green’s

function.

< (∆S)2 >(o)=−
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

∑
jk 6=o

[t jotokG(o)
jkσ

(τ1− τ2)

c∗oσ (τ1)coσ (τ2)] (A.81)

Higher order term can be obtained in similar way by using higher order Green’s function. The effec-

tive action in term of higher order Green’s function is given by

Se f f (o) = So +
∞

∑
n=1

∑
i1,i2..., j1, j2.., jn

∫
dτi1 ...dτindτ j1...dτ jnti1o...tinoto j1...to jnc∗oσ (τi1)...

c∗oσ (τin)coσ (τ j1)...coσ (τ jn)G
(o)
i1...,in, j1...., jn(τi1.., .τin,τ j1...,τ jn) (A.82)
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A.6 Infinite dimensional limit

A.6.1 Scaling of hopping in infinite dimension

The non-interacting density of state in d-dimension is given by

N(E) = ∑
~k

δ (E− ε~k) (A.83)

Where~k is d-dimensional wave vector, ε~k is dispersion relation and is given by

ε~k =−2t
d

∑
i=1

cos(ki) (A.84)

In infinite dimension we can think of cos(ki) distributed between -1 to 1 randomly with uniform

probability distribution P(ki) = 1.0/π for all ki ∈ [−π/2,π/2]. Then first and second moments of ε~k

are given by

〈ε~k〉=−2t
d

∑
i=1

∫
π/2

−π/2
P(ki)cos(ki)dki = 0 (A.85)

〈ε2
~k
〉= 4t2

d

∑
i, j=1

∫
π/2

−π/2
P(ki)cos(ki)cos(k j)dki

= 4t2
d

∑
i=1

∫
π/2

−π/2

1
π

cos(ki)cos(ki)dki = 2dt2 (A.86)

According to central limit theorem, in d→∞ the distribution function of sum of equation A.84 should

be Gaussian, and probability of finding a state εk is density of state (N(E)). Thus N(E) is given by

N(E) =
1√

2π〈ε2
k 〉−〈εk〉2

exp
− (E−〈εk〉)

2

2(〈ε2
k 〉−〈εk〉2)

=
1√

4πdt2
exp−

E2

4dt2 (A.87)
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For d→ ∞, N(E) is featureless, thus t must scale properly. 2dt2 =t∗, where t∗ is scaled hopping, a

constant number.

N(E) =
1√

2πt∗2
exp−

E2

2t∗2 (A.88)

Thus in infinite dimension hopping t scaled like t→ t∗/
√

2d.

As we know that 〈c†
kc j〉 is probability amplitude of electron to hop from site j to k. For nearest

neighbour hopping |〈c†
kc j〉|2 will be directly proportional to inverse of coordination number (q = 2d),

thus single particle Green’s function scaled like G jk→ 1/
√

d. For arbitrary j, k, G jk→ d−|| j−k||/2 [2].

In order to calculate the summation involving n-connected Green’s function , we have to determine

the overall scaling factor. Let us focus on first term which contains single particle Green’s function.

We find a contribution d2 from summation over i and j, d−1 from t2, and d−1 from Gi j, that gives net

constant scaling factor. For second term, we find a contribution d4 from summation over four indices,

contribution d−2 from hopping and contribution d−3 from Gi1,i2, j1, j2 , thus second term scale as 1/d,

and it vanishes as d → ∞. Therefore, it can be seen that higher order term will vanish in infinite

dimension and only first term contribute.

In infinite dimension as d→ ∞ the partition can be written using Linked Cluster Theorem as

Z = Z (o)
∫

∏
σ

Dc∗oσDcoσ exp{−So[coσ ,c∗o,σ ]}

exp
[
−
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

∑
jk 6=o

[t∗jot∗okG(o)
jkσ

(τ1− τ2)c∗oσ (τ1)coσ (τ2)

]
(A.89)

where t∗jo is scaled hopping. From equation A.89, it is clear that the full partition function is a product

of two terms: the partition function when o site is removed and other which contain all the effects of

sites other than the site o. So from equation A.89 effective action of site o is given by

Se f f (o) = So[coσ ,c∗o,σ ]+
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

∑
jk 6=o

[t∗jot∗okG jkσ (τ1− τ2)]c∗oσ (τ1)coσ (τ2)] (A.90)
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We can write equation A.90 as

Se f f (o) = So[coσ ,c∗o,σ ]+
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

∑
jk 6=o

[t∗jot∗okG jkσ (τ1− τ2)]c∗oσ (τ1)coσ (τ2)] (A.91)

From equation A.91 it is clear that site o is coupled with a mean field which contain the effect of other

lattice site on site o. This field is also depending on time. The mean field is given by

∆σ (τ1− τ2) =−∑
σ

∑
jk 6=o

[t∗jot∗okG jkσ (τ1− τ2)] (A.92)

Now let us define a non-interacting mean field propagator Gσ .

G−1
σ (τ1− τ2) =−

(
∂

∂τ1
−µ + ε f

)
δτ1τ2−∆σ (τ1− τ2) (A.93)

Se f f (o) =−
∫

β

0
dτ1

∫
β

0
dτ2 ∑

σ

c∗oσ (τ1)G
−1
σ (τ1− τ2)coσ (τ2)+U

∫
β

0
dτc∗o↑(τ)

co↑(τ)c∗o↓(τ)co↓(τ) (A.94)

A.6.2 Effective action of attractive Hubbard model

The attractive Hubbard model is given by

H = ε f ∑
iσ

c†
iσ ciσ − ∑

<i jσ>

[ti jc
†
iσ c jσ +h.c]−U ∑

i
ni↑ni↓−µ ∑

iσ
c†

iσ ciσ (A.95)

Then, action of Hubbard model in Nambu formulation is given by is given by

S{c∗i ,ci}=
∫

β

0
dτ

[
∑
iσ

Ψ
∗
i (τ)

(
∂

∂τ
+(−µ + ε f )σz

)
Ψi(τ)− ∑

<i jσ>

ti jc∗iσ (τ)c jσ (τ)−

U ∑
i

c∗i↑(τ)ci↑(τ)c∗i↓(τ)ci↓(τ)

]
(A.96)
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where Ψ is two component Nambu spinor and is given by

Ψi(τ) =

 ci↑(τ)

c∗i↓(τ)


Now divide action into three parts

S = So +∆S+S(o) (A.97)

Where So contains variables on site o, and is given by

So =
∫

β

0
dτ

[
∑
σ

Ψ
∗
o(τ)

(
∂

∂τ
+(−µ + ε f )σz

)
Ψo(τ)−Uc∗o↑(τ)co↑(τ)c∗o↓(τ)co↓(τ)

]
(A.98)

∆S contains the hopping between site o and other sites of the lattice, and is given by

∆S =−
∫

β

0
∑
jσ
[to jc∗oσ (τ)c jσ (τ)+h.c] (A.99)

S(o) contains all site variables except o, and is given by

S(o) =
∫

β

0
dτ

[
∑

iσ 6=o
Ψ
∗
i (τ)

(
∂

∂τ
+(−µ + ε f )σz

)
Ψi(τ)− ∑

<i jσ 6=o>
ti jc∗iσ (τ)c jσ (τ)−

U ∑
i 6=o

c∗i↑(τ)ci↑(τ)c∗i↓(τ)ci↓(τ)

]
(A.100)

The partition function is given by

Z =
∫

∏
iσ

Dc∗iσDciσ exp(−[So{c∗o,co}+∆S{c∗i ,ci,c∗o,co}+S(o){c∗i6=o,ci 6=o}]) (A.101)

Z = Z (o)
∫

∏
σ

Dc∗oσDcoσ exp{−So[coσ ,c∗o,σ ]}

〈exp[−∆S{c∗i ,ci,c∗o,co}]〉(o) (A.102)
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Where 〈....〉(o) is average over the ensemble when site o is removed. Thus 〈exp(−∆S)〉(o) is given by

〈exp(−∆S)〉(o) = 〈1−∆S+
1
2!
(∆S)2− ...〉(o) (A.103)

〈∆S〉(o) = 0 (A.104)

Now the second order, non-vanishing terms are given by

〈(∆S)2〉(o) = 〈
∫

β

0
dτ1

∫
β

0
dτ2 ∑

jk 6=oσ1σ2

t jotok[c∗oσ1
(τ1)c jσ1(τ1)c∗oσ2

(τ2)ckσ2(τ2)+

c∗oσ1
(τ1)c jσ1(τ1)c∗kσ2

(τ2)coσ2(τ2)+ c∗jσ1
(τ1)coσ1(τ1))c∗oσ2

(τ2)ckσ2(τ2)+

c∗jσ1
(τ1)coσ1(τ1)c∗kσ2

(τ2)coσ2(τ2)]〉(o)

(A.105)

Then non-vanishing terms are given by

〈(∆S)2〉(o) = 〈
∫

β

0
dτ1

∫
β

0
dτ2 ∑

jk 6=o
t jotok[c∗o↑(τ1)c j↑(τ1)c∗o↓(τ2)ck↓(τ2)+

c∗o↓(τ1)c j↓(τ1)c∗o↑(τ2)ck↑(τ2)+ c∗o↑(τ1)c j↑(τ1)c∗k↑(τ2)co↑(τ2)+

c∗o↓(τ1)c j↓(τ1)c∗k↓(τ2)co↓(τ2)+ c∗j↑(τ1)co↑(τ1))c∗o↑(τ2)ck↑(τ2)+ c∗j↓(τ1)co↓(τ1))c∗o↓(τ2)ck↓(τ2)+

c∗j↑(τ1)co↑(τ1)c∗k↓(τ2)co↓(τ2)+ c∗j↓(τ1)co↓(τ1)c∗k↑(τ2)co↑(τ2)]〉(o)

(A.106)

〈(∆S)2〉(o) =
∫

β

0
dτ1

∫
β

0
dτ2 ∑

jk 6=o
t jotok[−c∗o↑(τ1)〈c j↑(τ1)ck↓(τ2)〉c∗o↓−

c∗o↓(τ1)〈c j↓(τ1)ck↑(τ2)〉c∗o↑(τ2)+ c∗o↑(τ1)〈c j↑(τ1)c∗k↑(τ2)〉co↑(τ2)+ c∗o↓(τ1)〈c j↓(τ1)c∗k↓(τ2)〉co↓(τ2)+

co↑(τ1))〈c∗j↑(τ1)ck↑(τ2)〉c∗o↑(τ2)+ co↓(τ1))〈c∗j↓(τ1)ck↓(τ2)〉c∗o↓(τ2)−

co↑(τ1)〈c∗j↑(τ1)c∗k↓(τ2)〉ck↓(τ2)− co↓(τ1)〈c∗j↓(τ1)c∗k↑(τ2)〉co↑(τ2)]

(A.107)

78



A.6. INFINITE DIMENSIONAL LIMIT

Now introduce normal and anomalous cavity Green’s function

G11
jk (τ1− τ2) =−〈Tτck↑(τ1)c∗j↑(τ2)〉(o)

G12
jk (τ1− τ2) =−〈Tτck↑(τ1)c j↓(τ2)〉(o)

G21
jk (τ1− τ2) =−〈Tτc∗k↓(τ1)c∗j↑(τ2)〉(o)

G22
jk (τ1− τ2) =−〈Tτc∗k↓(τ1)c j↓(τ2)〉(o) (A.108)

〈(∆S)2〉(o) =
∫

β

0
dτ1

∫
β

0
dτ2 ∑

jk 6=o
t jotok2[c∗o↑(τ1)G12

jk (τ1− τ2)c∗o↓−

c∗o↑(τ1)G11
jk (τ1− τ2)co↑(τ2)− co↓(τ1))G22

jk (τ1− τ2)c∗o↓(τ2)−

co↓(τ1)G21
jk (τ1− τ2)co↑(τ2)]

(A.109)

Now define hybridisation function matrix ∆̂(τ1− τ2)

∆
11(τ1− τ2) =− ∑

jk 6=o
t jotokG11

jk (τ1− τ2)

∆
12(τ1− τ2) = ∑

jk 6=o
t jotokG12

jk (τ1− τ2)

∆
21(τ1− τ2) = ∑

jk 6=o
t jotokG21

jk (τ1− τ2)

∆
22(τ1− τ2) =− ∑

jk 6=o
t jotokG22

jk (τ1− τ2)

(A.110)

Higher order term will vanish in infinite dimension thus effective action is given by

Se f f (o) =−
∫

β

0
dτ1dτ2

[
Ψ
∗(τ1)

(
(− ∂

∂τ
+(µ− ε f )σz)δτ1τ2− ∆̂(τ1− τ2)

)
Ψ(τ2)

]
−∫

β

0
dτ Uc∗↑(τ)c↑(τ)c

∗
↓(τ)c↓(τ) (A.111)
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