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Chapter 1

Introduction

“Is there a way of simulating it, rather than imitating it?”

- Richard Feynman, Simulating Physics with Computers

Our quality of life is increasingly dependent on the advances in technology,

which is in turn often furthered (impeded) by the (lack of) advances in ma-

terials. During and immediately following the industrial revolution in the

nineteenth century, the advances in construction and transportation were

driven by the advances in procurement and production of metals and al-

loys. Similarly, the post Second World War era saw unprecedented advances

in polymers, ceramics, superalloys, and semiconductors. The information

age [1] of today is driven by speed and size. Coupled with increasing en-

ergy demands, astronomical amounts of data handling, rapid progress in the

field of medicine and health care, today’s materials research correspondingly

focuses on efficient methods of energy storage [2], alternative fuels [3], in-

creasing capacities of data storage and retrieval [4], effective vaccines with

accurate drug delivery systems [5], and so on.

1
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These advances in materials science and technology are primarily due

to our increasingly better understanding of the processing-stucture-property

relationships in materials. This is made possible by (a) state-of-the-art in-

struments like electron microscopes, atom probes and the like, which help us

study the structure of materials at scales hitherto not possible, and (b) rapid

advances in the field of computational materials science which enable us to

characterize material properties which are not easily (or economically) acces-

sible by experiments. In particular, recent advances in the field of electronic

structure theory enable us to determine, without any empirical input, from

the Schrödinger equation for electrons, many properties of materials. Cou-

pled with advances in computers, this makes it possible for us to determine

material behaviour and properties with an accuracy comparable to experi-

ments, and make specific predictions for experimentally observable phenom-

ena. This is often referred to as the first-principles theoretical approach [6].

Here, we use first-principles theory to understand experiments reporting in-

teresting behaviour of functional oxides and metal organic frameworks.

We organize the rest of the thesis as follows: We discuss the first-

principles theories and formalisms used, mainly, density functional theory

(DFT) and density functional tight binding (DFTB): their theoretical basis,

the practical aspects of their implementation, the approximations used, their

advantages and limitations, etc., briefly in Chapter 2.

Metal organic frameworks are nanoporous materials that have found

important applications in increasingly numerous applications ranging from

gas storage to drug delivery. Since their mechanical stability is crucial for

any industrial application, there is a need to systematically characterize their
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response to mechanical stress. Recent works report a study of the complete

linear elastic profile of a metal organic framework, ZIF-8, and its easy amor-

phization in a ball-mill. We tackle this curious observation of facile amor-

phization in Chapter 3.

Oxide materials have become high-tech functional materials beyond

their traditional role as dielectrics. They show a rich variety of behaviour,

such as impressive optical properties, catalytic activity and complex mul-

tiferroic effects. Further, they have been doped in various ways, and to

various amounts, to engineer their more attractive properties. Here, heavy

co-substitution with nitrogen and fluorine is seen to impart interesting elec-

tronic, optical and catalytic properties to two functional oxides, zinc oxde

(Chapter 4) and titanium dioxide (Chapter 5). We study the effects of this

co-substitution and its effects at the atomistic level using first-principles the-

ory. We summarize our work and conclude in Chapter 6.



Chapter 2

Methodology and Formalisms

“Here is my lens. You know my methods.”

- Sherlock Holmes, The Adventure of the Blue Carbuncle

The central objective of electronic structure theory is to predict a diverse

array of phenomena exhibited by matter, starting from the hamiltonian for

a system of nuclei and electrons [7] given by

Ĥ =−
~
2

2me

∑

i

∇2

i −
∑

i,I

Zie
2

|ri −RI |
+

1

2

∑

i 6=j

e2

|ri − rj|

−
∑

I

~
2

2MI

∇2

I +
1

2

∑

I 6=J

ZIZJe
2

|RI −RJ |
(2.1)

where electrons are denoted by lower case subscripts and nuclei, with charge

ZI and massMI , are denoted by upper case subscripts. Since the mass of the

nuclei MI are much “larger” than those of electrons me, the kinetic energy

of nuclei in Equation 2.1 can be safely neglected in most solids. This is often

referred to as the Born-Oppenheimer or adiabatic approximation. Thus, we

shall focus on the hamiltonian for electrons, in which the position of the

4
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nuclei are parameters.

The fundamental hamiltonian can now be rewritten as

Ĥ = T̂ + V̂ext + V̂ee + EII (2.2)

where T̂ is the kinetic energy operator for electrons,

T̂ = −
~
2

2me

∑

i

∇2

i (2.3)

V̂ext is the potential acting on the electrons due to the nuclei,

V̂ext = −
∑

i,I

Ze2

|ri −RI |
(2.4)

V̂ee is the electron-electron interaction,

V̂ee =
1

2

∑

i 6=j

e2

|ri − rj|
(2.5)

and the final term EII is the electrostatic nucleus-nucleus (or ion-ion) in-

teraction, which is essential in the total energy calculation, but is only a

classical additive term, and hence will be skipped from further discussions.

The force acting on a nucleus at RI is then easily written as

FI = −
∂E

∂RI

=− 〈ψ |
∂Ĥ

∂RI

|ψ〉

=−

∫

n(r)
∂V̂ext(r)

∂RI

d3r (2.6)
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where the charge density n(r) = 〈ψ|
∑

i

δ(r− ri)|ψ〉, and ψ is the many-body

wavefunction. This is often referred to as the “Hellman-Feynman theorem”.

The procedure to obtain the aforementioned charge density for a system leads

us to the foundations of the two first-principles methods we have used in this

work: density functional theory (DFT) and density functional tight binding

(DFTB), both of which we discuss briefly in the following sections.

We would like to mention here that the variations of ground state total

energy obtained from the hamiltonian in Equation 2.1 determines several

properties of materials - mechanical, electrostatic, thermal, etc. For example,

the stress tensor σαβ is given by

σαβ = −
1

Ω

∂Etotal

∂uαβ
(2.7)

where uαβ is the symmetric strain tensor defined as

uαβ =
1

2

(

∂uα
∂rβ

+
∂uβ
∂rα

)

(2.8)

where ui is the displacement field as a function of the coordinate ri, and α

and β are Cartesian indices.

Similarly, lattice vibrations are described as variations in the total

energy around the equilibrium configuration with respect to second order of

displacements. The force constant matrix is defined as

Kαβ
IJ =

∂2Etot

∂RIα ∂RJβ

(2.9)

whereRI denote nuclear coordinates, and α, β are Cartesian indices. The full
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solution for all vibrational states is the set of independent oscillators, each

with vibrational frequency ω determined as the eigenvalues of the dynamical

matrix
K

αβ
IJ√

MIMJ
, where MI denotes the mass of nucleus I.

2.1 Density Functional Theory

2.1.1 Hohenberg-Kohn Theorems

The fundamental tenet of density functional theory (DFT) is that any prop-

erty of a system of many interacting particles can be viewed as a functional

of the ground state charge density n0(r). This is based upon two theorems

first proved by Hohenberg and Kohn in 1964:

Theorem I: For any system of interacting particles in an external poten-

tial Vext(r) the potential Vext(r) is uniquely determined by the ground state

particle density n0(r)

Theorem II: A universal functional for the energy E[n] in terms of the

density n(r) can be defined, valid for any external potential Vext(r). For any

particular Vext(r), the exact ground state energy of the system is the global

minimum value of this functional, and the density n(r) that minimizes this

functional is the exact ground state density n0(r).

2.1.2 The Kohn-Sham Ansatz

The challenge posed by the Hohenberg-Kohn theorems is to make use of the

reformulation of many-body theory in terms of functionals of density. This

leads us to the Kohn-Sham ansatz which assumes that the exact ground state
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density of the interacting many-body system can be exactly represented by

the ground state density of an auxiliary system of non-interacting particles.

The density of the auxiliary system is given by the sums of squares of the N

Kohn-Sham orbitals,

n(r) =
N
∑

i=1

|ψi(r)|
2 (2.10)

the independent-particle kinetic energy Ts is given by

Ts = −
~
2

2me

N
∑

i=1

〈ψi|∇
2|ψi〉 = −

~
2

2me

∫

d3r |∇ψi(r)|
2 (2.11)

and the classical Coulomb interaction energy of the electron density n(r)

interacting with itself is given by

EHartree[n] =
1

2

∫

d3r d3r′
n(r)n(r′)

|r− r′|
(2.12)

The Kohn-Sham approach is to rewrite the expression for the ground state

energy functional (2.2) in the form

EKS = Ts[n] +

∫

drVext(r)n(r) + EHartree[n] + Exc[n] (2.13)

Here, all the many-body effects of exchange and correlation are grouped into

the exchange-correlation energy Exc. Comparing the Hohenberg-Kohn (2.2)

and Kohn-Sham (2.13) expressions for total energy, Exc can be written in

the revealing form:

Exc[n] = 〈T̂ 〉 − Ts[n] + 〈V̂ee〉 − EHartree[n] (2.14)
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Even though the exact functional Exc[n] must be very complex, great progress

has been made with reasonable approximations of it being local or nearly

local functional of the density.

2.1.3 The Kohn-Sham Equations

The solution of the Kohn-Sham auxiliary system for the ground state can be

viewed as the problem of minimization of the total energy with respect to

either the density n(r) or the effective potential Veff (r). Thus, the variational

equation is:

δEKS

δψi(r)
=

δTS
δψi(r)

+

[

δEext

δn(r)
+
δEHartree

δn(r)
+
δExc

δn(r)

]

δn(r)

δψi(r)
= 0 (2.15)

subject to the orthonormalization constraints

〈

ψi|ψj

〉

= δi,j (2.16)

Using the Lagrange multiplier method for handling the constraints,

they lead to the Kohn-Sham Schrödinger-like equations:

(

HKS − ǫi
)

ψi(r) = 0 (2.17)

where the ǫi are the eigenvalues, and HKS is the effective hamiltonian

HKS(r) = −
~
2

2m
∇2 + Veff (r) (2.18)
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with

Veff (r) = Vext(r) + VHartree(r) + Vxc(r) (2.19)

Thus, the equations have the form of independent-particle equations with

a potential that must be found self-consistently with the resulting density.

These equations are independent of any approximation to the functional

Exc[n], and would lead to exact ground state density and energy if the exact

functional were known. An actual calculation employs a numerical procedure

[8] that successively changes Veff and n to approach a self-consistent solution

(see Figure 2.1).

2.1.4 The Exc Functional: Approximations

We discuss in brief a few widely used approximations for the Exc[n] func-

tional:

Local Density Approximation (LDA): The exchange correlation (XC)

energy is simply an integral over all space with the XC energy density at

each point ǫhomxc assumed to be the same as in a homogeneous electron gas

with that density,

ELDA
xc [n] =

∫

d3r n(r) ǫhomxc (n(r)) (2.20)

Generalized Gradient Approximation (GGA): With a step beyond

LDA, the XC energy density is assumed to be a functional of the magnitude
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Figure 2.1: Schematic representation of the self-consistent loop for the solu-
tion of the Kohn-Sham equations (10−14 is just an arbitrary threshold here)

of the gradient of the density |∇n| as well as the value of n at each point,

EGGA
xc [n] =

∫

d3r n(r)ǫxc(n, |∇n|) (2.21)
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Typically, GGA leads to a greater lowering of the exchange energy in molecules

than in solids, resulting in partial correction of the overbinding typical of

LDA and thus improving agreement with experiment.

Hybrid Functionals: The XC energy functional incorporates a portion of

exact exchange (in terms of the most accurate Kohn-Sham orbitals) from

Hartree-Fock theory with exchange and correlation from other sources. For

instance, the HSE (Heyd-Scuseria-Ernzerhof) XC energy functional uses an

error function screened Coulomb potential to calculate the exchange portion

of the energy in order to improve computational efficiency,

EHSE
x = aEHF,SR

x (ω) + (1− a)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c (2.22)

where a = 1

4
is the mixing parameter and ω is an adjustable parameter

controlling the short-rangeness of the interaction, EHF,SR
x is the short range

Hartree-Fock exact exchange functional, EPBE,SR
x (ω) and EPBE,LR

xc (ω) are

the short and long range components of the PBE exchange functional [9],

and EPBE
c is the PBE correlation functional [9].

Hybrid functionals are currently the most accurate functionals avail-

able as far as calculation of properties such as band gaps is concerned but

they tend to be computationally much more expensive than simple LDA and

GGA calculations.
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2.1.5 Other Sources of Approximation

Basis Sets

We describe two very popular approaches (used in this work) to the calcula-

tion of independent particle electronic states using the Kohn-Sham equations.

Each of the approaches leads to instructive, complementary ways to under-

stand electronic structure and can be developed into a general framework for

accurate calculations.

1. Plane wave methods:

Using the fact that any periodic function can be expanded in the com-

plete set of Fourier components, a solution to the Kohn-Sham equations

can be written as

ψi(r) =
∑

q

ci,q
1

Ω
exp(iq · r) ≡

∑

q

ci,q|q〉 (2.23)

where ci,q are the expansion coefficients of the wavefunction in the basis

of orthonormal plane waves |q〉 satisfying

〈q|q′〉 ≡
1

Ω

∫

Ω

dr exp(−iq′ · r) exp(iq · r) = δq,q′ (2.24)

and the sum over q is restricted to q = k +Gm where k is a general

wave vector and Gm are the reciprocal lattice vectors.

Generally, for calculation of properties like total energy by integrating

over k throughout the Brillouin zone (BZ), only planewaves with kinetic

energy less than a certain threshold (1
2
|k + G|2 < Ecutoff) are used
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to represent wavefunctions. To minimize errors from this source of

approximation, it is a good practice to use a cutoff energy after studying

the convergence behaviour of total energy with respect to the aforesaid

cutoff Ecutoff .

There are several planewave-based total energy codes that are widely

used today: Quantum ESPRESSO, VASP, ABINIT, CASTEP among

others.

2. Linear Combination of Atomic(-like) Orbitals (LCAO):

Here, the eigensolutions to the Kohn-Sham equations are written in the

form

ψi,k(r) =
∑

p

cp(k)χp,k(r) (2.25)

where χα(r) is a basis set of atomic-like orbitals centered on the atom

sites, written as radial functions multiplied by spherical harmonics as

follows

χα(r) → χnlm(r) = χnl(r)Ylm(r̂) (2.26)

where n indicates different functions with the same angular momentum,

and p = 1, . . . , Nbasis labels all the states in the basis.

As of now, there is a lack of a systematic recipe for optimizing the size

and type of basis sets used and this can lead to small errors creeping

into total energy calculations. There are several popular LCAO codes

in use today: SIESTA, ATK, PLATO, among others.
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Pseudopotentials

Since valence wavefunctions tend to have rapid oscillations near ion cores due

to the requirement that they be orthogonal to core states, a huge number of

Fourier components (or in the case of grid-based methods, a very fine mesh)

are required to describe the wavefunctions accurately. The pseudopotential is

an effective potential constructed to replace the atomic all-electron potential

(full-potential) such that core states are eliminated and the valence electrons

are described by nodeless pseudo-wavefunctions (see Figure 2.2). In this ap-

proach only the chemically active valence electrons are dealt with explicitly,

while the core electrons are ‘frozen’, being considered together with the nuclei

as rigid non-polarizable ion cores. Pseudopotentials with larger cutoff radius

are said to be ‘softer’, that is more rapidly convergent, but at the same time

less transferable, that is less accurate to reproduce realistic features in differ-

ent environments. While the small core approximation assumes that there

is no significant overlap between core and valence wavefunctions, non-linear

core correction methods and the inclusion of semi-core electrons deal with

situations where the overlap is non-negligible. Thus, the main motivation

is the reduction in the number of electrons (thus, decreased computational

costs) and the possibility of the inclusion of relativistic and other effects.

Norm-conserving pseudopotentials enforce the condition that, outside

of a cutoff radius (rc), the norm of each pseudo-wavefunction be identical

to its corresponding all-electron wavefunction. Ultrasoft pseudopotentials

generalize the norm-conserving constraint to reduce the basis-set size further,

resulting a greater reduction in computational costs.
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Figure 2.2: Comparison of a wavefunction in the Coulomb potential of the
nucleus (blue) to the one in the pseudopotential (red). The real and the
pseudo wavefunction and potentials match above a certain cutoff radius rc.
(Image source: Wikipedia)

2.2 Density Functional Tight Binding

2.2.1 Formalism

The self-consistent charge density functional tight binding (SCC-DFTB or

simply DFTB) method is based on a second order expansion of the Kohn-

Sham total energy in DFT with respect to charge density fluctuations [10].

Recalling that the Kohn-Sham total energy of a system of M electrons in

the field of N nuclei at positions R can be written as a functional of charge
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density n(r) as

E =
∑

i

〈

ψi

∣

∣

∣
−

~
2

2me

∇2 + Vext +
1

2

∫

n(r′)

|r− r′|
dr′
∣

∣

∣
ψi

〉

+ Exc[n(r)] +
1

2

N
∑

α,β

ZαZβ

|Rα −Rβ|
(2.27)

where the first sum is over occupied Kohn-Sham eigenstates ψi, the second

term is the exchange-correlation (XC) contribution, and the last term is the

ion-ion core repulsion, EII . The charge density in Equation (2.27) is now

substituted by a superposition of a reference or input density n′
0
= n0(r

′)

and a small fluctuation δn′ = δn′(r′):

E =
∑

i

〈

ψi

∣

∣

∣
−

~
2

2me

∇2 + Vext +

∫

n′
0

|r− r′|
dr′ + Vxc[n0]

∣

∣

∣
ψi

〉

−
1

2

∫ ∫

n′
0
(n0 + δn)

|r− r′|
dr dr′ −

∫

Vxc[n0](n0 + δn)dr

+
1

2

∫ ∫

δn′(n0 + δn)

|r− r′|
dr dr′ + Exc[n0 + δn] + EII (2.28)

The second term in this equation corrects for the double counting of the

Hartree term, the third term for the new XC contribution in the leading

matrix element, and the fourth term results from dividing the full Hartree

energy in Equation (2.27) into a part related to n0 and to one δn. Expanding

Exc at the reference density, total energy correct to second order in density
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fluctuations is obtained:

E =
∑

i

〈

ψi

∣

∣

∣
Ĥ0

∣

∣

∣
ψi

〉

−
1

2

∫ ∫

n′
0
n0

|r− r′|
dr dr′ + Exc[n0]

−

∫

Vxc[n0]n0dr + EII +
1

2

∫ ∫

(

1

|r− r′|
+
δ2Exc

δn δn′

∣

∣

∣

∣

∣

n0

)

δn δn′ (2.29)

where Ĥ0 is the hamiltonian operator representing the first term in Equation

(2.28).

The charge fluctuation is now decomposed into atom centered con-

tributions which decay fast with increasing distance from the corresponding

center (expanded in a series of radial and angular functions):

δnα(r) =
∑

l,m

KmlF
α
ml(|r−Rα|)Ylm

(

r−Rα

|r−Rα|

)

≈ ∆qαF
α
00
(|r−Rα|)Y00 (2.30)

where F α
ml denotes the normalized radial dependence of the density fluctu-

ations on atom α for the corresponding angular momentum, and ∆qα are

charge fluctuations. Thus the second order term in Equation (2.29) now has

the form

E2 =
1

2

N
∑

α,β

∫ ∫

Γ[r, r′, n0] δnα(r) δnβ(r
′)dr dr′ (2.31)

where the functional Γ denotes the Hartree and XC coefficients (from Equa-

tion 2.29). Since Equation (2.31) preserves the total charge in the system,
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i.e.,
∑

α ∆qα =
∫

δn(r)dr, the second order term can simply be written as

E2 =
1

2

N
∑

α,β

∆qα∆qβγαβ (2.32)

where

γαβ =

∫ ∫

Γ[r, r′, n0]
F α
00
(|r−Rα|)F

β
00
(|r−Rβ|)

4π
dr dr′ (2.33)

Thus, the total energy can be written as

EDFTB =
∑

i

〈

ψi

∣

∣

∣
Ĥ0

∣

∣

∣
ψi

〉

+
1

2

N
∑

α,β

γα,β∆qα∆qβ + EII (2.34)

2.2.2 Solving the DFTB Kohn-Sham Equation

To solve the DFTB Kohn-Sham equation (2.34), the single-particle wavefunc-

tions ψi are expanded into a suitable set of localized Slater-like atomic or-

bitals φν (assuming an exponential decay of the normalized spherical charge

densities nα(r) ∼ e−|r−Rα|), and the charge fluctuations are estimated us-

ing Mulliken charge analysis. By applying the variational principle to the

energy functional in Equation (2.34), the charge density is obtained in a

self-consistent way.

There are several popular implementations of the DFTB method in

use: DFTB+, Amber, ATK, Gaussian, among others.
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2.2.3 Parameter Files

The DFTB parameters used in the calculations consist of two parts:

1. Electronic part:

It contains atomic and diatomic contributions which are both calcu-

lated from DFT-based calculations, using either LDA or GGA func-

tionals.

- The atomic parameters are atomic s, p, d, . . . Kohn-Sham eigenen-

ergies, which enter as diagonal elements in the Hamiltonian.

- The non-diagonal matrix (overlap matrix S and the Hamiltonian

Ĥ) elements are calculated in a two-center approximation for a

neutral atomic reference density. They are distance dependent

and are stored as a table for interatomic distances up to ∼10 a.u.

Using these parameters, the DFTB program does not have to perform

any integral evaluation during the program runtime. This reduces the

computational costs significantly over conventional DFT pseudopoten-

tial codes (an improvement of the order of 10-100 is typical).

2. Repulsive part:

The repulsive energy contribution (final term in Equation (2.27)) is ap-

proximated as a sum of pair potentials of the form
∑

k

∑

<l Vrep(Rl −Rk),

which are represented either by spline functions or by polynomials.

They are derived by calculating bond stretching energies of selected

bonds in a small set of molecules using DFT-based calculations.
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Clearly, the parameters are optimized for specific environments and

they are not as transferable as ab-initio pseudopotentials employed by stan-

dard DFT implementations. Thus, though the method provides an improve-

ment in speed upto two orders of magnitude with respect to conventional

DFT-based methods, parameter files for only a few systems, and optimized

for a few environments are available as of now limiting the wide utilization

of this method.



Chapter 3

Stacking Faults and Mechanical Behaviour

Beyond the Elastic Limit of a Metal

Organic Framework: ZIF-8∗

“How often have I said to you that when you have eliminated the im-

possible, whatever remains, however improbable, must be the truth?”

- Sherlock Holmes, The Sign of the Four

3.1 Introduction

Metal organic frameworks (MOFs) are crystalline materials consisting of

metal ions or clusters coordinated to organic moeities to form one-, two-,

or three-dimensional porous structures. A diverse range of pore geometries

and chemical functionalities have enabled MOFs to find increasing number

of applications in gas storage [11], gas separation [12], catalysis [13], lumines-

cence [14], optoelectronics [15] and drug delivery [16]. Zeolitic imidazolate

∗Reproduced in part with permission from The Journal of Physical Chemistry Letters,
submitted for publication. Unpublished work copyright 2013 American Chemical Society.

22
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frameworks (ZIFs) are a sub-family of MOFs that are topologically isomor-

phic with inorganic zeolites. ZIFs are composed of tetrahedrally-coordinated

transition metal ions (e.g. Fe, Co, Cu, Zn) connected by organic imidazole

linkers. Since the metal-imidazole-metal (m-Im-m) angle is similar to the

145◦ Si-O-Si angle in zeolites, ZIFs take up zeolite-like topologies. ZIFs com-

bine the pore-size tunability of MOFs and the thermal stability of zeolites,

and are particularly attractive candidates for the several applications listed

above. Since their mechanical stability is crucial for any technological ap-

plication [17], understanding their mechanical behaviour assumes singular

importance.

ZIF-8 (Zn(mIm)2; mIm = 2-methylimidazolate) with the sodalite

(SOD) topology, crystallizes in the cubic space group I 4̄3m (see Figure 3.1a)

with a lattice constant of 16.992 Å [18], and contains 276 atoms in the unit

cell (Zn12N48 C96 H120). It exhibits an exceptionally large pore volume, with a

solvent accessible volume (SAV) of ∼50% [19]. Recently, Tan et al. [20] stud-

ied the complete linear elastic response of ZIF-8 and reported an extremely

low shear modulus of 0.97 GPa. This result suggested easy mechanical failure

of ZIF-8 on the application of shear stresses, which was later confirmed by

Cao et al. [21] who reported its rapid amorphization upon ball milling. This

work explores the nonlinear shear and cleavage response of ZIF-8 to identify

a possible mechanism of its amorphization during ball milling.

We study the nonlinear response of ZIF-8 with respect to two crys-

tallographic modes of failure: cleavage and shear. The former occurs as a

result of tensile stresses acting normal to a crystallographic cleavage plane,

for which the energy rate necessary is twice the surface energy, as per the
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(a) (b)

Figure 3.1: (a) Unit cell of ZIF-8; (b) ISF structure with a slip vector (x,
y) = (0.50, 0.50), with one SF per unit cell. The stacking fault has been
enclosed by a box. It has 2 unit cells each in the x, y and z directions for
better visualization. Zinc atoms are shown in pink, nitrogen atoms in blue,
carbon atoms in yellow and hydrogen atoms in cyan. Hydrogen atoms have
been omitted for clarity in (b).

Griffith criterion [22]. The latter occurs under the influence of shear stresses

acting in-plane, resulting in extensive slip of dislocations and the formation

of stacking faults, the energetics of which are captured in the generalized

stacking fault energy (GSF) surface or the γ-surface [23].

3.2 Computational Methods

We have used a combination of two first-principles methods in our investi-

gation: (a) density functional theory (DFT) as implemented in the Vienna

Ab-initio Simulation Package (VASP) [24] and (b) density functional tight

binding (DFTB) method as implemented in DFTB+ [25]. In the DFT-based

calculations, ion-electron interactions were modelled using ultrasoft pseu-

dopotentials [26] and the exchange-correlation functional was approximated

by a generalized gradient approximation (GGA) as parameterised by Perdew
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and Wang (1991) [27]. Since the DFT-based calculations were computation-

ally very expensive, DFTB-based calculations were used for simulating the

system on a larger scale. Slater-Koster files from the parameter set znorg-0-

1 [28] were used to parameterize the interactions between the elements in the

system. DFTB has been successfully used to calculate the structural proper-

ties of metal organic frameworks previously [29], and we further benchmarked

its parameters through comparison of its results for the stacking fault energy

(SFE) with those by DFT (within 5%). Van der Waals interactions were

included with a Lennard-Jones dispersion model as in DFTB+ [30], with pa-

rameters for the potential taken from the Universal Force Field (UFF) [31].

We checked the convergence of total energy with respect to the fineness of

the k-mesh used, and observed that a 1×1×1 mesh was sufficiently accurate

(within 0.1 meV/ unit cell) for our calculations. The positions of the atoms

in the periodic cell were relaxed, keeping the lattice constant fixed at the

experimental value, by minimizing the energy until Hellman-Feynman forces

were within 0.002 Ry/Å. The Hessian matrix was evaluated numerically us-

ing a method of finite differences with a symmetric finite differences formula

on Hellman-Feynman forces, and atomic displacements of ±0.01 Å.

We focus on stacking faults (SFs) generated on the (001) plane in

ZIF-8 with a transformation of the unit cell vector:

~c = ~co + x~a+ y~b (3.1)

where ~a, ~b and ~c are the unit cell vectors. One such generated stacking fault,

with slip vector (0.5, 0.5)a is shown in Figure 3.1b. The corresponding SFEs



3.3 Results 26

were obtained by calculating the difference between the energy of the faulted

and ideal structures. The stacking fault energy as a function of x and y

defines the γ-surface: Z = E(x, y). Due to complexity of the hierarchical

structure, not all (001) planes in ZIF-8 are equivalent, in contrast to simple

metals whose crystal structures have only one or two atoms per unit cell. We

choose a z-plane across which the fewest number of bonds are affected by a

stacking fault, i.e. at z = 0.75a.

We use a uniform 4×4 mesh in the real-space planar (the (001) plane)

unit cell to interpolate the data to construct a γ-surface. We have checked

the numerical values obtained from the interpolation formula for the under-

lying symmetry and sufficient accuracy. Specifically, we use the following

expression:

γ(x, y) = 0.2
5
∑

m=1

5
∑

n=1

Am,n exp
{

i(2πkmx+ 2πkny)
}

(3.2)

where k = {0, 1, 2,−2,−1}, and Am,n are coefficients obtained from a discrete

Fourier transform of the stacking fault energies (SFEm,n) calculated on the

4×4 spatial mesh. The coefficients Am,n bear the symmetry of the crystal.

3.3 Results

3.3.1 Stacking Fault Energies: γ-surface

Stacking fault energies calculated as detailed in the previous section (see

Table 3.1) are interpolated according to Equation 3.2 to generate a γ-surface.

A minimum of the γ-surface represents the intrinsic stacking fault energy
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(γisf ) of a material. For ZIF-8, it occurs at a shift (see Figure 3.2) of (0.50,

0.50)a (this structure is referred to henceforth as the ‘ISF structure’) with

a very low γisf (∼66 mJ/m2) comparable to that of metals like copper and

gold [32], and covalently bonded Si [33]. This implies that the stacking faults

in ZIF-8, if present, should be wide and visible through transmission electron

microscopy. In practice though, templating effect by the solvent molecules

may hinder the formation of such faults, and they may not occur as commonly

as expected from the energetics.

x y Fault Energy
(mJ/m2)

0.00 0.00 0.0

0.25 0.00 479.5

0.25 0.25 434.1

0.50 0.00 491.7

0.50 0.25 458.1

0.50 0.50 65.9

Table 3.1: Stacking fault energies obtained from DFT-based calculations.

(a) (b) (c)

Figure 3.2: (a) γ-surface for the {100} plane in ZIF-8. (b) Contour plot
of the γ-surface for the {100} plane in ZIF-8 showing data points used for
Fourier interpolation. (c) Sections of the γ-surface along 〈100〉 and 〈110〉.
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A possible dissociation reaction of the dislocation with Burgers vector

ao〈110〉, on the (001) plane, is

ao〈110〉 =
ao
2
〈110〉+ SF +

ao
2
〈110〉

which results in two collinear partials and an intrinsic stacking fault.

The unstable stacking energy (γusf ) of a material is defined as the

lowest energy barrier to be crossed to go from the ideal structure to the

ISF structure. For ZIF-8, the barrier occurs at a shift of (0.25, 0.25)a (the

structure with the corresponding SF is referred to henceforth as the ‘USF

structure’) with an estimated energy of ∼434 mJ/m2. This is around 3-4

times higher than that of metals like copper and gold [34], and around 4-5

times lower than that of covalently bonded materials like Si [33].

3.3.2 Reliability Checks

To further verify the reliability of our findings, we calculated the energies

of lower density stacking faults (i.e., one stacking fault per two unit cells)

(Table 3.2). It can be seen that the energy cost of introducing a stacking

fault per two unit cells is within 4% of that for one fault per unit cell which

leads us to conclude that interaction between stacking faults in ZIF-8 is weak.

This result also suggests that the properties of stacking faults in ZIF-8 are

essentially dependent only on the local framework structure. Interestingly,

inclusion or exclusion of van der Waals (vdW) interactions using DFTB (Ta-

ble 3.2) yielded no notable changes in the SFEs.
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1 SF/ unit cell 1 SF/ 2 unit cells
Method Fault Energy Fault Energy

(mJ/m2) (mJ/m2)

DFT 65.87 63.43
DFTB 69.42 67.87

DFTB+vdW 70.92 67.92

Table 3.2: Comparison of SFE calculated using DFT, DFTB, and
DFTB+vdW based calculations, for 1 SF per unit cell and 1 SF per 2 unit
cells.

3.3.3 Effect on Properties and Applications

The relaxed ISF structure (Figure 3.1b) reveals that the local atomic struc-

ture does not change upon introduction of SFs and this conservation of local

order suggests a low SFE, which is indeed consistent with our calculations in

Table 3.1. We note that only Zn-N bonds get affected by shear or cleavage

across the (001) plane at z = 0.75a, and these get re-formed in the ISF con-

figuration. A comparison of electronic density of states (DoS) for the ideal

and ISF structures (Figure 3.3) reveals no conspicuous differences, particu-

larly across the gap. By projecting the total density of electronic states onto

atomic orbitals, we find that (i) the valence band is composed almost entirely

of C-2p orbitals while Zn-3d states are deep lying in energy (∼4.5 eV lower

than the valence band maximum), (ii) the conduction band has equal contri-

butions from C-2p and N-2p orbitals, and (iii) these remain unaffected on the

introduction of SFs. Since valence and conduction states interact effectively

with a guest moiety, it is expected that gas adsorption, catalysis and other

related properties of ZIF-8 will remain largely unaffected by stacking faults.
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Figure 3.3: Comparison of total density of electronic states of the ideal and
ISF structures

3.3.4 Vibrational Signature of the SFs

The Hessian of total energy obtained from DFTB calculations was used to

determine vibrational frequencies and modes of ZIF-8. A comparison of the

vibrational density of states of the ideal and ISF structures (Figure 3.4) shows

the splitting of a group of modes at ∼1280 cm−1 into two separate groups of

modes at ∼1260 cm−1 and ∼1230 cm−1, which should constitute a Raman

signature of the SFs. These modes correspond to stretching of the imidazole

ring along the Zn-Im-Zn axis or perpendicular to it. Upon introduction of

a fault, the imidazole rings away from the fault participate in the modes

at ∼1260 cm−1 while those closest to the fault participate in the modes at

∼1230 cm−1, indicating that chemical bonds in the imidazolate rings near

the fault weaken.
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Figure 3.4: Comparison of total density of vibrational states of the ideal and
ISF structures

3.3.5 Surface Energy

Although such faults have been observed in covalent-organic frameworks

(COFs) [35], they are yet to be reported in ZIFs. This suggests that such

faults may not be common in ZIF-8 and alternative modes of failure may be

more favorable. Thus, we calculated the energy relevant to tensile mode of

failure, the surface energy (γs), which is defined as the difference between

the total energy of the bulk and that of the crystal cleaved across the re-

quired plane (here, (001) with z = 0.75a). Our estimate of γs for ZIF-8 is

∼280 mJ/m2, around 5-6 times lower than that of soft, ductile metals like

copper (∼1.73 J/m2) and gold (∼1.48 J/m2) [34], both of which are cubic

close-packed and that of covalently bonded solids like Si (∼1.36 J/m2) [33],

which has diamond cubic structure.
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The ratio of surface energy to unstable stacking fault energy charac-

terizes the brittle versus ductile tendency of a material, and is termed the

‘disembrittlement parameter’ (D = γs/γusf ) [36]. For example, the values

of D for ductile metals copper and gold are ∼ 10.68 and ∼ 11.5, while that

for a brittle material like silicon is ∼ 0.68. On this basis, our estimate of

D for ZIF-8 is 0.64, which means that it is brittle, i.e. it is easier to cleave

than to nucleate a dislocation necessary for plastic deformation (note that

DZIF−8 ≡ DSi << DCu, DAu). This preferential brittle failure may prevent

the stacking faults from occurring in ZIF-8, in spite of the low γisf . This re-

sult is consistent with experimental observations in which the single crystals

of hybrid frameworks are indeed susceptible to material failure by cracking,

and thereby exhibit a low fracture toughness [17].

3.3.6 γ-surface and Amorphization of ZIF-8

The lack of experimental evidence for stacking faults in experiments reported

so far also suggests that alternative structures more favorable than the ones

with faults may exist. To investigate this possibility, we determined the vi-

brational spectrum of the state corresponding to the energy barrier (USF

structure) that ZIF-8 must pass through to develop a fault, to analyze its

local structural stability. An inspection of the vibrational density of states of

the USF structure reveals structural instabilities through imaginary frequen-

cies (see Figure 3.5a). Secondly, the USF state also exhibits a compressive

stress. The presence of a compressive stress state on the structure prompted
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Figure 3.5: (a) Comparison of vibrational density of states of the USF struc-
ture, before and after variable-cell optimization (‘vc-relaxed’), revealing local
instabilities; (b) Alternate energy pathway from the USF structure to amor-
phous ZIF-8 (aZIF-8)

us to perform variable-cell (complete) relaxation which resulted in a reduc-

tion of the cell volume by ∼10% (or a corresponding increase in the density

by ∼11%). We expect similar structural instabilities arising during slips on

other symmetry equivalent planes of the {100} family in the USF structure,

i.e. the (100) and (010) planes (along with those on the (001) plane studied

here) to lead to further reduction in the cell volume (or correspondingly, fur-

ther increase in the density). As seen earlier, the energy barriers during slip

to the faulted structure are quite high. Since there is no high-density crys-

talline phase ZIF-zni associated with ZIF-8 [37], the structural instabilities

and the associated compressive stress state transform the barrier (transition)

state into a lower energy disordered structure of higher density, providing an

alternate pathway to the amorphous phase aZIF-8 (see Figure 3.5b). In this

connection, we note that a recent calorimetric study has shown that the

amorphous state is only 4.5 kJ mol−1 less stable than the denser phase for
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ZIFs containing unsubstituted imidazole ligands [38].

3.4 Summary

We have studied the nonlinear mechanical behaviour of a prototypical imidazole-

based MOF, ZIF-8, by simulating uniaxial tensile and shear modes of failure.

We expect ZIF-8 to be intrinsically brittle because it is easier to cleave than

to nucleate a dislocation that would enable plastic flow. A very low intrinsic

stacking fault energy, comparable to copper and gold, leads us to expect the

SFs in ZIF-8 to be wide, if present. We find that stacking faults do not alter

the local atomic structure or the electronic structure of ZIF-8, and therefore

are not detrimental to its physicochemical properties, auguring well for its

practical applications. We identify a Raman signature of the SFs, charac-

terized by the splitting of a peak at ∼1280 cm−1 into two distinct peaks

at ∼1260 cm−1 and ∼1230 cm−1. The lack of evidence for such faults in

experiments is explained through the preferential formation of a high den-

sity amorphous phase through the release of shear and compressive stresses

acting on the transition state or the barrier for the formation of a fault.



Chapter 4

Structure, Electronic and Optical Prop-

erties of ZnO Heavily Co-substituted

with Nitrogen and Fluorine∗

“The wind waved his hair against the sky. His hair was neither blond

nor red, but the exact colour of ripe orange rind.”

- Ayn Rand, The Fountainhead

4.1 Introduction

Zinc oxide is a ubiquitous functional oxide having found its way into numer-

ous applications ranging from rubber manufacturing, ceramic and concrete

industry to medicine, cosmetics and electronics. It is an n-type semiconduc-

tor with a direct band gap of 3.37 eV and a high concentration of native

∗Reproduced in part with permission from Saha, R., Revoju, S., Hegde, V. I.,
Waghmare, U. V., Sundaresan, A. & Rao, C. N. R. 2013, Remarkable Prop-
erties of ZnO Heavily Substituted with Nitrogen and Fluorine, ZnO1−x(N,F)x, DOI:
10.1002/cphc.201300305. Copyright 2013 WILEY-VCH Verlag GmbH & Co. KGaA
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defects such as oxygen vacancies and zinc interstitials [39]. In an effort to

modify its electronic properties, ZnO has been doped with other elements.

While cationic substitution has been widely studied [40], anionic substitu-

tion, with high concentration of dopants in particular, has not been fully

explored. Towards this end, Prof. C. N. R. Rao’s group here† synthesized

ZnO heavily co-substituted with nitrogen and fluorine (ZnO1−x(N,F)x), and

observed a bright orange colouration associated with a reduced band gap (see

Figure 4.1a), and an increased dielectric constant. We develop understanding

of the effect of this co-substitution on the electronic and optical properties

of ZnO at the atomistic level.

Zinc oxide naturally occurs primarily in two forms: hexagonal wurtzite

and cubic zincblende. The wurtzite polymorph (studied here) is the most sta-

ble at ambient conditions and thus more common. It crystallizes in a HCP

lattice (space group 186 or P63mc) with two formula units in the conven-

tional unit cell (see Figure 4.1b), and with lattice constants a = 3.2495 Å, c

= 5.2069 Å [40]. The atomic basis is given by

Zn:
{

(1
3
, 2

3
, 0), (2

3
, 1

3
, 1

2
)
}

O:
{

(1
3
, 2

3
, u), (2

3
, 1

3
, 1

2
+u)

}

, u = 0.3821

4.2 Computational Details

Our first-principles calculations are based on density functional theory (DFT)

as implemented in SIESTA [41], Quantum ESPRESSO [42], and ABINIT

†International Centre for Materials Science, Jawaharlal Nehru Centre for Advanced
Scientific Research
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(a) (b)

Figure 4.1: (a) UV/Visible spectra of ZnO and anion-substituted ZnO; inset
shows the colour of the samples in visible light, (b) Conventional unit cell of
wurtzite ZnO with two formula units (Image (a): courtesy Prof. C. N. R.
Rao’s group, ICMS, JNCASR)

[43] These sets of calculations were used to benchmark them against each

other. Subsequently, computationally intensive calculations of phonons were

carried out with ESPRESSO and SIESTA and self-energy corrected esti-

mation of the energy gap in the electronic spectrum was carried out with

ABINIT using GW-approximation [44]. To model the ion-electron inter-

actions, Troullier-Martin [45] pseudopotentials were used in SIESTA and

ABINIT-based calculations, and ultrasoft pseudopotentials [26] were used in

Quantum ESPRESSO-based calculations. The exchange-correlation en-

ergy functional was approximated with a local density approximation (LDA)

of the Ceperly-Alder [46] form. In SIESTA-based calculations, atomic or-

bitals of multiple-zeta kind with a split valence scheme were used as the

basis with a split norm of 0.15 and orbital-confining cutoff radii defined by

an energy shift of 0.007 Ry. A kinetic energy cutoff of 50 Ry for wavefunctions

and 400 Ry for charge density were used in ESPRESSO-based calculations,
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and a cutoff of 80 Ry was used in the representation of wavefunctions in the

self-energy corrected calculations with ABINIT.

To simulate substitutional doping at the levels achieved in experi-

ments here, we used a 2×2×1 periodic supercell with 16 atoms by substitut-

ing (i) 1 of the O atoms by a nitrogen atom (12.5% N) for N-ZnO, (ii) 1 of

the O atoms by a fluorine atom (12.5% F) for F-ZnO, and (iii) 3 of the 8

O atoms with 2 N and 1 F (25% N, 12.5% F) for N,F-ZnO. In case (iii), we

exhaustively studied all the configurations of chemical ordering of F and N

in the supercell. Using the symmetries of the lattice, we reduced these to 8

independent configurations (see Figure 4.2), using Site Occupancy Disorder

(SOD) technique [47]. A 12×12×15 uniform grid of k-points was used to

sample integrations over the Brillouin-zone of the supercell. Structures of all

the configurations were relaxed till the Hellman-Feynman forces on all the

atoms were 0.01 eV/Å or less, and the stresses were within 1 kbar.

4.3 Results and Discussion

4.3.1 Lattice parameters and Chemical Ordering

Our calculated lattice parameters for bulk ZnO (a = 3.2204 Å, c = 5.1875

Å) are within the LDA errors and in good agreement with the experimental

and published theoretical values [48]. The change in lattice parameters on

substitution of N and F at oxygen sites is within 1% of those calculated for

bulk ZnO. Our analysis of the energetics of F-ZnO, N-ZnO, and N,F-ZnO
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Figure 4.2: 8 independent configurations of chemical ordering of F and N in
the 2×2×1 supercell (Zn atoms are shown in grey, oxygen atoms in green,
nitrogen atoms in blue and fluorine atoms in maroon)

reveals that (a) co-substitution of N and F is preferred over individual sub-

stitution with N or F, with a lowering of energy by 1.97 eV/atom, and (b)

further substitution of N in N,F-ZnO is also favorable with a lowering of

energy by 0.61 eV/atom. The energies of different chemically ordered con-

figurations of N,F-ZnO reveal that (a) N and F preferentially occupy nearest

neighbour sites bonded via a cation (Zn), (b) configurations with N anions

occupying the nearest neighbour sites are not energetically favorable. Thus,

the tendency of N and F to cluster together is evident, and not surprising,

as the combination of electrostatic and covalent interactions would favor this

ordering.



4.3 Results and Discussion 40

4.3.2 Electronic Structure

Our calculated band structure of bulk ZnO (see Figure 4.3) is in good agree-

ment with previous LDA calculations [48]. While the energy gaps obtained

from the Kohn-Sham spectrum within DFT are always underestimated, the

severe underestimation of the gap in ZnO (to ∼0.84 eV, in comparison with

the experimental gap of 3.37 eV) is partly due to strong interactions be-

tween p-states of oxygen and the fully occupied d-states of Zn, both of which

are close in energy [49]. Self-interaction corrected calculations within a GW

approximation using ESPRESSO and ABINIT improved the gap through

an increase of about 0.6 and 0.7 eV respectively. We note that the under-

estimation of the gap of ZnO even with GW calculations is probably due

to the use of pseudopotentials, as all-electron based calculations within GW

approximation gave a better estimation of the gap (2.44 eV) in ZnO [50],

though there is some scatter in these results as well. Since the improvement

in the gap with these calculations is not particularly significant, we present

first-principles analysis of the electronic structure of N and F-co-substituted

ZnO within the standard DFT calculations, and interpret our results keeping

in mind the underestimation of gaps. The calculated band structure of a rep-

resentative configuration of N,F-co-substituted ZnO (see Figure 4.3) shows

an isolated band split above and weakly from the rest of the valence bands.

It gives rise to a considerable reduction in the gap of bulk ZnO (∆ ∼0.67

eV).
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Figure 4.3: Comparison of the electronic band structures of bulk (contiguous
line) and a representative configuration of N, F-ZnO (dotted line), obtained
from DFT-based calculations

4.3.3 Nature of the Sub-band

To understand the nature of this sub-band at the top of the valence band

originating from N,F-co-substitution, we analyzed the density of electronic

states of bulk ZnO and N,F-ZnO, projecting it onto atomic orbitals. In

bulk ZnO (see Figure 4.4a), the valence band is constituted primarily of

O 2p states with notable mixing with Zn 3d states, while the low energy

conduction bands have a predominant character of Zn 4s states. First of all,

relatively sharp peaks in the valence bands seen in the electronic density of

states of bulk ZnO get broadened or diffused upon substitution of N and F for

O and associated disorder at anion sites (see Figure 4.4b). Undoubtedly, the

uppermost valence bands are the most affected by the N,F-co-substitution,

with N 2p-derived states arising as a sub-band at the top of the valence
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band (with minor contributions from the Zn 3d and O 2p-derived states),

effectively reducing the band gap. Visualization of the uppermost valence

states at the Γ-point (inset in Figure 4.4b) shows that its charge is localized

largely on the N atoms, and spreads weakly onto the p-orbitals of O and d-

orbitals of Zn atoms. From the electronic density of states of F-ZnO, N-ZnO

and N,F-ZnO, we find that (a) p-states of the strongly electronegative F are

deep down in energy, while those of less electronegative N are concentrated

at the top of the valence band, and (b) p-states of additional N (in N,F-ZnO)

form the sub-band just above the valence band. Thus, the reduction in the

gap is indeed an effect of co-substitution of F and N, as F enhances the effect

of N-substitution. The lowest energy conduction bands with Zn 4s-character

are essentially unaffected by the substitution.

4.3.4 Statistical Averaging: Temperature Dependence

Since we considered all the chemically ordered configurations possible in the

supercell, we now carry out statistical averaging to estimate the decrease in

band gap as a function of temperature at which the sample is annealed in

synthesis (note that this is not the temperature of measurement):

〈

∆Eg(T )
〉

=

∑

c

mc e
−Ec
kBT ∆Ec

g

∑

c

mc e
−Ec
kBT

(4.1)

where mc is the multiplicity of configuration c, Ec is the energy of configura-

tion c relative to the one with the lowest total energy, ∆Ec
g is the change in

the band gap for configuration c relative to bulk ZnO, kB is the Boltzmann
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Figure 4.4: Partial density of electronic states of a) bulk ZnO and b) a repre-
sentative configuration of N,F-ZnO, obtained from DFT-based calculations.
The inset in (b) is a visualization of the valence states of the N, F-ZnO
configuration

constant and T is the temperature. From the change in the band gap of

N,F-ZnO as a function of temperature used in synthesis (see Figure 4.5), the

largest reduction in the effective band gap occurs at a synthesis temperature
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of around 500 K.
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Figure 4.5: Decrease in the band gap of N,F-ZnO as a function of synthesis
temperature, obtained from DFT-based calculations, statistically averaged
according to Equation 4.1

4.3.5 Optical Absorption

We have determined the optical absorbance from the electronic structure of

ZnO and N,F-co-substituted ZnO (see Figure 4.6). The effect of the N sub-

band is indeed clear in the absorption at energies below the band gap of bulk

ZnO, consistent with the experiments here. Due to the error in band gap,

we have used a scissor correction to align the absorption edge of bulk ZnO

with that measured in experiment.

Changes in the electronic structure with N,F-co-substitution, particu-

larly the reduction in the band gap is reflected in the changes in its properties

such as dielectric constant. The electronic dielectric constant (ǫ∞) estimated
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using DFT-based linear response calculations show two to three-fold increase

with N,F-co-substitution (from about 8.9 to 20.3).
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Figure 4.6: Comparison of the absorption coefficients of bulk and N,F-ZnO.
A scissor correction of ∼2.5 eV has been applied.

4.3.6 Vibrations of N,F-ZnO

We now determine the vibrational signatures of N,F-co-substitution in ZnO

by examining the vibrational density of states (DoS) of bulk and substi-

tuted ZnO (see Figure 4.7) obtained with linear response calculations using

ESPRESSO. Our estimates of the phonon frequencies of bulk ZnO are in

good agreement with the observed Raman spectrum. It is seen that the peaks

at 90, 410 and 445 cm−1 correspond to the modes with polarization (atomic

displacements) in the ab plane whereas those at 260, 390 and 550 cm−1 in-

volve displacements along the c-axis. The vibrational DoS of a representative

configuration of N,F-ZnO (see Figure 4.7) shows (a) overall hardening of the
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modes, and (b) additional peaks which arise due to Brillouin zone folding as-

sociated with the supercell, and they too agree well with the observed Raman

spectrum. A detailed examination of the eigenvectors of these modes reveals

that the peaks at 240, 490, 530 and 600 cm−1 correspond to displacements

of the substituted N atoms along the c-axis.

Figure 4.7: Comparison of vibrational density of states (DoS) of bulk and
N,F-ZnO, obtained from ESPRESSO-based linear response calculations

4.4 Summary

Our calculations show that co-substitution of N and F for O in ZnO is pre-

ferred over individual substitution by N or F, and it involves pairing of N
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and F at neighbouring sites with the resulting bonds being stiffer than those

of pure ZnO. p-orbitals of nitrogen are the most effective states in altering

the electronic structure of ZnO by giving rise to a sub-band of about 0.6 eV

bandwidth, at the top of the valence band, thus effectively reducing the band

gap of ZnO, and their effect is enhanced by the presence of fluorine. While

our calculations underestimate the gap and the changes in it, they provide

a clear picture of the effect of N and F co-substitution on the electronic

structure of ZnO.



Chapter 5

Structure, Electronic and Catalytic

Properties of TiO2 Co-substituted with

Nitrogen and Fluorine∗

“Will mankind one day without the net expenditure of energy be able

to restore the sun to its full youthfulness even after it had died of old

age?”

- Isaac Asimov, The Last Question

5.1 Introduction

Increasing energy demands and rapid consumption of fossil fuels have mo-

tivated a great deal of research on materials capable of producing hydrogen

by the reduction of water. Among them, titanium oxide (TiO2) has been an

important material because of its high chemical and photo-stabilities, non-

toxicity and abundance. A limitation, however, is that the visible region

∗Reproduced in part with permission from Inorganic Chemistry, accepted for publica-
tion. Unpublished work copyright 2013 Americal Chemical Society.
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Figure 5.1: (a) UV-Visible spectra of undoped, N-doped and N,F-co-doped
TiO2; the inset shows the colour of N,F-TiO2. (b) Hydrogen evolution with
respect to time on irradiation with visible light (> 400 nm) for undoped
and N,F-co-doped TiO2; inset shows the data for N-doped TiO2. (Images:
courtesy Prof. C. N. R. Rao’s group, ICMS, JNCASR)

of the solar spectrum cannot be used with TiO2 due to its high band gap

(indirect, Eg = 3.23 eV). Considerable amount of work has been carried out

in order to extend the absorption of TiO2 to the visible region. Towards this

end, Prof. C. N. R. Rao’s group here† synthesized TiO2 heavily co-substituted

with nitrogen and fluorine (N,F-TiO2), and observed (a) a significant reduc-

tion in the band gap accompanied by yellow colouration (See Figure 5.1a),

and (b) a significant increase in the photocatalytic water splitting capabili-

ties to produce hydrogen (see Figure 5.1b). We try to understand here the

effect of nitrogen and fluorine co-substitution on the structure and electronic

properties of TiO2 at the atomistic level.

Titanium dioxide or titania occurs in nature primarily as minerals

rutile, anatase and brookite. The rutile phase is the most abundant and

†International Centre for Materials Science, Jawaharlal Nehru Centre for Advanced
Scientific Research
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Figure 5.2: Conventional unit cell of anatase TiO2 with four formula units

the metastable anatase and brookite phases convert to rutile upon heating.

Nonetheless, the anatase polymorph (studied here) is a better catalyst and

is used more widely in (photo)electrochemistry. Anatase TiO2 crystallizes in

a tetragonal lattice (space group 141 or I41/amd) with four formula units in

the unit cell (See Figure 5.2), and with lattice constants a = 3.7845 Å, c =

9.5143 Å [51]. The atomic basis is given by:

Ti:
{

(0, 0, 0), (0, 1

2
, 1

4
), (1

2
, 1

2
, 1

2
), (1

2
, 0, 3

4
)
}

O:
{

(0, 0, u), (0, 1

2
, 1

4
+ u), (1

2
, 1

2
, 1

2
+ u), (1

2
, 0, 3

4
+ u),

(0, 0, −u), (0, 1

2
, 1

4
− u), (1

2
, 1

2
, 1

2
− u), (1

2
, 0, 3

4
− u)

}

5.2 Computational Methods

Our first-principles calculations are based on density functional theory as

implemented in the (a) Quantum ESPRESSO [42], and (b) SIESTA [41]
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packages. In our ESPRESSO-based calculations, ultrasoft pseudopoten-

tials [26] were used to model the interaction of ionic cores with electrons and

the exchange-correlation energy functional was approximated with a local

density approximation (LDA) of the Perdew-Zunger form [52]. Kinetic en-

ergy cutoffs of 50 Ry and 400 Ry were used for the representation of wavefunc-

tions and charge density respectively. Phonons and Born effective charges

were calculated as second derivatives of energy within density functional per-

turbation theory (DFPT). Since the electronic band gap is underestimated

in DFT-LDA calculations, we used hybrid density functionals based on a

screened Coulomb potential for Hartree-Fock exchange (HSE) [53], to obtain

more accurate estimates of the band gap, and quantitatively confirm the

experimental observations. Since ESPRESSO-based calculations were com-

putationally expensive, we used SIESTA in our analysis of water adsorption

on the (001) and (101) surfaces of nitrogen and fluorine co-substituted TiO2.

In the SIESTA-based calculations, we use Troullier-Martins [45] pseudopo-

tentials to model ion-electron interactions and approximate the exchange-

correlation energy functional with a Ceperly-Alder form [46] of LDA. We use

atomic orbitals of multiple-zeta kind with a split valence scheme as the basis

with a split norm of 0.15, and the orbital-confining cutoff radii defined by an

energy shift of 0.007 Ry.

We considered three kinds of anionic substitution in TiO2 in the anal-

ysis: a) nitrogen substituted TiO2 (N-TiO2), (b) fluorine substituted TiO2

(F-TiO2), and (c) nitrogen and fluorine co-substituted TiO2 (N,F-TiO2), for

a comparative study the effects of co-substitution with nitrogen and fluorine

with respect to their individual substitution. To simulate the doping levels
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achieved in experiments here, we used a 2×2×1 periodic supercell with 48

atoms (Ti16O32) with substitution of (a) 2 of the oxygen atoms with nitrogen

atoms (6.25% N) for N-TiO2, (b) 2 of the oxygen atoms by fluorine atoms

(6.25% F) for F-TiO2, and (c) 4 of the oxygen atoms with 2 nitrogen atoms

and 2 fluorine atoms (6.25% F, 6.25% N) for N,F-TiO2. Since the number of

possible configurations of ordering of nitrogen and fluorine in these systems

is very large, we used one representative configuration in each case, except

in the case of N,F-TiO2 where we compared a few distinct configurations to

determine the nature of ordering preferred by nitrogen and fluorine. In our

calculations on water splitting on (001) and (101) surfaces using SIESTA,

we used a single-layer slab of N, F-TiO2 with 2×2 surface cells, and a vac-

uum of ∼15 Å. A water molecule was placed parallel to the surface with its

oxygen about 2.2 Å above a 5-coordinated Ti site (referred to as ‘Ti(5c)’),

and the substituted nitrogen atom lying close to the surface. To sample in-

tegrations over the Brillouin-zone of the supercell, we used a uniform k-mesh

of 5×5×4 in ESPRESSO based calculations, and 2×6×2 (for the (101) sur-

face) and 4×4×1 (for the (001) surface) in SIESTA based calculations. In

all cases, structural relaxation was carried out through energy minimization

until the Hellman-Feynman forces on the atoms were within 0.05 eV/Å, and

the stresses were within 1 kbar.



5.3 Results and Discussion 53

5.3 Results and Discussion

5.3.1 Lattice Parameters and Local Distortions

Our calculated lattice parameters of bulk anatase TiO2 are a = 3.74 Å, c =

9.42 Å, u = 0.209, within typical LDA errors and in good agreement with the

experimental and published theoretical values [51,54]. The change in lattice

parameters upon substitution with nitrogen and fluorine at oxygen sites is

small (within 0.9% of those calculated for bulk TiO2). On the other hand,

there are significant local structural distortions in N,F-TiO2 induced at the

sites of substitutions (see Figure 5.3a). The Ti-N bond length along the c-axis

is 1.82 Å while that of the Ti-F bond is 2.40 Å. Notably, these are 7.5% shorter

and 22.3% longer, respectively, relative to the Ti-O bonds (1.96 Å) in bulk

TiO2. The changes in the bond lengths of Ti-N and Ti-F bonds along the ab-

plane are relatively less dramatic and are about 3.7% and -1.5% respectively.

These lead to smaller Ti-N-Ti (143.2◦) and larger Ti-F-Ti (177.6 ◦) bond

angles, in comparison with Ti-O-Ti bond angles in bulk TiO2 (156.4◦) (see

Figure 5.3b). These structural changes suggest that the behaviour of nitrogen

and fluorine is like negative and positive charges respectively in N,F-TiO2.

It is observed that these local distortions are much more pronounced in N,F-

TiO2 than in the case of F-TiO2 and N-TiO2, indicating that nitrogen and

fluorine co-substitution reinforces the effects of their substitution individually

and gives greater stability.
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Figure 5.3: Structure of N,F-TiO2 showing (a) Ti in three differently coordi-
nated octahedral environments, (b) the local distortions caused by nitrogen
and fluorine co-substitution (Ti = grey, O = green, N = blue, F = maroon).

5.3.2 Chemical Ordering

The energetics of N-TiO2, F-TiO2 and N,F-TiO2 reveal that (a) co-substitution

with nitrogen and fluorine is preferred over their individual substitution with

a lowering of energy by 1.93 eV per (N,F) pair, and (b) further substitution

with excess nitrogen in N,F-TiO2 is also favorable with a lowering of energy

by 1.59 eV for an additional substituted nitrogen. The energies of differ-

ent chemically ordered configurations of N,F-TiO2 (with additional nitrogen

substitution) suggest that (a) nitrogen and fluorine prefer nearest neighbour

sites, being bonded to a cation (Ti), and (b) two nitrogen (or two fluorine)

anions occupying such nearest neighbour sites is energetically unfavorable.

This observation is not unexpected, as the nature of electrostatic interactions

between nitrogen and fluorine would favor this pair-wise clustering behaviour.
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5.3.3 Electronic Structure

The local structural changes at the substituted nitrogen and fluorine sites

in TiO2 are reflected in the electronic structure. The electronic charge den-

sity contours (see Figure 5.4) clearly reveal (a) a greater covalency in the

Ti-N bond, and that the chemical environment around nitrogen is quite

anisotropic, (b) the spherical symmetry of the charge around fluorine, which

reflects that the electronic orbitals of fluorine are completely filled, and the

associated bonding is mostly ionic in nature, and (c) weakening (lengthening)

of the bond between oxygen and the Ti that is bonded to N with a relatively

strong and covalent Ti-N bond.

Figure 5.4: Contours of electronic charge density on the (100) plane of N,F-
TiO2

Our calculated band structure of bulk TiO2 (see Figure 5.5a) is in

good agreement with published LDA calculations [54], with an indirect band
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gap of 2.06 eV at 0.29 Σ (in the Γ to X direction) comparable to earlier

theoretical estimates [55]. Underestimation of the band gap with respect

to the reported experimental value of 3.23 eV is typical of the calculation

based on DFT-LDA functional. Band structure of a representative N,F-

TiO2 (see Figure 5.5b) shows an isolated occupied band split weakly from

the rest of the valence bands, leading to a direct and considerably reduced

gap of 1.48 eV at Γ. From our hybrid exchange functional calculations on a

2×2×1 mesh of Bloch vectors, we estimate the correction to the band gaps

and add it to our LDA estimates obtained using a much finer mesh of k-

vectors. Thus corrected band gaps of pure TiO2 (3.92 eV) and N,F-TiO2

(3.06 eV) are sort of overestimated in comparison with the experimentally

measured values (3.20 eV and 2.28 eV, respectively) but they succeed in

capturing more accurately the change in the band gap upon nitrogen and

fluorine co-substitution. This reduction in the electronic band gap is essential

and partially responsible for the improved photocatalytic activity of TiO2

after co-substitution with nitrogen and fluorine (we will see in Section 5.3.6).

5.3.4 Nature of the Sub-band

To understand the nature of the isolated sub-band at the top of the valence

band, we analyzed the density of electronic states of bulk TiO2 and N,F-

TiO2, by projecting it onto atomic orbitals. In bulk TiO2, the valence band

is constituted primarily of O 2p orbitals with a little mixing with the Ti 3d

states while the lowest energy conduction bands are predominantly Ti 3d in
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Figure 5.5: Electronic band structure of bulk, undoped TiO2, and (b) com-
parison of the band structures of pure TiO2 (in red) and N,F-TiO2 (in black).
The N 2p-derived sub-band above the valence band is clearly visible.

character (see Figure 5.6a). The uppermost valence bands are most affected

by the N,F-co-substitution, with N 2p derived states arising as a sub-band

with a bandwidth of about 0.6 eV, at the top of the valence band (with

weaker contributions from the Ti 3d and the O 2p derived states), effectively

reducing the band gap (see Figure 5.6b). Our analysis of the density of

electronic states of N-TiO2, F-TiO2 and N,F-TiO2 reveals that (a) p states

of the strongly electronegative fluorine atoms are deep-lying in energy (∼ 6

eV lower than the valence band maximum; see Figure 5.6b) while those of

less electronegative nitrogen are concentrated at the top of the valence band,

and (b) formation of the sub-band of p states of the nitrogen atoms (in N,F-

TiO2) at the top of the valence band is greatly enhanced by the fluorine

co-substitution (see the inset in Figure 5.6b). The lowest energy conduction

bands are essentially unaffected by N,F co-substitution and retain their Ti

3d character.

From the visualization of the uppermost valence states at the Γ-point
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Figure 5.6: Density of electronic states projected onto atomic orbitals in (a)
bulk, undoped TiO2, and (b) N,F-co-substituted TiO2. The inset in (b) is a
comparison between the total density of electronic states (at the top of the
valence band) of N-TiO2 and N,F-TiO2, clearly showing the enhancement in
the sub-band due to fluorine co-substitution.

we confirm that the charge is localized largely on the nitrogen atoms, and

spread weakly onto the p orbitals of the nearest neighbour oxygen atoms

(see Figure 5.7). The nature of this wavefunction reveals a weak covalent π-

interaction between px-orbital of oxygen and dxz orbital of Ti.

Figure 5.7: Visualization of the uppermost valence states of N,F-TiO2 from
y-direction (left) and x-direction (right) (Ti = grey, O = green, N = blue, F
= maroon)
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5.3.5 Born Effective Charges

The Born effective charge (BEC) tensor Z∗
i,αβ [56] of an atom in an insulator

is defined as the atomic displacement (ui,β) derivative of polarization P :

Z∗
i,αβ =

∂Pα

∂ui,β
(5.1)

where i runs over the atoms and α, β are Cartesian indices. The anoma-

lous BECs of Ti in bulk TiO2 (Z∗
xx = Z∗

yy = 6.5, Z∗
zz = 5.7) when compared

to its nominal ionic charge of +4 is indicative of the hybridization of its d-

states with the p-states of the surrounding oxygen ions, and reflects a mixed

covalent-ionic picture of bonding [57]. The anomalous BECs of oxygen (Z∗
xx

= -1.2, Z∗
yy = -5.4, Z∗

zz = -2.9) in comparison with its nominal charge of -2

reveals a deviation from the purely ionic nature and a high anisotropy asso-

ciated with the site, confirming our earlier conclusions based on the analysis

of electronic density. In N,F-TiO2, the BECs of nitrogen are Z∗
xx = -1.2, Z∗

yy

= -5.8, Z∗
zz = -3.9, while those of fluorine are Z∗

xx = -0.7, Z∗
yy = -3.2, Z∗

zz

= -1.1. This is consistent with the Ti-N-Ti and Ti-F-Ti chains seen along

the y direction and the π-like bonding interaction between Ti-3d states and

N-2p states in the z direction. It is to be noted that the anomaly in the

BEC tensor of Ti is stronger when it is bonded to nitrogen and weaker when

bonded to fluorine. This clearly shows a significant chemical activity of N

and relative inertness of F, and confirms the mixed ionic-covalent and ionic

nature of Ti-N and Ti-F bonds respectively. Our calculations show an in-

crease in the z-component of the electronic dielectric constant (the square
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of the refractive index) from 6.2 to 6.5, as another effect of reduction in the

electronic band gap on properties.

5.3.6 Water adsorption on (001) and (101) surfaces

In the case of pure anatase TiO2, molecular adsorption of water occurs on the

(101) surface while dissociative adsorption is favoured on the (001) surface

[58]. We have studied here the effect of nitrogen and fluorine co-substitution

on the nature of interaction of water with (001) and (101) surfaces of TiO2.

In both cases, we find that the strength of water molecules to adsorb on

these surfaces increases significantly upon co-substitution with nitrogen and

fluorine, reflected in the increase in adsorption energies: from ∼1.6 eV [58]

to ∼3.6 eV for the (001) surface, and from ∼0.7 eV [58] to ∼2.0 eV for the

(101) surface.

Moreover, in the case of (001) surface of N,F-TiO2, we find that there

is formation of an intermediate complex, characterized by a weakened bond

(3.11 Å) between an oxygen (fluorine) atom and the Ti(5c) atom involved

in the adsorptive interaction. As a result, this activated oxygen (fluorine)

forms a bond (1.04 Å) with a hydrogen atom of the water molecule (see

Figure 5.8a). The O-H bond lengths of the strained water molecule are 0.97

Å and 1.44 Å, the latter hydrogen being bonded to the activated oxygen

(fluorine) atom. This is the intermediate state preempting the dissociation

of the water molecule.

In the case of the (101) surface too, we observe structural changes

contributing towards enhanced catalytic activity: a water molecule relaxes
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Figure 5.8: Interaction of a water molecule with the (a) (001) surface, and
(b) (101) surface of N,F-TiO2. (All bond lengths shown are in Å. Ti = grey,
O = green, N = blue, F = maroon, H = orange).

to a position favoring bonding interaction between its hydrogen atoms and

two neighbouring oxygen (fluorine) atoms on the surface (with O-H bond

lengths of 1.69 Å and 1.82 Å). The corresponding O-H bond lengths of the

strained water molecule are 1.02 Å and 1.00 Å (in contrast with 0.97 Å for

an isolated molecule), making it relatively easier to photolyse. The chemical

origin of these structural changes lies in the relatively stronger bond between

the Ti(5c) atom and a nitrogen atom substituted at the neighbouring site,

leading to weakening of the Ti(5c)-O(F) bond (see our analysis based on

charge density, in Section 5.3.3). The latter is broken with ease and the

oxygen (fluorine) atom bonds with a hydrogen atom of the water molecule.

Thus, a weaker Ti(5c)-O(F) bond and the associated structural changes

contribute towards relatively enhanced water dissociation capabilities of N,F-

TiO2. Secondly, the sub-band due to N-2p derived states at the top of the
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valence band, further pronounced by fluorine co-substitution, facilitates ab-

sorption of a photon and subsequent electron transfer to a water molecule,

thereby increasing the ease with which water is split into hydrogen and oxy-

gen. These factors, combined with the reduced electronic band gap, result in

the enhancement of the photocatalytic activity of TiO2 upon co-substitution

with nitrogen and fluorine.

5.4 Summary

Our calculations show that nitrogen and fluorine co-substitution in TiO2

leads to significant local structural distortions associated with a strong bond-

ing interaction of nitrogen with titanium, which is reflected in (a) the anoma-

lous Born effective charges, and (b) an electronic sub-band of N-2p orbitals

that appears at the top of the valence band. The latter is responsible for a

significant reduction in the band gap of the material (0.58 eV in LDA, 0.86

eV in HSE calculations). Our calculations of water adorption on the (001)

and (101) surfaces of N,F-TiO2 reveal that a strong Ti interaction with the

neighbouring nitrogen leads to the weakening of its bond with the neigh-

bouring anion (O or F, the activated site), facilitating a bonding interaction

between the activated anion and a hydrogen of the adsorbed water molecule.

This and the reduction in the electronic band gap are cumulatively respon-

sible for the enhanced photocatalytic activity of N,F-TiO2 towards splitting

of water.



Chapter 6

Conclusion

“So long and thanks for all the fish.”

- Douglas Adams, The Hitchhiker’s Guide to the Galaxy

This work has focused on the usage of first-principles theory to explain cer-

tain puzzling material behaviour observed in experiments. Using density

functional theory (DFT) and density functional tight binding (DFTB) based

calculations as a theoretical microscope, atomistic mechanisms for the bizarre

experimental observations have been detailed.

We have studied the complete nonlinear elastic response of a metal

organic framework, ZIF-8, to mechanical shear stress. We identify a Raman

signature of stacking faults arising out of shear deformation as splitting of a

peak at ∼1280 cm−1 into two peaks at ∼ 1260 cm−1 and ∼1230 cm−1. We

indentify the atomistic mechanism by which only Zn-N bonds get broken and

reformed during the formation of such low-energy faults. We explain the lack

of evidence for such faults in experiments by the preferential formation of a

high density amorphous phase through the release of shear and compressive

stresses acting on the barrier for the formation of an intrinsic fault.

63
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We study the effects of heavy nitrogen and fluorine co-substitution

on functional oxides, zinc oxide and titanium oxide, including changes in

their structure, electronic, optical and catalytic properties. We identify in

both cases that nitrogen derived p-states give rise to a sub-band above the

valence states, effectively reducing the band gap to a significant extent, this

effect being enhanced by the presence of fluorine. This effect is also reflected

in the calculated optical absorption spectra and dielectric constants. Our

calculations on the water adsorption on anatase surfaces reveal that a strong

bonding interaction between titanium and nitrogen facilitates the formation

of a bond between a hydrogen of the water molecule and an activated anion,

enhancing its photocatalytic activity.
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