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Synopsis

Biomolecules, particularly DNA quadruplexes (Q-DNA), a guanine rich se-

quence containing four-stranded nucleic acids, are of potential interest in

anti-cancer therapy for selective designing of ions and small molecules, which

can stabilize the quadruplex structure. In addition, recently, there is great

research interest in using Q-DNA in nano-technological applications because

of their increased structural stability compared to duplex DNA. Another

class of low-dimensional systems, where the carrier (electron and hole) mo-

tions are restricted within reduced dimensions, have triggered a great deal of

study in both fundamental and applied sciences. Low-dimensional quantum

systems have garnered increase attention over the last few decades, fuelled

by a constant stream of striking discoveries and by the potential for, and

realization of, new state-of-the-art electronic device architectures. Restrict-

ing the electron’s motion in reduced dimensions (”quantum confinement”)

leads to many exciting quantum phenomena. The interest in these low di-

mensional devices stem both from Understanding the quantum nature of the

exotic phenomena and the applcations these systems would show and thus

is very challenging. Moreover, controlling the electronic and magnetic prop-

erties of these materials is desired for their better device applications under

viii



appropriate external perturbations.

In this thesis, structural dynamics, energetics and electronic and optical

properties of a class of biomolecules are investigated in detail. Addition-

ally, electronic structures, magnetic properties and quantum transport of a

few mesoscopic nanostructures, such as, graphene sheets, graphene nanorib-

bons and carbon nanotubes, have been studied. Classical molecular dynam-

ics simulations and density functional theory, coupled with non-equilibrium

transport formalisms have been used to elucidate their structure-function

relationships.

The thesis is divided into the following six chapters.

In the first chapter, a brief introduction to a few molecular systems, which

are bio-relevant and different types of base-pairing effects on the formation of

various nucleic acid quadruplex structures consisting of G(Guanine)-quartets

(G4), such as DNA (de-oxy ribo nucleic acid), RNA (ribo nucleic acid) and

PNA (peptide nucleic acid) quadruplexes (G4-DNA, G4-RNA and G4-PNA),

which are found in human genome, is provided. Additionally, a brief de-

scription of a few low-dimensional graphitic materials, such as, graphene and

carbon nanotubes and their boron nitride analogue: hexagonal boron nitride

(h-BN) sheet and their nanoribbons are also provided. Both experimental

and existing theoretical overviews of DNA/RNA/PNA quadruplex structures

and graphitic materials have also been outlined. Several key factors that reg-

ulate and stabilize quadruplex structure in physiological conditions are ad-

dressed. In addition, how the electronic structure and magnetic properties of

graphitic materials respond to different external perturbation, e.g ., defects,

doping, substitution, have also been presented in detail.



Overviews to the different computational techniques which are used in

subsequent chapters for exploring structure and electronic properties, partic-

ularly, molecular dynamics (MD) simulations, used for flexible biomolecules

as well as density functional theory (DFT) have also been discussed.

Structural stability, optical and charge transfer properties of different hy-

drogen bonded nucleobase pairs found both in duplex and quadruplex DNA

and variation of their properties in presence of different monovalent and di-

valent ions are reported in the second chapter. Additionally, the structural

dynamics and stability of various DNA, RNA and PNA quadruplex struc-

tures in presence of explicit water and ions using MD simulation at T=300

K and 1 atm pressure, are investigated in detail. The structure and opto-

electronic properties of porphyrin and different metal-porphyrin intercalated

G4-DNA have also been studied. Using DFT calculations, the electronic, op-

tical and charge transfer properties for all the biomolecules are investigated

and discussed in detail. Our results suggest that G4-PNA is stable in pres-

ence of NaCl and KCl salts, as was also found for the G4-DNA. Interestingly,

a new quadruplex structure, G4A4-DNA, which consists of consecutive planes

of G- and A+ quartets, stabilized through simultaneous binding to cations

and anions, respectively, has been proposed. Moreover, our study shows that

this quadruplex structure is stable under different salts solution, e.g ., LiCl,

NaCl and KCl at T=300 K. Also, the present investigation suggests large

charge carrier (hole) mobility for G4-DNA. Additionally, it is shown that the

divalent metal ion (Cu2+) can stabilize G4-DNA and form a ferromagnetic

one-dimensional chain along the quadruplex strand direction, which may find

potential applications in magnetic storage and memory devices.



Understanding the interactions of different nucleosides and single-stranded

DNA with graphene is needed for dispersing hydrophobic graphene in aque-

ous solution and for the possible applications in DNA sequencing. In the

third chapter, the interactions of various nucleosides and their stable quar-

tets, adsorbed on graphene, have been studied using both MD and DFT

simulations. The detailed structural and dynamical aspects of various single-

stranded DNA (ssDNA) dodecamer interacting with graphene in aqueous so-

lution are explored using MD simulations within NPT (T = 300 K and P =

1 atm) ensemble. The results suggest that, the ssDNA containing purine nu-

cleobases (Adenine (A) and Guanine (G)) strongly interact with graphene in

comparison to the pyrimidine nucleobases (Thymine (T) and Cytosine (C))

containing ssDNA. Interestingly, we find that mixed base sequences ssDNA,

such as ssd(AGTC)3 considered, show higher binding strength compared to

all others. The effects of various competing forces, e.g ., hydrogen bonding

and π stacking interactions, are discussed in detail. The simulation results

provide atomic understanding of recent experimental findings for the forma-

tion of different ssDNA architectures observed on graphene surface depending

on the nucleotide sequences.

Since the discovery of graphene and h-BN sheets, there is an increasing re-

search interest among both theoreticians and experimentalists for controlling

their electronic and magnetic properties for practical electronic applications.

Motivated by this, the effects of boron and nitrogen substitution on graphene

and graphene nanoribbons have been studied extensively using DFT and dis-

cussed in the fourth chapter in detail. The two-dimensional BxNyCz sheet



is considered, where the particular focus has been given towards the forma-

tions of various BxNy domains in graphene and their energetic behaviours.

The changes in electronic and magnetic properties are also addressed for this

2D BxNyCz hybrid graphitic material. Our results suggest various possible

tunable electronic states depending on the size and shape of BxNy domains

hybridized with graphene. Furthermore, the effect of ’B’ and ’N’ atoms

substitution for the ’C’ atoms in zigzag graphene nanoribbons is also consid-

ered. Along with several possible electronic states, the results suggest robust

half-metallic state, where one type of spin channel conduct while the other

spin channel remain semiconducting or insulating. For possibility in practi-

cal device applications, the spin-polarized electrical transport properties is

calculated using Non-equilibrium-Greens-Function (NEGF) method coupled

with DFT. The results suggest 100 % spin-polarized currents within small

bias windows for these modified graphene nanoribbons.

In the fifth chapter, the effect of various metals, including both transition

metals (Fe, Co, Ni) and non-transition metals (Pd, Ag, Pt and Au) and their

larger clusters, on graphene and h-BN sheets properties are explored using

DFT calculations. The results show a large binding affinity of the porous

graphene and h-BN sheets for the adsorbed Fe than their pristine analogues.

Moreover, a spin-switching behavior is found for the single-layer graphene

and h-BN decorated Fe complexes with the variation in sheet’s intriguity

and chemistry.

Additionally, bi-layer sandwich complexes of Fe for both the porous graphene

and h-BN sheets have been studied, and the results are contrasted to their



pristine bi-layer analogues. An interesting variation of electronic and mag-

netic states depending on the adsorbed metal type and nature of the sheets

are indicated.

Molecular charge transfer effects on graphene and single-walled carbon

nanotubes (SWCNTs) electronic structures are studied using DFT methods

and presented in sixth chapter. The two classes of organic molecules: electron

withdrawing molecules (TCNE and TCNQ) and electron donating molecule

(TTF) have been considered for investigating the response of molecular dop-

ing on graphene and SWCNTs electronic properties. The presence of surface

adsorbed electron acceptors and donors have been found to modulate the

carrier types (electron and hole) and carrier densities, because of the molec-

ular charge transfer effects. Additionally, the adsorption of donor/acceptor

molecules causes small local structural distortions of these materials. It

is found that the electron acceptors have higher binding affinity for these

graphitic materials than that of the electron donor molecules because of the

greater extent of charge transfer. Moreover, we find that the electron ac-

ceptors bind strongly with metallic SWCNT than semiconducting SWCNT,

corroborating with the experimental results. The study also suggests that

the surface adsorption of selective donor or acceptor molecules on the SWC-

NTs surface can change the electronic state from metal to semiconductor

or vice versa, depending on the nature of adsorbed molecules. In fact, the

present study unravels the microscopic understanding of a few experimental

observations that were reported recently.



List of Publications

Publications Related to the Thesis Work

1. Tuning the Electronic Structure of Graphene by Molecular Charge Trans-

fer: A Computational Study

Arun K. Manna and Swapan K. Pati,

Chem. Asian. J. 4, 855 (2009).

2. Doping Single-Walled Carbon Nanotubes Through Molecular Charge-

Transfer: A Theoretical Study

Arun K. Manna and Swapan K. Pati,

Nanoscale 2, 1190 (2010).

3. A study of graphene decorated with metal nanoparticles

K. S. Subrahmanyam, Arun K. Manna, Swapan K. Pati, and C. N.

R. Rao,

Chem. Phys. Lett. 497, 70 (2010).

4. Doping of Graphene: A Computational Study

Arun K. Manna and Swapan K. Pati,

World Scientific Publishing Co. Pte. Ltd. Singapore: ISBN: 13-978-

981-4329-35-4 (Book Chapter), 59 (2011)



5. Tunable Electronic and Magnetic Properties in BxNyCz Nanohybrids:

Effect of Domain Segregation

Arun K. Manna and Swapan K. Pati,

J. Phys. Chem. C 115, 10842 (2011).

6. Designing Tunable Electronic and Magnetic Properties of Graphene: A

Theoretical Perspective

Arun K. Manna and Swapan K. Pati,

Int. J. Mod. Phys. B 26, 1242003 (2012).

7. Theoretical Understanding of Single-stranded DNA Assisted Dispersion

of Graphene

Arun. K. Manna and Swapan K. Pati, J. Mater. Chem. B 1, 091

(2013).

8. Effect of Edge States on the Electronic, Magnetic and Transport Prop-

erties of BN-Fused Polyacene Zigzag Nanoribbons

Arun. K. Manna and Swapan K. Pati, J. Mater. Chem. C 1, 3439

(2013).

9. Metal Modified DNA Quadruplex: A Promising Molecular Wire

Arun. K. Manna and Swapan K. Pati (submitted, 2013).

10. Diverse Structures and Electronic Properties of DNA and PNA Quadru-

plexes: A Computational Study

Arun. K. Manna, Prabal K. Maiti and Swapan K. Pati (submitted,

2013).



Other Publications by the Author

11. The role of H bonding and dipole-dipole interactions on the electrical

polarizations and charge mobilities in linear arrays of urea, thiourea

and their derivatives

Shrinwantu Pal, Arun K. Manna and Swapan K. Pati,

J. Chem. Phys. 129, 204301 (2008).

12. Intrinsic Half-Metallicity in Modified Graphene Nanoribbon

Sudipta Dutta, Arun K. Manna and Swapan K. Pati,

Phys. Rev. Lett. 102, 096601 (2009).

13. Graphene analogues of MoS2 and WS2

H. S. S. Ramakrishna Matte, A. Gomathi, Arun K. Manna, Datta-

tray J. Late, Ranjan Datta, Swapan K. Pati and C. N. R. Rao,

Angew. Chem. 49, 4059 (2010).

14. Interaction of metal oxide nanoparticles with graphene

Barun Das, Biswajit Choudhury, A. Gomathi, Arun K. Manna, S.

K. Pati and C. N. R. Rao,

Chem. Phys. Chem. 12, 937 (2011).

15. Beyond the Förster formulation for resonance energy transfer: the role

of dark states

C. Sissa, A. K. Manna, F. Terenziani, A. Painelli and S. K. Pati,

Phys. Chem. Chem. Phys. 13, 12734 (2011).

16. Visible-near infrared and fluorescent copper sensors based on julolidine

conjugates: selective detection and fluorescence imaging in living cells



Debabrata Maity, Arun K. Manna, D. Karthigeyan, Tapas K. Kundu,

Swapan K. Pati and T. Govindaraju,

Chem. A Eur. J. 17, 11152 (2011).

17. Computational Studies on Structural and Optical Properties of Single-

stranded DNA encapsulated Silver/Gold cluster

Pralok Kumar Samanta, Ganga Periyasamy, Arun K. Manna and

Swapan K. Pati,

J. Mater. Chem. 22, 6774 (2012).

18. Thieno Analogues of RNA Nucleosides: A Detailed Theoretical Study

Pralok K Samanta, Arun K. Manna and Swapan K. Pati,

J. Phys. Chem. B 116, 7618 (2012).

19. Resonance energy transfer between polar charge-transfer dyes: A focus

on the limits of the dipolar approximation

C. Sissa, F. Terenziani, A. Painelli, A. K. Manna and S. K. Pati,

Chem. Phys. 404, 9 (2012).

20. Structural, Electronic, and Optical Properties of Metallo Base Pairs in

Duplex DNA: A Theoretical Insight

Pralok K. Samanta, Arun. K. Manna and Swapan K. Pati,

Chem. Asian. J. 7, 2718 (2012).

21. Effect of Imide Functionalization on the Electronic, Optical and Charge

Transport Properties of Coronene: A Theoretical Study

Somananda Sanyal, Arun K. Manna and Swapan K. Pati,

J. Phys. Chem. C 117, 825 (2013).



22. Computational Studies on Non-covalent Interactions of Carbon and

Boron Fullerenes with Graphene

Arun K. Manna and Swapan K. Pati,

ChemPhysChem 14, 1844 (2013).

23. Discrete dinuclear complex to extended 2D compound in a Cu-azido

system by controlling coligand stoichiometry: synthesis and magneto-

structural correlations

Anindita Chakraborty and Lingampalli S. Rao, Arun K. Manna,

Swapan K. Pati, Joan Ribas and Tapas K. Maji,

Dalton Transactions 42, 10707 (2013).

24. Stability and Electronic Structure of Carbon Capsules with Superior

Gas Storage Properties: A Theoretical Study

Arun K. Manna and Swapan K. Pati,

Chem. Phys. DOI: 10.1016/j.chemphys.2013.09.004 (2013).



List of Figures

1.1 Schematic diagrams of five nucleosides (A = Adenosine, G =

Guanosine, C = Cytosine, T = Thymidine and U = Uridine).

The white, gray, blue and red colours indicate hydrogen (H),

carbon (C), nitrogen (N) and oxygen (O) atom, respectively. . 5

1.2 Schematic diagrams of single-stranded DNA (ssDNA) and dou-

ble helical DNA (B-DNA). . . . . . . . . . . . . . . . . . . . . 7

1.3 Schematic of a G-quartet (G4) structure stabilized by cation

(M+) and the structure of a K+ ions stabilized DNA quadru-

plex (PDB ID: 1KF1). The white, gray, blue, red and purple

colours indicate hydrogen (H), carbon (C), nitrogen (N), oxy-

gen (O) and potassium (K) atom, respectively. . . . . . . . . . 11

1.4 Schematic of a ssDNA with negatively charged sugar-phosphate

backbone (a) and a ssPNA with neutral peptide backbone (b). 12

xix



1.5 The schematic representation of the two-dimensional graphene

sheet, periodic along x and y axes, with middle shaded region

representing the rhombus unit cell containing two atoms (a).

The hexagonal brillouin zone with high symmetric points (Γ,

K and M) is also shown in (b). Panel (c) shows the elec-

tronic band structure calculated along the lines joining the

high symmetric points, with linear bands dispersion close the

Fermi level (EF ). . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.6 Schematic representation of the GNRs. The unit cells of zigzag

(a) and armchair (b) graphene nanoribbons (GNRs) is indi-

cated by the shaded regions. The GNRs are periodic along

the x axis. The NZ and NA indices specify the width of zigzag

and armchair GNRs, respectively. . . . . . . . . . . . . . . . . 18

1.7 The schematic representation of different finite size BxNy nano-

domains of varieties of shapes, e.g., rhombohedral, R-BxNy

(a), hexagonal, H-BxNy (b) and triangular, T-BxNy (c, d, e,

f) embedded in graphene. . . . . . . . . . . . . . . . . . . . . 22

1.8 Comparison of a wave function in the Coulomb potential of the

nucleus (blue) to the one in the pseudopotential (red). The

real and the pseudo wave function and potentials match above

a certain cutoff radius rc. . . . . . . . . . . . . . . . . . . . . . 47



2.1 Optimized geometries for the WC A-T (a) and G-C (b) base

pairs. Important H-bonds distances are indicated in Å. The
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All distances are given in Å . . . . . . . . . . . . . . . . . . . 81

xxxiv



2.5 Various structural parameters of G4A4-DNA. ri−j is the aver-

age distance between ith and jth unit in a system. All distances
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Chapter 1

Introduction

Biomolecules are a class of soft-materials, which are considered to be ess-

estial for controlling various physiological functions in all living organisms.

Deoxyribonucleic acid (DNA) and Ribonucleic acid (RNA), the most rele-

vant biomolecules, are the polymer of nucleotide, which contains nucleobases

and sugar-phosphate backbone. In 1953, Watson and Crick [1] first proposed

the DNA double helical structure, which describes the unique base-pairing

effects in canonical duplex, DNA. Specific base sequences of duplex nucleic

acids stores the genetic informations. Moreover, the nucleic acids also regu-

late and catalyze various important biological processes. In order to perform

these diverse biological functions, nucleic acids, not only form the canonical

duplex structures, but it also adopts various non-canonical conformations. In

fact, there are various non-cannonical nucleic acid structures, which includes

triplexes, hairpin loops, cruciform, poly(dA), duplex (A-motif) junctions, G-

quadruplex structures, and many other higher order structures [2–5]. Among

all these non-standard nucleic acids structures, G-quadruplexes have drawn

2
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much attention because of their both in vivo and in vitro applications. Many

experimental as well as theoretical studies have been devoted to deeply un-

derstand their biological functions and possible nanobiotechnological appli-

cations [6–12].

Low-dimensional materials are of increasing interest to both theorists

and experimentalists alike, owing to their novel properties, which arise from

quantum confinement effects [13–19]. Due to the constrained degrees of free-

dom in reduced length scale, the electronic correlations play the most crucial

role, giving rise to many exotic properties that have drawn much research

interest in condensed matter and materials science over the decades [20–24].

Recent experimental advancements, like thin film deposition [25–32], me-

chanically controlled break junction [33–36], scanning tunneling microscopy

(STM) [37–40], transmission electron microscopy (TEM) [41–43], atomic

force microscopy (AFM) [44–49], angle resolved photo emission spectroscopy

(ARPES) [50–54] have opened up a new dimension of fabricating and char-

acterizing the low-dimensional materials. A large number of theories have

also been proposed to account for the interesting behavior of materials at the

reduced length scale.

In this thesis, we have investigated a class of biomolecules, particularly,

DNA quadruplexes and a number of low-dimensional materials and have

explored their interesting properties, originating from various interactions.

In this chapter, we give a brief overview of DNA and G4-DNA quadru-

plexes and a few low-dimensional materials and various theoretical models

and numerical techniques that are used to study their structures and inter-

esting electronic properties. In the next section, we discuss the structure
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and various remarkable aspects of duplex and quadruplex DNA. Thereafter,

we discuss about light elements based materials in two-dimension and quasi

one-dimension. We focus on graphene, hexagonal boron nitride and hybrid

boron-carbon-nitrogen (BCN) sheets and their nanoribbon materials. We

also briefly address some interesting electronic properties of carbon nan-

otubes. In section 1.3, we present a brief discussion on various theoretical

methods and models used to capture the interesting aspects of biomolecules

and low-dimensional materials. Subsequently, we discuss various numerical

methodologies which have been adopted in the thesis to study the DNA

quadruplexes and the low-dimensional materials. Finally, we provide brief

outline of the subsequent chapters that constitute the thesis at the end of

this chapter.

1.1 Nucleic Acids: Potential Biomolecules

Nucleic acids are essential biomolecules present in almost all the living or-

ganisms. They are the central molecules for regulating transmission, gene

expression and conservation of genetic information. The early experimental

works by Avery et al. [55] and Hershey et al. [56] demonstrated the role of

DNA as the carrier of genetic information. As already mentioned, Watson

and Crick [1] were the pioneer scientists, to discover the DNA double helical

structure based on the X-ray fiber diffraction patterns produced by Franklin

et al. [57] and Wilkins et al. [58], together with the chemical evidence of base

complementarity proposed by Chargaff [59]. Since the realization of DNA

structure, there have been remarkable research interest for understanding
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the molecular basis of the various biological functions that are regulated

by DNA and investigating the intricate relationship between structure and

function.

Nucleic acids are composed of repeatative units of nucleotides, and are

also called oligo-nucleotide or poly-nucleotide. Each nucleotide consists of

a nitrogeneous base, a sugar, and a phosphate group. The structures of

the five nucleosides are shown in Fig.1.1. Note that, Adenosine (A) and

Guanosine (G) are purine nucleosides, whereas, Cytosine (C), Thymidine (T)

and Uridine (U) are pyrimidine nucleosides. All the nucleosides are found in

DNA with the exception for U, which is present only in RNA. Interestingly,

nucleic acids form both single-stranded DNA (ssDNA) and canonical double

stranded DNA (duplex DNA) as well as many non-standard structures, such

as triplex, i-motif, hairpin loops and four stranded structures (quadruplexes)

with varying molecular topology. Below, we dicuss the nucleic acids duplex

and quadruplex structures in detail.

Figure 1.1: Schematic diagrams of five nucleosides (A = Adenosine, G =
Guanosine, C = Cytosine, T = Thymidine and U = Uridine). The white,
gray, blue and red colours indicate hydrogen (H), carbon (C), nitrogen (N)
and oxygen (O) atom, respectively.
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1.1.1 Nucleic Acid Duplex

Nucleic acids are the polymer of nucleotides, which carry all the genetic in-

formations through the base-sequences. This constitutes the primary struc-

ture of nucleic acid molecules. The polymers of nucleotide consitute single-

stranded DNA or RNA (ssDNA or ssRNA) depending on the nature of sugar

units present. Although DNA and RNA possesses similar physical proper-

ties, the presence of 2′-hydroxy in ribose in RNA and its replacement by

2′-deoxyribose in DNA causes substantial differences in their chemical prop-

erties. The 2′-hydroxy group in RNA affects the tertiary structure of RNA in

comparison to the DNA structure through the formation of extra hydrogen

bonds. This is why the tertiary structure of ssRNA is more stable and com-

monly found than the tertiary structure of ssDNA. A DNA strand possesses a

well defined directionality because of the presence of asymmetric phosphodi-

ester bonds between the phosphate group and third and fifth carbon atoms of

adjacent sugar rings. The sugar-phosphate backbone of a ssDNA or ssRNA

run from 5′ to 3′ direction, with the 5′-end being attached with a terminal

phosphate group and the 3′-end being with the terminal hydroxyl group. A

schematic figure of helical shaped ssDNA with Guanine (G) base-sequences

(poly-dG12) is shown in Fig.1.2.

The WC (Watson Crick) complementary base-pairing results in the struc-

ture of a nucleic acid duplex. In a double stranded DNA or RNA, nucleobase

Adenine (A) and Guanine (G) specifically form two and three hydrogen bonds

with the complementary bases, Thymine (T in DNA) and Uracil (U in RNA)

and Cytosine (C), respectively. On the other hand, in ssDNA or ssRNA,
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Figure 1.2: Schematic diagrams of single-stranded DNA (ssDNA) and double
helical DNA (B-DNA).

intramolecular base pairs between complementary bases determines the sec-

ondary structure of the molecule. Note that, all naturally occurring DNAs

are double stranded. Moreover, the double stranded DNA structure is regu-

lar and uniform because of the similar sizes of A-T and G-C WC base pairs.

The A-T base pair has two H-bonds; each nucleobase shares one H-bond

donor and one H-bond acceptor, while, G-C base pair has three H-bonds;

G forms one H-bond acceptor and two H-bond donor. In the DNA double

helix, it is found that the complementary strands run in opposite diections

and are aligned anti-parallel to each other. The most common conformation

of duplex DNA under physiological conditions is B-DNA (Fig.1.2), which is

characterized by 1) an average helical twist of 36o, 2) the completion of one
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Table 1.1: Average structural parameters of three different DNA conforma-
tions.

Geometrical Parameters A-DNA B-DNA Z-DNA
Helix type right-handed right-handed left-handed

Repeating unit 1 bp 1 bp 2 bp
Rotation per bp 32.7o 35.9o 30o

No. of bp per turn 11 10.5 12
Rise per bp along axis 2.3 Å 3.32 Å 3.8 Å

Diameter 23 Å 20 Å 18 Å

full helix turn after every 10 base pairs, 3) the helix diameter is found to be

approximately 20 Å and 4) the helical rise is estimated to be about 3.4 Å [60].

However, depending on the environmental conditions, duplex DNA can adopt

many other conformations, such as A-DNA and Z-DNA [61]. As already

mentioned, the DNA adopts B-conformation, which is a right-handed helical

duplex structure under physiological conditions. Under dehydration, DNA is

found in A-DNA form in organisms, which is also a right-handed helix, with a

shallow, wide minor groove and a narrower, deeper major groove. Contrary

to the right-handed helical structures of A- and B-DNA, the Z-DNA is a

helf-handed helix and has a structure that repeats every two base pairs. The

main structural differences of the three DNA conformations are summarized

in Table 1.1 [62, 63].

The stability of duplex DNA and RNA are determined by the H-bonding

interactions and π-π-stacking interactions to compensate the destabilization

caused by the electrostatic interactions between the negatively charged phos-

phate groups in two strands. However, the destabilization energy can be

minimized by neutralizing the phosphate backbone with the cations, e.g.,



1.1 Nucleic Acids: Potential Biomolecules 9

Na+, K+ etc. A schematic structure of duplex DNA containing G-C base

pairs (d(GC)10) is shown in Fig. 1.2.

1.1.2 Nucleic Acid Quadruplex

Apart from the canonical duplex DNA structures, which have been discussed

above, there are several non-canonical and polymorphic nucleic acid struc-

tures present in organisms, which regulate various catalytic biological pro-

cesses. These non-standard nucleic acid structures include DNA triplexes,

hairpin loops, internal loops, junctions, i-motif and G-rich quadruplexes and

many higher order structures [2–5]. Among all these non-canonical DNA

structures, G-quadruplexes have received tremendous attention because of

their potential function in vivo as well as in vitro applications [9, 10, 64–

73]. G-quadruplex is a four-stranded nucleic acid structure with stacked

G-quartets (also known as G-tetrads), which are held together via eight

Hoogsteen hydrogen bonds. Structural investigation of G-quadruplexes have

demonstrated that, the G-rich nucleobase sequences are prone to form these

four-stranded structures under appropriate conditions. Moreover, they show

various structural polymorphism depending on the base-sequences, loop con-

nectivity and the experimental conditions. G-quadruplex structure can form

from four separate single-stranded nucleic acids structures, known as tetramolec-

ular, from two single-strands, called bimolecular, and only from one single-

strand, termed as unimolecular [68,74–76]. Moreover, depending on the base-

sequences and type of connecting loops, G-quadruplexes can form parallel

and anti-parallel structures. Several high resolution crystal structures were
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established for both the parallel-and anti-parallel-stranded guanine tetraplex

with varying nucleobase sequences from organism [77–79]. The crystal struc-

ture of parallel-stranded G-quadruplex was first predicted by Parkinson et

al. from human telomeric DNA in K+ solutions [79].

However, the existence and possible structure of G-quartets were first pro-

posed about 50 years ago by Gellert et al. [80]. Since then, there have been

lot of attempts in exploring the G-quadruplex structures, and understanding

their functions both in experiments and in several theoretical studies [81–84].

Among the various polymorphic G-quadruplexes, in particular, a major at-

tention has been given to the G-quadruplex structures formed by human

telomeric sequences, which consists of tandem repeats of 5′-TTAGGG-3′,

and there is a 3′ overhand of the G-rich strand at the end of the chromo-

somes [85]. It is known that G-quadruplex DNA inhibits the activity of the

enzyme, telomerase, as the enzyme cannot act on the G-quadruplex struc-

ture. Therefore, the development of G-quadruplex stabilizing ligands has

become an area of immense research interests [10, 66, 86–90]. It was found

that, in general, G-quadruplex binding ligands possesses a large aromatic

planar surface, which stabilize the quadruplex structure through strong π-π-

stacking interactions. To illustrate a few, the porphyrin derivatives, cationic

TMPyP4 and Phthalocyanines, have been found to be effective for stabilizing

the G-quadruplex structures [91, 92].

The most important unit of a G-quadruplex structure is the nucleobase

G-quartet, which is formed by a planar association of four G nucleobases

forming eight Hoogsteen hydrogen bonds [93]. A schematic of a G-quartet is

shown in Fig. 1.3. As shown in Fig. 1.3, the core of the G-quartet consists
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Figure 1.3: Schematic of a G-quartet (G4) structure stabilized by cation
(M+) and the structure of a K+ ions stabilized DNA quadruplex (PDB ID:
1KF1). The white, gray, blue, red and purple colours indicate hydrogen (H),
carbon (C), nitrogen (N), oxygen (O) and potassium (K) atom, respectively.

of four O6 oxygen atoms pointing towards the center of the G-quartet. Con-

sequently, the centre of the G-quartet is enriched with negative electrostatic

potential. Thus, G-quartet can be further stabilized by coordination with

cations of suitable sizes, which is schematically shown in Fig. 1.3. In fact,

it was shown that the G-quadruplex structures are only stable in presence

of monovalent cations, such as Na+ and K+ in aqueous solution. It was also

demonstrated that the core region of G-quadruplex structure traps monova-

lent cations with suitable sizes in order to gain the structural stability. The
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cations, Na+ and K+ were found between the two G-quartets of a quadru-

plex structure, and thus, the effective coordination number of the cation be-

comes eight (see Fig. 1.3). G-quadruplex structures are stable under optimal

physiological conditions, and the stability of the quadruplex structure is due

to the H-bonding interactions within a G-quartet, π-π-stacking interactions

between the successive G-quartets plane and the electrostatic interactions

induced by coordinated metal ions. It is also clear that the structural stabil-

ity of G-quadruplexes is greater in comparison to the duplex DNA stability,

and hence, a potential candidate for biological applications. In fact, there

have been several theoretical demonstrations [94,95], suggesting their use as

the efficient molecular wire because of the enhanced structural stability and

larger carrier (hole) mobility along the strand direction.

Figure 1.4: Schematic of a ssDNA with negatively charged sugar-phosphate
backbone (a) and a ssPNA with neutral peptide backbone (b).
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However, there are several experimental reports, which have suggested the

formation of G-quadruplex structures from RNA and PNA (peptide nucleic

acid) under suitable conditions [96–103]. It is important to note that, unlike

DNA, PNA has neutral peptide backbone, as schematically shown in Fig. 1.4.

Moreover, there are studies which investigated the hybridization of DNA and

PNA to form the many interesting nucleic acid structures [104–106]. In this

thesis, we have studied the structure and conformational dynamics of various

DNA, RNA and PNA quadruplex structures with and without the presence

of monovalent cations (Li+, Na+, K+) using molecular dynamics simulations.

Moreover, we have investigated a sets of new quadruplex structures which can

simultaneously binds to cations and anions, thus, acting as ion-pair receptor.

Additionally, we have studied the electronic structure, optical properties and

charge transfer characteristics of a few model DNA quadruplex structures.

At the end of the chapter 2, we have discussed the stability of G-quartets in

presence of cations other than Li+, Na+ and K+ and also have explored their

electronic and optical properties. Finally, we have investigated the structures

of porphyrin and metal-porphyrin intercalated G-quadruplexes.

1.2 Graphitic Materials

In the recent years, two-dimensional (2D) materials have gained extensive

research attention because of both their interesting basic physics and their

possible applications in future generation devices. The sophistications of

recent experimental techniques have made possible the fabrication of two-

dimensional (2D) materials with one atom to few atom thickness. These
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materials have found remarkable device applications in electronics as well as

in photo-voltaics [107–118]. The recent experimental findings of graphene

enriches the family of 2D materials, opening a new platform of exploring

two-dimensional electron gas systems.

Graphene, a one-atom thick layer of sp2 hybridized carbon atoms ex-

tented in 2D lattice, has been proposed as candidate for next generation

electronic applications [119]. Materials that are similar to graphene and also

materials derived from graphene, are known as graphitic materials. These

include, hexagonal boron nitride (h-BN) sheet, quasi-one-dimensional (1D)

nanoribbons of graphene and h-BN sheets, quasi-1D carbon nanotubes and

zero dimensional (0D) fullerenes. In this introductory chapter, we provide

brief literature overview of all these materials one-by-one. Here, we have

mainly investigated the structure and various novel aspects of these graphitic

materials.

1.2.1 Two-Dimensional Graphene and Hexagonal Boron

Nitride Sheets

Although the allotropes of carbon, such as, zero-dimensional fullerenes [120],

one-dimensional carbon nanotubes [121–123] and three-dimensional graphite

have been known for a long time, their two-dimensional analogue has con-

tinued to be in back stage because of the long standing robust theoretical

concepts [124–128]. These theories suggest that, due to thermal and quan-

tum fluctuations, the perfect two-dimensional systems in free state would
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segregate at finite temperature and thus, would cease to exist. The exper-

imental realization of the two-dimensional carbon crystal continued to be a

conjecture until 2004, when graphene was successfully isolated by mechani-

cal exfoliation of highly oriented pyrolytic graphite [129–131]. This technique

can provide high quality graphene flakes upto 100 µm in size. Arc-discharge

technique has also been employed to obtain graphene flakes with the ease of

doping with boron and nitrogen atoms [132]. However, the large graphene

flakes are known to form ripples and thus, deviate from planarity in free state

to gain stability, validating the pioneering theoretical concepts [133, 134].

Figure 1.5: The schematic representation of the two-dimensional graphene
sheet, periodic along x and y axes, with middle shaded region representing
the rhombus unit cell containing two atoms (a). The hexagonal brillouin
zone with high symmetric points (Γ, K and M) is also shown in (b). Panel
(c) shows the electronic band structure calculated along the lines joining the
high symmetric points, with linear bands dispersion close the Fermi level
(EF ).

Graphene is a two-dimensional monolayer of carbon atoms tightly packed

into a honeycomb lattice as shown in Fig. 1.5a. The carbon atoms form

sp2 hybridized network with three nearest neighbors, each at a distance of

∼1.42 Å, leaving one unhybridized half-filled p-orbital, perpendicular to the
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graphene plane for every carbon. The rhombus unit cell contains the two

atoms from two different sublattices making graphene a bipartite lattice.

According to Leib’s theorem [135], the electronic spins prefer to align an-

tiferromagnetically within the two sublattice points in a bipartite lattice.

Graphene can be considered as the parental compound for all other carbon

allotropes of different dimensionalities. The wrapping of graphene, introduc-

ing curvature in terms of intervening five membered rings leads to fullerene.

Rolling of graphene segments with different boundaries results into carbon

nanotubes of varying chiralities. Moreover, three-dimensional graphite can

be obtained by stacking the graphene atomic layers stabilized by van der

Waals forces.

Since its discovery, graphene systems made possible the understanding of

various properties in low-dimension and has opened up new possibilities in

electronic device fabrications because of its very high charge carrier mobili-

ties [129–131], long phase coherent lengths and linear energy dispersion at the

Dirac point [136] (see Fig. 1.5c). In fact, it has shown a lot of promises for the

replacement of silicon based electronic devices. Moreover, the observation of

integer quantum Hall effect even up to room temperature [137–153], break-

down of adiabatic Born-Oppenheimer approximation [154], realization of

Klein paradox [155–158], possibilities of high Tc superconductivity [159–163],

metal free magnetism [164–175], ballistic electronic transport [176–180] etc.

have made graphene the ideal candidate material for 21st century research.

As a truly two-dimensional nanostructure, graphene has garnered consider-

able interest, mainly due to its unique electronic and transport properties

described by a massless Dirac equation [181, 182]. Because of these unique
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and diverse properties, A. K. Geim and K. S. Novoselov were jointly awarded

the prestigious Nobel Prize in physics in 2010 for their ground breaking ex-

perimental work on graphene in 2004 [129].

On the other hand, hexagonal boron nitride (h-BN) sheet, an iso-electronic

analogue of graphene, also known as ”white graphene”, has been successfully

materialized by various means [183–189]. Although, both the structures have

similar 2D networks, they possess very contrasting electronic and optical

properties. Unlike graphene, which is a zero band gap semiconductor, the

h-BN sheet is a wide band gap (∼5.9 eV) insulator [190], and is a promising

material in optics and opto-electronics [191]. The relatively large ionici-

ties of boron and nitrogen atoms than the carbon atom cause the optical

and electronic properties of graphene and h-BN to be substantially differ-

ent [190, 192]. Note that, graphene is stabilized because of the presence of

delocalized π electron, whereas, the h-BN is stabilized by pπ-pπ B←N charge

transfer interactions.

In fact, the diversities in structural and electronic properties with excit-

ing application possibilities have attracted a large community of both the

theoretical and experimental groups all over the world to explore the plenty

of room in the reduced dimension [181, 193–205].
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1.2.2 Quasi One-Dimensional Graphene and Boron Ni-

tride Nanoribbons

The electronic properties of low-dimensional materials are mainly governed

by electronic correlations, their size and geometry and consequent bound-

ary conditions. Finite termination of 2D graphene results in quasi one-

dimensional ribbon like structures with two different possible edge geome-

tries, namely zigzag and armchair as shown in Fig. 1.6. Accordingly, they

are named as zigzag graphene nanoribbons (ZGNRs) and armchair graphene

nanoribbons (AGNRs), respectively. They exhibit very different electronic

properties arising from their contrasting boundary conditions. Note that,

the atoms along a zigzag edge come from the same sublattice, whereas, the

atoms from two different sublattices make bonds along the armchair edges.

Figure 1.6: Schematic representation of the GNRs. The unit cells of zigzag
(a) and armchair (b) graphene nanoribbons (GNRs) is indicated by the
shaded regions. The GNRs are periodic along the x axis. The NZ and
NA indices specify the width of zigzag and armchair GNRs, respectively.
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Both the ZGNRs and AGNRs are schematically depicted in Fig. 1.6. As

can be seen, the translations of the unitcell (shaded region in Fig. 1.6) along

the x axis produce infinite GNRs with zigzag and armchair edges. Note

that, although the translation up to infinity results in GNRs in true sense,

the finite size systems with very large length/width ratio in principle can

be considered as ribbons. These rectangular ribbons resemble traditional

”Indian Saree”. The width of these GNRs are determined along the cross

ribbon direction. As it is evident from Fig. 1.6, the edge atoms in the cross

ribbon direction of ZGNRs form armchair structure and hence, the width is

determined by counting the number of zigzag chains in cross ribbon width

(as shown by NZ indices) and hence, the ZGNRs are named as NZ-ZGNRs.

In case of AGNRs, the width is determined by the number of atoms along

the terminating zigzag edge in the cross ribbon direction, as shown by NA

indices, and named as NA-AGNRs.

The replacement of all the ”C-C” units by iso-electronic ”B-N” units in

GNRs structures results in quasi one-dimensional boron nitride nanoribbons

(BNNRs) with the two edge geometries, namely, zigzag and armchair edges.

Accordingly, they are termed as zigzag boron nitride nanoribbons (ZBN-

NRs) and armchair boron nitride nanoribbons (ABNNRs) with zigzag and

armchair edge structures, respectively.

Although, both the GNRs and BNNRs have similar structures, they pos-

sess very different electronic properties. The finite termination of GNRs

and BNNRs result in valency unsatisfied edge dangling states. These edge

states are reactive, and generally, undergo various edge reconstructions. To
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stabilize the edge states, the hydrogen passivation is considered to be prac-

tical from the energetics points of view. In fact, there are large number

of studies [206–214], which have considered the H-passivation in exploring

the electronic structure of both the GNRs and BNNRs. The H-passivated

ZGNRs show spin-symmetric semiconducting properties for the low-energy

antiferromagnetic ground state structure [206], whereas, the corresponding

ZBNNRs are wide band gap semiconductors [215, 216]. However, the non-

magnetic state of H-passivated ZGNRs shows metallic properties, and is only

a few meV higher in energy compared to its stable antiferromagnetic state,

and can be accessible at room temperature [214]. Contrary to the ZGNRs,

however, ZBNNRs can be either magnetic or nonmagnetic determined by the

details of their edge states [217, 218]. However, the band gap values of all

these nanoribbons depend on the ribbon widths. Moreover, similar to the

AGNRs, which show semiconducting properties [207], the ABNNRs also dis-

play semiconducting behaviors independent of their widths [215,219]. Among

all these GNRs and BNNRs, the zigzag edge nanoribbons exhibit interesting

electronic and magnetic properties due to their typical edge states. Thus, in

this thesis, we have investigated the electronic structure details of the zigzag

graphene and boron nitride nanoribbons.

Recent experimental sophistications have made possible the materializa-

tion of such systems of varying widths with almost smoothly defined edges.

These techniques can be classified into two categories: bottom up and top

down approaches. The former follows the strategy of attaching small molec-

ular building blocks to grow giant graphene structures using elegant syn-

thetic chemistry route [220–223]. This approach can provide desired graphene
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nanostructures like nanoribbons, nanodiscs etc. with full control over their

edge geometries. Most importantly, these structures with smooth edges can

be efficiently isolated in single layers and can be used in device fabrications.

On the other hand, the top down approach uses diverse methodologies with

ease for efficient device integration. Following this approach, the graphene

nanoribbons (GNRs) has been achieved by etching the graphene surface with

STM (scanning tunneling microscopy) tip applying higher (than required for

imaging) constant bias potential with atomic level precision [224]. The epi-

taxially grown few layer graphene has also been patterned by conventional

lithographic techniques to fabricate GNR based devices [225–228]. Thermally

activated metallic nanoparticles have also been used for atomically precise

etching along crystallographic axes to obtain graphene nanoribbons [229].

It has also been observed recently that, the solution dispersion and sonica-

tion of exfoliated graphite results in ultra-smooth edges even for sub 10 nm

width GNRs [230, 231]. Note that, all these top down approaches, however,

result in irregular edge geometry with some control over the number of only

the layers. Very recently one fascinating technique has been emerged by

means of unzipping and flattening the carbon nanotubes to obtain smooth

edge GNRs [232–236]. Theoretical predictions followed by experiments, have

shown that, the epoxydation of carbon-carbon bonds and their subsequent

breakage into carbonyl pairs prefers to happen along a line in carbon nan-

otubes and thus, results in smooth GNR edges [232–234]. GNRs can also be

obtained by plasma etching of multi wall carbon nanotubes partly embedded

in polymer film. This technique has been used to produce single layer to a

few layers GNRs depending on the time period of etching [235].
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1.2.3 Hybrid Graphene and Boron Nitride Sheets and

Nanoribbons

Figure 1.7: The schematic representation of different finite size BxNy nano-
domains of varieties of shapes, e.g., rhombohedral, R-BxNy (a), hexagonal,
H-BxNy (b) and triangular, T-BxNy (c, d, e, f) embedded in graphene.

Recently, there have been tremendous research interests, amongst exper-

imentalists and theoreticians alike, on the hybrid structures of graphene and

boron nitride nanoscale materials [237–250]. Since, h-BN has similar bond-

ing architecture as 2D graphene with only a small lattice mismatch, it is

possible to realize a hybrid materials of both graphene and h-BN sheets. In

fact, it was demonstrated that a hybrid 2D sheet of boron, carbon and ni-

trogen atoms, known as BCN, is possible to synthesize experimentally with

varying constitutional compositions [240, 251–256]. Depending on the com-

positions, the resulting BCN sheet show a range of electronic and magnetic

properties. Using chemical vapour deposition (CVD) method, it was found

that, thermodynamically, a domain segragated hybrid BCN sheet is energet-

ically favoured over many possible other nanostructures [237]. A schematic
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of various BN quantum dots hybridized with graphene is shown in Fig. 1.7.

Following the experimental realization of hybrid BCN structures, there have

been several theoretical studies, which have discussed the structure, bond-

ing, electronic and magnetic properties of these 2D hybrid sheets and their

quasi-1D nanoribbons in detail [211, 213, 249, 257–259].

1.2.4 Carbon Nanotubes

Carbon nanotubes are quasi-one-dimensional nanoscale carbon materials and

can be considered as the rolled graphene sheet. Before the successful isola-

tion of 2D graphene in 2004 by Novoselov et al . [260], carbon nanotubes were

first discovered in 1991 by Iijima [121] and, since then, have attracted much

research interests because of their unique electronic, optical and mechanical

properties. Nanotubes can be either of single-wall or multi-walls and, accord-

ingly, termed as single-walled carbon nanotubes (SWCNTs) and multi-walled

carbon nanotubes (MWCNTs). Although both the nanotubes show consid-

erable mechanical properties, the SWCNTs have drawn much attention due

to their interesting electronic and optical properties. The structure and elec-

tronic properties of SWCNTs are uniquely characterized by the (n, m) chiral

indices. Depending on the values of ’n’ and ’m’, nanotubes are of two types:

”zigzag” and ”armchair”, corresponding to (n, 0) and (n, n) chiral indices.

In general, (n, 0) SWCNTs are semiconducting, while, (n, n) SWCNTs are

metallic. Moreover, a (n, m) SWCNT is considered to be metallic if (n - m)

is divisible by 3, and semiconducting otherwise [261, 262].

Although, variation in nanotubes chirality results in different elctronic
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properties, there is a great need for tuning their intrinsic electronic struc-

tures for practical device applications. In fact, along these lines, there

are plenty of research works, demonstrating the modifications of SWCNT’s

electronic structures. These include, the substitutions of nanotubes car-

bon atoms by boron and/or nitrogen atoms [263–267], introducing vari-

ous defects [267–273], and functionalizations [274–283] among many others.

All these schemes greatly expand the potential applications areas of SWC-

NTs. However, note that, complete substitutions of ”C-C” units in carbon

nanotubes by isoelectronic ”B-N” units, produces boron-nitride nanotubes,

which are large band gap insulators.

Nanotubes functionalizations are done in two different ways; namely,

covalent and non-covalent functionalization approaches. Interestingly, non-

covalent functionalizations have potential in controlling tubes physico-chemical

properties without introducing significant structural changes in nanotubes.

Also, it holds promise for industrial applications. In a part of this thesis, we

have discussed the non-covalent functionalizations of different SWCNTs.

In the subsequent section, we will discuss some of the theoretical models

and methods, and outline some of the numerical techniques, which can cap-

ture the essence of the materials structures and properties, investigated in

this thesis.

1.3 Theoretical Models and Methods

In this section, the different theoretical methods that are used to compute

various properties are introduced briefly.
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Every system consists of a number of nuclei and electrons. For a system

with Ne number of electrons and Nn number of nuclei, the total Hamiltonian

can be written as:

H = −
1

2m

Ne
∑

i=1

∇2
i −

1

2M

Nn
∑

I=1

∇2
I −

Ne
∑

i=1

Nn
∑

I=1

ZI

|ri − RI |

+
Ne
∑

i=1

Ne
∑

j>i

1

|ri − rj|
+

Nn
∑

I=1

Nn
∑

J>I

ZIZJ

|RI − RJ |
(1.1)

where m and M are the masses of electrons and nuclei, respectively. The

Laplacian operators, ∇2
i and ∇2

I represent the second order differentiation

with respect to the coordinates of the i-th electron and the I-th nucleus.

ZI is the atomic number of the nucleus I. ri and RI represent the spatial

coordinates of i-th electron and I-th nucleus, respectively. The first two terms

in the equation 1.1 are the kinetic energy operators of electrons and nuclei,

respectively. The third term represents the Coulomb attraction between

electrons and nuclei. The fourth and fifth terms represent the Coulomb

repulsion between the electrons and between the nuclei, respectively.

1.3.1 Born-Oppenheimer Approximation

To understand the electronic structure, the motion of massive nucleus can

be neglected. As a consequence, the nuclear skeleton can be considered to be

frozen with respect to the electronic motion. Therefore, the kinetic energy for

the nuclei can be neglected and the Coulomb repulsion among the nuclei can

be considered as a constant. This approximation is called Born-Oppenheimer
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approximation which considers the movement of electrons in the static nuclei

potential. With this approximation, the Hamiltonian turns out to be:

H = −
1

2m

Ne
∑

i=1

∇2
i −

Ne
∑

i=1

Nn
∑

I=1

ZI

|ri − RI |
+

Ne
∑

i=1

Ne
∑

j>i

1

|ri − rj |
(1.2)

for a fixed nuclear coordinate. In fact, the second term can also be accounted

for after solving the electronic Hamiltonian,

Hel = −
1

2m

Ne
∑

i=1

∇2
i +

Ne
∑

i=1

Ne
∑

j>i

1

|ri − rj|
(1.3)

since the nuclear coordinates are fixed. However, in case of large molecu-

lar vibration, the consideration of nuclear motion becomes unavoidable and

Born-Oppenheimer approximation breaks down. The calculation of vibra-

tional and rotational spectroscopy also need explicit consideration of nuclear

motion.

1.3.2 Models for Charge Transport

The mechanism of charge transport in organic π-conjugated materials has

shown great scientific and technological interests in recent years [284–292].

The key quantity which characterizes the charge transport phenomena is the

carrier mobility.

The charge carrier mobility (µ) is defined as the ratio between the drift
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velocity of the charge carrier (v) induced by the electric field and the ampli-

tude of the applied electric field (F ).

µ = v/F (1.4)

In general, the carrier mobility is dictated by the diffusion coefficient (D)

since the charge transport follows diffusive mechanism. The carrier mobility

is related to the diffusion coefficient via Einstein equation:

µ =
eD

kBT
(1.5)

The carrier mobility in conjugated organic materials is very low as com-

pared to the inorganic materials although there have been reports on high

room temperature mobility of a few tens of cm2V −1s−1 for single organic

crystals. However, these carrier mobilities strongly depend upon the chemi-

cal structure and preparation of the sample, processing conditions and mea-

surement techniques. Various experimental techniques have been developed

to characterize the charge carrier mobilities. The most widely referred ap-

proaches are the time of flight (TOF) [293, 294], field effect transistor con-

figuration [295–297], diode configuration [298, 299] and pulse radiolysis time

resolved microwave conductivity techniques [300–303], which are elaborately

discussed in several literatures [288].

There are two basic models describing charge transport and hence, the
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carrier mobility: (i) band model and (ii) hopping model.

Band Model

In general, the charge transport in inorganic semiconductors is described by

this band model, where, well defined valence band and conduction bands

are formed very strongly. In fact, the charge transport in these materials

are mainly realized due to the wave like propagation of charge carriers in

their well constructed valence or conduction bands. Thus, the charge carrier

mobilities are very large in these inorganic materials. However, the presence

of dislocations, and lattice vibrations (phonons) greatly reduces the charge

carrier mobility values. This band like transport behavior has successfully

been described within the Holstein-Peierls model coupled with first-principles

calculations and has widely been investigated [304–306].

However, the major drawback of this model is the overestimation of car-

rier mobility in case of pure and ordered single crystals. To overcome such

limitations and to understand this band like transport behavior in detail,

many new as well as modified approaches have been developed in recent

years, which explicitly consider the quantum corrections and effect of ther-

mal fluctuations [306–309].

Hopping Model

Unlike inorganic materials, the weak van der Waals and π-π interactions in

organic materials result in narrow bands. Additionally, with increase in tem-

perature, the electron-phonon interactions play major role. The formation

of narrow bands and enhanced electron-phonon coupling cause the charge
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carrier to be localized in polaron like states [287–289, 306]. For this reason,

the mean-free path for the scattering of carriers becomes comparable to the

order of intermolecular spacing which enforces the charge carriers to hop

between adjacent localized states, leading to a process known as thermally

activated hopping mechanism. The hopping process is the dominant mech-

anism of charge transport in organic materials at room temperature, where

the rate of hopping in each step can be described by a semi-classical Marcus

theory [310–312].

Within the approach, the rate (W ) of charge transfer between the pair of

molecules (i, j) at a particular temperature (T ) is expressed as;

W =
2J2

ij

h
(
π3

λkBT
)
1
2 exp(−

λ

4kBT
) (1.6)

where Jij is the coupling matrix element between the pair (i, j) of molecules,

λ is the reorganization energy and kB is the Boltzmann constant. From the

above expression, it is clear that the rate of hopping would be high if the

reorganization energy is small and the intermolecular coupling is large.

The reorganization energy (λ) is defined as the energy cost by locally

charging a single molecule within the molecular crystals during charge trans-

fer process. On the other hand, the charge transfer integral reflecting the

interactions strength between the molecular pairs, is defined by the matrix

element Jij = 〈ψi|H|ψj〉, where H is the electronic Hamiltonian of the sys-

tem and ψi and ψj are the wave functions of two charge localized states. In

fact, there exist different methods for estimating the charge transfer integrals
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(Jij). Two popular and widely simplified methods used in several previous

studies [287–292, 313, 314], are based on dimer molecular energy levels split-

ting, commonly known as Koopmans’ theorem [315], and fragment orbital

approach [313, 314].

In this thesis, the fragment orbital approach, which considers the spatial

overlap between the molecular orbitals, and thereby, provides accurate esti-

mation of the charge transfer integrals, is employed [313, 314]. Within this

approach, the dimer molecular levels are expressed as the linear combination

of individual monomer molecular levels (fragment orbitals) and the charge

transfer integral (J ′
ij) can be obtained as the off-diagonal elements of the

Kohn-Sham Hamiltonian matrix which is expanded from the orbital energies

as follows.

HKS = SCEC−1 (1.7)

Hhere S is the intermolecular overlap matrix, C is the molecular orbital

coefficient and E are the molecular orbital energies. This procedure allows

direct calculations of the charge transfer integrals, including signs, without

invoking the assumption of negligible spatial overlap. Further, the general-

ized charge transfer integral (J′ij) in the orthogonal basis can be calculated

using Lowdin transformation which is expressed as

J ′
ij = Jij −

1

2
S(E1 + E2). (1.8)
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Then, the rate of charge transfer (W) can be computed using the calcu-

lated values of J ′ and λ. Since, the charge transfer phenomena is diffusive

in the absence of any external potential, the diffusion coefficient which is

related to the hopping rate between pairs of the molecules, can be calculated

as

D =
1

2d

∑

i r
2
iW

2
i

∑

iWi
(1.9)

where d is the dimensionality, r is the distance between the pairs of molecules

considered and Wi is the probability for the charge carrier to a particular ith

neighbor, normalized over the total hopping rate (
∑

iWi). At a given tem-

perature, the final drift mobility due to hopping, µ, can then be evaluated

from the Einstein relation as mentioned earlier. However, this drift mobility

is strongly influenced by many factors, including, molecular packing, impu-

rities, temperature, pressure, external field, carrier density, molecular weight

and size.

1.4 Numerical Methods

Exploring materials’ properties using different simulation techniques serve

not only as tools to aid in the interpretation of experimental data, but

to directly complement such data by providing a relationship between the

macroscropic behavior observed experimentally and the microscopic proper-

ties represented in the model or simulation. Unprecedented developement of
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computer hardware and different simulation algorithms in past decades has

enabled us to study the systems, ranging from a few atoms to a large number

of atoms. In this section, we discuss some of the numerical methods which

have been used for simulating bio-molecules and low-dimensional materials

in this thesis. Depending on the properties of interest, we use either the

electronic structure methods or molecular dynamics (MD) simulations for

studying different materials.

1.4.1 Molecular Dynamics Simulations

Accurate prediction of system properties is required to understand the exist-

ing materials nature and further designing of new meterials. Modeling of the

complex and large systems using the solution of relativistic time-dependent

Schrödinger equation is not possible, and only a few atoms can be handled

on the ab inito level. However, molecular dynamics (MD) simulation helps

to understand the detailed structural and conformational aspects on a real-

istic and atomic level, within an affordable computational cost. Within MD,

ensemble-averaged properties, such as binding energy and relative stability

of molecular conformations, are obtained by averaging over representative

statistical ensembles of structures.

Solving the Newton’s equation of motion [316] for all the nuclei within a

system is the basic foundation of MD. In classical MD, the force (Fi) on a

atom, i, exerted by other atoms is expressed as:

−→
Fi = mi

∂2−→ri
∂t2

(1.10)
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The vector notations in forces Fi and positions ri, i.e. in three dimensions

the whole system is described by 3N coordinates. The forces on a atom i is

calculated as the negative derivative of the potential U, which describes the

interactions between the particles and can be written as:

−→
Fi =

∂U

∂−→xi
(1.11)

where, U, the inter-atomic potential, is a function of many degrees of freedom

corresponding to all nuclei.

Forcefields

The potential function, U, mentioned above, is defined by the bonded and

the non-bonded interactions terms, as given below:

U(−→x1,
−→x2, ...,

−→xN) = Ubonded + Unon−bonded (1.12)

The contribution to the bonded inter-atomic potential is given as:

Ubonded =
∑

bonds

Kr(r − r0)
2 +

∑

angles

Kθ(θ − θ0)
2 +

∑

improper

Kω(ω − ω0)
2

+
∑

dihedrals

Kφ(1 + cos(nφ− φ0))(1.13)

where, bonding, angle and improper interactions are described by harmonic
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potentials based on Hooke’s law, while for the dihedral potential, a periodic

function is used.

The non-bonded interactions are decomposed into two parts: electrostatic

Coulomb potential, UCoulomb and a combination of van der Waals attractive

and Pauli repulsion part. The later part is defined usually by Lennard-Jones

(LJ) potential, ULJ . Thus, the non-bonded interactions are expressed as:

Unon−bonded = UCoulomb + ULJ

=
∑

i

∑

j>i

1

4πǫ0ǫr

qiqj
rij

+
∑

i

∑

j>i

4ǫij((
σij
rij

)12 − (
σij
rij

)6)(1.14)

where, ǫ0 and ǫr are the dielectric constant in vacuum and the relative di-

electric constant of medium (for water, 78), respectively.

As can be seen from Equ. 1.13 and 1.14, conducting the MD sumilations

for a given system requires all the constant parameters in hands, which can

be estimated using either quantum chemical calculations or, if available, from

experimental data. The major drawback of the classical MD simulations is

the low transferability of these emperical parameters, that differs from system

to system, and may have to be adjusted while dealing with a new system.

Integration Algorithms

Here, we will briefly describe the basic algorithms that involves solving New-

ton’s equation of motion. The usual and most common algorithm imple-

mented in almost all MD packages (AMBER and GROMACS), is the leap-

frog algorithm [317], which uses position −→x at time t and velocities −→v at
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time t - 1
2
△ t:

−→v (t+
1

2
△ t) = −→v (t− 1

2
△ t) + F (t)

m
△ t, (1.15)

−→x (t+△t) =
−−→
x(t) +−→v (t+ 1

2
△ t)△ t (1.16)

Combining these two equations leads to:

−→x (t +△t) = 2−→x (t)−−→x (t−△t) + F (t)
m
△ t2, (1.17)

and thus, generating MD trajectories are very similar to those produced

by the Verlet algorithm [318]. Unlike leap-frog algorithm , the equation of

motions integration by the Velocity-Verlet algorithm [319] uses the positions

−→x and velocities −→v at the same time, t. However, note that, the equation

of motions need to be modified for accounting the temperature and pressure

coupling as well as the conservation of any structural constraints.

MD simulations without couplings to heat and pressure baths results in

so-called NVE ensemble (constant particles, volume and total energy, respec-

tively), also known as the micro-canonical ensemble. Most physical quantities

should be estimated from either the NVT ensemble, i.e. the canonical ensem-

ble, in which the temperature is conserved as well, or the NPT (isothermal-

isobaric) ensemble, in which both pressure and temperature are conserved.

The latter realization appears to be most closely to laboratory conditions.

Therefore, thermostat and barometer have to be introduced for representing,

temperature and pressure coupling, respectively.
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Temperature Coupling

In MD simulations, the temperature of the system is controlled via a ther-

mostat. A weak coupling to an external heat bath can be realized with the

Berendsen thermostat [320]. Here, the deviation of the system temperature

(T) from a given reference temperature (T0) is slowly corrected by first order

kinetics:

dT

dt
=
T0 − T

τ
(1.18)

τ is the temperature coupling time constant, which can be adapted two

different values, for system equilibration (small τ) and MD simulations (large

τ). Note that, the temperature deviation decays exponentially with the time

constant τ . The temperature of a system containing N particles is directly

related to the particle velocity (−→v i) via kinetic energy Ek:

Ek =
3

2
NkBT =

N
∑

i

1

2
mi
−→v 2

i (1.19)

where, kB is the Boltzmann constant. Accordingly, T, T0 and the change in

temperature (∆T = T0 - T) can be expressed as:
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T =
1

3NkBT

N
∑

i

mi
−→v 2

i ,

T0 =
ζ2

3NkBT

N
∑

i

mi
−→v 2

i ,

∆T =
1

3NkBT

N
∑

i

mi
−→v 2

i (1 + ζ2) (1.20)

where ζ is the velocity scaling factor and can be calculated from the following

relation:

ζ =

√

1 +
∆t

τ
(
T0 − T

T
) (1.21)

The Berendsen thermostat does not produce a proper canonical ensemble,

as it suppresses the kinetic energy fluctuations of the system. However, for

a large system, the most of the ensemble properties are not significantly

affected.

However, Nosé-Hoover thermostat produces correct canonical ensemble.

In Nosé-Hoover method, the ensemble is extended by introducing a thermal

reservoir and a friction term in the equation of motion. The friction force is

proportional to the product of each particle’s velocity and friction parameter

ξ. Now, the equation of motion for each particle is:

−→
Fi = mi

∂2−→ri
∂t2

+miξ
∂−→r

∂t
(1.22)
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and the equation of motion for the bath parameter ξ is:

dξ

dt
=

1

Q
(T − T0) (1.23)

where Q determines the strength of the coupling to the heat bath. Note that,

both temperature coupling methods are implemented in GROMACS [321]

and AMBER [322] MD codes.

Pressure Coupling

Similar to the temperature coupling, the system can be coupled to a pressure

bath by rescaling the coordinates of the particles and the dimensions of the

simulation box. Again Berendsen [320] provided an algorithm which relaxes

the pressure, p, of a system to a given reference pressure, p0, by first-order

kinetics:

dp

dt
=

1

τp
(p0 − p) (1.24)

However, this procedures of the Berendsen Thermostat does not generate

the correct NPT ensemble, although it yields simulations with the correct

average pressure. More realiable NPT ensemble can be produced with the

Parinello-Rhaman approach [323], which is very similar to the Nosé-Hoover

thermostat. However, the weak coupling Berendsen thermostat has been

used for all constant pressure MD simulations.
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Constraint Algorithm

For large and complex systems, it is sometimes not affordable, may not be

even necessary to propagate all degrees of freedom in the system. Therefore,

constraints can be applied in the simulation, which keep e.g. bonds, angles,

etc. at their predefined values. There are two major algorithms which can

account for constraints, the SHAKE algorithm [324] and the LINCS algo-

rithm [325]. The SHAKE is used for MD simulations of biomolecules using

AMBER code, described in chapter 2, while the LINCS algorithm is used in

chapter 3 for constraining all hydrogen bonds.

Periodic Boundary Conditions and Long Range Electrostatics

Periodic boundary conditions (PBC) is used to avoid the edge effects in the

simulations of finite systems. In PBC, atoms that leave a box, enter the

adjacent box on the opposite side, thus, the number of particles is always

conserved. In this thesis, all simulations are carried out using rectangular

boxes.

In general, a cut-off is used for the non-bonded LJ interactions, sinces it

decays very fast with the distance as 1
r6
. But, for the Coulomb interactions,

the potential falls of with the distance as 1
r
. Thus, a cut-off for the longe-

range Coulomb interactions is not suitable. With PBC, the electrostatic

energy of a system with N particles and their periodic images is described

as:

VCoulomb =
1

8πǫ0ǫr

∑

nx

∑

ny

∑

nz
∗

N
∑

i

N
∑

j

qiqj
rij,−→n

(1.25)

where the box vectors −→n = (nx, ny, nz) and rij,−→n is the real distance. Note,
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the ”*” indicates that, the terms with i = j are discarded if −→n =
−→
0 . How-

ever, the above sum converges very slowly. Ewald [326] introduced the idea

of subdividing the slowly-converging sum into two fast-converging sums plus

a constant term:

VCoulomb = V direct
Coulomb + V reciprocal

Coulomb + V 0
Coulomb (1.26)

Here the reciprocal sum is computationally much expensive, and hardly

affordable for the large systems [327]. However, the particle-mesh Ewald

(PME) method [328, 329], greatly improves the difficulty of calculating the

reciprocal term, and thereby, widely used for the treatment of long-range

electrostatic interactions in MD simulations.

1.4.2 Quantum Chemical Calculations

Since the simulation based on classical molecular dynamics does not take into

account explicitly the electronic degrees of freedom, they can not be used to

study the chemical reactions involving the formation of new bonds or bread-

ing of the existing bonds. The electron consideration requires the quantum

mechanical description of the system, which leads to the developements of

quantum chemical calculations. Using quantum chemical calculations, it is

possible to determine the ground state electronic structure and various prop-

erties associated with it for both the molecular as well as extended class of

systems. The molecular wave functions obtained from quantum chemical

calculations can be used to study a range of physiochemical properties, such

as, dipole and higher multipole moments, polarizability, vibrational spectra,
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NMR (Nuclear Magnetic Resonance), etc with a great accuracy, and often

comparable with the experimental results.

In quantum mechanics, each particle is described by a wave function Ψ

(r, t), where, Ψ*Ψ gives the probability of finding the particle at position

r and time t. The total energy operator of a system is represented by a

Hamiltonian H, whose expectation value provides the total energy of the

system. The time-independent Schrodinger equation is as follows:

HΨ = EΨ (1.27)

In practice, the wave functions of an interacting many electron systems is

not known a priori. To solve the Schrödinger equations, one starts with the

initial guess wave functions, which is usually considered to be as the linear

combination of the basis functions. However, solving Schrödinger equation

for many electron wave funtions becomes very difficult and often impossible

for moderate to a larger system sizes. To this end, the density functional the-

ory (DFT) has emerged an alternative choice to solve many electron prob-

lems, where, the Hamiltonian for many electron system is mapped onto a

single particle Hamiltonian. Therefore, the DFT approach reduces the com-

plexity of the problem to a great extent.

1.4.3 Density Functional Theory

The many body numerical methods can not be adopted for very large scale

simulations due to the huge dimension of basis space. In this context, ab-

initio density functional theory (DFT) has been proved to be highly efficient
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and successful, which maps the electronic correlations within one electron

formalism. This has been widely used to study the materials with satisfactory

agreement with the experimental observations.

Within DFT, the Hamiltonian of an N electron system in the external

field, Vext(r), including the field induced by the nuclei is given by,

H = −
1

2

N
∑

i=1

∇i
2 +

1

2

∑

i 6=j

1

|ri − rj |
+ Vext (1.28)

The strength of DFT is based on the fact that the ground state electronic

wave function, Ψ0(r1, r2, ..., rN) can be entirely described only by its elec-

tron density ρ0(r), as stated by the Hohenberg-Kohn theorem [330, 331]. It

is based on a variational principle stating that the ground state electronic

density minimizes the energy functional.

• The external potential, Vext is uniquely determined by the correspond-

ing ground state electronic density. It can be stated in other way as well:

the external potential, Vext determines exactly the electron density ρ(r).

Furthermore, the ground state expectation value of any observable is a

unique functional of the ground state electron density.

• The variational principle is also valid for the electron density. The total

energy is minimal for the ground state density, ρ0(r), of the system.

The Schrödinger equation can now be reformulated in terms of the density,

ρ:
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E[ρ] = F̂ [ρ] +

∫

drVext(r)ρ(r) (1.29)

F̂ is a universal functional of ρ and the ground state density is found by

minimizing the functional, E[ρ] with respect to ρ. DFT would in principle

be exact if the functional were known exactly. This is, however, not the

case. To tackle this, Kohn and Sham separated F̂ into three distinct parts

as follows [330, 331]:

E[ρ(r)] = Ts[ρ(r)] +
1

2

∫

ρ(r)ρ(r′)

|ri − r′i|
drdr′ + Exc[ρ(r)]

+

∫

ρ(r)Vext(r)dr (1.30)

The kinetic energy term and the exchange-correlation functional are not

solvable in this form. The former can, however, be calculated if the electron

density ρ(r) is built up from wave functions Ψi(r) which are then used to

calculate the kinetic energy, Ts:

Ts[ρ(r)] =
1

2

N
∑

i=1

∫

Ψ∗
i (r)∇

2Ψi(r)dr (1.31)

Kohn and Sham proposed a coupled set of differential equations, known

as the Kohn-Sham equations:

[∇2 + VH + Vxc + Vext]Ψi(r) = ǫiΨi(r) (1.32)

where VH is the Hartree potential, Vxc is the exchange-correlation term, Vext
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is the external potential and Ψi(r) are the Kohn-Sham orbitals. These equa-

tions are then solved iteratively until self consistency is attained. From equa-

tion 1.32, the exchange correlation potential, Vxc follows as:

Vxc =
δExc[ρ(r)]

δρ(r)
(1.33)

This potential, since not known exactly, has to be approximated.

• Local Density Approximation (LDA) [332]: The first approxima-

tion to the exchange-correlation energy functional, Exc[ρ(r)], was the

Local Density Approximation (LDA), defined as:

ELDA
xc =

∫

d3rǫxc(ρ(r)).ρ(r) (1.34)

where ǫxc(ρ(r)) is the exchange and correlation energy per electron of

the homogeneous electron gas with density ρ(r). It assumes that the

electronic density is a smooth function in space. Any region of space

can then be locally seen as a homogeneous electron gas of density, ρ(r).

The total exchange-correlation energy is then the sum over all electrons

in every region of space of the local exchange-correlation energy.

• Generalized Gradient Approximation (GGA): These approxima-

tions are extensions and improvements of the LDA functional to inho-

mogeneous systems. In GGA approach, the local exchange-correlation

energy depends not only on the local charge densities but also on their

gradients. There are basically three types of GGA:
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– Ab-initio: These functionals are based on exact results, asymp-

totics etc. The exchange and correlation parts are treated inde-

pendently. These are typically PBE (Perdew-Burke-Ernzerhof)

[333, 334] or PW91 (Perdew-Wang 1991) [335, 336].

– Atom based GGA: These also include some exact results but func-

tional parameters are fitted on close-shell atom properties. Ex-

change and correlations are again treated separately. Examples

include, Becke’s GGA for exchange [337] and Lee Yang and Parr

(LYP) functional for correlation [338].

– Empirical: In this formalism, the exchange and correlations are

considered as a whole. Functional parameters are determined by

fitting on a set of atomic and molecular properties. Common ex-

ample are the HCTH (Hamprecht-Cohen-Tozer-Handy) function-

als [339, 340].

For solving the Kohn-Sham equations, one expands the one-particle wave

functions in a basis gj(r):

Ψi(r) =

Nb
∑

j=1

Ci,jgj(r) (1.35)

where Ci,j are the coefficients of expansion and Nb is the size of the basis.

Thus, the Kohn-Sham equations become one-particle matrix equations and

we have to diagonalize the one particle Hamiltonian matrix to get the eigen

values and eigen vectors. The Kohn-Sham equation is solved self-consistently

because the Hamiltonian depends on the density, which in turn is calculated
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from the wave functions, which is what we are solving for. Therefore, we

start with some guess for the density and keep improving the density and

potential in successive iterations till self-consistency is achieved.

Pseudopotentials and Numerical Orbitals

Generally it is assumed that, the core electrons are rather unaffected by

changes in their chemical environment. A pseudopotential, (VPP ) is an ef-

fective external potential experienced by valence electrons in an atom when

all the core electrons of the atom are frozen. It is obtained by constructing

smoother wave functions wherein the oscillations of the valence wave func-

tion in the core region are removed [341–344]. The pseudo wave function and

the all electron wave function match each other beyond a particular value of

radial distance which is chosen to be outside the last node in the all electron

wave function; this is called the cutoff radius rc. If we can use the same

pseudopotential to describe different chemical environments then the pseu-

dopotential is said to be transferable. A good pseudopotential needs to fulfill

the following conditions:

• The lowest pseudo wave function generated by the pseudopotential

should not contain any nodes.

• The normalized atomic radial pseudo wave function with an angular

momentum l should be equal to the normalized radial all electron (AE)

wave function outside a given cut-off radius rc (Fig. 1.8):

RPP
i (r) = RAE

i (r) (r > rc) (1.36)
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Figure 1.8: Comparison of a wave function in the Coulomb potential of the
nucleus (blue) to the one in the pseudopotential (red). The real and the
pseudo wave function and potentials match above a certain cutoff radius rc.
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• Norm conservation: The charge inside of rc has to be the same for both

wave functions,

∫ rc

0

|RPP
i (r)|2r2dr =

∫ rc

0

|RAE
i (r)|2r2dr (1.37)

• The eigenvalues of both wave functions should be the same.

Many packages have been developed in the last few decades implementing

the self-consistent calculations for electronic structure using Hartree-Fock,

post Hartree-Fock and DFT methods. Some of these packages which have

been used to study nanomaterials are Gaussian [345], General Atomic and

Molecular Electronic Structure System (GAMESS) [346] and Amsterdam

Density Functional (ADF) [347, 348] etc. However, since these packages

use the localized all orbital basis functions, one cannot handle larger sys-

tems using these packages. To this end, a combination of numerical orbitals

and pseudopotentials make an ideal choice for studying large systems. This

combination of numerical orbitals and norm-conserving pseudopotentials has

been implemented in the Spanish Initiative for Electronic Simulations with

Thousands of Atoms (SIESTA) package [349,350], making it an ideal choice

for studying realistic systems. However, for plane augmented wave basis ap-

proximations, one may adopt PWScf or Viena Ab-initio Simulations Packages

(VASP) [351–354].
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1.5 Outline of Thesis

As mentioned above, the increasing research interests on DNA quadruplexes

is because of their anti-cancer therapeutic activity and plausible nanotechno-

logical applications. In addition, the low-dimensional materials exhibit many

interesting properties, arising from a host of interactions. The recent exper-

imental sophistications have made possible the understanding of structural

morphology of many complex biomolecules as well as many unique phenom-

ena observed in the reduced length scale. In this thesis, we have discussed

the structures and electronic properties of some biosystems, particularly, the

DNA quadruplex structures and a class of interesting two-dimensional, such

as graphene, h-BN and hybrid BCN sheets, and their quasi one-dimensional

nanoribbons materials.

In the second chapter, we have discussed the structural stability and elec-

tronic properties of different nucleobase pairs, including WC and Hoogsteen

base-pairs found in various forms of DNA. We have also discussed the struc-

tures of various DNA and PNA quadruplexes and analyzed their structural

stability in presence of different monovalent cations under physiological con-

ditions, i .e., temperature (T = 300 K), pressure (P = 1 atm) and aqueous

(solvent = water) medium using extensive MD simulations. Here, we have

proposed a stable DNA quadruplex structure which contains four-strands of

ssd(AG)n. This structure simultaneously binds with cations and anions in

its core channel. Further, we have investigated their electronic, optical and

charge transfer properties for possible applications in opto-electronic devices.
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In the third chapter, we have studied the interactions of different nucle-

obases, nucleobase quartets and various ssDNA with graphene using MD sim-

ulations at room temperature and atmospheric pressure in aqueous medium.

Our results show that various ssDNA form different networks on 2D graphene,

which strongly depends on the chemical nature of nucleobases and base-

sequences in ssDNA.

We have investigated the electronic and magnetic properties of 2D hy-

bridized graphene and h-BN sheets (BxNyCz-hybrid) using density functional

theory calculations and these are discussed in fourth chapter in detail. Our

study predicts different electronic states, which includes metal, half-metal

and semiconductor, depending on the shapes and sizes of embedded BxNy

nanodomains. The electronic structure and electrical transport behaviours

of quasi one-dimensional boron and nitrogen substituted zigzag nanoribbons

(ZBNCNRs) have also been studied using ab initio density functional the-

ory and non-equilibrium Greens function formalism. Our study shows new

inroads to achieve metallic, semiconducting and half-metallic properties in

these zigzag edge nanoribbons. The possibilities of metal free magnetism in

these hybrid materials, originating from the different zigzag edge types, are

also predicted in these ZBNCNRs.

In the fifth chapter, we have discussed the changes in electronic and mag-

netic properties of 2D graphene and h-BN sheets decorated with different

metals and metal clusters using density functional theory. We have also in-

vestigated the electronic structures of porous graphene and h-BN sheets and

examined how the electronic properties are susceptible to the presence of
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magnetic impurity. The results show that magnetic ordering found in pris-

tine sheets changes in its porous analogues. Furthermore, our study also

predicts tunable electronic band gaps and strong binding affinities of these

porous sheets for the magnetic impurities, and suggests possible applications

in removing any magnetic contaminants from solutions. Additionally, we

have performed ab-initio density functional calculations to investigate the

molecular charge transfer effects on the electronic properties of 2D graphene

and quasi-1D single-walled carbon nanotubes (SWCNT) in the final chapter.

Our results have shown that the electron acceptor molecules interact strongly

with these graphitic materials than the electron donor molecules because of

the differences in charge transfer. The study also show significant changes in

SWCNT’s electronic structure, including metal to semiconductor and semi-

conductor to metallic transition depending on the nature of the adsorbed

molecules.



Chapter 2

Structures of Nucleic Acids

G-quadruplexes and their

Electronic Properties∗

2.1 Introduction

As discussed in chapter 1, G-rich nucleobase sequences form DNA quadruplex

(G4-DNA) structures in presence of suitable monovalent ions. These G4-DNA

quadruplexes can adopt various polymorphic structures and are characterized

by different molecularity, topology and strand orientation, which depends on

the base sequences and experimental conditions. These include unimolecu-

lar, bimolecular and tetramolecular quadruplex structures [76]. In uni-, bi-,

and tetra-molecular G-quadruplexes, each nucleic acid strand provides one,

∗Work reported in this chapter is submitted for publication as: (a) Arun K. Manna
and Swapan K. Pati (2013); (b) Arun K. Manna, Prabal K. Maiti and Swapan K. Pati
(2013)
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two and four G residues to form the planar nucleobase quartet, which is

held together by Hoogsteen H-bonding interactions. G4-DNA forming nucle-

obase sequences are found at the chromosomal ends and in transcriptional

regularity regions in several oncogenes, some promoter regions and ribosomal

DNA [355,356]. Although, G-quadruplex structures are mainly formed from

nucleic acids DNAs, the quadruplex structure can also form from other nu-

cleic acids, such as RNA, PNA, etc. PNA G-quadruplex (G4-PNA) has neu-

tral peptide backbones in contrast to the negatively charged sugar-phosphate

backbones in DNA. However, the peptide backbone is more flexible in com-

parison to the DNA sugar-phosphate backbone. Therefore, it possesses lesser

structural rigidity than G4-DNA. Designing of ions or ligands that stabilize

the long-strand of G4-DNA and G4-PNA or any other quadruplex structures

may find potential applications in nanoelectronics. However, along these

lines, there are several theoretical studies already been reported [357–361],

which discussed the electronic properties of G4-DNA.

In this chapter, we have investigated the detailed structural conformations

of various parallel-stranded G-quadruplexes in aqueous medium with and

without the presence of monovalent cations (Li+, Na+, K+) using MD simu-

lations at temperature, T = 300 K and pressure, P = 1 atm (atmosphere).

Based on structural analysis of MD simulated structures, we examine the rel-

ative stability of short G-rich d(TG4T)4 DNA and r(UG4U)4 RNA quadru-

plexes and compared their structural stability. Moreover, the structures of

long G4-DNA and PNA quadruplexes have been explored with/without the

presence of cations. We have discussed the role of these monovalent cations
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for stabilizing the four-stranded quadruplex structures and compared our re-

sults with the reported data from previous studies. We have also investigated

the electronic and optical properties of G4-DNA/PNA modeled tetramers

(four G4-stacks) constructed from the MD averaged structures in presence

of explicit water and ions in details. Additionally, we have calculated the

charge transfer integrals for all possible hopping pathways and estimated the

carrier (electron and hole) mobilities.

Interestingly, we have proposed new sets of parallel-stranded quadruplex

structures of DNA and PNA, containing consecutive repeats of G and A

nucleobases, and thus, making alternating G4- and A4-quartets, which are

stacked together via π-π-stacking interactions. This quadruplex can simul-

taneously bind to both the monovalent cations (Li+, Na+, K+)) and anions

(e.g. Cl−), suggesting a potential ion-pair receptor material. Our results have

shown that the DNA quadruplex structures consisting of repeating units of

G4- and A4-quartets (G4A4-DNA) are stable in presence of MCl (M = Li+,

Na+, K+), where G4 binds to M and A4 binds to Cl−, creating a MCl dimer

line along the quadruplex long axis. It is also found that the quadruplex

structures of PNA corresponding to the G4A4-DNA are not stable even in

presence of MCl.

Further, we have investigated the structure, energetics and electronic

properties of G4-DNA monomers and π-stacked dimers in presence of cations,

other than Li+, Na+ and K+. We have considered Cu2+, Ag+ and Au+

cations for the present study. Note that, all these ions are toxic for any bio-

logical systems, and can not be used to stabilize the G-quadruplex structure

in vivo. However, the G-quadruplex structure can be used as a substrate
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material for selective detection of these toxic metal ions from some environ-

ments. Moreover, as well be discussed in details in this chapter, the Cu2+

stabilized G-quadruplexes may act as an effective molecular wire, where, the

magnetic ions, here, Cu2+, coupled ferromagnetically.

Moreover, there have been increasing interests in designing G-quadruplex

stabilizing ligands, in particular, large number of studies have shown that,

the polycyclic porphyrin derivatives can be used to stabilize G-quadruplex

structures [91]. At the end of this chapter, we have also studied the G-

quadruplex structures stabilized by porphyrin (PorH2) and various metal-

porphyrin (M-Por) derivatives. Additionally, we have analyzed the electronic

and optical absorption properties in details for their possible applications as

optoelectronic devices.

2.2 Computational Methods

To understand the dynamics and minimum energy structures of various G-

quadruplex (DNA, RNA and PNA), we have performed classical MD simu-

lations of these biomolecules under physiological conditions (T = 300 K and

P = 1 atm) in aqueous solution. The MD simulations are performed for 6

ns within NPT ensemble using AMBER package [322] and AMBER force

fields [362]. Based on the available crystal structures, first, we have con-

sidered the two parallel-stranded G-quadruplex structures of nucleic acids,

DNA and RNA with d(TG4T) and r(UG4U) single-stranded base sequences,

respectively. Additionally, we have also considered the two parallel-stranded

G-quadruplex of DNA and PNA with 16 G nucleobases in a single-strand
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(ssdG16). All initial quadruplex structures are built using xleap module of

AMBER package. To study the stable position and the role of the core-

ions within the G-quadruplex channels on their structural stability, we have

chosen three different monovalent ions, namely, Li+, Na+ and K+, which

are placed in the G-quartet’s plane for the initial conformations. All DNA

quadruplexes are charge-neutralized by adding an appropriate number of ad-

ditional counter-ions, like, Li+ or Na+ or K+ based on the type of core-ions.

Then, the systems are immersed in a periodic box of TIP3P water molecules

extending up to 15 Å from the solute in each direction. The whole system is,

then, energy optimized using 1000 steps minimization without any geometry

constraint in order to remove the possible bad contacts that might be present

in the initial geometries. The systems are, then, temperature equilibrated

at T = 300 K for 300 ps using a constant pressure dynamics without any

structural restraint imposed on the solute. Finally, we have carried out a 6

ns long MD simulations using isothermic-isobaric (NPT) ensemble. Langevin

dynamics and Langevin piston algorithm are used to maintain the temper-

ature at 300 K and 1 atm of pressure. The Particle Mesh Ewald (PME)

method for calculating the long-range electrostatic interactions is used with

a cutoff of 12 Å. The constraint algorithm, SHAKE, is applied to constrain

all the bonds containing hydrogen atoms. A time step of 2 fs is used to

integrate the equations of motion using leaf-frog method. The program, Vi-

sual Molecular Dynamics (VMD) is used to visualize and create all the MD

simulated structures.

For the electronic structure calculations, we have used first-principles ap-

proach based on DFT. The DFT calculations are performed using a set of
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quantum chemistry codes, Gaussian09 [345] suit of programs with differ-

ent levels of theories for the geometry optimizations and calculations of the

optical absorptions of comparatively smaller size molecular systems, ADF

codes [347, 348] for single-point charge transfer integral calculations, and

SIESTA code [349,350] for the electronic and optical properties calculations

of relatively larger systems have been considered in this chapter.

2.3 Results and Discussion

2.3.1 Energetics and optical properties of nucleic acids

base pairs

It is known that, the two ssDNA/ssRNA within a nucleic acids duplex struc-

ture, are bound together via Watson-Crick (WC) H-bonded base pairs, while,

Hoogsteen H-bonding interactions play an important role in forming nucleic

acids quadruplex structures. In this section, the structures and energetics of

various nucleic acid base pairs are discussed using quantum chemical calcu-

lations. We have considered both WC and Hoogsteen H-bonded base pairs

in the present study.

WC base pairs

First, we discuss the stability and electronic structure of WC nucleobase

pairs, A-T and G-C, and compare the results with the existing literature

data. We have chosen the two nucleosides base pairs, A-T and G-C, which

contain both the sugar and nitrogeneous bases. We have fully relaxed the
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geometries of these WC base pairs in gas-phase (without solvent) using

dispersion corrected ωB97XD exchange and correlation functional and 6-

31+g(d,p) as the basis sets for all the atoms, employing Gaussian09 software

code [345]. The ωB97XD functional has been shown to be appropriate for

accounting the weak interactions, such as, H-bonding and van der Waals in-

teractions [363–365]. DFT optimized geometries of A-T and G-C base pairs

are shown in Fig. 2.1. To understand the stability of these WC base pairs, we

have calculated the binding energy (Eb) and formation energy (Ef ), which

are defined as follows:

Eb = EA−T/G−C − EA/G −ET/C (2.1)

Ef = EA−T/G−C − E
′
A/G −E

′
T/C (2.2)

where, EA−T/G−C represents the total optimized energy of either A-T or G-C

base pair. EA/G and ET/C denote the total energy of A or G and T or C

in their optimized WC base pair conformation. And, E′
A/G and E′

T/C indi-

cates the total optimized energy of individual nucleoside. Accordingly, it is

expected that the formation energy would have higher value than binding

energy as it takes into account the deformation energy of individual nucleo-

side.

All structural parameters and energies are provided in Table 2.1. Our

results show that, the WC G-C base pair has larger binding strength in

comparison to the A-T base pair, because of the presence of three H-bonds

in G-C, when, compared to the two H-bonds in A-T. This result agrees well
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Table 2.1: Binding and formation energies of WC base pairs, calculated using
DFT within ωB97XD/6-31+g(d,p) level. The low-energy absorption peak
positions (λ) are also indicated with the corresponding oscillator strength
value in bracket.

WC pair Eb (kcal mol−1) Ef (kcal mol−1) λ (nm)
A-T -17.88 -15.92 258.34 (0.23) and 254.22 (0.16)
G-C -34.67 -33.51 258.34 (0.22)

with the previous theoretical and experimental findings [366–369].

Next, we have investigated the extent of charge transfer integrals for both

the electron and hole, calculated using fragment molecular orbital approach,

as implemented in ADF code [347, 348]. We have considered dispersion cor-

rected PBE exchange and correlation flavor of GGA functional and a double

ζ basis sets with triple polarization for all the atoms. Our result shows that

the effective electron transfer integral is larger than the hole transfer inte-

gral for both the WC base pairs. The effective charge transfer integrals for

electron and hole between the two complementary nueclobases in WC pairs

are found to be 0.0428 eV and 0.0230 eV for A-T, and 0.0376 eV and 0.0184

eV for G-C, respectively. The larger extent of electron transfer integral than

hole transfer integral found in WC base pairs, is due to the charge transfer

interactions between the H-bonded nucleobases.

To understand the effects of the H-bonding interactions on the optical

properties, we have calculated the optical absorption of the two H-bonded

WC base pairs as well as for the individual nucleosides using time-dependent

density functional theory (TDDFT), employing B3LYP/6-31+G(d,p) level

of theory. We calculate excitation energies and corresponding oscillator
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Figure 2.1: Optimized geometries for the WC A-T (a) and G-C (b) base
pairs. Important H-bonds distances are indicated in Å. The white, gray,
blue and red colours indicate hydrogen, carbon, nitrogen and oxygen atom,
respectively.
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Figure 2.2: The relevant FMOs (H-1, H, L and L+1) for the low-energy
absorption peaks for the WC A-T (a) and G-C (b) base pairs. H and L indi-
cate the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO), respectively.
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strengths for the first 10 low-energy excited states. The low-energy opti-

cal absorption peaks calculated for the isolated A, G, C and T nucleosides,

are found to be at ∼249.05 nm, ∼256.50 nm, ∼266.94 nm and ∼206.44 nm,

respectively. These results are similar to what have been reported previ-

ously [363, 370, 371]. Interestingly, we find that the H-bonding interactions

in WC base pairs shift the low-energy absorption peak to slightly lower en-

ergy. The two low-energy transitions found for A-T base pair are at ∼258.34

nm and ∼254.22 nm, which correspond to the electronic excitations from the

occupied to unoccupied orbitals of T and A, respectively (see Fig. 2.2). On

the other hand, we find only one intense transition at ∼258.34 nm, solely

originating from C’s HOMO-1 to C’s LUMO orbital in G-C base pair (see

Fig. 2.2). The detailed molecular orbitals analysis have shown that, there is

no cross-electronic transition, i.e., transitions occuring from a specific nucle-

obase’s occupied orbital in WC base pairs to the complementary nucleobase’s

virtual/unoccupied orbital. This means that the low-energy excitation is

mainly due to the electronic excitations occuring within the same nucleobase

present in a WC base pair. Moreover, we have found that, the nature of the

relevant nucleoside’s orbitals involved in optical transitions are of π (occu-

pied) and π∗ (unoccupied) orbitals types. The present findings are in good

agreement with previous studies [363, 370, 371].

Note that, the hybrid B3LYP exchange and correlation functional em-

ployed here, does not provide the quantitative estimate of the charge trans-

fer (CT) excitations energies because of its poor description of long-range

exchange potential. The functional always trends to underestimate the CT

excitations energies. In fact, there are some energy functionals, which are
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designed for accurately describing the long-range asymptotic behavior of the

CT excitations. To name a few, these include CAM-B3LYP, ω-B97XD, and

range-separated hybrid (RSH) functionals, such as BNL (Baer, Neuhauser,

and Livshits) and ω-PBE [372–374]. The RSH functionals require satisfac-

tion of Koopmans
′

theorem by optimizing a system specific range-separation

parameter. These RSH functionals have been shown successful for investi-

gating CT processes and designed to produce accurate electronic and optical

gaps. However, the low-energy excitations found in A-T and G-C base pairs

considered here, are of localized type, and thus, we believe the energetics

predicted using B3LYP functional are reasonably accurate for the present

study.

Hoogsteen base pairs

In this section, we discuss the structure and electronic properties of Hoog-

steen H-bonded G4, i.e., G-quartet using DFT calculations. G-quartet was

previously studied in a number of theoretical works [375–379]. It was shown

that, in absence of any cations, the G4 can be found with the two mini-

mum energy structures, where, the H-bonding interactions between the G

nucleobases are mediated through either bifurcated or Hoogsteen H-bonds.

In the present study, we have considered only the Hoogsteen H-bonded G-

quartet structure consisting of G nucleosides for the comparison with its

cation-chelated G-quartet structure. Note that, all the previous studies have

considered methylated G nucleobase, while, the present study consider the

presence of sugar units in the G residues (G-nucleoside) in forming the G-

quartet structures. Also, it is clear from the optimized structure of G4 that,
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Figure 2.3: DFT optimized structures of G-quartet without (a) and with (b)
the coordinated K+ ion. All the relevant bond distances are indicated in
Å. The white, gray, blue, red and purple colours indicate hydrogen, carbon,
nitrogen, oxygen and potassium atom, respectively.

all the carbonyl O6 atoms point towards the center of the G-quartet core,

and thus, creating a more electron rich region, which, may be coordinated

with cations, such as, Li+, Na+, K+ ions. In fact, it was shown that, the sta-

bility of a G-quartet can be increased by incorporating monovalent cations,

and the stability order while considering solvation energy follows as: Li+ <

Na+ < K+. For an understanding of detailed structures and electronic prop-

erties, we have considered the G4 nucleoside quartet in presence/absence of

coordinated K+ ion. The optimized structures of bare and K+ coordinated

G-quartets within ωB97XD/6-31+g(d,p) level of theory are shown in Fig. 2.3.

Structural analysis reveals that, each G O6 atom forms shorter and
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stronger H-bond with the N1-H group of the adjacent G, while, the N7 atom

forms relatively longer and weaker H-bond with the exocyclic -NH2 group of

neighbouring G residue. Moreover, the C=O bond lengths elongate slightly

due to the formation of H-bonds. The calculated distances for the identi-

cal bonds are found to be almost same in G4 (see Fig. 2.3). Moreover,

the optimized geometry of G-quartet is found planar and highly symmetric.

However, the K+ coordinations changes the bond distances that are found in

bare G4. The increase in bond distances is found due to the K+ coordination

to the G4 structure. The distance between the G O6 and K+ is ∼2.64 Å.

Moreover, all identical bond distances are found to be same in G4-K
+. As

shown in Fig. 2.3, the K+ is displaced from the G-quartet’s plane and posi-

tioned at ∼1.06 Å above the plane of four O6 atoms. However, the geometry

of G4-K
+ remains symmetric.

To understand the strength of H-bonding interactions in G-quartet, we

calculate the binding energy (Eb) due to the presence of H-bonds using the

below-mentioned relation. Additionally, we have also calculated the forma-

tion energy (Ef ) to examine the propensity of G-quartet formation from their

isolated G nucleosides. Both the energy terms are defined as:

Eb = EG4 −EG1 − EG2 − EG3 −EG4 (2.3)

Ef = EG4 − 4 ∗ EG (2.4)

where, EG4 and EG are the total optimized energies of G4 and G, respectively.
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EGi (i = 1-4) is the energy of the G unit in the relaxed structure of the G-

quartet. All results are given in Table 2.2.

As can be seen from the Table 2.2, the magnitude of the binding and

formation energies are large, indicating their gas-phase formation. However,

the magnitude of binding energy is higher by ∼10 kcal mol−1 than the forma-

tion energy. This is due to the lack of energetics involved for the structural

deformation of the G-units while forming the stable G-quartet. Further,

to understand how the H-bonding interactions assist the formation of sta-

ble G-quartet, we have performed energy decomposition analysis (EDA) by

considering step-wise formation of the G4 from their constitutional G-units.

Additionally, we define an energetic term, which takes into account any syn-

ergetic effects, present if any, due to the H-bonding interactions between

the G-nucleobases in G4. For this, we calculate all the pair-wise interac-

tions (total 6 pairs: 4 direct Hoogsteen H-bonded and 2 diagonal) present

in a G-quartet and subsequently, subtracted from the total interactions en-

ergy (here, Eb) calculated for the G4 unit and term it as Esyn. Our results

show that, the interactions energy between two G nucleobase is -14.71 kcal

mol−1. The addition of third G unit to the existing G2 unit changes the

interactions energy by -20.50 kcal mol−1, while, the inclusion of fourth G to

the G3 causes -40.08 kcal mol−1 change to the interactions energy, which is

significantly larger than the previous energy change. This is because, the

addition of third G makes only a single pair of H-bonds, whereas, the fourth

G creates two pairs of H-bonds, thus, causing higher changes in interactions

energy. Moreover, the Esyn calculated for the G-quartet is found to be -16.40

kcal mol−1, which is significantly large and may be partially accounted for
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the resonance assisted H-bonding interactions and partly, due to the cova-

lent nature of these Hoogsteen H-bonded base pairs. In fact, this has been

demonstrated in a recent study [366].

As already have been mentioned, the core of the G-quartet has negative

electrostatic potential region, which can be coordinated with cations in order

to gain extra stability via electrostatic interactions. To this end, we have

chosen K+ ion for coordinating to the central core of G4 and analyze the

structural stability. We have used ωB97XD/6-31+g(d,p) level of theory for

the structural optimizations and the energetics calculations. Our results

show that, the coordinated K+ ion does not lie on the plane of G4 unit, but,

eventually, it finds stable position at 1.8 Å above the plane of four G O6

atoms. This is fully consistent with the previous theoretical and experimental

findings, which have shown that the channel K+ ions situate between the

two G-quartet planes. As given in Table 2.2, we find that, there is significant

enhancement for both the binding and formation energy values calculated for

G4-K
+ than ion-free G4. The Eb and Ef calculated for the G4-K

+ are found

to be -171.36 kcal mol−1 and -134.48 kcal mol−1, respectively. The energetic

enhancement is due to the presence of strong electrostatic stabilization by the

corodinated K+ ion. The contribution from the H-bonding and electrostatic

interactions to the total binding energy is found to be -83.48 kcal mol−1 and

-87.88 kcal mol−1, respectively. We have also calculated the synergy in H-

bonding interactions for G4-K
+ using the method discussed above. We find

almost similar synergetic effects for the G4-K
+ unit as found for the G4 (see

Table 2.2). The difference in Esyn is only 1.6 kcal mol−1 with the smaller

negative value obtained for the K+ coordinated G4.
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Table 2.2: Energetics of Hoogsteen base pairs G4 and G4-K
+. Eb, Ef and

Esyn correspond to the binding energy, formation energy and the synergy in
the binding energy, respectively.

Quartet Eb (kcal mol−1) Ef (kcal mol−1) Esyn (kcal mol−1)
G4 -79.29 -69.59 -16.40

G4-K
+ -171.36 -134.48 -14.79

Note that, so far, the energetics have been discussed based on the DFT

results, and the effects of solvent (water) and temperature are not considered.

To examine whether the K+ coordinated G4 would be stable in presence of

explicit water and thermal effects, we have carried out short atomistic classi-

cal MD simulation on a G4-K
+ using GROMACS code, adopting AMBER03

force fields. We have used TIP3P water model and the simulation was run

for 300 ps using NPT ensemble at temperature, T = 300 K and pressure, P

= 1 atm. Our simulation results show that G-quartet is stable in presence

of explicit water and K+ ion. Only the difference between the DFT and

MD results, is in the structural aspects. We have found that, the G-quartet

structure is devoid of planar shape because of the presence of G and water

intermolecular interactions as well as thermal effects.

Now, we focus on the extent of charge transfer integrals for both the

electron and hole, calculated using fragment molecular orbital approach, as

implemented in ADF code [347,348]. We have considered dispersion corrected

PBE exchange and correlation functional and a double ζ basis sets with triple

polarization for all the atoms. Our result shows that the effective hole transfer

integral is larger than the electron transfer integral in G4. The effective

charge transfer integrals for electron and hole between two neighbouring G
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units are found to be 0.0086 eV and 0.0181 eV, respectively, which are small

in comparison to the hopping integrals found for the WC A-T and G-C base

pairs. The greater extent of hole transfer integral than electron transfer

integral, is due to the large HOMO overlap between the consecutive G units

present in G-quartet.

Next, we have investigated the optical absorption properties of G-quartet

in its free form as well as in K+ coordinated structure using TDDFT method.

Our study shows that, in G4, there are almost two degenerate electronic tran-

sitions at about ∼265.53 nm and ∼265.45 nm, which are of π→ π∗ types. Af-

ter chelation with K+ ion, both the degenerate transitions are shifted slightly

(∼13 nm) to the lower energy region. The two low-energy transitions are

found at ∼278.21 nm and ∼278.33 nm for the G4-K
+. The detailed orbital

analysis reveals that the orbital’s nature corresponding to these transitions

remain unchnaged, i.e., π → π∗ types. The occupied and unoccupied molec-

ular orbitals involved in the two low-energy degenarate transitions found for

G4 and G4-K
+ are shown in Fig. 2.4. As can be seen, the electron excita-

tions from HOMO-1 and HOMO-2 to LUMO+4 is responsible for the two

low-energy peaks in G4’s optical absorption, while, the electronic transitions

from HOMO-1 and HOMO-2 to LUMO mainly responsible for the degen-

erate peaks for the G4-K
+. Note that, the HOMO-1 and HOMO-2 orbitals

for both the G4 and G4-K
+, are almost degenerate, and show similar spatial

distribution (see Fig. 2.4). The FMOs picture suggests the CT behavior of

the low-energy excitations. However, all the low-energy optical excitations

found in these systems involve the electronic transitions from the G π molec-

ular orbitals to the π∗ orbitals (see Fig. 2.4). Here, we again mention that,
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Figure 2.4: FMO diagrams of G-quartet in absence (a) and presence (b)
of coordinated K+ ion. The FMOs in top and bottom panels show the
unoccupied and occupied molecular orbitals. H and L denote the highest
occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO), respectively.

the energetics of CT excitations are poorly described by hybrid B3LYP func-

tional. However, the CT energetics could be improved by the usage of RSH

functionals.

2.3.2 Simulations of G-quadruplex Structures

In this section, the structures and conformational dynamics of various G-

rich four-stranded DNA, RNA and PNA quadruplex structures are explored

and discussed in details. Results obtained both for the short DNA, RNA (6

quartets) and long G4-DNA and G4-PNA (16 G-quartets) are presented. The

role of various alkali metal ions for stabilizing these quadruplex structures
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are also discussed.

Structures of d(TG4T)4 and r(UG4U)4 Quadruplexes

Here, we discuss the strutures of parallel four-stranded d(TG4T)4 DNA and

r(UG4U)4 RNA as obtained from 6.3 ns MD simulation in explcit water in

absence and in presence of monovalent alkali ions (Li+, Na+, K+) at tem-

peraturre T = 300 K and pressure P = 1 atm. The difference between the

two structures is in their sugar backbone part and terminal quartet units.

The d(TG4T)4 has deoxyribose sugar in the backbones, while, (UG4U)4 has

ribose sugar in its backbone. Moreover, the former quardruplex is capped

with a thymine (T4) quartet unit, whereas, the (UG4U)4 quadruplex struc-

ture is terminated with uridine (U4) quartet. We have analyzed the root

mean square deviation (RMSD) of G-residues in quadruplexes and different

average structural parameters for understanding their structure and stability.

Results obtained from MD simulation are compared with the structural data

as available for the corresponing crystal structures with PDB (Protein Data

Bank) database, ID 244D and 1J8G, reported in literature [77, 97].

The time evolution of RMSD for the d(TG4T)4 and r(UG4U)4 quadruplex

DNA and RNA considering only the G-residues is shown in Fig. 2.5 and

Fig. 2.6. Note that, the reference structure for the RMSD calculation is

chosen as the initial structures for the corresponding production MD run.

As shown in Fig. 2.5 and Fig. 2.6, the RMSD calculated for the quadru-

plex structures without the central core ions are considerally larger than those

where the central ions are present. This indicates the importance of core ions

for the stability of the quadruplex structures. In fact, the structure without
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core ions for both DNA and RNA quadruplexes are very much flexible, and no

regular quadruplex helical sturtures would be stable. The large RMSD val-

ues, range up to 2.65 Å and 2.20 Å for the d(TG4T)4 and r(UG4U)4 quadru-

plex structures, respectively, without central ions indicate that, the short G-

rich quadruplexes are not stable and can not be formed in aqueous medium,

fully consistent with the reported experimental findings and previous sim-

ulation studies, which were failed to build the short stable G-quadruplex

sturtures in absence of monovalent central cations [380–382]. However, the

RMSD values suggest that the short RNA quadruplex r(UG4U)4 is relatively

more rigid compared to the d(TG4T)4 DNA quadruplex. This may be be-

cause of the difference in backbone geometry with the two different quadru-

plex structures. The Na+ ions coordinated d(TG4T)4 quadruplex structure

seems to be more stable among others, as the calculated RMSD values are

rather smooth and vary from only 1.40 to 1.90 Å. However, as indicative

from the RMSD diagrams, the structure with K+ coordination show compa-

rable stability with the quadruplex structure with Na+ channel ions. On the

other hand, we have found that, the Li+, Na+ and K+ ions stabilized RNA

quadruplex r(UG4U)4 structures show 0.50 Å, 0.70 Å and 0.90 Å RMSD de-

viations, which emphasize that the structural stability follows the order of

Li+ > Na+ > K+. It is interesting to note that the all the r(UG4U)4 quadru-

plexes with/without central metal ions show comparatively less RMSD than

the d(TG4T)4 structures, sugggesting that the short RNA quadruplex is more

stable than the DNA quadruplexes.

The structures of both types of quadruplexes after 6 ns MD simulation

are shown in Fig. 2.5 and Fig. 2.6. As can be seen, the quadruplex structure
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Figure 2.5: (a) RMSD for the MD simulation of d(TG4T)4 with/without
various monovalent ions. (b) MD simulated structures after 6 ns MD run.
Yellow, pink and purple colored spheres indicate Li+, Na+ and K+, respec-
tively.

without the channel core ions are destabilized due to the large base pairs

and backbone fluctuations without the stabilizing monovalent ions. The par-

allel G-quadruplex structures are destroyed due to the significant structural

change. Also, note that, the 3′ end of each quadruplex structure is very

much flexible than the 5′ end. Interestingly, we have found that one K+ ion

enters through the 5′ end of both the quadruplex sturtures from the solu-

tion within the simulation time considered here. Note that, the simulated

systems contained K+ ions, which was needed to neutralize the whole sys-

tem. This finding supports that, the formation of the quadruplex structure

indeed requires the stabilizing cations. However, the results reported in a

previous study [95] does not highlight the observation of ions entering from

the solution to the G-quadruplex core to gain the structural stability. How-

ever, the presence of initial core ions significantly stabilizes both the DNA
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and RNA quadruplex structures. Obviously, there is significant differences

concerning the position of ions within the G-quadruplex. Note that, the Li+

finds centre of the G-quartet plane as the stable position, while, both Na+

and K+ are positioned in between two G-quartets. This is mainly because of

the different sizes of the ions. However, the position of the stabilizing core

ions is very much dynamic within the G-quadruplex channel. The different

preferences for the position of channel ions are in good accordance with the

previous simulation study [95]. One important observation can be drawn

from the MD simulated structure of d(TG4T)4 and r(UG4U)4 is that, the

former quadruplex has three coordinated metal ions, whereas, five, four and

three metal ions are coordinated within the RNA quadruplex channels for

the Li+, Na+ and K+ ion, respectively. This is completely consistent with the

RMSD calculations discussed above, which altogether, suggest that, the order

of quadruplex structural stability follows as: Li+ > Na+ > K+. Moreover, for

the r(UG4U)4 quadruplex, the 5
′ terminal U-quartet terminates its structure

in comparison to the 5′ T-quartet in d(TG4T)4 quadruplex structure.

We have also analized some structural parameters and results are given

in Table 2.3 for both the quadruplex structures studied. For a compari-

son, we have also provided the corresponding values for the available crystal

structures 244d and 1J8G for the DNA and RNA quadruplexes, respectively.

As given in Table 2.3, the average distance between the two guanine quar-

tets, measured as the avearge distances between the two consecutive guanine

O6 atoms of the middle two G-quartets, ranges between 3.31 to 4.12 Å with

the largest value obtained for d(TG4T)4 without the channel core ions. On

the other hand, the G-G stacking distance is found to be ranging between
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Table 2.3: Various structural parameters of d(TG4T)4 and r(UG4U)4. ri−j is
the average distance between ith and jth unit in a system. All distances are
given in Å.

Quadruplex rG−G rO6−O6 rM+−M+ rO6−M+

244d - 4.55 - 2.55
d(TG4T)4 without core ions 4.12 ± 0.13 6.26 ± 0.13 - -

d(TG4T)4 with Li+ 3.31 ± 0.08 4.12 ± 0.10 3.85 ± 0.12 2.68 ± 0.10
d(TG4T)4 with Na+ 3.39 ± 0.07 4.03 ± 0.09 3.60 ± 0.06 2.62 ± 0.08
d(TG4T)4 with K+ 3.33 ± 0.07 4.09 ± 0.09 3.80 ± 0.11 2.66 ± 0.09

1J8G - - - -
r(UG4U)4 without core ions 3.61 ± 0.09 5.99 ± 0.07 - -

r(UG4U)4 with Li+ 3.25 ± 0.06 3.93 ± 0.04 3.21 ± 0.04 2.52 ± 0.06
r(UG4U)4 with Na+ 3.28 ± 0.06 4.00 ± 0.05 3.22 ± 0.04 2.58 ± 0.07
r(UG4U)4 with K+ 3.66 ± 0.07 4.23 ± 0.04 3.47 ± 0.04 2.69 ± 0.04

Figure 2.6: (a) RMSD for the MD simulations of r(UG4U)4 with/without
the core channels ions and (b) MD simulated structures after 6 ns simulation
run. Yellow, pink and purple colored spheres indicate Li+, Na+ and K+,
respectively.
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3.24 Å to 3.66 Å for the r(UG4U)4 quadruplex studied. Moreover, the average

distance between the two metal ions in a quadruplex structure is within 3.21-

3.84 Å. However, the large separation between the two middle ions is found

for the d(TG4T)4 than r(UG4U)4, and this is well consistent with the larger

distances between the two G-quartets for the d(TG4T)4 quadruplex struc-

ture. We have also calculated the average distances between the two diagonal

guanine O6 atoms and the distance between the guanine O6 and metal ion

for the middle G–quartets. Our results have shown that the O6-O6 distance

is large for the quadruplex structures without the core ions, while, the dis-

tance is within 3.92 Å and 4.23 Å depending on the DNA/RNA quadruplex

with different channel metal ions. Moreover, the calculated distance between

O6 and metal ion indicates that, the RNA quadruplex is rigid in comparison

to the DNA quadruplex, studied here. This also agrees well with the RMSD

findings, which suuggest that short RNA quadruplex is more stable than

DNA quadruplex. The increased structural stability is due to the presence of

2′ hydroxyl (-OH) group present in ribose sugar of RNA, which makes several

intramolecular H-bonding interactions with the polar atoms/groups (N and

O) of base, sugar and phosphate backbone. These intra-molecular H-bonding

interactions supress the hydration of RNA quadruplex regions by the solvent

water molecules. As a result, the RNA quadruplex show greater structural

stability than DNA quadruplex. These findings are in good agreement with

the results from experimental and simulation studies reported recently [96].

To summarize whatever has been discussed so far, our results from the

MD simulation have demonstrated that the short r(UG4U)4 RNA quadru-

plex structure is more stable than the d(TG4T)4 DNA quadruplex structure
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in presence of different monovalent cations. The results presented in this sec-

tion, particularly for the DNA quadruplex structure, are in good agreement

with the results reported in earlier studies [95, 380, 381].

Structures of G4-DNA and G4-PNA quadruplexes

In the above section, we have discussed the structures of short DNA/RNA

quadruplexes. In this section, we have investigated the structures and con-

formational dynamics of long G4-DNA/PNA quadruplexes with and without

the presence of channel core ions, using MD simulations at temperature, T

= 300 K and pressure, P = 1 atm in aqueous medium. We have considered

16 stack of G-quartets, approximately 56 Å long along the quadruplex axis,

in absence/presence of monovalent core cations (Li+, Na+, K+). For G4-

DNA, we have added additional ions to neutralize the charge on the DNA

sugar-phosphate backbone. After initial temperature equilibration for about

300 ps, we have carried out the simulation for 6 ns in presence of explicit

TIP3P water molecules. The snapshots of MD simulated structures after 6

ns production run are shown in Fig. 2.7 and Fig. 2.9. The avearge structural

parameters are provided in Table 2.4.

As can be seen from Fig. 2.7, the quadruplex structures are stable within

the 6 ns simulation time in absence/presence of the channel core ions. How-

ever, the presence of channel core ions increases the quadruplex stability.

Note that, the channel ions are alligned along the quadruplex long axis,

where, the Li+ ions are positioned at the plane of the G-quartets, while, the

Na+ and K+ ions stabilize between the two G-quartets. The Na+ and K+ ions

are bipyramidally coordinated by eight carbonyl oxygen atoms from the two
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Figure 2.7: RMSD and the simulated structures of G4-DNA after 6 ns MD
run. (a), (b), (c), (d) represent the quadruplex structure without the core
ions in K+ solution and in presence of Li+, Na+ and K+ ions, respectively.
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Figure 2.8: The snapshots of G4-DNA in K+ solution without the core ions
at different simulation time. The MD simulation time is in ns.

consecutive G-quartets. This preferred position for the core ions are in accor-

dance with the simulation done with short DNA and RNA quadruplexes dis-

cussed above. Interestingly, it is to be noted that, the long 16 stacks G4-DNA

is stable without the presence of any channel core ions, which were shown to

be required to build stable quadruplex structure in aqueous medium. In fact,

the simulation performed on short d(TG4T)4 as discussed above, does not

yield stable quadruplex structure in absence of coordinated core ions, and

this was also predicted by previous studies [380, 381]. The structural stabil-

ity of long G4-DNA arises because of the enhanced π-π stacking interactions.

In fact, it was demonstrated by both experiments and simulation study that,

the long G4-DNA can be stable without the precence of channel monovalent

cations [95, 383, 384].

To enlighten the fact that the 16 stacks long G4-DNA is indeed stable
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without the presence of core ions, we have performed a long MD simulation

in K+ solution for about 60 ns. The snapshots at different time of MD sim-

ulation, namely, at 9 ns, 29 ns and 59 ns, along with the initial structure

are shown in Fig. 2.8. Our simulation results show that, after 7.3 ns simu-

lation time, the 5′ and 3′ ends of G4-stacks bind with two K+ ions from the

solution. Note that, in the initial geometry, the two K+ ions were at very

close to the quadruplex 5′ and 3′ ends. These two K+ ions enter into the

quadruplex channel because of the large initial fluctuations in the Hoogsteen

base pairs at the quadruplex’s ends. Subsequently, the ions are stabilized at

the end stacks of G-quartets (see in Fig. 2.8). However, we have not observed

any penetration of the ions through the grooves regions of the quadruplex

structure. Further, after sufficiently long, 60 ns simulation time, no sub-

stantial changes in the coordinated K+ ions position is found in the present

study. This is clear from the two snapshots taken at 29 and 59 ns of sim-

ulation. This suggests that, the long G4-DNA structure is stable without

the presence of channel ions within the middle G-quartets, while, they are

indeed needed for the stability of the end G-quartets stacks. Note that, the

end G-quartets are relatively flexible than the middle G-quartets. This is

because, the end G-quartets possess only one side π-stacking interactions

and are directly exposed to the solvent water and hence, encounter strong

solute-solvent interactions. Consequently, the ions within the end G-quartets

stacks are required to maintain the stability of the quadruplex structure.

Next, to understand the dynamical behaviors of the quadruplex struc-

ture, we have calculated the RMSD for G bases as well as for the DNA

sugar-phosphate backbones. The RMSD results are shown in Fig. 2.7. Note
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Table 2.4: Various structural parameters of G4-DNA and G4-PNA. ri−j is
the average distance between ith and jth unit in a system. All distances are
given in Å
.

Quadruplex rG−G rO6−O6 rM+−M+ rO6−M+

G4-DNA without core ions 3.49 ± 0.08 6.14 ± 0.06 - -
G4-DNA with Li+ 3.33 ± 0.07 4.56 ± 0.06 3.61 ± 0.05 2.48 ± 0.06
G4-DNA with Na+ 3.41 ± 0.07 4.19 ± 0.06 3.41 ± 0.04 2.63 ± 0.09
G4-DNA with K+ 3.56 ± 0.07 4.23 ± 0.04 3.53 ± 0.03 2.79 ± 0.05

G4-PNA without ions 4.32 ± 0.12 5.59 ± 0.08 - -
G4-PNA without core ions 4.06 ± 0.10 5.54 ± 0.08 - -

G4-PNA with Li+ 3.68 ± 0.08 4.08 ± 0.06 3.98 ± 0.08 2.09 ± 0.14
G4-PNA with Na+ 3.65 ± 0.09 4.02 ± 0.06 3.55 ± 0.05 2.58 ± 0.08
G4-PNA with K+ 3.66 ± 0.07 4.16 ± 0.03 3.57 ± 0.03 2.64 ± 0.04

that, the RMSD calculations are carried out with respect to the structure

used for the production MD run. It is clear from the Fig. 2.7 that, the RMSD

of the backbone atoms are large than the RMSD calculated for the G nu-

cleobases, suggesting more rigid G-quartets within the quadruplex structure.

From both the G and backbone RMSD values obtained for the first nanosec-

ond simulation, it is found that there is a jump in RMSD, emphasizing the

relaxation from the initial model structure. However, all RMSD values cal-

culated over the last 2 ns MD simulation time are constant with minimum

deviations. Our results have shown that the G4’s RMSD for the quadruplex

structure without the coordinated channel ions display large RMSD deviation

of ∼1.8 Å with considerable fluctuations. This is because of the significant

fluctuations in the 5′ and 3′ end G-quartets. In fact, the quadruplex struc-

ture is deformed towards its ends, as also observed for the short DNA and

RNA quadruplexes already discussed above. However, the presence of the
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monovalent cations within the G-quadruplex channel significantly reduces

the RMSD values. The RMSD values range within ∼1.40 Å to ∼1.65 Å de-

pending on the coordinated ion types. The small deviation is observed for

the K+ ions coordinated G-quadruplex among others, with ∼1.4 Å and ∼3.0

Å RMSD values of G4 and backbones, respectively. This suggests the higher

structural stability of G-quadruplex with the coordinated K+ channel ions.

For further structural analysis and the validation of stable G-quadruplex

structure, additionally, we have calculated some structural parameters av-

eraged over the simulation time. These include, (1) the distance between

the two G-quartets (rG−G) as measured by the separation between the two

carbonyl O6 atoms from the two consecutive G-quartets, (2) the distance be-

tween the two O6 atoms positioned diagonally (rO6−O6) within a G-quartet,

(3) the separation between the two consecutive channel metal ions (rM+−M+),

and (4) the distance between the O6 atom of G and the nearby metal ions

(rO6−M+). All these structural parameters are provided in Table 2.4. As

can be seen, the average distance between the two G-quartets range within

∼3.33 - ∼3.56 Å, depending on the core ions types, suggesting the effective

π-π stacking interactions, which give the quadruplex stability. Note that, the

typical π-π stacking distance in a duplex B-DNA is ∼3.4 Å. The average sep-

aration between the two O6 atoms of diagonally positioned two G residues

is within ∼4.19 Å and ∼6.14 Å, with the large value obtained for the G-

quadruplex structure without the coordinated core ions. This suggests that

the presence of coordinated ions hold the G residues together through electro-

static interactions, and thereby results in small diagonal distances. Moreover,

it is found that, the difference between two diagonal distance is small for the



2.3 Results and Discussion 83

metal ions coordinated G-quadruplex structure than that found for the struc-

ture without the channel ions. This indicates that, the G-quadruplex with

coordinated channel ions are more structured and quite regular compared

to the structure without the core ions. Additionally, the average separa-

tion between the two consecutive metal ions within the quadruplex channel

range between ∼3.41 Å and ∼3.61 Å, with the large value obtained for the

Li+ coordinated G-quadruplex, suggesting their greater mobility through the

quadruplex helical channel. Further, the distance between the O6 atom of

G residue and the nearby metal ions is within ∼2.48 Å and ∼2.79 Å, with

small deviations. The large value is found for the K+ coordinated structure,

which is fully consistent with its larger size among others ions. All these

findings suggest the increased structural rigidity of G-quadruplex structures

with the coordinated channel ions with the higher stability predicted for the

K+ coordinated G-quadruplex DNA.

So far, we have seen that, the stable G-quadruplex DNA can form in

solution in presence of monovalent cations. Although, the formation of sta-

ble G-quadruplex DNA structure is important for various biological func-

tions, it has limited applications in nanoelectronics because of the presence

of negatively charged sugar-phosphate backbone. However, there exist sev-

eral experimental studies, which have demonstrated the duplex, triplex, and

quadruplex stabilities with varying backbone chemistry. In this regard, the

structure of PNA (peptide nucleic acid) quadruplex has drawn much atten-

tion among several other higher order structures due to the expected large

structural stability. A tetrameric PNA quadruplex was shown to form inter-

molecular four-standed structure, which exhibits similar structural stability
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Figure 2.9: RMSD and the simulated structures of G4-PNA after 6 ns MD
run. (a), (b), (c), (d) represent the quadruplex structure without any ions
and in presence of Li+, Na+ and K+ ions, respectively.
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as the DNA quadruplex [101]. It was also demonstrated experimentally, a G-

rich sequences can form dimeric and tetrameric quadruplex structures with

PNA backbones [100].

PNA is considered as the synthetic analogue of DNA, which has neutral

peptide backbones in contrast to the negatively charged sugar-phosphate

backbones in DNA. To model the G4-PNA structure, we have considered

the G4-DNA as the starting structure, and subsequently, replaced the sugar-

phosphate backbone by the peptide backbone using the xleap module of AM-

BER package [322]. The parameters for the ssPNA with G base sequences

is taken from a previous study [385]. We have considered 16 G-quartets

stacked G4-PNA, as was modeled for the G4-DNA with/without the presence

of channel core ions in explicit TIP3P water molecules within a rectangular

simulation box. Since the core cations containing PNA quadruplex structure

has neutral peptide backbone, we have additionally added Cl− ions to neu-

tralize the charge of the whole system. We have chosen Cl− salts of Li+, Na+

and K+ ions for the present simulation study. The MD simulation is carried

out for 6 ns using NPT ensemble after initial thermalization at temperature,

T = 300 K. The simulated structures obtained after 6 ns production MD run

are shown in Fig. 2.12. Similar simulation protocols have been used as was

employed for the MD simulation of G4-DNA quadruplexes. Additionally, we

have also shown the time evolution of RMSD diagrams calculated for the G

base and peptide backbone in the same figure.

As can be seen from Fig. 2.9, the quadruplex structures without the

salts are completely destroyed within 6 ns simulation time. The quadruplex

structure is maintained in the presence of salts, where, the monovalent cations
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are present within the helical channel. However, the structure with Li+

ions within the quadruplex channel is significantly distorted, whereas, the

Na+ and K+ ions coordinated G4-PNA preserved their parallel four-stranded

structures. Moreover, the position of the cations is found to be identical as

was observed for the G4-DNA quadruplex structure. The Li+ ions occupy the

G-quartet plane, while, the Na+ and K+ find stable position at the middle

of the two G-quartets, making an effective coordination number eight.

To further investigate dynamical aspects of G4-PNA structures, we have

calculated the RMSD for both the G-quartet as well as peptide backbone,

and presented them in Fig. 2.12. As can be seen, the RMSD values for

the G-quartet and backbones, are significantly high for the G4-PNA quadru-

plex without salts, without the presence of core ions in KCl solution and for

the Li+ coordinated quadruplex structures. This suggests that, the G4-PNA

quadruplex can not form stable structures without any salts as well as in LiCl

solution. This is due to the large conformational fluctuations in more flex-

ible peptide backbones than the comparatively rigid DNA sugar-phosphate

backbones. However, we have found that, the presence of Na+ and K+ ions

coordinated within the PNA quadruplex channel greatly reduce the RMSD

values for both the G residues as well as for the backbones. This results

suggest that, the stable G4-PNA quadruplex can only form in presence of

Na+ and K+ salts solution.

Further, to understand the structural rigidity in details, we have com-

puted a few time averaged parameters from the MD simulated snapshots

for the G4-PNA in presence/absence of stabilizing core ions. The results

are given in Table 2.4. The average G-G stacking distance is found to be
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within 3.65-4.32 Å with the high value obtained for the quadruplex struc-

ture without the presence of salts. The presence of Li+, Na+ and K+ core

ions results in almost indential G-G stacking distance (see Table 2.4). Note

that, the stacking distance is slightly larger in comparison to that found for

the G4-DNA quadruplex structure, reflecting relatively weaker π-π stacking

interactions. The O6-O6 distance between the two G residues situated diag-

onally range between ∼4.02 Å and ∼5.59 Å, with the large value obtained

for the G4-PNA without the channel core ions. The difference between the

two diagonal distances is significant for the structure without the core ions,

indicating the destruction of the four-stranded quadruplex structure in ab-

sence of the channel ions. Furthermore, the average distance between the

two metal ions are within ∼3.55 Å and ∼3.98 Å. These values are compara-

tively larger than the values found for corresponding G4-DNA quadruplexes.

This is consistent with the higher G-G stacking distance found for the G4-

PNA than G4-DNA. All these results suggest that, the parallel four-stranded

G4-PNA can form stable quadruplex structure in Na+ and K+ solution, in

accordance with the experimental findings [100, 101].

Structures of G4A4-DNA and G4A4-PNA quadruplexes

Up to now, we have discussed the structure and dynamical nature of the

four-stranded DNA and PNA quadruplexes, containing ploy(G) nucleobase

sequences using MD simulations. Note that, G and A are purine nucleobase,

which possess large π-surface available for base-base stacking interactions.

Since G can form stable quartet through Hoogsteen H-bonding interactions,

it is anticipated that four A nucleobases may form A-quartet structure similar
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to G4, in presence of suitable ions. In fact, there are both experimental works

and theoretical demonstration for the existence of stable A-A H-bonding

interactions and A-quartet formation [386–388].

We first analyze the structure and energetics of A-quartets using DFT cal-

culations, employing dispersion corrected ωB97XD exchange and correlation

functional with 6-31+g(d,p) basis sets for all atoms, as implemented in Gaus-

sian09 [345]. Our results have shown that the structure of A4 is energetically

feasible and stabilized through the H-bonding interactions. The formation

energy of A-quartet is found to be -60.0 kcal mol−1. Unlike planar structure

of G-quartet, the optimized structure of A-quartet does not show planarity

and rather, a bowl shaped structure is formed (see Fig. 2.10). A more care-

ful structural analysis of the optimized A-quartet reveal that the four amino

(-NH2) groups point towards the centre of the A-quartet. The core amino

hydrogens possess partial positive charges, and can form H-bonding interac-

tions with anions, such as Cl−. To confirm this, we have done the geometry

optimization of Cl− bound A-quartet using the same level of theory. The op-

timized structures of both the A-quartet and A-quartet coordinated with Cl−

anion, are shown in Fig. 2.10. Upon chelation with Cl−, the formation en-

ergy of the A-quartet enhances by ∼20.00 kcal mol−1 due the extra stability

gained through electrostatic interactions. However, the optimized structure

still lacks the planarity and retain the bowl shaped geometry. We anticipate

that the structure can form planar geometry by the π-π stacking interactions

with the neighbouring nucleobase quartets in a quadruplex structure. How-

ever, it is clear that, the stability of the K+ coordinated G-quartet is much

higher compared to the A-quartet coordinated with Cl− ion.
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Figure 2.10: DFT optimized structures of A-quartet with (a) and without
(b) coordinated Cl− ion. Important H-bond distances are indicated in Å.
The white, gray, blue, red and green colours indicate hydrogen (H), carbon
(C), nitrogen (N), oxygen (O) and chlorine (Cl) atom, respectively.

Next, we have proposed a tetrameric parallel-stranded quadruplex struc-

ture (G4A4-DNA) constructed from the ssDNA sequences containing alter-

nating repeats of G and A nucleobases, where, the G-quartet is stabilized by

cations and A-quartet coordinates with anions, creating a one dimensional

channel of MCl (M = Li+, Na+ and K+). We have carried out the 9 ns

long MD simulation using the same protocols that are used for the above

simulation studies in presence of explicit TIP3P water molecules. We have

performed the simulation both in absence and in presence of core channel MCl

ions to explore the effects satls on the structure and dynamical behaviors of

these quadruplexes. The MD simulated snapshots after 9 ns production run

are shown in Fig. 2.11.

As can be seen, the simulated structures maintain their four-stranded
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Table 2.5: Various structural parameters of G4A4-DNA. ri−j is the average

distance between ith and jth unit in a system. All distances are given in Å.

G4A4-DNA rG−A rO6−O6 rN6−N6 rM+−Cl− rO6−M+ rN6−Cl−

no core ions 5.52 ± 0.09 5.00 ± 0.09 5.76 ± 0.04 - - -
with Li+ 5.17 ± 0.05 4.40 ± 0.04 8.87 ± 0.02 2.74 ± 0.04 2.37 ± 0.05 3.33 ± 0.03
with Na+ 4.48 ± 0.09 4.40 ± 0.04 6.94 ± 0.03 2.72 ± 0.04 2.39 ± 0.04 3.32 ± 0.06
with K+ 6.09 ± 0.14 5.19 ± 0.15 6.54 ± 0.05 2.72 ± 0.03 2.51 ± 0.24 3.37 ± 0.07

Figure 2.11: RMSD and the simulated structures of G4A4-DNA after 9 ns
MD run. (a), (b), (c), (d) represent the quadruplex structure without core
ions in aqueous solution of K+ and in presence of LiCl, NaCl and KCl ions,
respectively.
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geometry with/without the presence of channel core ions. However, there

are a few K+ ions near to the quadruplex structure, in particular, occupying

the groove regions as well as at the proximity of endgroup quartets, for the

G4A4-DNA without the initial channel core ions. It is also clear that, the

position of the Cl− ions is at center of the A-quartet plane, whereas, the

cations occupy at/nearby the center of the G-quartet plane. This is different

from the DNA/PNA quadruplex structure formed in presence of the Na+

and K+ ions, where, the ions find stable position between the two G-quartets

plane. This is because, the presence of cations only within the G-quadruplex

channel causes the electrostatic repulsion, while, the the presence of cations

and anions alternatively, results in electrostatic attraction, which causes the

cations to be slightly off-centered from the middle of the G-quartets stack.

Next, we have performed the RMSD calculations of base, both G and

A individually, and backbone atoms for all the G4A4-DNA quadruplexes

studied here. The time evolution of RMSD values are shown in Fig. 2.11.

As can be seen from the RMSD plots, the backbone atoms RMSD is large

( 1.5-4.5 Å) compared to that of the nucleobases ( 0.7-3.0 Å) present within

the quadruplex. However, the RMSD values obtained for the G-quartet is

small than the RMSD values found for the A-quartet. This suggests the

greater stability of G-quartet than A-quartet, corroborating with our DFT

results. Also, note that, within the 3 ns simulation time, the base RMSD

values for the LiCl stabilized G4A4-DNA is smaller in comparison to the

quadruplex structures coordinated with others salts (NaCl and KCl). The

higher stability of LiCl coordinated quadruplex structure can be attributed to

the greater electrostatic stabilization because of the smaller size of the Li+ ion
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among others ions. Moreover, being a small cation, Li+ is found stabilizing

at the planar core position of the G-quartet. However, our MD results have

shown that, all G4A4-DNA quadruplexes can be formed with/without the

presence of the channel MCl satls.

To examine the effects of various salts on the dynamical behaviors of the

quadruplex structure, we have calculated some structural parameters aver-

aged over the simulation time. For this, we have estimated (1) the distance

between the G and A plane (rG−A), (2) the diagonal O6-O6 for G4 and the

diagonal N6-N6 for A4 (rO6−O6 and rN6−N6), (3) the distance between the

M+ and Cl− (rM+−Cl−), (4) the separation between the M+ and O6 atom of

G (rO6−M+) and (5) the distance between the N6 of A and Cl− (rN6−Cl−).

All the results are given in Table 2.5.

As given in table 2.5, the average separation between the G- and A-

quartet, as calculated by the shortest distance between the G O6 and A

N6 atoms in the consecutive quartets, is found to be within ∼4.48 Å and

∼6.09 Å. The small stacking distances are found for the LiCl and NaCl co-

ordinated G4A4-DNA quadruplex structure. Moreover, the diagonal O6-O6

distance within a G-quartet is ∼4.40 Å for the quadruplex structures stabi-

lized by both LiCl and NaCl salts. The distance between two diagonal N6

atoms in a A-quartet varies from 5.76 Å to ∼8.87 Å, indicating greater struc-

tural fluctuations for the A-quartet in comparison to the G-quartet within

the quadruplex structure. The average distance between the M+ and Cl− is

found to be ∼2.74 Å for LiCl and ∼2.72 Å for both NaCl and KCl coordi-

nated G4A4-DNA. However, the avearge separation between the G O6 atom

and M+ varies from ∼2.37 Å to ∼2.51 Å with increasing order as the ionic
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Figure 2.12: The simulated structures of G4A4-PNA after 6 ns MD run. (a),
(b), (c), (d) represent the quadruplex structure without ions and in presence
of LiCl, NaCl and KCl ions, respectively.

radius of the cation increases. The distance between the A N6 atom and

Cl− is within ∼3.32 Å and ∼3.37 Å for all the G4A4-DNA quadruplex struc-

tures. Based on the structural and RMSD analysis, we conclude that the

the G4A4-DNA quadruplexes can form in absence of any central salts, and

the structural stability increases by coordinating with the chloride salts of

monovalent cations. Our results also suggest that, the proposed quadruplex

sturcture can be used to trap both the cations and anions simultaneously.

Additionally, we have also investigated the possibility of forming G4A4

quadruplex structure with the peptide nucleic acid (PNA) backbone using

MD simulation for 6 ns in aqueous medium with/without the presence of

channel salts. All the simulations were carried in the same manner as dis-

cussed earlier. The simulated snapshots of G4A4-PNA structures are shown

in Fig. 2.12. As can be seen, the parallel four-stranded quadruplex sturctures
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are completely destroyed after 6 ns MD simulations irrespective of the pres-

ence of coordinated MCl salts (M = Li+, Na+ and K+). This is because of

the presence of more flexible PNA backbone as well as less stable A-quartet

units within the quadruplex channel. The results suggest that, the formation

of parallel tetrameric G4A4-PNA quadruplexes are not feasible in aqueous so-

lution at temperature, T = 300 K and pressure, P = 1 atm, as considered in

the present study.

Electronic structures of G4-DNA, G4-PNA and G4A4-DNA

In the previous sections, we have discussed the structures of various G-

quadruplexes and the importance of coordinated monovalent metal ions using

MD simulations. However, it would be interestingly to study the electronic

structure of these quadruplexes for understanding the various quantum ef-

fects, which might play important role on these soft-condensed biological

materials properties. To this end, we have used DFT study to analyze the

electronic and optical properties of the systems, considered from the en-

ergy minimized average MD simulated structures. We have considered four

consecutive stacks for the DNA and PNA quadruplexes in presence of coor-

dinated channels ions as well as a few surrounding water molecules for the

single-point DFT calculations. To neutralize the systems, we have considered

the presence of appropriate number of K+ or Cl− ions at nearby positions

of quadruplex structure as found from the MD simulations. All model sys-

tems considered for the DFT calculations are shown in Fig. 2.13. The DFT

calculations are performed using SIESTA code [349,350], employing general-

ized gradient approximation (GGA) in the Perdew-Burke-Ernzerhof (PBE)
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Figure 2.13: Model structures for the DFT study. (a), (b) and (c) represent
the four stacks quadruplex structure of G4-DNA, G4-PNA and G4A4-DNA
coordinated with K+ ions and KCl salts, respectively.

form [389] as exchange and correlation and double ζ polarized (DZP) basis

sets for the valence electrons of all atoms. The interaction between ionic cores

and valence electrons is described by norm conserving pseudopotentials [390]

in the fully non-local Kleinman-Bylander form [391].

To investigate the optical properties, we have calculated the optical con-

ductivity of these model quadruplex systems in presence of unpolarized light

propagating along the quadruplex strand direction using Kubo formalism

as implemented in SIESTA DFT package [349, 350]. Note that, the optical

conductivity calculated here, does not consider scissor corrections. The con-

ductivity profiles for the quadruplex sturctures are shown in Fig. 2.14 (top

panel). The onset of optical conductivity occurs at/above ∼3.0 eV for the

DNA systems, and the peak positions depend on the nucleobase sequences.

However, the G-rich DNA show optical conductivity at 3.0 eV light energy.

This occurs because of the π → π∗ orbital transitions. In Fig. 2.14, the

intense peaks in conductivity profiles at/above ∼3.0 eV is due to the elec-

tronic excitations from G π orbitals to G π∗ orbitals. Additionally, a few

low-energy peaks (< 3.0 eV) appear in the optical conductivity profiles for
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Figure 2.14: Optical conductivity profiles (upper panels) and electronic den-
sity of states (DOS) (lower panels) of G4-DNA (a), G4-PNA (b) and G4A4-
DNA (c).

the quadruplexes studied here. To understand the origin of these low-energy

peaks, we have considered analyzing the energy level diagrams in terms of

partial density of states (DOS) as well as the highest occupied molecular

orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) for these

systems. The DOS of all three quadruplexes are shown in Fig. 2.14.

As can be seen, the HOMO is mainly distributed on negatively charged

sugar-phosphate backbone, while, the LUMO is localized on the nearby K+

ions surrounded by water molecules in G4-DNA. In case of G4-PNA, the

HOMO and LUMO orbitals are mainly localized on surrounding Cl− and

on coordinated K+ ions, respectively. However, a significant contribution to

the LUMO also comes from the G nucleobases. For the G4A4-DNA, the or-

bital’s contribution to the HOMO comes from the sugar-phosphate backbone

and nearby water molecules, whereas, the LUMO is mainly distributed over

surrounding K+ ions and the nearby water molecules. The orbital analysis
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suggests that, the low-frequency peaks in the optical conductivity profiles

may arise from the electronic transition from the occupied orbitals of back-

bone atoms and nearby water molecules to the unoccupied K+ orbitals for

the DNA quadruplexes. Also, the transition from Cl− occupied orbitals to

K+ unoccupied orbitals is most likely to be responsible for the low-frequency

conductivity peaks found in G4-PNA quadruplex. It is also found that, the

presence of surrounding water molecules highly suppresses the conductivity

strength. This is because the presence of water molecules strongly stabilizes

both the backbone and K+ orbitals, and the water coordination shells block

the possibility of low-energy electronic transition from the DNA backbone

orbitals to the K+ unoccupied orbitals. However, for the G4-PNA quadru-

plex, which does not have negatively charged sugar-phosphate backbone, the

possible low-energy transitions occur because of the presence of K+ and Cl−

ions. Therefore, the surrounding water molecules do not show any influence

in changing the conductivity peak’s intensity.

Next, we have studied the charge transfer properties of the G4-DNA

quadruplex sturctures using DFT. Note that, the G4-DNA is structurally

more rigid than any double-stranded DNA. Moreover, it possesses a large

number of G4 units stacked together along the long quadruplex helical axis

by π-π stacking interactions. Becasue of the presnece of more poralizable G

nucleobase and its low ionization energy, it is expected that G4-DNA would

serve as efficient molecular wire for hole conduction. Here, we have calcu-

lated charge (electron and hole) transfer integrals between the G nucleobases,

which create the paussible charge transport channels within the G4-DNA

quadruplex. We have considered four consecutive G-quartets stacks without
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Table 2.6: Effective charge transfer integrals (Jeff in eV) between the possible
hopping channels in a G4-DNA. Rij is the center of mass distance between

ith and jth unit the system. All distances are given in Å.

Rij Jheff Jeleceff µh (cm2V−1s−1) µe (cm2V−1s−1)

3.66 0.0432 0.1312 1.7502 0.0139
6.00 0.0256 0.0392 - -
6.51 0.0210 0.0499 - -
6.57 0.0229 0.0101 - -
8.68 0.0005 0.0001 - -
9.39 0.0003 0.0002 - -
9.65 0.0001 0.0003 - -

the central ions connected through the H-passivated DNA sugar-phosphate

backbone. We have used the fragment molecular orbitals (FMOs) approach,

as implemented in ADF software code, for calculating the charge transfer

integrals. We have used GGA/PBE exchange and correlation with disper-

sion interactions and TZ2P basis sets for all atoms. All the effective transfer

integrals (Jeff) as function of distances for both the electron and hole are

provided in Table 2.6.

As given in Table 2.6, for the short inter-nucleobase distance, the effective

electron transfer integral is found significantly large than the hole transfer

integral. However, the transfer integrals for electron and hole are almost

similar for large distances. Moreover, the reorganization energy for hole in-

jection is found to be small in comparison to that calculated for the electron

injection in G. This suggests that, the creation of a hole is much easier than

the electronic injection for the G nucleobase. The comparable hole transfer

integral together with small hole reorganization suggest that, the G4-DNA

containing G nucleobases may give rise to high hole mobility. To examine
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this speculation, we have calculated the charge carrier mobilities for both the

electron and hole using the semi-classical Marcus hopping mechanism. Our

results suggest that, the hole mobility is significantly high (µh = 1.75 cm2V−1

s−1) than the mobility estimated for the electrons (µe = 0.014 cm2V−1s−1)

at room temperature. We conclude that, the G-rich G4-DNA may be a po-

tential candidate meterials for hole transport. Here, it is important to note

that, the calculations of the carrier mobilities do not include various key con-

trolling factors, namely, fluctuations in base-pair level, molecular vibrations

and solvation effects, etc. Thus, the mobility values calculated here, are only

to be considered in a qualitative manner.

2.3.3 Stability and electronic structure of G4-DNA in

presence of Cu+2, Ag+ and Au+

In the previous sections, so far investigated, we have discussed the structures

and electronic properties of the G-quartet and G4-DNA/PNA quadruplexes.

We have shown that the presence of monovalent ions is necessary for the

stability of G-quadruplex structures, at least, for the short oligonucleotides.

However, it would be really interesting to examine the effect of other ions for

stabilizing the G-quadruplex structures. In this section, we have studied the

stability of G4-DNA structure within single- and di-nucleosides level (i.e., one

and two G4-stacks) in presence of divalent ion, Cu2+ and monovalent ions,

Ag+ and Au+, using DFT calculations. Note that, the G4-Cu
2+ is magnetic
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Figure 2.15: DFT optimized structures of G-quartets in presence of Cu+2

(a), Ag+ (b) and Au+ (c). Important distances are indicated in Å.

as it possesses the spin-1
2
Cu2+. Consequently, we have performed the spin-

unrestricted DFT calculations for the G4-Cu
2+ complex, while, the spin-

restricted calculations are carried out for the G4-Ag
+ and G4-Au

+. Moreover,

it is important to note that, these ions are toxic to the human cells, and can

not be used to stabilize the G-quadruplex structure in vivo biological systems.

However, the diverse polymorphic structures of G-quadruplex may be used

to trap these toxic ions from the solutions contaminated with these ions.

For the geometry optimization, we have considered ωB97XD functional

and 6-31+g(d,p) basis sets for the atoms except the metal ions, for which,

we have considered the effective core potential basis set, LANL2DZ for Cu

and Ag, while, LANL2MB for Au. The DFT calculations are performed

using Gaussian09 suit of programs [345]. The DFT optimized structures of

G-quartets coordinated with Cu2+, Ag+ and Au+ ions are shown in Fig. 2.15.

The binding energy (Eb) and formation energy (Ef ) have been calculated

using the methods already discussed for analyzing the energetics of these
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Table 2.7: Binding energy (Eb) and formation energy (Ef) of G-quartets in
presence of Cu2+, Ag+ and Au+

G-quartet Eb (kcal mol−1) Ef (kcal mol−1) EH
b (kcal mol−1) EElec.

b (kcal mol−1)
G4-Cu

2+ -531.79 -469.05 -91.59 -440.20
G4-Ag

+ -220.89 -173.10 -94.47 -126.41
G4-Au

+ -228.82 -166.37 -78.42 150.40

complexes. Additionally, we have also quantified the contribution of the

electrostatic (EElec.
b ) and the H-bonding (EH

b ) interactions to the total binding

energy (Eb) for the detailed analysis. The results are provided in Table 2.7.

As shown in Fig. 2.15, the structure of G-quartet with coordinated Ag+

ion, is highly symmetric and planar than the G4 structures with Cu2+ and

Au+ ions. The Cu2+ coordinated G4 shows higher binding and formation

strength in comparison to the others two complexes (see Table 2.7). The

strong electrostatic interactions due to the double (2+) positive charges on

Cu and the greater extent of orbital interactions because of the presence of

more diffused d-orbitals, result in the higher stability of the G4-Cu
2+. The

G4 with Au+ is found to be slightly more stable ( 8 kcal mol−1) than the

G4-Ag
+ complex. This is because of the presence of higher energy atomic

orbitals in Au. However, the H-bonding interactions are found to be large

(-94.47 kcal mol−1) for the G4-Ag
+ than the others two complexes. This

is due to the formation of planar and more symmetric G-quartet structure,

which forms the stable H-bonds.

Since the Cu2+ system is magnetic, it would be really interestingly to look
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at the nature of magnetic ordering along the G-quadruplex helical chan-

nel. To examine this, we have considered the two G4-stacks with coordi-

nated Cu2+ ions, and fully optimized the structures with two different spin-

configurations, namely, ferromagnetic and antiferromagnetic spin coupling

between the magnetic Cu2+ centers, using SIESTA code, within GGA/PBE

level. Our results show that, the ferromagnetic spin ordering is only stable by

∼3 meV than the antiferromagnetic spin allignment between the two Cu2+

centers. This suggests that, there is no such stable spin allignment between

the magnetic centers, and hence, the system would behave as a paramagnet

at room temperature (∼26 meV). However, a few studies have demonstrated

that, the ligands, such as water or hydroxyl or oxo groups, bridged between

the magnetic centers induces weak/strong ferromagnetic coupling due to the

geometry specific orbital interaction [369, 392]. To understand the effect of

water coordination between the two Cu+ centers, we have chosen three water

molecules coordinated to the Cu2+ centers, making the Cu2+ coordination

environment to an octahedral. The fully optimized geometry of water co-

ordinated G4-Cu
2+ dimer obtained within the same level of calculations is

shown in Fig. 2.16.

Our results have shown that, the minimum energy structure is a high-spin

state, where, the spins on the Cu2+ centers, are alligned parallel to each other,

i.e., leading to the ferromagnetic interactions. The high-spin ferromagnetic

state is stable by ∼195 meV than the low-spin antiferromagnetic state. The

five degenarate d-orbitals are splitted into two sets of orbitals (t2g and eg)

because of the presence of octahedral ligand fields. Moreover, an unsymmet-

rical filling of eg orbitals (dx2−y2 and dz2) induces further splitting of the eg
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Figure 2.16: DFT optimized structure of G4 dimer in presence of Cu+2 ions
without (a) and with (b) the coordinated aqua ligands. The up and down ar-
rows indicate the spin configurations on the Cu atoms. Important structural
parameters are also indicated.

orbitals to remove the degenaracy. This is commonly known as Jahn-Teller

effect. Due to this, the unpaired electrons on Cu atoms situate on the d2
z or-

bitals, which are coupled through ferromagnetic interactions via aqua bridge.

Note that, the unpaired electrons were placed on the Cu dx2−y2 orbital for

the complex without bridged water molecules. The optimized structure in

high-spin state, as shown in Fig. 2.16, shows that, the distance between the

two Cu2+ centers is ∼4.0 Å, which is large than the value (∼2.5 Å) found

for the Cu2+-complex without coordinated water molecules. This is due to

the presence of water molecules between the two G-quartets. Moreover, the

planarity of G-quartets is greatly enhanced because of the presence of coor-

dinated water molecules. Our results have demonstrated that, the bridging
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of water molecules between the Cu2+ centers within the G-quadruplex struc-

ture stabilize the high-spin ferromagnetic state, which may be useful for the

spintronic and memory device applications.

2.3.4 Energetics and optical properties of porphyrin

intercalated G4-DNA dimers

So far, we have discussed the stability and electronic properties of G-quadruplexes

stabilized by various monovalent and divalent cations using different theoret-

ical techniques. However, it was also possible to stabiliize the G-quadruplex

sturtures by appropriate organic molecules. In fact, as already mentioned,

there is large number of G-quadruplex stabilizing ligands reported in litera-

ture. Among all of these, the importance of porphyrin derivatives have drawn

much attention for anti-cancer therapeutic treatments in medicine, because,

it stabilizes the G-quadruplex structure [91]. Thus, it is really important to

understand the molecular basis of porphyrin stabilized G-quadruplex struc-

ture and their electronic properties.

In this section, we have provided the mechanistic understanding of por-

phyrin intercalated G-quadruplex formation, based on theoretical studies. In

a previous study, using MD simulation, Rosa Di Felice and coworkers have

shown the stability of G-quadruplex structure by intercalating a porphyrin

derivative without the channel cations [393]. Here, we have considered the

two G4 stacks, i.e., dinucleotide G-quadruplex (G4-DNA dimer), intercalated

with free base porphyrin (PorH2) and a few metal-porphyrin (M-Por) deriva-

tives. We have chosen the most common Mg-porphyrin (Mg-Por) and the two
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other magnetic porphyrins; namely, Fe-porphyrin (Fe-Por) and Cu-porphyrin

(Cu-Por), where, the two core acidic imino protons (-NH) are replaced by

these divalent metal ions. Note that, these metal porphyrin are syntheti-

cally available and studied extensively both in theories and experiments. To

neutralize the systems, we have considered the hydrogen passivation of the

negatively charged phosphate groups, which essentially mimic the acidic con-

ditions. Note that, the hydrogen passivation was successfully emmployed in

several previous studies concerning the modeling of duplex DNA [394–398].

All DFT optimized geometries within GGA/PBE level using SIESTA code,

are shown in Fig. 2.17.

From the relaxed geometries, it is clear that, the stacking distance be-

tween the two G-quartets increase significantly in presence of the encapsu-

lated porphyrin moiety for all the complexes. Note that, the equilibrium

distance between the two G-quartets in the optimized structure of G4-DNA

dimer is ∼2.99 Å, which is slightly smaller in comparison to the average

stacking distance ∼3.4 Å found for the long G4-DNA quadruplex. However,

in presence of porphyrin/metal-porphyrin between the two G-quartets, the

distance (RG−G) increases to ∼6.38-6.53 Å depending on the intercalated por-

phyrin types (see in Table 2.8). In fact, the size expansion is possible due to

the presence of flexible DNA sugar-phosphate backbone, and was also found

in previous study [393]. This results in volume expansion along the quadru-

plex helical axis due to the large repulsive electronic interactions between

the G-quartet and porphyrin π electron surfaces. The large unfavourable

π-π electronic interactions is compensated by the strong hydrogen bonding

interactions. To understand the stability of these complexes, we have defined
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Figure 2.17: DFT optimized structures of G-quartet dimer (a), free base
porphyrin and Zn-porphyrin (b), free base porphyrin (c), Mg-porphyrin (d),
Fe-porphyrin (e) and Cu-porphyrin (d) intercalated G-quartet dimers.
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binding energy (Eb), which is calculated as:

Eb = E(G4 −DNA− (PorH2/PorM))−
4

∑

i=1

E(G4 −DNA)

−E(PorH2/PorM) (2.5)

where E(G4-DNA-(PorH2/PorM)) is the total energy of the optimized com-

plex and E(G4 and E(PorH2/PorM; M = Mg2+, Fe2+, Cu2+) are the single-

point energy of the G4-DNA dimer and PorH2/PorM, calculated at their

optimized geometry of their corresponding complex structure. Further, to

quantify the contribution of π interactions and H-bonding interactions to

the overall binding energy (Eb) of these complexes, we have decomposed the

binding energy into mainly two intractions: π electronic interactions and the

H-bonding interactions. All the energetics terms are provided in Table 2.8.

As can be seen, the binding energy range between ∼-158.42 kcal mol−1 and

∼-164.42 kcal mol−1 for the complexes studied. Note that, the difference in

binding energy is only ∼6 kcal mol−1, suggesting similar energetic behaviors

for all the porphyrin-G4-DNA complexes. However, the favourable binding

energies for all the complexes is mainly due to the strong H-bonding interac-

tions between the G nucleases forming G-quartets. Interestingly, the PorFe

and PorCu possess magnetic moments of 2 and 1 µB in their complexed struc-

tures. This suggests that, the formation of long G4 wire encapsulated with

these two metal porphyrin would result in quasi-one-dimensional magnetic

chains, which may find applications in memory devices.

Additionally, we have investigated the optical absorption properties for

the G4-DNA encapsulated with PorH2 complex, using TDDFT methods, as
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Table 2.8: Binding energy (Eb) and equilibrium stacking distances of free
base porphyrin and metal porphyrin intercalated G4-DNA dimer.

Systems Eb (kcal mol−1) Eπ
b (kcal mol−1) EH

b (kcal mol−1) RG−G (Å) µB

G4-DNA-PorH2 -164.42 38.28 -202.70 6.53 0.00
G4-DNA-PorMg -163.95 35.05 -199.00 6.39 0.00
G4-DNA-PorFe -158.42 33.90 -192.32 6.38 2.00
G4-DNA-PorCu -162.11 37.82 -199.93 6.36 1.00

Figure 2.18: The FMOs relevant to the low-energy excitations for free base
porphyrin (PorH2) intercalated G-quartets dimers. HOMO and LUMO are
the highest occupied molecular orbital and lowest unoccupied molecular or-
bital, respectively. The two low-energy transitions involve the electron pro-
motions from HOMO-6 to LUMO (∼409.39 nm) and LUMO+1 (∼408.24
nm).
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implemented in Gaussian09 code [345]. Our results have demonstrated that,

there are two low energy peaks, at ∼409.39 nm and ∼408.24 nm, in the op-

tical absorption spectrum. Also, note that, the electronic absorption spectra

calculated for the isolated G-quartet and free base porphyrin (PorH2) have

shown that, the low-energy electronic transitions appear at comparatively

higher energy. The first intense abosrption peaks appear at ∼265 nm for

the G4, whereas, the four low-energy peaks are obtained for the PorH2. The

positions of these peaks are at ∼369.10 nm, ∼348.88 nm, ∼326.88 nm and

∼318.09 nm. Note that, all these transitions involve electron promotions

from π to π∗ orbitals. To understand the origin of the low-energy absorption

peaks found for the PorH2 intercalated G4-DNA dimer, we have analyzed the

frontier molecular orbitals (FMOs), that are mainly involved in these transi-

tions in details. We find that, the intense low-energy peaks arise due to the

charge (electron) transfer transitions from G4 π orbitals to porphyrin π∗ or-

bitals (see Fig. 2.18). We conclude that, the porphyrin intercalted G4-DNA

may find applications in optical devices.

2.4 Conclusions

In conclusion, we have studied the structural stabilities and conformational

dynamics of various G-rich DNA, RNA and PNA quadruplexes with and

without the presence of stabilizing monovalent cations using MD simulations

in aqueous solution at ambient conditions (T = 300 K and P = 1 atm).

Our results have demonstrated the importance of different alkali cations for

stabilizing the G-quadruplex structures investigated in this chapter. Our
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results have shown that, the stability increases with increase in size of mono-

valent cations and the order follows as Li+ < Na+ < K+. We have shown

that, the r(UG4U)4 RNA quadruplex is more stable in comparison to the

d(TG4T)4 DNA quadruplex, which agrees well with the experimental results.

The greater stability of r(UG4U)4 quadruplex is due to the presence of 2′ hy-

droxyl group (-OH), which form several extra intra-molecular H-bonds with

the polar oxygen groups, and thereby, reducing the hydration from solvent

water molecules. The present investigations also demonstrate that, similar to

the DNA quadruplexes, the four-stranded PNA quadruplex can also be sta-

ble in aqueous medium in presence of the suitable cations. Additionally, we

have proposed a potential four-stranded quadruplex sturture, which contains

the consecutive repeating units of G- and A-quartets along the quadruplex

channels. This quadruplex structure binds simultaneouly caions and anions

in its G-quartet and A-quartet plane, respectively. Therefore, this structure

may have applications for selective detection of both the cations and anions

simultaneously. We have also analyzed the low-energy optical conductivity

diagrams of these quadruplexes. We have found that there are peaks in

the low-frequency regions of optical conductivity profiles orginating because

of the presence of nearby ions and water molecules. Interestingly, we have

found larger hole carrier mobility for the G-quadruplexes studied here. Fur-

ther, we have also investigated the possibility of stabilizing G-quadruplex

structures using Cu+2, Ag+ and Au+ ions. Our results have predicted that

the Cu+2 ions could be aligned ferromagnetically along the G-quadruplex

channel. Additionally, we have also discussed the stability and electronic

properties of porphyrin and metal-porphyrin intercalated G-quadruplexes.
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The optical absorption have revealed that, there is change transfer transi-

tions from G π orbitals to porphyrin π∗ orbitals, which causes large red-shift

in the low-energy absorption peaks. Overall, our detailed simulation stud-

ies have shown the diversity in G-quadruplex structures, and their stability

and electronic properties. We believe that the present investigation would

help to understand not only the microscopic structural details of these bio-

logically interesting molecules, it would also stimulate their applications in

opto-electronic and electronic devices.



Chapter 3

Understanding the Interactions

of Nucleosides and Nucleic

Acids with Graphene∗

3.1 Introduction

Applications of carbon based nanomaterials, such as two-dimensional (2D)

graphene, one-dimensional (1D) carbon nanotubes and zero-dimensional (0D)

fullerenes, as molecular diagnostics, biosensors, DNA sequencing and biochip

and in bio-medical treatments are of increasing interest among researchers

since past few years [399, 400]. Carbon nanostructures can be broadly func-

tionalized and their low-dimensional electronic properties are sensitive to

∗Work reported in this chapter is published in: Arun K. Manna and Swapan K. Pati,
J. Mater. Chem. B 1, 091 (2013)
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molecular adsorption. Graphene, a sp2 hybridized 2D hexagonal nanocar-

bon crystal, is considered as promising nanoscale building blocks of new

generation applications, for example, a substrate material for dispersion of

polymer, nanoparticles, and delivering essential drug molecules to the cells,

etc [401–403]. Recent reports also highlight its potential device application in

nanoelectronics because of its remarkable mechanical, electrical and thermal

properties [260, 404–406].

Dispersion of carbon nanostructures using DNA or any biopolymer has

significant impact in isolating these structures from their mixtures. Fur-

thermore, rapid, selective, and cost-effective analysis of biomolecules is im-

portant in clinical diagnostics, DNA sequencing and various treatment pro-

cesses. Significant advancement has been made in this direction employing-

carbon based nanostructures, such as, carbon nanotubes [407–409] carbon

nanodots [410, 411] and carbon nanofibers [412]. Recently, Tan et al . have

proposed to use ssDNA and carbon nanotube for the homogenous detection of

biomolecules [413,414]. Both experimental and simulation works predict that

the single walled carbon nanotubes could be completely wrapped by ssDNA

molecules through noncovalent interactions, and thus, providing a route to

separate out nanotubes with different chiralities [415–439]. Moreover, carbon

nanotubes can act as protector of DNA strands during cellular delivery [440].

Much attention has been given to the dispersion and solubilisation of carbon

nanotubes using various ssDNA oligonucleotides. However, there is hardly

any report on interactions of ssDNA with 2D graphene. Recent experiment

by Saliha et al . [441] have demonstrated that there exist two competing π-

stacking interactions: base-base -stacking and base-graphene -stacking, when
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ssDNA is added in graphene solution. A crossover between these two com-

peting interactions results in two distinct ssDNA pattern formations, small

spherical particles and elongated networks, onto graphene surface. A molec-

ular simulation study by Zhao [442] explores various self-assembly structures

of duplex DNA onto the graphene and carbon nanotube surfaces, highlight-

ing the importance of π-stacking interactions between the nucleotides and

nanostructure surfaces in aqueous environments. This study considers dou-

ble stranded DNA, which is comparatively more rigid than ssDNA. A more

flexible oligomer, such as ssDNA, would be better candidate for the disper-

sion of 2D graphene in solution. As mentioned above, the experiment by

Saliha et al. involves the usage of the ssDNA oligonucleotide in contact with

graphene and found two distinct pattern formations. Although, the work

qualitatively explains the underline reason behind two distinct self-assembly

pattern, it does not unravel the microscopic origin of the observation. More-

over, it does not consider what would be the role of base sequences on the

formation of self-assembly nanostructures on graphene. Indeed, it is a re-

ally challenging task to probe them by experiment due to the experimental

complexity. In this regard, molecular simulations can provide useful insight

to rationalize the experimental findings by analysing the microscopic details.

To our knowledge, there is no such study, which considers the effects of var-

ious base sequences and explicit usage of environmental conditions on the

patterning of ssDNA self-assembled nanostructures on graphene.

In this chapter, we have investigated the interactions of various nucle-

osides, nucleoside quartets and single-stranded DNA with graphene using

classical molecular dynamics simulations and ab initio study. This chapter
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is divided into two main parts: (1) stability of different nucleoside quartets

on graphene surface and (2) interactiions of various ssDNA with graphene.

We have used classical molecular dynamics simulations to explore the struc-

tural diversities and energetics of various nucleoside quartets and a number

of ssDNA hybridized with graphene in aqueous environments. For a detailed

analysis, we first consider the single nucleoside (A, G, C and T) and nucleo-

side quartets (G4, A4, T4 and U4) interacting with graphene, and then, focus

on the formation of various oligonucleotide assembled on graphene surface.

We consider four different homologous dodecamer ssDNA oligonucleotides of

varying base sequences; namely ssA12, ssT12, ssG12 and ssC12, on graphene

surface. We also consider a 12 base pairs ssDNA which consist of a con-

secutive repeats of A-G-T-C, i.e. ss(AGTC)3. We find that all the ssDNA

oligonucleotides loose its helical shape and strongly hybridize with graphene

through π-π stacking interactions between nucleobase and graphene surface.

The interaction order among different ssDNA with graphene follows the ex-

tent of base-graphene-π stacking interactions. Additionally, we have also

calculated and analysed the electronic structure of nucleoside quartets and

graphene composites, and ssDNA adsorbed graphene hybrids using density

functional theory.

3.2 Computational Methods

For the MD simulations of individual nucleosides and the nucleoside quar-

tets interactions with graphene, we have considered a two-dimensional neu-

tral single-layer graphene sheet within a periodic box of dimensions 3.41 ×
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3.20 × 3.00 nm3 in aqueous solutions, while, a mono-layer graphene sheet

of sufficiently large dimensions 10.22 × 10.23 × 50 nm3 has been considered

for understanding the interactions of various ssDNA with graphene, at 300

K temperature and 1 atmospheric (atm) pressure in aqueous solution. We

have considered five different nucleosides (A, G, C, T, U) and four nucleoside

quartets (A4, G4, T4 and U4) in the first part of the present study. To obtain

the microscopic picture of the ssDNA specificity towards the graphene sheet,

simulations are performed by considering ssdA12, ssdG12, ssdC12, ssdT12, and

a mixture of nucleobase sequences, ssd(AGTC)3 of discrete strands, which are

modeled from duplex B-DNA using NAB [443] (Nucleic Acid Builder) mod-

ule of Amber 11 Tools Package [444]. The AMBER99 force fields [362] are

used to model ssDNA. The graphene carbon atoms are modeled as uncharged

Lennard-Jones particles (using C sp2 parameters from the AMBER99 force

field) as reported in the literature for the study of graphene and single-walled

carbon nanotubes [432, 445–448]. The negatively charged backbones of ss-

DNA are neutralized using Na+ counter ions. The total number of Na+ ions

needed to neutralize each of the ssDNA systems is 11. The transferable inter-

molecular potential three point (TIP3P) model [449] is considered for solvent

water. All the MD simulations are performed using GROMACS simulations

package [450] with an initial water box of dimensions as mentioned above.

The initial configuration for the hybrid systems are considered by keeping

the ssDNA at ∼4.0 Å distance away from the graphene plane. The high

energy contacts between the atoms in the initial conformations of graphene,

ssDNA and the hybrid systems are removed by minimizing the energy of

each system using steepest decent integration method. Following that, MD
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Figure 3.1: The schematic of thermodynamic cycle used for the free energy
calculations. All systems contain explicit water molecules and counter ions,
which are not shown for the better clarity of the figure.

simulations are performed using leap-frog algorithm for integrating Newtons

equation of motion for 30 ns at constant temperature (300 K) and pressure

(1 bar). Long-range electrostatic interactions are calculated with the Parti-

cle Mesh Ewald (PME) method [328] . In order to get clear picture about

the dynamical assembly formation of ssDNA, the position of all graphene

atoms are allowed to relax throughout the MD simulations. The time step

for the MD simulation is 1.5 fs (femtosecond) and the atomic coordinates are

recorded at every 7.5 ps (picosecond) for trajectory analysis. Analysis and

visualization of MD trajectories are performed with VMD software [451].

Thermodynamics Integration (TI) [452] method, as implemented in GRO-

MACS code, is employed to compute the binding free energies between the

ssDNA and graphene by introducing various coupling parameters (λ) in the

Hamiltonian (H). Following previous studies [453,454], the binding free ener-

gies, ∆ Fbind, are calculated by considering a thermodynamics cycle as shown
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in Fig 3.1. ∆ Fbind is defined as the free energy difference between the bound

and unbound states.

∆Fbind = ∆F bound
1 −∆F unbound

2 (3.1)

where, ∆Fbound
1 and ∆Funbound

2 are defined as the change in free energy to

create and annihilate ssDNA in the bound and unbound states, respectively.

To compute the ∆F, vdW interactions are annihilated or created using λ

values of 0.00, 0.25, 0.50, 0.75 and 1.00. Soft-core LJ (Lennard Jones) poten-

tials are employed with soft-core parameter α = 0.5 and λ power, p = 1. At

each λ value, (∂H
∂λ

) is extracted from the 30 ns long simulation trajectory. To

understand the electronic behaviours of various ssDNA adsorbed graphene

composites, we have calculated the electronic structure using density func-

tional theory (DFT) calculations as implemented in SIESTA [349,350], which

uses numerical atomic orbital basis sets. We consider norm-conserving pseu-

dopotentials in the fully nonlocal Kleinman-Bylander form [391], and a real

space mesh size of 300 Ry energy cut-off employing Γ point calculations for all

the modeled systems within the DFT calculations. We have performed non

spin-polarized calculations within generalized gradient approximation (GGA)

considering Perdew-Burke-Ernzerhof (PBE) [389] exchange and correlation

functional using double ζ polarized (DZP) basis sets for all the atomic va-

lence electrons. We consider each hybrid system within a box of dimensions

90 × 90 × 60 Å3 to ensure the negligible interactions between the periodic

images.
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3.3 Results and Discussions

The structures and energetics of various nucleosides, their quartets and dif-

ferent ssDNA oligonucleotides interacting with graphene are discussed here.

The discussions have been divided into two major parts. First, we have

addressed the results obtained from the nucleosides and nucleoside quar-

tets interactions with 2D graphene. Next, we have discussed the structures,

conformations and energetic behaviours of various ssDNA interacting with

graphene in aqueous solution.

3.3.1 Interactions of various nucleosides and nucleo-

side quartets with graphene

Understanding the structural basis and different binding modes of various

nitrogeneous nucleosides with graphene is crucial to examine the detailed

structures of the complicated DNA polymer as will be discussed below while

adsorbing on graphene surface. In this section, we have discussed the in-

teractions of various nucleosides and nucleoside quartets with graphene in

presence of explicit TIP3P water molecules using MD simulations at T =

300 K and P= 1 atm.

Nucleosides adsorption on graphene

In order to understand the formation of various nucleoside quartets on 2D

graphene and the interactions strength of different ssDNA poly-nucleotides

with graphene, it is important to quantify the binding affinity of different

nucleosides with graphene in aqueous environments at room temperature.
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Previous DFT studies have shown that, G binds strongly with graphene,

while A, C, and T have similar binding strength, which is lower than G [455].

However, other studies have shown that the nucleobase binding affinity goes

as: G > A > T > C [456,457], which is expected from their chemical nature.

Note that, the reported values of binding affinities for different nucleobases

are calculated based on mainly gas-phase DFT calculations, where, only the

work by Varghese et al . consider the solvation effects, by implicitly taking

into account the dielectric continuum of water. However, in the presence of

explicit water molecules, two competing forces are simultaneously present:

base-graphene π-stacking interaction and nucleobase solvation by the wa-

ter molecules. To our knowledge, there are no such studies examining the

effect of explicit water molecules in estimating the binding free energy of

individual nucelobase with graphene. Here, we have considered calculating

the binding free energy of various nucleosides interacting with graphene in

aqueous medium using the TI method as described previously. To model the

nucleoside-graphene system, we choose each of individual nucleoside initially

placed at ∼4.0 Å distance apart from a rectangular periodic graphene, con-

taining 416 C atoms, where the plane of the nucleoside is aligned parallel

to the graphene surface. From a 15 ns MD simulation, we have found that

C and T pyrimidine nucleosides bind strongly to the graphene, whereas the

purine nucleosides, A and G, show relatively lesser binding affinity. The cal-

culated binding free energy of different nucleosides are -4.17 kcal mol−1 for

A, -5.77 kcal mol−1 for G, -9.00 kcal mol−1 for C and -6.65 kcal mol−1 for T,

and the binding sequence follows the order: C > T > G > A (see Table 3.1).

Note that, the binding free energy order does not agree with the previously
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Table 3.1: Binding free energies of various nuclosides and nucleosides quartets
with graphene.

Nucleosides Fb (kcal mol−1) Quartets Fb (kcal mol−1)
G -5.77 G4 -17.41
A -4.17 A4 -16.03
C -9.00 N/A -
T -6.65 T4 -16.19
U -8.84 U4 -13.61

reported results. However, the lesser extent of binding free energy found for

T than C is due to the presence of an additional bulky methyl group in T nu-

cleoside, which causes structural destabilization while adsorbing on graphene

surface. This is well consistent with the experimental results [458] reporting

higher binding energy for poly-thymidine than poly-cytosine oligonucleotide.

It is interesting to note that, larger the number of polar sites available in

nucleoside, greater is the extent of solvation free energy, and consequently,

results in lower binding affinity of the nucleoside for the graphene. Thus, the

observed discrepancy in predicting the order of binding strength is mainly

because of the nucleoside solvation effects by the explicit water molecules,

and partly may also be due to the presence of thermal and dynamical fluctu-

ations during the simulation, which were not taken into account in previous

studies [456, 457]. It is worth to mention here that, the binding free energy

order found from our simulation considering only the single nucleosides, may

vary depending on the environmental conditions as well as on the number of

nucleosides present in the simulation.
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Nucleoside quartets on graphene

Here, we present the results obtained from the four nucleoside quartets (G4,

A4, T4 and U4) adsorptions on graphene in aqueous solution using MD sim-

ulations. The starting geometries of all the quartets are modeled from previ-

ously reported structures [97,98,459–462], and are shown in Fig. 3.2. Now,

it is known that, the nucleosides quartets stability is greatly enhanced by

the coordination of monovalent cations. Moreover, it is also known that, the

K+ is best suited for the quartet stability, in particular, for the stability of

G4 quartet. Consequently, we have considered one K+ initially placed above

the center of all the quartet’s core, which is enriched with negative electron

density, with the only exception for A4, for which, we have considered a Cl−

ions coordinated to its central positive electron density rich region. Note

that, in order to neutralize the whole system, each system contains one K+

and one Cl− ions. The nucleoside quartets are placed at ∼4.0 Å above the

graphene plane for all the graphene-quartet systems. After initial tempera-

ture equilibration at T = 300 K, the simulations are carried out for about 15

ns at P = 1 atm, within NPT ensemble, using AMBER MD code. All the

final geometries of graphene-quartets composites after 15 ns MD simulations

run, are shown in Fig. 3.3.

As can be seen, the quartets structures on graphene in aqueous medium

after 15 ns NPT run, show different extent of structural distortions from their

starting planar geometries, depending on the chemical nature of the quartets.

Our results have shown that, only G4 maintains the stable planar quartet ge-

ometry on 2D graphene surface. All others quartets are significantly distorted
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Figure 3.2: Initial structures of all four quartets. (a), (b), (c) and (d) repre-
sent the structure of G4, A4, T4 and U4 nucleoside quartet, respectively.

Figure 3.3: Structures of MD simulated nucleoside quartets on graphene
in presence of explicit water molecules. (a), (b), (c) and (d) represent the
structures of G4, A4, T4 and U4 on graphene after 15 ns NPT simulations.
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and completely lost their initial planar geometries. The nucleosides present

in these quartets are preferred to form base-base π stacks. To understand

the different stacking conformations, we have looked at various forces, which

are acting on the nucleosides (over graphene) in explicit water medium. In

fact, their exist three competing forces simultaneously acting on each nucle-

osides. Firstly, the interactions of nucleoside with graphene via π-π stacking

interactions, which depend on the available π surface area on nucleosides.

Obviously, the purine nucleosides would have large π stacking interactions

with the graphene surface due to the presence of the two ring structures.

Secondly, the π-π stacking and H-bonding interactions between the nucleo-

sides. The nucleoside-nucleoside H-bonding interactions stabilize the planar

quartet’s geometry, while, the π-π stacking favours the stacking of nucleo-

sides on top of each other. The strength of π-π interactions again directly

related to the available π surface area in a nucloside. Third, the solvation of

individual nucleosides through the H-bonding interactions with the solvent

water molecules. This depends on the number of polar sites available for the

water coordinations. We note that, the number of available polar sites for

making H-bonding interactions with solvent water molecules present in each

nucelobase is 7, 6, 4 and 4 for G, A, T and U, respectively. Consequently, the

solvation strength is expected to be more for the purine (G, A) nucleosides

than for the pyrimidine (T, U) nucleosides.

To quantify the binding strength of these nucleosides quartets, we have

calculated the binding free energy for each system using TI methods, as

discussed above. The binding free energy values are provided in Table 3.1.

As can be seen, the G4 forms stable quartets with the greater extent of
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negative binding free energy (-17.41 kcal mol−1) among others. The higher

negative binding free energy of graphene-G4 complex is due to the larger

number of base-graphene π stacks. The binding free energy strength follows

the order as G4 > T4 > A4 > U4. However, the difference in binding free

energy is only ∼0.16 kcal mol−1 between the A4 and T4 quartets with the

graphene.

So far, we have discussed the results mainly on structures and energetics

obtained from the classical MD simulations. As already stated, the clas-

sical MD does not include the electronic degrees of freedom, which needs

to be explicitly treated for calculating any reliable physical and chemical

properties. To investigate the electronic structures, we have used DFT as

implemented in SIESTA code [349, 350], within GGA/PBE as well as vdW

density functional calculations. The vdW-DFT explictly take into account

the dispersion interactions, which are important for predicting the structure

and accurate energetics for these surface adsorbed nucleosides quartets on

graphene systems. We have considered a periodic super cell of single-layer

graphene containing 288 C atoms with the quartets placed at 3.5 Å aboove

the graphene plane. The quartets are modeled as similar to those used for

the MD simulations, without the sugar moiety, which is replaced by the

methyl groups. The separation of a quartet from its mirror image in the

next cell in graphene plane directions (xy-plane) is kept more than 15 Å,

which ensures negligible interactions between the periodic images. Also, the

distance between the two graphene layers in the perpendicular directions to

the graphene surface is ∼40 Å. This also suggest, the negligible interactions

between the periodic images in the direction normal to the graphene plane.
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Figure 3.4: Electronic density of states (DOS) and projected density of states
(pDOS) for G4 (a), A4 (b), T4 (c) and U4 (d) adsorbed on graphene.

The adsorption energy calculated for the quartets adsorbed on graphene

follows the similar trend even found by the density functional theory calcu-

lations. However, the vdW-DFT results slightly small adsorption energy as

compared to the GGA-PBE functional. The equilibrium distances between

the planes of quartet and graphene is found to be ∼3.0-3.5 Å. Our analysis

has also shown that, there is negligible charge transfer between the graphene

and adsorbed nucleobase quartets. This is consistent with the previous study

considering the single nucleobase adsorption onto graphene surface [457].

To understand the electronic structures of these graphene-quartet com-

posities, we have calculated the electronic density of states (DOS) as well as
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projected density of states (pDOS) and provided in Fig. 3.4. It is clear that,

the graphene electronic structure does not change by the presence of these

nucleobase quartets. The characteristic Dirac cone picture, as found in pris-

tine graphene, is preserved for these graphene-quartets complexes. However,

there appears some localized electronic states below the Fermi level, which

mainly come from the adsorbed quartet’s electronic states. The positions of

these localized states are at ∼0.60, ∼0.93, ∼1.09 and ∼1.41 eV below the

charge neutrality point (Dirac point). Interestingly, the positions of these

localized states exactly corresponds to the inonization energy of individual

nucleobases. The present findings suggest that, 2D graphene can be used

for sensing applications of biomolecules with different nucleobase sequences.

Moreover, since the low-energy electronic properties does not alter upon the

nucleobase adsorptions, the same graphene sheet would be useful for recy-

cling processes for many other applications after the desorption of surface

adsorbed molecules.

3.3.2 Interactions of various single-stranded DNA with

graphene

To understand the assembly phenomena of various ssDNA on graphene sur-

face in aqueous media, we need to understand the two distinctive processes:

the process of ssDNA solvation and subsequently, the adsorption of different

ssDNA on graphene. Consequently, we have studied and analyzed the results

stepwise of these two different processes.

First, we look at the solvation processes of all ssDNA considered in the
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present study at physiological conditions, i.e., 300 K temperature and 1 atm

pressure using a NPT ensemble. For this, we consider all five individual

ssDNA (ssdA12, ssdG12, ssdC12, ssdT12 and ssd(AGTC)3) in presence of ex-

plicit TIP3P water molecules and Na+ counter ions in a simulation box of

dimensions 70 × 70 × 70 Å3. We find that all the ssDNA interact with

the solvent water molecules through strong hydrogen bonding interactions,

which is characterised by H-bonds involving a H-bond donor and acceptor

distance of 0.25 - 0.30 nm and 165 - 175◦ angle of ∠donor-H-acceptor. The

strength of H-bonding interactions varies with the number of H bonds formed

in the solution, which, in turn, depend on the nature of various ssDNA. Note

that, all the ssDNA in gaseous phase maintains their helical S shape as

the counter part of duplex DNA, because of the stabilization gains through

inter-base π-π stacking interactions. However, in aqueous medium, there is a

competition between this inter-base π-π stacking interactions and H- bonding

interactions between the ssDNA and solvent water molecules. In fact, we find

that the H-bonding interactions try to destroy ssDNAs helical structure and

consequently, solubilize them in aqueous medium. Note that, unlike duplex

B-DNA, the ssDNA is very flexible in bond torsional angles at least within

the dinucleotide levels as well as within the sugar-phosphate backbone levels.

In fact, the solvation energy should be lower in comparison to the energy

require to destroy π-π stacking interactions and bond torsional rotations

along the DNA sugar-phosphate backbone. In the process of various ssDNA

solvation, the number of inter-base π-π stacking interactions decreases, while

the intra-molecular (within ssDNA) and inter-molecular (between ssDNA

and water) H-bonding interactions increases. Therefore, we consider looking
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Table 3.2: The average number of H-bonds (within 3.5 Å distance between
the H-bond donor and H-bond acceptor) within ssDNA and between the ss-
DNA and water molecules over the 30 ns long MD simulation. Eint represents
the average interaction energy between various ssDNA and water over 30 ns
MD simulation.

Systems Average number Average number Eint

of H-bonds of H-bonds between (kcal mol−1) between
within ssDNA ssDNA and water ssDNA and water

ssdA12 0.24 134.40 -122.73
ssdG12 0.14 150.47 -140.03
ssdC12 2.26 131.91 -124.09
ssdT12 0.67 123.87 -123.25

ssd(AGTC)3 0.88 134.10 -126.45
Graphene@ssdA12 1.80 123.94 -105.82
Graphene@ssdG12 2.57 141.60 -124.25
Graphene@ssdC12 2.80 120.44 -110.06
Graphene@ssdT12 2.35 107.03 -101.53

Graphene@ssd(AGTC)3 1.46 125.53 -114.60
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at the average number of each type of H-bonds over the 30 ns simulation

times. We also focus on the interaction energy between the ssDNA and wa-

ter molecules in order to quantify the solvation strength of various ssDNA

in aqueous solution. We find that ssdG12 forms larger number of H-bonds

(little above 150 as given in Table 1) with the water molecules, and conse-

quently, results in greater solvation energy (140.03 kcal mol−1) among all the

ssDNA. The average number of H-bonds for both ssdA12 and ssd(AGTC)3 is

about 134, while the H-bonds number is about 131 and 123 for ssdC12 and

ssdT12, respectively (see Table 1). We note that, the number of H-bonding

sites available to solvent water molecules present in each nucelobase is 7, 6,

5 and 4 for G, A, C and T, respectively. As a result of that, the ssdG12,

ssdA12 and ssd(AGTC)3 show large number of H-bonds formation with sol-

vent water in comparison to other ssDNA, and thereby, resulting in higher

interaction strengthwith water (higher negatiive interaction energy). More-

over, as given in Table 3.1, the average number of H-bonds between various

ssDNA with water follows the same order as the average number of H-bonding

sites present in each poly-nucleotide. The greater extent of solvation energy

found for ssdG12 and ssd(AGTC)3 compared to other ssDNA, may also be

accounted for the presence of large average surface area exposed to the sol-

vent water molecules. However, we find almost similar interaction energies

for the ssdA12, ssdC12 and ssdT12, and relatively moderate interaction energy

for mixed sequence, ssd(AGTC)3. Also note that, the average number of H-

bonds within the various ssDNA is less than 1 with the exception found for

ssdC12, for which the number is found to be 2, indicating its greater extent

of intra-molecular folding compared to others. Overall, our analysis shows
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Figure 3.5: The schematic of initial simulation system for a representative
system: Graphene@ssdG12 (Explicit water molecules and counter ions are
not shown for better figure quality.)

that both the nucleobase π-π stacking interactions within each ssDNAand

H-bonding interactions between the ssDNA and solvent water molecules have

to be overcome for the stable composite formation with graphene.

Now, before we begin analysing the assembly processes of various ssDNA

onto graphene surface, we first look at the stability of monolayer and AB

stacked bi-layer graphene in presence of explicit water solvent at T = 300 K

and P = 1 atm, in order to validate the reliability of empirical force field used

in the present study. Moreover, although, pristine graphene is hydrophobic
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in nature, it is important to study the interaction between the solvent water

molecules and graphene surface to understand the detailed atomic picture of

graphene dispersion by various ssDNA. Note that, each single-layer of the

graphene model contains 4032 C atoms, and for the initial configuration of

bi-layer graphene, we choose the inter-layer separation of 3.4 Å, and no water

molecules in between the graphene layers. In the MD simulation, we have

not considered any geometric constraint and allowed all the graphene car-

bon atoms to relax during the simulations. Our simulation results show that

the graphene layer remains stable at the simulation conditions, and there is

no penetration of solvent water molecules within the layers for the bi-layer

graphene. We find that the average interlayer separation for the bi-layer

graphene varies from 3.3 to 3.6 Å over the simulation time. The average in-

teraction energy between two layers is found to be -1.21 kcal mol−1 per layer

C atoms. Additionally, the binding free energy is found to be 0.04 kcal mol−1

per layer C atoms. However, we find a significant corrugation of graphitic

layer during the simulation. This is because of the long-range fluctuation at

finite temperature, which is fully consistent with the Mermin-Wagner the-

orem [463] and with the intrinsic rippling observed in graphene [464]. Our

simulations results on mono and bi-layer graphene clearly demonstrate the

reliability of the empirical force field employed in the present study.

Next, we investigate the detailed atomistic picture of assembly phenom-

ena of various ssDNA onto graphene surface with the progress of simulation

time up to a total time of 30 ns. Note that, the hybrid simulation is a com-

plex process and needs systematic study in order to understand the details

of the interaction mechanism. In the initial model structure, we consider
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Figure 3.6: The simulation structures at various time interval for
Graphene@ssdA12. The water molecules and ions are not shown for better
quality of the figure.
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the ssDNA and graphene hybrid, where the helical axis of ssDNA is placed

parallel to the graphene surface, and maintaining an initial distance of about

4.0 Å from the plane of the graphene surface. The initial geometrical ori-

entation of ssDNA with respect to the graphene would provide the details

understanding of adsorption mechanism of various ssDNA during the course

of MD simulations. The schematic of a simulation set up is depicted in Fig.

2. As has already been mentioned, we have considered five sets of individ-

ual simulation with varying the base sequences of ssDNA. To this end, we

choose two pure purine polynucleotides, namely, ssdA12 and ssdG12, and two

pyrimidine polynucleotides, namely, ssdC12 and ssdT12. Additionally, we

also consider a DNA polynucleotide of AGTC consecutive base-sequences,

i.e. ssd(AGTC)3, where the two terminal nucleobases (A and C) are of

different type. Note that, all the polynucleotides are modeled from their cor-

responding duplex B-DNA structure of dodecamer size (i.e., polymer of 12

nucleotides). Consequently, each of the model ssDNA contains 12 nucleobase

of varying sequences. Here, we discuss the assembly processes of various ss-

DNA on graphene surface over 30 ns simulation time step-wise. We would

also analyse the results at 10, 20, 30 ns simulation time in details.

First, we analyse the results obtained for the ssdA12 adsorption onto

graphene surface in aqueous solution. The configurations of graphene@ssdA12

hybrid at different simulation time are shown in Fig. 3.6. Our simulation re-

sults show that within a time period of 10 ns, most of the A nucleobases

formed stable π-stacks with the flat graphene surface. After 10 ns MD sim-

ulation, we find 9 number of A nucleobase formed stable π-stacked onto
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Table 3.3: Average interaction energy (Eint) per nucleotide between the ss-
DNA and graphene, and binding free energy (∆Fbind) per nucleotide for all
graphene@ssDNA systems together with the number of base-graphene and
base-base stacks at different simulation times.

Systems Fint Fbind No. of base-graphene No. of base-base

(kcal mol−1) (kcal mol−1) π stacks π stacks

Graphene@ssdA12 -19.34 -4.56 9 (10 ns), 9 (20 ns), 9 (30 ns) 3 (10 ns), 3 (20 ns), 3 (30 ns)

Graphene@ssdG12 -13.02 -4.14 4 (10 ns), 6 (20 ns), 6 (30 ns) 7 (10 ns), 6 (20 ns), 5 (30 ns)

Graphene@ssdC12 -10.86 -3.57 4 (10 ns), 7 (20 ns), 7 (30 ns) 4 (10 ns), 3 (20 ns), 2 (30 ns)

Graphene@ssdT12 -15.84 -2.18 7 (10 ns), 8 (20 ns), 8 (30 ns) 3 (10 ns), 3 (20 ns), 3 (30 ns)

Graphene@ssd(AGTC)3 -20.84 -5.92 11 (10 ns), 10 (20 ns), 11 (20 ns) 1 (10 ns), 1 (20 ns), 1 (30 ns)

graphene surface, while 3 A nucleobase still maintain their intra-base π-

stacks within the ssdA12. Further progress in simulation time neither change

the ssdA12 conformations adsorbed onto graphene nor altered the number

of base-graphene and base-base π-stacks, as given in Table 3.3. This clearly

indicates that the hybrid system has attained its stable conformation. More-

over, the calculated interaction energy between the ssdA12 and graphene does

not show significant changes after the 5 ns simulation time, as shown in Fig.

S1, suggesting that the stable assembly has been formed within this period of

MD simulation. Also, the root mean square deviation (RMSD) of ssdA12 with

respect to the final energy minimized structure also suggests the formation

of stable graphene@ssdA12 hybrid (See Fig. 3.7). The average interaction

energy and binding free energy per nucleotide between ssdA12 and graphene

is calculated to be -19.34 kcal mol−1 and -4.56 kcal mol−1, respectively.

We also find that the average number of H-bonds between the ssdA12

and solvent water molecules has been reduced to 123 from 134, and thereby,
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Figure 3.7: The interaction energy (Eint) and RMSD of the graphene@ssDNA
systems with the progress in simulation time.

increase in the H-bonding interaction energy (increase in the negative inter-

action strength) in comparison to the free ssdA12 in aqueous environment

(see Table 3.1). However, there is a small increment in the number of intra-

molecular H-bonds, which indicate the structural coiling behaviour as also

found over the progress of simulation time. A detailed structural analysis

reveal that the 2nd A nucleobase from 5′ end forms stable H-bonds with the

1st A nucleobase from 3′ end of the adsorbed ssdA12, resulting in a coiled

structure. Also note that, this H-bonded A-A nucleobase pair form stable

π-stack on the graphene surface.

Now, we discuss and analyse the dynamical adsorption process of ssdG12

polynucleotide onto graphene surface in aqueous solution at T = 300 K and

P = 1 atm. The details of the structural changes during the progress of simu-

lation are shown in Fig. 3.8. We find that the ssdG12 forms stable composite

with graphene after 20 ns of MD simulation, as indicative from the RMSD
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Figure 3.8: The simulation structures at various time interval for
Graphene@ssdG12. The water molecules and ions are not shown for better
quality of the figure.
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and average interaction energy diagrams calculated over the simulation time.

Our results show that at 10 ns simulation time, the number of nucleobase-

graphene π-stack is 4, whereas the number of base-base π-stack is 7. With

the progress in simulation time, the number of base-graphene -stack is in-

creased to 6, and the number of base-base π-stack is decreased to 5 after 30 ns

simulation. This clearly indicates the greater binding affinity of ssdG12 with

respect to the prolonged simulation time. However, we find stable trajectory

over 30 ns simulation time. The calculated interaction energy between ssdG12

and graphene, and binding free energy per nucleotide are found to be -13.02

kcal mol−1 and -4.14 kcal mol−1, respectively. Note that, both the interaction

and binding free energy are comparatively higher than the values obtained

for ssdA12 adsorption on graphene. This demonstrates the greater extent

of adsorption propensity of ssdA12 on graphene surface than ssdG12. The

higher interaction and binding free energy obtained for ssdG12 adsorption on

graphene than ssdA12 can be accounted for the less number of base-graphene

π-stacking interactions for the former composite compared to the later one.

The adsorption process significantly reduces the average number of H-bonds

between the ssdG12 and water molecules, which results in higher solvent-

ssDNA interaction energy than in graphene free ssdG12 in aqueous solution.

We also find a small average number (2.5) of intra-molecular H-bonds within

ssdG12 when adsorbed onto graphene surface. A closer look at the simulated

structure after 20 ns shows that the two G nucleobases, between 4th ade-

nine from 5′ end and 2nd adenine from 3′ end, form stable intra-molecular

H-bonds on graphene surface. Note that, both the purine base sequence con-

taining ssDNA (ssdA12 and ssdG12) form stable and planar intra-molecular
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H-bonds, and consequently, increases the average number of H-bonds within

ssDNA, as given in Table 3.1. These analyses prove that the helical shape

of ssdG12 is completely destroyed upon adsorption on graphene, forming a

folded conformation onto the graphene flat surface.

Next, we have examined the adsorption processes of the pyrimidine base

sequence containing two ssDNA polynucleotides, namely ssdC12 and ssdT12,

on the 2D flat surface of graphene in aqueous medium. As shown in Fig 3.7,

the small fluctuation in interaction energy between the ssDNA and graphene,

and the measured RMSD over the simulation time indicate that, both the

ssDNA form stable hybrid with graphene within the 30 ns simulation time.

The MD snapshots at different simulation times of these two pyrimidine nu-

cleobases containing ssDNA adsorption on graphene are shown in Fig 3.9

and Fig. 3.10. The graphene-ssDNA interaction energy (binding free energy)

estimated for ssdC12 and ssdT12 are found to be -10.86 kcal mol−1 (-3.57 kcal

mol−1) and -15.48 kcal mol−1 (-2.18 kcal mol−1), respectively. The higher

interaction strength found for ssdT12 is due the presence of larger number

of nucleobase-graphene π-stacking interactions compared to ssdC12 adsorp-

tion. Additionally, the presence of 5 H-bonding modes for C nucelobase than

only 4 H-bonding modes in T encompasses a larger number of H-bonding

interactions with solvent water molecules for the former nucleobase, and

hence, reducing the extent of graphene-ssDNA interactions. In fact, as ex-

pected we find larger extent of both interaction energy and binding free

energy for these two pyrimidine nucleobase ssDNA polynucleotide (ssdC12

and ssdT12) as compared to the purine base sequence containing ssdA12 and

ssdG12 polynucleotide. This is because of the presence of larger π-surface
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Figure 3.9: The simulation structures at various time interval for
Graphene@ssdC12. The water molecules and ions are not shown for better
quality of the figure.
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(two-rings) in purine nucleobase, which results in greater π-stacking inter-

actions with graphene π-surface than what is expected in single-ring con-

taining pyrimidine nucleobases. Moreover, it is known that the strength of

nucleobase interaction with graphene goes as: G > A > T > C [456, 457],

which in turn follows their hydrophobicity order [465]. The order of the bind-

ing strength found in our study is well consistent with the individual base-

graphene binding strength, at least with respect to the purine and pyrimidine

base-sequences. Moreover, our simulation results are consistent with the pre-

vious results obtained for nucleobase interactions with single-walled carbon

nanotube [453]. Also, as can be seen from Table 3.1, both the ssDNA form

a small number of intra-molecular H-bonds, suggesting their intra-molecular

folding behaviours.

At this point, it is important to investigate the effect of a mixed base

sequence to compare and contrast the binding strength, and explore their

dynamical conformational changes during the simulation process. To achieve

this, we choose a ssDNA consisting of a consecutive repeat of AGTC base

sequence forming ssd(AGTC)3 polynucleotide. Note that, this particular ss-

DNA contains two different terminal nucelobases, i.e., A and C at the 5′ and

3′ end of ssDNA, respectively. The calculated graphene-ssDNA interaction

energy as well as RMSD (see in Fig 3.7) show a large conformational fluctu-

ations of ssd(AGTC)3 with the progress in simulation time. This is due to

the presence of hetero base sequences in the ssDNA considered here. It is

also to be noted that after 25 ns of simulation, both the fluctuations become

almost constant reaching equilibrated values with time.

As also can be seen from the Fig. 3.11 and Table 3.3, almost all the
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Figure 3.10: The simulation structures at various time interval for
Graphene@ssdT12. The water molecules and ions are not shown for better
quality of the figure.
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Figure 3.11: The simulation structures at various time interval for
Graphene@ssd(AGTC)3. The water molecules and ions are not shown for
better quality of the figure.



3.3 Results and Discussions 144

nucleobase form stable π-stack with the graphene surface. During the 30 ns

simulation time, the number of nucleobase-graphene π-stack changes from 11

(10 ns) to 10 (20 ns), which is further changed to 11 at 30 ns, whereas the

number of base-base π-stacks remains at the constant value of 1. We find

that at 10 ns simulation, the ssd(AGTC)3 form a stable adsorbed π-stacked

structure, where 11 nucleobases are strongly adsorbed onto graphene surface,

forming a circular flat structure. Further increase in simulation time causes

an elongated structure onto the graphene surface which does not alter with

the progress of simulation time. The detailed structural changes during the

progress of simulation are shown in Fig. 3.11. The calculated interaction

energy and binding free energy are found to be -20.84 kcal mol−1 and -5.92

kcal mol−1, respectively. We find the greater extent of binding strength

for ssd(AGTC)3 adsorption on graphene surface in comparison to the other

hybrids. This can be accounted for the larger number of nucleobase-graphene

π-stacking interactions. Moreover, due to the adsorption onto graphene, the

average number of H-bonds with the solvent water molecules is significantly

reduced compared to the free ssDNA solvation, which gives rise to lesser

extent of solvation strength by the water molecules. However, we find a

small average number of intra-molecular H-bonds (1.5) than in any other

graphene-ssDNA hybrid, supporting its solely -stacking stabilized elongated

network formation on graphene surface.

To further investigate the electronic structure of ssDNA adsorbed graphene

composites, we consider studying these composites within DFT calculations.



3.3 Results and Discussions 145

Figure 3.12: The model structures considerd for the DFT study. (a), (b),
(c), (d), and (e) represent the structure of ssdA12, ssdG12, ssdC12, ssdT12

and ssd(AGTC)3 adsorbed onto hydrogen terminated graphene flake, respec-
tively.

To this end, we model these systems from the final equilibrated structures ob-

tained from MD simulation of individual composite followed by energy min-

imization using the steepest descent method. We consider the ssDNA with

rectangular graphene fragment, whose edges are terminated with the hydro-

gen atoms for the dangling bonds. We model these molecular hybrid systems

in vacuum, that is, we do not take into account of any environmental ef-

fects. Moreover, we choose adding hydrogen atoms to the negatively charged

phosphate groups to neutralize the system following previous works [394,466].

The total number of atoms present in these model systems are as follow: 1456

for graphene@ssdA12, 1210 for graphene@ssdG12, 1264 forgraphene@ssdC12,

1208 for graphene@ssdT12, and 1543 for the graphene@ssd(AGTC)3. We

only consider optimizing the position of the added hydrogen atoms present

in each composite using DFT. All the partially optimized structures of model

systems are shown in Fig. 3.12.
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Figure 3.13: The electronic density of states (DOS) (a), and the HOMO
(H) and LUMO (L) molecular orbitals for the ssdA12 (b), ssdG12 (c), ssdC12

(d), ssdT12 (e) and ssd(AGTC)3 (f) adsorbed hydrogen terminated graphene
flake, respectively.
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First, we consider discussing the DFT computed interaction energy be-

tween graphene and various ssDNA in their folded conformations. To ac-

complish this, we calculate interaction energy by subtracting the energy of

graphene and ssDNA components from the total energy of the respective

hybrid composite. The calculated values per nucleobase are -9.21, -15.66,

-16.45, -18.73 and -13.02 kcal mol−1 for ssdA12, ssdG12, ssdC12, ssdT12,

and ssd(AGTC)3, respectively. The predicted interaction strength follow

as: ssdT12 > ssdC12 > ssdG12 > ssd(AGTC)3 > ssdA12. Note that, the

DFT computed trend in interaction energy does not follow either the inter-

action energy or binding free energy trend estimated from 30 ns MD simula-

tion.This may be due to the lack of any environmental effects considered in

DFT calculations. Moreover, we do not find any interfacial charge-transfer

between graphene and various ssDNA, suggesting the importance of non-

covalent van der Waals and π-π stacking interaction for stabilization of these

nano-biocomposites. Furthermore, we also consider calculating the electronic

density of states (DOS) together with the projected density of states (pDOS)

of individual components, and the distribution of highest occupied molecu-

lar orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) for

analysing the electronic structure of these model composites in details.We

present the electronic DOS and pDOS in Fig. 3.13(a). We find the significant

electronic states at the Fermi energy for all ssDNA-graphene hybrids.The

pDOS analysis reveals that the major contribution to the DOS at Fermi en-

ergy mainly comes from the graphene component of these composites. How-

ever, a small contribution to the total DOS also comes from the ssDNA com-

ponent, in particular, from π-stacked nucleobases, for the ssdC12 and ssdT12
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adsorbed graphene complexes. This is also clear from their small HOMO-

LUMO gap values: 44 and 38 meV for ssdC12 and ssdT12, respectively, in

their free wrapped conformations. The orbital contributions from ssDNA to

the DOS for other systems occur at relatively lower in energy. We also find

that all the bio-composites show very small HOMO-LUMO electronic gap

values, indicating their near-conducting behaviours. The calculated gap val-

ues for ssdA12, ssdG12, ssdC12, ssdT12, and ssd(AGTC)3 adsorbed graphene

hybrids are 3, 10, 1, 2, 5 meV, respectively, which are very small in com-

parison to the thermal energy at room temperature (∼26 meV). In fact, we

find that these calculated small gap values resemble the HOMO-LUMO gap

values of their rectangular graphene fragments. Our analysis also shows that

these small gap values arise mainly because of the presence of graphene zigzag

edge states, which is consistent with the HOMO and LUMO frontier molecu-

lar orbital diagrams as shown in Fig. 3.13. We find that these two molecular

orbitals are mainly localized on the zigzag carbon edges of all the graphene

fragments considered. However, in an infinite graphene sheet, there are no

edge states. Here, edge passivation by hydrogen atoms causes partially oc-

cupied edge states at the Fermi level, resulting in metallic behaviour, which

needs to be excluded for mimicking infinite graphene sheet. Furthermore, the

2D graphene surface becomes corrugated by the ssDNA adsorption. Thus, it

is anticipated that the ssDNA adsorbed infinite graphene hybrid would act

as small gap semiconductor.
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3.4 Conclusions

In conclusion, we have shown that the biologically important various ss-

DNA oligonucleotides can serve as efficient dispersing agents for graphene in

aqueous medium, using all atom MD simulation at room temperature and

1 atm pressure. Our simulation results show that when ssDNA is added to

the aqueous solution of graphene, there exist three simultaneous competing

forces: first, the base-base π-π stacking interactions within ssDNA (favour

the native ssDNA helical shape), second, H-bonding interactions with sol-

vent water molecules (helps in solubilization process of ssDNA), and third,

the base-graphene π-π stacking interactions (assist ssDNA adsorption on

graphene). Results obtained for various ssDNA oligonucleotides interaction

with graphene show that the binding free energy order goes as: ssd(AGTC)3

< ssdA12 < ssdG12 < ssdC12 < ssdT12, indicating the importance of both

π-π stacking as well as H-bonding interactions. Interestingly, we have found

that, the interactions follow the same trend as obtained for single nucleoside

interaction with graphene in aqueous solution. This clearly demonstrates

that the nature of nucleobase, not the sugar phosphate backbone, together

with the number of base-graphene π-stacks, are the key determining factors

while solubilizing graphene with different ssDNA in aqueous solution. We

also found two distinctive ssDNA assemblies, namely coiling and elongated

network structures, on to graphene surface resulting from two competing

forces acting on ssDNA in graphene solution. Moreover, our results suggest

that the hetero-base sequences containing ssDNA, such as, ssd(AGTC)3, is

the most suitable candidate within the ssDNA considered here, compared
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to any other ssDNA while dispersing graphene like materials in aqueous so-

lution. Additionally, we have also studied detailed electronic structures of

these ssDNA-graphene composites, highlighting their conduction properties.

We believe that our results certainly would help in understanding the de-

tailed underlined mechanisms for the ssDNA assisted graphene dispersion in

aqueous solution.
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4.1 Introduction

Nano-carbons, like graphene, carbon nanotube, fullerene and their deriva-

tives, have been of potential research interest in recent years for their novel

low-dimensional intriguing structural, electronic and magnetic properties [260,

261, 467–474]. Because of its versatile and unique properties, graphene, a

strictly two-dimensional (2D) mono-layer of carbon atoms tightly packed into

a honeycomb lattice [194,406], has become an ideal candidate for application

in the next generation electronic devices [260, 475–478]. Interestingly, it is a

strictly zero band gap semiconductor, also known as semi-metal, possessing

linear dispersive bands at the Fermi level forming perfect Dirac cone [406].

Contrastingly, its boron-nitrogen analogue, 2D hexagonal BN (h-BN) sheet,

is a large band gap insulator with flat bands [185, 190, 191, 479–481]. Pres-

ence of controlled way of transition from insulators through semiconductors

to conductors, among all the nano- structured materials, 2D graphene and

h-BN sheet with completely contrasting electronic and magnetic properties,

are of practical interest in nano-science and nano-technology.

Electronic as well as magnetic properties of low-dimensional materials are

mainly governed by their size, geometrical shape and the carrier types and

concentrations. The massless Dirac Fermions present in graphene results

in very high carrier mobilities arising from complete delocalization of π elec-

trons, whereas the carriers mobility of h-BN sheet is very poor due to charge-

transfer induced electron localization on B and N atoms. Moreover, it has

been shown that electron or hole mobility can be controlled by tuning exter-

nal electric field in graphene based field effect devices [260]. Furthermore, the
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utilization of spin components in graphene based electronic devices depends

on the extent of spin polarization [482–485]. In this respect, half-metallic ma-

terials are potentially demanding which show zero band gap for electrons with

one spin orientation and insulating or semiconducting band gap for the other

spin orientation [486–489]. In fact, appropriate controlling and/or tuning

of the electronic and magnetic properties of graphene has numerous applica-

tions in fabrication of advanced electronic devices. The electro-chemical dop-

ing [490] and chemical modifications [491,492] have been considered the two

viable routes for controlling the carrier type and concentration. In fact, the

molecular doping induced charge transfer offers a leading approach in tuning

of carrier types and its concentrations without invoking significant structural

changes in graphene [491–497]. In addition, the replacement of graphene C

atoms by B or N atoms would result in a desired and tunable carrier type

and its density. Only recently, the B and N substituted nano-carbons, known

as BCN analogue, has been realized experimentally [238, 251, 252, 498–502],

and has been extensively studied theoretically exploring their novel proper-

ties [251, 254, 503–513]. Note that, the BCN analogue of graphene so far

studied, mainly consist of irregular distribution of B and N atoms which re-

sults in more energy cost and a few studies only involve domain wise phase

segregation [252, 254, 257, 499, 504]. More recently, an innovative experi-

mental realization of domain segregated BCN analogue of graphene has been

materialized, in which one region is rich with C (graphene), while other one is

enriched with BxNy nano-domains [237, 514]. This BCN hybrids are consid-

ered as hybridized boron nitride and graphene domains. More interestingly,

the band gap nano-engineering in graphene as well as in h-BN sheet is of
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potentially demanding and more desirable for fabricating advanced devices.

There have been several attempts to fulfil this goal in the literature. Along

these lines, the realization of energy band gap in graphene by defects engi-

neering, introducing lattice strain, and by the presence of external dopant as

well as chemical functionalizations have been explored both theoretically and

experimentally [515–519]. Moreover, the breaking of A-B sublattice symme-

try in graphene by local structural distortion can result in band gap opening.

This has been achieved by surface adsorption of various organic molecules

and with nanoparticle adsorbates [493, 517]. In fact, it has been shown that

a tunable band gap can be realized in graphene by the controlled adsorp-

tion of water molecules [520]. Additionally, the presence of nano-holes in

graphene, known as nano-porous graphene or graphene anti-dots [521–526],

has also been shown to be effective in semiconductor applications with tun-

able band gaps. The presence of nano-holes in graphene creates a potential

barrier for its carrier mobilities, giving rise to the band gap opening. How-

ever, most often, the presence of nano-holes in graphene does not provide

suitable structural framework for realistic applications, and therefore remain

a challenging issue to be achieved practically. In contrast to this, one can

build a nano-hybrid by filling these nano-pores of graphene with suitable

semiconducting or insulating nano-domain materials which have similar sp2

hybridized hexagonal lattice architecture, as present in graphene. This can

be accomplished by utilizing nano-domains of h-BN with varying shapes and

sizes. In fact, nano-patching of graphene, a zero band gap material, with its

h-BN analogue, a large band gap insulator, can produce a hybrid (BxNyCz)

nanomaterials with tunable band gap values. Interestingly, this has recently
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been demonstrated by chemical vapor deposition technique by Ajayan and

co-workers [237]. The experimental achievements in synthesizing domain

segregated BxNyCz nano-hybrids motivate us to pursue the present study in

details which holds good promises for next generation device applications.

In the first part of this chapter, we have discussed the results obtained

from a detailed, systematic and comprehensive analysis of the changes in

structural as well as in electronic and magnetic properties of BxNy (with

variation in x and y (integers) values) modified 2D graphene, using first-

principles DFT calculations. Here, we have considered a mixture of three

elements packed into a 2D honeycomb lattice. Since boron is a Lewis acid,

it has strong affinity for nitrogen resulting in strong B-N bonds. In fact,

the bonding energy of ’C-C’ and ’B-N’ bonds are comparatively higher than

that of other hetero bonds (C-B and C-N) present in the hybrid system.

Consequently, the hybrid systems will be domain segregated into two different

regions; one with graphene C rich domain and other with BxNy enriched

domain to gain thermodynamic stability. Presumably, we have considered

a few representative regular shaped BxNy nano-domains in graphene. We

have chosen a hexagonal (H-BxNy), two rhombohedral (Ra-BxNy and Rb-

BxNy), and two triangular (Ta-BxNy and Tb-BxNy) shaped nano-domains in

graphene with varying sizes. Different BxNy nano-domains under study are

shown in Fig. 4.1.

Our results have shown that all the nano-hybrids are thermodynamically

feasible to synthesize and have intermediate structural stability in between

that of pristine graphene and h-BN sheet. We found that a major variety
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of electronic and magnetic properties emerges as a result of BxNy nano-

domain within graphene, depending on their shapes and sizes. We also found

that it is possible to engineer the band gap of the BxNyCz nano-hybrids by

simply varying the domain sizes. Interestingly, the T-BxNy nano-domains

of varying shapes and sizes hybridized with graphene, result in metallic,

semiconducting as well as half-metallic electronic states with full control over

its spin components.

Additionally, we have also presented a detailed discussions on the quasi-

1D hybridized zigzag graphene and boron nitride nanoribbons structures in

the later part of this chapter. Moreover, the BN-fused zigzag polyacene

nanoribbons, synthesized recently [248], have also been studied in great de-

tail. Particularly, the electronic structures and the electircal transport prop-

erties are investigated for these nanoribbons, and their possible devices appli-

cations are also addressed. In fact, the study offers the potential for designing

advanced electronic and magnetic devices.

4.2 Computational Methods

The first-principles calculations are carried out using the linear combina-

tion of atomic orbital density-functional theory (DFT) methods implemented

in the SIESTA package [349, 350]. The generalized gradient approximation

(GGA) in the Perdew-Burke-Ernzerhof (PBE) form [389] and double ζ polar-

ized (DZP) basis set are chosen for the spin-polarized DFT calculations. The

interaction between ionic cores and valence electrons is described by norm

conserving pseudopotentials [390] in the fully non-local Kleinman-Bylander
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form [391]. The pseudopotentials are constructed from 3, 4, and 5 valence

electrons for the B, C and N atoms, respectively. A reasonable mesh cutoff of

400 Ry for the grid integration is utilized to represent the charge density. For

full relaxation of all systems, we have sampled the Brilliouin zone by 5 × 5 ×

1 k-points using the Monkhorst-Pack scheme, whereas, for electronic proper-

ties calculations, the Brilliouin zone is sampled by 10 × 10 × 1 k-points. We

have also performed the geometry optimization for a BxNyCz nano-hybrid

considering 7 × 7 × 1 k-points, and found that there is a very small (less

than meV order) change in total energy. Thus, we restrict ourselves for ge-

ometry optimization with 5 × 5 × 1 k-points for all systems studied. The

optimal atomic positions are determined until the magnitude of the forces

acting on all atoms is less than 0.04 eVÅ−1. GGA approximation takes into

account the semi-local exchange correlations which have significant impact on

low-dimensional spin systems like graphene and carbon nanotubes. Periodic

boundary conditions and a supercell approximation are used to model differ-

ent shapes and sizes of BxNy nano-domains patched with 2D graphene. The

8 × 8 supercell (19.7 × 19.7 × 20 in Å) containing 128 atoms of graphene

is used for the electronic structure calculations. The vacuum separation of

20 Å between two layers is found to be sufficient to ensure the energy con-

vergence. Within the calculation methods, the estimated lattice constants

of graphene and h-BN sheet are 2.48 Å and 2.51 Å, respectively, which cor-

respond to a C-C and B-N bond lengths of 1.43 Åand 1.45 Å, respectively.

These values are close to the experimental values (2.46 Å for graphene and

2.50 Å for h-BN sheet) found at low temperature [527].

For the calculations on nanoribbons structures, the Monkhorst-Pack K
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sampling grid is set to 70 points in the periodic direction. The conjugate

gradient method is used for geometry optimization until the force acting

on each atom is less than 0.04 eV Å−1. A large vacuum separation of 30Å is

used to suppress spurious interactions between the images in the non-periodic

directions.

Our spin transport calculations are based on the non-equilibrium Greens

function formalism (NEGF) as implemented in the TRANSIESTA pack-

age [528], extended to spin-polarised systems. However, here, we have con-

sidered both the zero bias limit as well as finite bias electron transmission and

focused on electron transmission close to the Fermi energy. We have also cal-

culated the I-V characteristics for the selective zigzag boron-nitrogen-carbon

nanoribbons (ZBNCNRs), as will be discussed in the following sections, for

its possible applications in electronic devices. The transmission is obtained

from the following expression:

T (E) = Tr
[

ΓL(E)G(E)ΓR(E)G
†(E)

]

(4.1)

where, the Green’s function, G(E) is calculated from the Hamiltonian and

self-energies of the central region. Γα(E) is the imaginary part of the self-

energies (times two) of the left and right electrodes (α = L,R). The spin-

polarized current, I (Vb) at a bias-voltage, Vb, is calculated using Landauer-

Buttiker formula:

I(Vb) = (e/h)

∫ µR

µL

[f (E, µL)− f (E, µR)]T (E, Vb) dE (4.2)

where, the µL = EF−Vb/2 and µL = EF+Vb/2, are the chemical potential for
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Figure 4.1: Schematic diagram of various BxNy nano-domains presence in
graphene which includes rhombohedral R-BxNy (a), hexagonal H-BxNy (b)
and triangular Ta-BxNy (c, d) and Tb-BxNy (e, f) nano-domains. The gray,
blue and red colour atoms correspond to carbon, nitrogen and oxygen, re-
spectively.

the left and right electrode, respectively. EF and Vb are the Fermi energy and

applied source-drain bias voltage, respectively. Note that, here T is a function

of both energy (E) and bias voltage (Vb) as the bias voltage is included while

calculating the Hamiltonian and thereafter the Green’s function, G(E, Vb).

4.3 Results and Discussions

4.3.1 BxNyCz: Hybrid of graphene and h-BN sheets

First we focus on the relative thermodynamic stability of these modified

graphene nano-hybrids as a function of the embedded BxNy domain shapes

and sizes. In fact, the thermodynamic stability of these modified hybrids

strongly rely on the geometry of the nano-domains and their concentrations.
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The structural stability and thermodynamic feasibility of a nano-hybrid de-

pend on the extent of cohesive and formation energy, respectively. Thus, we

calculate the cohesive energy (Ecoh) of all the nano-hybrids using the equation

(4.3). We also have calculated the formation energy (Efor) using equation

(4.4), following a zero temperature approach customarily used to determine

the relative energy cost for the formation of hybrid BxNyCz mixtures from

their pristine analogues [529–533]. Note that, within this approach, the for-

mation energies of the pristine graphene and pristine h-BN sheet are equal

to zero, and thereby provides us a reference frame for comparing with other

nano-hybrids:

Ecoh = [Etot −
∑

i

Ni ∗ Ei]/N(i = C,B,N) (4.3)

Efor = [Etot −
∑

i

ni ∗ µi]/N(i = CC,BN,C,B,N) (4.4)

where Ecoh and Ef are the cohesive and formation energy per atom of the

ground state of BxNy modified graphene nano-hybrid, respectively, while

Etot and Ei represent total energy of a nano-hybrid and of individual ele-

ment present within the same supercell, respectively. The Ni and ni are the

number of ith species present in BxNyCz for Ecoh and Ef energy calculation,

respectively, while N is the total number of atoms present in a supercell (i.e.,

N = 128). The µi is the suitable chemical potential of the ith species. Addi-

tionally, depending on the atomic reservoir employed in synthesizing BxNyCz

nano-hybrids, we can have either a nitrogen- or a boron-rich environment.

The chemical potential for C, C-C and B-N can be obtained straightforwardly
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from the corresponding infinite sheet calculation. However, to obtain µB and

µN , we use the following thermodynamic constraint: µB−N = µB + µN . Con-

sequently, µB is obtained for boron- rich environment by considering µN to

be α-phase of solid nitrogen (µN = -270.22 eV). Similarly, µN is obtained for

nitrogen-rich environment by considering µB to be metallic α-B phase (µB

= -77.23 eV). The details of this approach can be found elsewhere [529–533].

As is well known, higher the cohesive and formation energy, higher is the

structural stability and greater is the thermodynamic feasibility of the nano-

hybrids formation. In fact, as shown in Table 4.1, we find that all the BxNy

substituted graphene hybrids have intermediate cohesive energy in between

that of pristine graphene (-8.65 eV/atom) and h-BN sheet (-7.79 eV/atom).

Consequently, it should have in between structural stability. However, with

increasing concentration of embedded BxNy nano-domain belonging to a spe-

cific shaped nano-domains, the cohesive energy decreases and tends to attain

the value of pristine h-BN sheet. Moreover, for the non-stoichiometric hy-

brids where there is a difference between number of B and N atoms (e.g.;

T-BxNy substituted graphene hybrids), we find more negative Ecoh for B-rich

BxNyCz in comparison to the N-rich one. This can be understood as follows.

For B-rich nano-hybrids, B being a strong Lewis acid, induces charge transfer

driven extra cohesivity between the graphitic border C atoms and B atoms

from the substituted BxNy domains, and hence results in relatively larger

Ecoh, compared to N-rich nano-domains.

Furthermore, as shown in Table 4.1, the relative formation energy slightly

decreases (i.e. more +ve values) with increase in the size of BxNy nano-

domains present in graphene irrespective of their shapes. This is because of
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the more interfacial energy cost arising from larger perimeter of embedded

nano-domains as we move towards bigger nano-domain sizes. Interestingly,

we find that the extent of Efor is smaller for R-BxNy (Fig. 4.1a, b), H-

BxNy (Fig. 4.1c), and Ta-BxNy (Fig. 4.1d) patched graphene compared to

other nano-patching. This can be understood as follows. For a ternary al-

loy containing 3 elemental species C, B, and N in a 2D honeycomb lattice,

the systems always try to maximize the number of ’C-C’ and ’B-N’ bonds

and correspondingly, try to avoid the bonds between C and B, as well as be-

tween C and N, to gain the thermodynamic stability. Consequently, the more

regular shaped BxNy hybridized graphene systems would have more thermo-

dynamic stability compared to any other nano-hybrids. In fact, among all

regular shaped BxNy substituted graphene, the above three systems have

smaller interfacial energy, and show relatively smaller extent of formation

energy (i .e. less positive Efor values). Moreover, we find relatively less Efor

for H-BxNy substituted graphene, because of the smaller interfacial energy

arising due to their less perimeter among others. This is also expected as

the system has stable six member borazine unit in place of stable benzene

ring. Interestingly, we find that the N-terminated BxNy patched graphene

nano-hybrids have greater extent of Efor in comparison to the presence of

B-terminated BxNy nano-domains. This also can be accounted as follows.

For the BxNyCz hybrids consisting of B-terminated nano-domains, there is

an extra energy cost arising from the interfacial charge transfer between B

and C atoms in comparison to the presence of N-terminated nano-domains in

graphene. This is well consistent with the results reported in earlier studies,

showing the preference for forming the N-terminated edge structures [532].
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Figure 4.2: Electronic band structures of (a) pristine graphene, and (b) Ra-
B8N8, (c) Rb-B9N9, (d) H-B27N27 substituted graphene nano-hybrids. The
energy is scaled with respect to the Fermi energy (EF ).

Note that, the relative difference in Ffor is very small for various BxNyCz

nano-hybrids. However, we believe that all the BxNy substituted graphene

systems proposed in the present study would be thermodynamically feasible

to synthesize under suitable experimental growth conditions, as has already

been demonstrated [237].

A summary of the results for the optimized structures for all nano-hybrids

are provided in Table 4.1.

To understand the effect of various shaped BxNy nano-domains within

graphene on electronic structure, we plot band diagrams in Fig. 4.2. We

first focus on nano-hybrids which are iso-electronic (i.e., possessing same

number of electrons) with their parental compounds, namely Ra-BxNy, Rb-

BxNy, and H-BxNy nano-domains. The graphene-R-BxNy/H-BxNy hybrids

can be considered as a 2D mixture of C, B, and N, where some of the ’C-C’

bonds are substituted by ’B-N’ bonds. In both cases, the number of B and

N atoms present in the domains are exactly equal, and thereby imposing no

extra charge carriers into the systems. As can be seen from Fig. 4.2(a), the
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Table 4.1: The cohesive energy (Ecoh), formation energy (Efor), and band
gap (Eg) for BxNy substituted graphene systems.

Nano-domains Ecoh (eV/atom) Efor (eV/atom) Eg (eV)
Ra-B8N8 -8.50 0.04 0.29
Ra-B15N15 -8.38 0.06 0.48
Ra-B24N24 -8.24 0.08 0.76
Ra-B35N35 -8.08 0.10 0.80
Rb-B4N4 -8.54 0.05 0.19
Rb-B9N9 -8.47 0.06 0.32
Rb-B16N16 -8.35 0.08 0.39
Rb-B25N25 -8.21 0.10 0.48
Rb-B36N36 -8.05 0.11 0.85
H-B3N3 -8.58 0.03 0.12
H-B12N12 -8.43 0.05 0.38
H-B27N27 -8.20 0.08 0.62
Ta-B7N6 -8.52 0.06 0.00
Ta-B6N7 -8.51 0.05 0.00
Ta-B12N10 -8.45 0.09 0.00
Ta-B10N12 -8.43 0.08 0.00
Ta-B25N21 -8.26 0.15 0.00
Ta-B21N25 -8.22 0.13 0.00
Tb-B6N3 -8.55 0.09 -
Tb-B3N6 -8.52 0.08 -
Tb-B10N6 -8.49 0.12 -
Tb-B6N10 -8.45 0.10 -
Tb-B15N10 -8.41 0.15 -
Tb-B10N15 -8.37 0.13 -
Tb-B28N21 -8.23 0.21 -
Tb-B21N28 -8.16 0.18 -
Tb-B36N28 -8.11 0.24 -
Tb-B28N36 -8.03 0.22 -
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graphene band structure shows a perfect Dirac cone picture which arises due

to the meeting of valence band maxima and conduction band minima at the

Brillouin zone high symmetric K-point. Interestingly, the Fermi level lies

exactly in between valence and conduction bands, leading to a zero band gap

semiconductor, also known as semi-metallic graphene. Also can be seen from

Fig. 4.2(b,c,d), the graphene nano-hybrids containing Ra-B8N8, Rb-B9N9, and

H-B12N12 domains show semiconducting band gaps with gap value varying

with the BxNy concentrations (see Table 4.1). In fact, the band gap in-

creases with increase in nano-domain concentrations in accordance with the

experimental findings [237]. This can be understood as we move to a hybrid

system with higher insulating domain concentration where the intrinsic carri-

ers feel a large potential barrier for its ballistic transport as observed in pure

graphene [534]. The similar trend in band gaps variation with BxNy nano-

domain concentrations for these three different shaped BxNy nano-domains

present in graphene make us to conjecture that the band gap variation is not

shape dependent, rather depends solely on the size or concentration of the

BxNy nano-domains. We also find that the band structures around the Dirac

point are significantly affected by the BxNy substitution in graphene. The

linear dispersion of bands at K-point in graphene slowly disappear with in-

crease in BxNy concentrations, and almost localized flat bands characteristic

of pure h-BN sheet appear at higher concentration of BxNy nano-domains

(see Fig. 4.2). However, the Fermi level is placed exactly in between the

valence and conduction bands, as there is no predominating charges (either

electrons or holes) in these hybrid systems. These systems can be considered

as nano-hybrids where the ’C-C’ pairs are replaced by their iso-electronic
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analogue ’B-N’ pairs and thereby, inducing no extra charge. Interestingly, as

shown in the Fig. 4.2, the valence and conduction bands are symmetric with

respect to the Fermi energy, due to the electron-hole symmetry.

For pure 2D graphene, spin-polarized DOS vanishes exactly at Fermi level

due to the presence of massless Dirac fermions and thereby there is no net

spin-polarization in the system. The calculated DOS together with its projec-

tions on individual species (pDOS) for various graphene-BxNy nano-hybrids

clearly show that the accessible electronic states near the Fermi energy mainly

arise from the border C atoms (C atoms those are bonded to B and N atoms)

and to some extent C atoms of bulk graphene. With the increase in the BxNy

concentrations, the contributions from the B and N atoms become significant

along with the C contributions. Furthermore, the extent of contribution to

the valence and conduction bands energy states are greater from B and N

atoms, respectively. Interestingly, we also find that all the systems are stable

in nonmagnetic ground states. An extensive analysis of band structure and

DOS predict the carriers spin symmetries for all the systems resulting in a

nonmagnetic ground electronic state where all sites bear zero spin moment.

We now focus on the changes in electronic and magnetic properties of

graphene hybridized with triangular shaped (T-BxNy) nano-domains. De-

pending on the triangular geometry, the domain can be classified in two

categories, namely, Ta-BxNy and Tb-BxNy (see Fig.1d, 1e). In each cate-

gory, there exists two possibilities of edge termination of the embedded nano-

domains. The edge can be terminated either by B or N atoms, and depending

on the termination, the system might have excess of holes or electrons, respec-

tively. Consequently, the patching of T-BxNy nano-domains with graphene
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Figure 4.3: Electronic band structures of Ta-BxNy substituted graphene
nano-hybrids with varying domain sizes. The pair (a, d), (b, e), and (c, f)
are the complementary nano-domains patched with graphene systems. The
energy is scaled with respect to the Fermi energy (EF ).

results in intrinsically either hole or electron doped systems. In Fig. 4.3, we

present the electronic band structures of Ta-BxNy substituted graphene with

increasing nano-domain sizes for both B and N terminated nano-domains in

the top and bottom panel, respectively. We find that all graphene-Ta-BxNy

hybrids are stabilized in metallic ground states. The metallicity arises due

to the presence of mid-gap states in between valence and conduction bands

aligning with the Fermi level. These mid-gap states originate due to the

imbalance in A-B sublattices within BxNyCz hybrid. The number of such

mid-gap states are equal to the difference in the sublattice imbalance [535].

The existence of these mid-gap states at or near the Fermi energy leads to

various exotic electronic ground states. Interestingly, we find one, two, and

four mid-gap states, according to the difference between number of B and N

atoms present in nano-domains with increasing sizes (see Fig. 4.3). We also



4.3 Results and Discussions 168

analyze the wave functions at different high symmetric k-points in details

to understand microscopically the origin of such states. From an analysis of

wave functions, we find that the propensity of the atomic orbital contribu-

tions to these mid-gap state wave functions do mainly come from the border

graphene C atoms, in particular from their pz-orbitals. Increasing sizes of

Ta-BxNy domains give rise to a significant contribution from the pz-orbitals

of both B and N atoms. Furthermore, an analysis of electronic DOS as well as

pDOS reveal that the major contribution to the electronic conducting states

at the Fermi level arises from graphene C atoms with small contribution

from B and N atoms. The presence of spin symmetry between the majority

and minority spin channels induces zero spin-polarization for systems with

smaller BxNy. Interestingly, we also find that the valence and conduction

bands in band diagrams (see Fig. 4.3) of the electron rich systems (Ta-BxNy

with x < y) are changed to an inverted structure for hole rich systems (Ta-

BxNy with x > y). This is because of the presence of electron-hole symmetry

between these complementary nano-hybrids.

We now consider a pair of nano-domains making the system iso-electronic

(for example, if we consider the pair Ta-B12N10 (Fig. 4.3b) and Ta-B10N12

(Fig. 4.3e) with equal number of holes and electrons, respectively) to study

the effect on the electronic structure. Although, the individual nano-domains

hybridized with graphene show perfectly metallic electronic ground states,

the pair of complementary nano-domains simultaneously hybridized with

graphene possessing no extra charge give rise to a semiconducting electronic

structure. Note that, the supercell containing complementary nano-domains

patched with graphene does not have any imbalance in A-B sublattice, and
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Figure 4.4: Electronic band structures of Tb-BxNy substituted graphene
nano-hybrids with varying substituents concentrations. The pair (a, f), (b,
g), (c, h), (d, i), and (e, j) are the complementary nano-domains present in
graphene systems. The energy is scaled with respect to the Fermi energy
(EF ).

hence, does not provide any mid-gap states at Fermi energy for metallicity.

Here the situation is exactly similar to the case of Ra-BxNy nano-domain

hybridized with graphene, as discussed earlier.

To analyze the effect of Tb-BxNy nano-domain sizes on electronic struc-

ture, we have considered a few representative Tb-BxNy nano-domains with

increasing size in graphene supercell. The (x,y) pairs include (6,3), (10,6),

(15,10), (28,21), and (36,28) for B-terminated nano-domains, and in case of

N-termination, the pairs include (3,6), (6,10), (10,15), (21,28), and (28,36)

for various sizes of nano-domains. In Fig. 4.4, we plot the electronic band di-

agrams for B- (upper panel) and N-terminated (lower panel) nano-domains

patched with graphene. Interestingly, we find that the nano-hybrids can
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have a tunable electronic ground states, metallic ↔ semiconducting ↔ half-

metallic, with simply varying the sizes of embedded nano-domains. Note

that, all these systems have mid-gap electronic states in between valence and

conduction bands arising due to the imbalance in A-B sublattice as men-

tioned above. As shown in Fig. 4.4, we find that the complementary pair

Tb-B6N3 (Fig. 4.4a) and Tb-B3N6 (Fig. 4.4f) hybridizing with graphene show

a perfectly conducting ground state as one of the mid-gap states crosses the

Fermi energy, whereas the hybridization of Tb-B10N6 (Fig. 4.4b) and Tb-

B6N10 (Fig. 4.4g) nano-domains with graphene leads to a semiconducting

band structure as none of these mid-gap states cross the Fermi level. In-

terestingly, with increasing Tb-BxNy domain sizes, we also find a metallic

and a half-metallic band structure; i.e., one of the spin channel has semicon-

ducting band gap whereas, the other spin channel is available for electronic

conduction. From an analysis of wave functions, we find that the mid-gap

states near the Fermi energy mainly originate from 2pz-orbitals of C atoms

directly bonded to the B and N atoms (i.e., border C atoms). However, with

increasing nano-domain sizes, the contribution arising from 2pz-orbitals of B

and N atoms become more significant.

For a better understanding of individual species contribution to the total

DOS at and near the Fermi energy, we plot the DOS together with pDOS

in top panel of Fig. 4.5 for the representative nano-domains, Tb-B36N28 and

Tb-B28N36 patched graphene, respectively. It is clear from the Fig. 4.5 that

the former hybrid is a metal whereas, the later one stabilizes as a half-metal.

As also can be seen from Fig. 4.5 (top panel: (a) and (b)), the DOS at and
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Figure 4.5: Electronic total density of states (DOS) and projected density
of states (pDOS) of (a) Tb-B36N28 and (b) Tb-B28N36 substituted graphene
nano-hybrids with their spin-density (↑-spin - ↓-spin) distribution. The en-
ergy is scaled with respect to the Fermi energy (EF ).
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near the Fermi energy mainly comes from border C atoms with lesser con-

tribution from B and N atoms. Moreover, a significant contribution from B

and N atoms arises for larger domain sizes with greater contribution from B

and N atoms for the B- and N-terminated nano-domains, respectively. Here,

we should point out that the nano-hybrids consisting of Tb-B36N28 and Tb-

B28N36 nano-domains, exhibit significant structural overlap between the ad-

jacent nano-domains in the supercell, and can be considered as a patchwork of

triangular h-BN and graphitic nano-domains. However, the calculated energy

cost for these nano-hybrids are within ∼ 4-6 kcal/mol with respect to their

pristine analogues, and thereby, showing the possibilities for their experimen-

tal realization under suitable growth conditions. Furthermore, asymmetry in

bands dispersion (see Fig. 4.4) for two different spin channels near the Fermi

level causes difference in occupation number for two spin channels and hence,

leads to the magnetic ground states. Also the presence of mid-gap electronic

states with partial occupancy give rise to the net magnetic moment in these

nano-hybrids. Note that, the graphene- Tb-B6N3/-Tb-B10N6 nano-hybrids as

well as its N-terminated counter analogue show nonmagnetic ground states

as bands for both majority and minority spin channels are symmetrically dis-

persed with respect to the Fermi level. However, we find magnetic states for

larger Tb-BxNy domain sizes patched with graphene which contain greater

number of either electrons or holes. More interestingly, we find that the in-

trinsic magnetic moments do mainly originate from the graphene border C

atoms directly bonded to the B and N atoms (see bottom panel in Fig. 4.5)

and can be accounted for the redistribution of charges among Kohn-Sham

orbitals induced by the interfacial charge transfer between C and B as well as
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Figure 4.6: Electronic density of states (DOS) of (a) H-B27N27, (b) Ta-
B12N10, and (c) Tb-B28N36 substituted graphene nano-hybrids. The energy
is scaled with respect to the Fermi energy (EF ).

between C and N atoms, as expected from their electronegativity differences

together with Lewis acid character of B atoms.

To verify the consistency of observed semiconducting, metallic, and half-

metallic behaviors of various BxNy nano-domains substituted graphene, we

have also performed the calculations within an extended plane augmented

wave [536] basis sets, as implemented in the DFT code, VASP [537–539].

In Fig. 4.6, we plot the total DOS for a H-B27N27 (Fig. 4.6a), Ta-B12N10

(Fig. 4.6b), and Tb-B28N36 (Fig. 4.6c) nano-domains patched graphene sys-

tems. Interestingly, we find qualitatively similar behaviours, i.e., semicon-

ducting, metallic, and half -metallic electronic structure, respectively, for

these nano-domains patched graphene as found with localized basis sets us-

ing SIESTA, highlighting the robustness of our predicted results.
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4.3.2 Hybrid Zigzag Graphene and BN nanoribbons

In the previous section, we have discussed the electronic structures of hy-

bridized graphene and h-BN sheets in detail, and particularly, have examined

the impact of different shapes and sizes of embedded BN domains on elec-

tronic and magnetic properties of the 2D BxNyCz hybrids. It would be really

fascinating to investigate their nanoribbons properties too. Given the rapid

progresses in synthesizing the hybrid of graphene and h-BN sheets [237], it

is highly expected that such quasi-1D materials would be realized exper-

imentally. Interestingly, it was shown that, the zigzag edge nanoribbons

structures are of promising electronic and spintronic materials due to the ex-

istence of the peculier edge states. Note that, H-passivated zigzag graphene

nanoribbons (ZGNRs) and zigzag boron nitride nanoribbons (ZBNNRs) in

their ground states, show semiconducting properties with varying band gaps

depending on the ribbons widths.

Here, we have studied the electronic structures of the hybridized zigzag

graphene and zigzag boron nitride nanoribbons structures (ZBNCNRs) us-

ing first-principles DFT methods. We have mainly considered two different

ZBNCNRs: (1) the nanoribbons with the terminating polyacene chains and

the zigzag boron nitride chains at the middle, termed as ZGNR-BN, and

(2) the ZBNCNRs with the polyborazene chains at the edges and the zigzag

C-C chains at the middle, named as ZBNNR-CC. We have considered these

two nanoribbons structures with two different widths, namely, 8-ZBNCNR,

containing 8 zigzag chains and 12-ZBNCNR with 12 zigzag chains. Here, we

have discussed the results based on the 8-ZBNCNRs. However, the results
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Figure 4.7: The optimized geometry and the spin-polarized electronic band
structures of H-passivated pristine 8-ZGNR (a) and 8-ZBNNR.

obtained for the 12-ZBNCNR remain unchnaged. The calculations have re-

vealed that, the two ZBNCNRs with the polyacene or polyborazene chains

at the two zigzag edges exhibit robust half-metallic behaviors.

First, we will present the results obtained for the H-passivated zigzag

graphene (8-ZGNR) and boron nitride nanoribbons (8-ZBNNR) structures

for the comparisons and validations with the existing literature results. Our

results have shown that, the 8-ZGNR stabilizes in antiferromagnetic (AFM)

state, while, its BN analogue, i .e., 8-ZBNNR is nonmagnetic. Moreover,

8-ZGNR is a spin-symmetric semiconductor, with the band gap of 0.52 eV,

whereas, 8-ZBNNR shows a semiconducting gap of 4.0 eV (see Fig. 4.7).

These results agree well with the previous findings [219, 540]. It is also im-

portant to note that, the 8-ZGNR is predicted to exhibit half-metallicity

under the applications of an external cross-ribbon electric field using both

the LDA and GGA flavors of DFT [540, 541].

Now, we will discuss on the electronic structures of hybridized ZGNRs
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Figure 4.8: The optimized geometry (bottom panel) and the spin-polarized
electronic band structures (moddle panel) and spin-density distribution (top
panel) of 8-ZGNR-BN (a) and of 8-ZBNNR-CC nanoribbons.
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and ZBNNRs considered in the present study. We have calculated the spin-

polarized electronic band structures of the two systems (8-ZGNR-BN and

8-ZBNNR-CC), and have shown in Fig. 4.8. Both the nanoribbons struc-

tures are stabilized in AFM ground states, as was also found for the pristine

8-ZGNR. The spins at the same edge are coupled ferromagnetically, while,

the spins at the two different edges interact antiferromagnetically. Interest-

ingly, for the 8-ZGNR-BN nanoribbons, we have found that, the majority

spin channel is conducting, while, there is a semiconducting gap for the mi-

nority spin channels. This suggests that, the ZGNR nanoribbon with the

middle zigzag C-C chains replaced by the B-N chains is a 100% spin selective

conductor, i .e., a half-metal. This half-metallicity originates from the two

different interfaces of the two zigzag carbon edges. The presence of middle

zigzag B-N chains in 8-ZGNR-BN nanoribbon causes the edge C atoms of

the terminating polyacene units, face two different chemical potentail from

”B” and ”N” atoms of the embedded middle B-N chains. This induces in-

terfacial charge transfer in the C-B and C-N hetero chemical bonds becuase

of the difference in electronegativity values of these chemical species. As

a result, this causes the different chemical potential at the C atoms of the

two zigzag edges, which, in turn, creates an internal electric field gradient

across the nanoribbon width direction. This internal electric field induces

half-metallicity in these hybrid nanoribbon structures. Note that, an exter-

nal electric field is required to break the spin symmetry between the zigzag

edge C atoms in a pristine ZGNRs, which exhibits half-metallicity under the

presence of an external electirc field.

On the other hand, the electronic band structures calculated for the zigzag
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graphene nanoribbon with the terminating polyborazene chains (8-ZBNNR-

CC) at the two edges, show a spin-polarized semiconducting behavior (see

Fig. 4.8). The band gaps for the majority and minority spin channels are

∼0.05 eV and ∼0.33 eV, respectively. Note that, these gap values are more

than the room temperature energy (∼0.026 eV), which suggests their appli-

cations in semiconducting devices. Also, note that, in this nanoribbon struc-

ture, the edge C atoms of middle zigzag C-C chains embedded in ZBNNR,

also face two different hetero chemical species (B and N) from the terminating

polyborazene units. This causes interfacial charge transfer induced chemical

potential differences at the two zigzag edged C atoms, which, creates an inter-

nal electric field gradient across the ribbons width, as was also found for the

8-ZGNR-BN. This field helps to close the band gap in one kind of (majority)

spin channels. However, the induced internal electric field strength is com-

paratively small than the field found for the 8-ZGNR-BN nanoribbon. Thus,

the generated electric field is not sufficient to close the majority spin channels

gap, and hence, the 8-ZBNNR-CC remains as semiconductor. Further, we

have found that, the electrons are partially localized on the zigzag edge C

atoms, and possess a finite spin-density (see Fig. 4.8). The pDOS analysis

reveal that, the electronic states at/near to the Fermi energy (EF ) mainly

arise from these zigzag edged C atoms. We have verified our findings using a

plane-wave basis sets and projected-augmented wave pseudopotentials with

the PBE exchange and correlation functional, as implemneted in DFT code,

VASP [537–539]. Moreover, we have also tested the results using the larger

width nanoribbons structures, considering 12 zigzag chains, 12-ZGNR-BN

and 12-ZBNNR-CC, and found the similar results.
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Figure 4.9: Schematic representation of a two-probe electrical device (a) and
the spin-polarized currents (I) at different bias voltages (Vb) along with the
extent of spinpolarization (Is) for 8-ZGNR-BN.

Since, the 8-ZGNR-BN considered here exhibits intrinsic spins selective

electronic conduction properties, it would be highly desired to investigate the

electrical transport properties of the nanoribbon structure at finite bias volt-

ages for the practical devices applications. For this, we have designed a two-

probe electronic device made from this 8-ZGNR-BN, where, the nanoribbon

structure (scattering region) is seamlessly connected with the two electrodes,

namely, left and right electrodes, as shown in Fig. 4.9. We have calculated

the electronic transmission functions at different bias voltages (Vb) using

the DFT implementation of Greens’ function methods discussed in computa-

tional methods section. Moreover, we have also calculated the current-voltage

(I-Vb) characteristics for this electronic set up using Landauer-Buttiker for-

mula. The spin-polarized I-Vb curves are shown in Fig. 4.9 along with the
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extent of spin polarization (Is), which is calculated using the following rela-

tion:

Is =
Imin − Imaj

Imin + Imaj
(4.5)

where, Imin and Imaj represent minority and majority spin-currents, respec-

tively. As shown in Fig. 4.9, the minority spin channel shows conducting

behaviors for all the bias voltages (Vb), while, the majority spin channels

exhibit non-conducting nature up to the bias voltage, Vb = ± 0.52 V. As

also can be seen, the I-Vb characteristics show a linear Ohmic conductive

behavior for the minority spin channels within the small bias voltages, Vb =

±0.055 V. After this bias voltages, the current carried by the minority spin

channels remains almost constant with increase in the bias voltages, up to, Vb

= ±0.20 V. Further increase in the bias voltage, causes increase in the minor-

ity spin current. Note that, this behavior is found symmetric with respect

to the source-drain bias voltages (Vb). Interestingly, we have found 100%

spin polarized currents, as indicative from the Is diagram, shown in Fig. 4.9.

This suggests that, the electrical device made up of 8-ZGNR-BN performs a

strong spins filtering effects. However, in this point, it is important to note

that, the similar electric device constructed from pristine 8-ZGNR does not

show any spins filtering properties within a source-drain bias voltages, Vb =

± 0.50 V. However, there is a small spin polarized current found after this

bias voltage. The present demonstrations have shown that, the zigzag edge

graphene nanoribbons with middle zigzag B-N chains and the edge terminat-

ing polyacene chains, shows intrinsic half-metallic behavior, and may be used
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in practical device fabrications, operating at finite source-drain bias voltages,

for achieving 100% spin polarized currents.

4.3.3 BN-Fused Zigzag Polyacene Nanoribbons

As ZGNRs and ZBNNRs show interesting and promising properties unlike

their armchair analogues, in this work, we present a detailed theoretical study

on hybrid zigzag BNC nanoribbons (ZBNCNRs), where the cross ribbon

polyacene units are connected to each other by the B-N linker, which is iso-

electronic to a C-C unit. Previous studies on 2D BNC sheets have shown

that the hybrid with maximum number of C-C and B-N bonds are most

stable compared to any other structure with different bond types (e.g.; B-B,

N-N, C-B and C-N). These results together with the experimentally synthe-

sized BN-fused polycyclic aromatics [248] were utilized to choose the present

nanoribbons that would be practical as well as of interest. We consider

five different sets of ZNBCNR structures with varying proportions of boron,

carbon and nitrogen atoms having different kinds of B-N chain edge termina-

tions: (1) the BN-fused polycyclic nanoribbon structures with boron atoms

at both edges, (2) the nanoribbon structures with nitrogen atoms at both

edges, (3) the nanoribbons with boron atoms at one edge and nitrogen atoms

at the other edge, (4) the nanoribbon structures with hydrogen passivated

boron and nitrogen atoms at opposite edges, and (5) the ZBNCNRs with hy-

drogen passivated carbon atoms at both the edges, as shown in Fig. 4.10. For

each of the systems above, we repeat the calculations for different nanoribbon

widths, n-ZBNCNR (n is the number of zigzag chains: n = 6, 10, 12). We
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Figure 4.10: The optimized geometries of the 8-ZBNCNRs structures.
(a), (b), (c), (d) and (e) represent CpassBbare, CpassNbare, Cpass(BN)bare,
Cpass(BN)pass and CpassCpass, respectively.

also study the effect of external electric fields and calculate current-voltage

(I-V) characteristics for the selective ZBNCNRs to evaluate their possible

applications in nanoscale devices.

Before we discuss the structural, electronic and magnetic properties in

details, we first perform the calculations on 2D graphene and h-BN sheet in

order to verify the accuracy of our calculation methods used in the present

study. Within the calculations, the lattice constants of graphene and h-BN

sheets are found to be 2.48 Å and 2.51 Å, respectively, which correspond to

C-C and B-N bond lengths of 1.43 Å and 1.45 Å. These calculated values

are close to the experimental values (2.46 Å for graphene and 2.50 Å for the

h-BN sheet) found at low temperature and also agree well with the results

from previous theoretical studies.
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First, we focus on the relative thermodynamic stability of these ZBNC-

NRs with different edge states. In fact, the thermodynamic stability of these

modified BNC hybrids strongly depends on the concentrations of substitu-

tional species and the bonding pattern among various elements present in

each of the structures. The structural stability and thermodynamic feasibil-

ity of a BNC-hybrid depend on the extent of cohesive and formation energy,

respectively. For calculating the cohesive (Ecoh) and formation energy (Efor,

the equations (4.3 and 4.4) would be modified as given below:

Ecoh =
[

Ecoh −
∑

Mi ∗ Ei

]

/M (i = H,B,C,N) (4.6)

Efor =
[

Ecoh −
∑

mi ∗ µi

]

/M (i = CC,BN,CH,BHNH,B,C,N)

(4.7)

where, Ecoh and Efor are the cohesive and formation energy per atom of the

ground state of ZBNCNRs, respectively, while Etot and Ei represent total

energy of a ZBNCNR and of individual element present within the same su-

percell, respectively. The Mi and mi are the total number and mole fraction

of ith species present in ZBNCNRs for Ecoh and Efor energy calculations, re-

spectively, while M is the total number of atoms present in a supercell (i.e.,

M = 34 (without H-passivation) and 36 (with H-passivation)). µi is the

suitable chemical potential of the ith species. Additionally, depending on the

atomic reservoir employed in synthesizing ZBNCNRs hybrids, we can have

either nitrogen- or a boron-rich environment. The chemical potential for C,

C-C and B-N can be obtained straightforwardly from the corresponding in-

finite sheet systems. However, to obtain µB and µN , we use the following
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thermodynamic constraint: µB−N = µB + µN . Consequently, µB is obtained

for boron-rich environment by considering µN from the α-phase of solid nitro-

gen (µN = −270.22eV). Similarly, µN is obtained for nitrogen-rich environ-

ment by considering µB from the metallic α-B phase (µB = −77.23 eV). The

chemical potential for CH and BHNH units are calculated by considering the

stable benzene and its iso-electronic borazene analogues, respectively. The

details of this approach can be found elsewhere [247–249, 349, 389, 542]. A

summary of the results for the optimized structures of all ZBNCNRs-hybrids

are provided in Table 4.2.

As has already been discussed, higher the cohesive and formation energy,

higher is the structural stability and greater is the thermodynamic feasibility

of the ZBNCNRs formation. In fact, as shown in Table 4.2, we find that all

the modified graphene nanoribbons have intermediate cohesive energy in be-

tween that of H-passivated pristine 8-ZGNR (-7.92 eV/atom) and 8-ZBNNR

(-7.18 eV/atom). Consequently, it would be of intermediate structural and

mechanical stability. The larger Ecoh for pure 8-ZGNR is because of the

greater number of C-C bonds, whereas the larger number of B-N bonds in

pure 8-ZBNNR causes lesser extent of Ecoh. This is also because ZGNRs are

stabilized by strong covalent bonds, whereas, the presence of ionic bonds sta-

bilizes the ZBNNRs. As can be seen from Table 4.2, the nanoribbon structure

with larger number of C-C bonds has greater extent of Ecoh among others,

mainly because of strong C-C covalent bonding energy. Also, note that, all

the BNC-nanoribbons have 3 B-N and 27 C-C bonds except for the struc-

ture (e) which contains 29 C-C bonds, resulting in moderate cohesive energy.

Note that, all the bare edge ZBNCNRs ((a), (b), (c) in Fig. 4.2) possess
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Table 4.2: Formation (Efor) and cohesive (Ccoh) energies per atom for each of
the 8-ZBNCNRs structures, as shown in Fig. 4.10, along with their pristine
analogue; 8-ZGNR and 8-ZBNNR. The number of C-C, B-N, C-B and C-N
are also indicated.

Structure No. of C-C bonds No. of B-N bonds No. of C-B bonds No. of C-N bonds Ecoh (eV) Efor (eV)

8-ZGNR 38 0 0 0 -7.92 0.03

(a) 27 3 5 3 -7.68 0.52

(b) 27 3 3 5 -7.69 0.41

(c) 27 3 4 4 -7.69 0.47

(d) 27 3 4 4 -7.51 0.23

(e) 29 3 3 3 -7.60 0.20

8-ZBNNR 0 38 0 0 -7.15 0.01

similar amount of Ecoh and hence, should exhibit similar structural rigidity.

We also find that the H-passivation increases cohesive energy compared to

bare edge structures due to terminal changes in bonding energy.

The extent of increment in Ecoh is larger for structure (d) where both the

edge B and N atoms are passivated with H atoms which are more likely to

be stable in their three coordinated bare form. Furthermore, we also con-

sider calculating the formation energy (Efor) of all the ZBNCNRs, related

to their pristine 2D sheet structures using equation (4.7), and present them

in Table 4.2. As given in Table 4.2, the lowest formation energy is found

for both pristine 8-ZGNR and 8-ZBNNR in comparison to their hybrid-BNC

analogues. All the calculated Efor values are slightly higher in energy, in-

dicating small energy cost of formation than their pristine analogues, which

can be achieved under suitable experimental growth conditions, as was re-

cently reported [248]. As also can be seen from the Table 4.2, structure (b),

in which both the edges are terminated with N atoms shows relatively low

Efor value (0.41 eV/atom) among all the structures with bare edges, which
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Figure 4.11: Spin-polarized electronic band structures for the different 8-
ZBNCNRs. (a), (b), (c), (d), (e) and (f) represent band structures for the H-
passivated pure, both sides B-edges, both sides N-edges, both B- and N-edges,
H-passivated both B- and N-edges, and H-passivated C-edges 8-ZBNCNRs,
respectively. The Fermi level is set to zero.

indicates that the N edges ZBNCNRs are most stable and hence, show pref-

erence for formation, as was also found in earlier studies [249,532]. Moreover,

the H-passivated ZBNCNRs show lesser extent of formation energy with the

lower Efor value obtained for structure (e), suggesting its greater thermody-

namic formation feasibility among others. Note that, H-passivation of edge

dangling bonds reduces the chemical potential of edge atoms, and thereby

increases the extent of their formation from respective precursors.

Next, we analyze the electronic structure and magnetic properties of the

ZBNCNRs considered. The pristine ZGNRs and its B and N substituted

zigzag edged BNC-nanoribbons were found to be anti-ferromagnetic (AFM)

because of their localized edge states, and the calculated energy difference be-

tween the AFM state and non-magnetic state is found to be only a few meV.

Consequently, we consider a number of 8-ZBNCNRs with various spin config-

urations at the edges to find out the lowest energy spin states by performing
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Figure 4.12: Spin-polarized density of states (DOS) for various 8-ZBNCNRs
with different edge geometries. Individual DOS diagram corresponds to the
nanoribbon structure, as shown in Fig. 4.10. The Fermi level is set to zero.

spin-polarized DFT calculations. Our results show that all the nanoribbons

are stabilized in AFM ground state except for the case of H-passivated B and

N edged ZBNCNR (structure (d) in Fig. 4.10), which is stabilized in a non-

magnetic state. We find that the spins along the same edge are arranged

ferromagnetically while they are coupled anti-ferromagnetically across the

two different edges, as was found for pristine ZGNRs [206]. It is also to be

noted that the AFM states are only stabler than FM or non-magnetic state

by a marginal energy difference, of the order of a few meV, which could be

overcome by thermal energy at room temperature.

To understand and compare the electronic structure of these B and N

substituted 8-ZBNCNRs, we calculate the electronic band diagrams of each

nanoribbon structure along with their pristine analogue, 8-ZGNR, and plot

them in Fig. 4.11. As shown in Fig. 4.11a,the H-passivated pristine 8-ZGNR
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is a direct band-gap semiconductor with the gap value found to be ∼0.52 eV

and shows spin degeneracy between the opposite spins for all bands, which

compare fairly well with the earlier reported results [206]. Our results also

show that all the bare edge 8-ZBNCNRs are metallic, and the conducting

behavior arises because of the edge states. However, the H-passivated B

and N edge 8-ZNBCNR (structure (d) in Fig. 4.10) exhibits spin degener-

ate semiconducting behavior bearing a gap of 1.4 eV. Interestingly, we find

half-metallic state for H-passivated C-edged 8-ZBNCNR, with the semicon-

ducting channel for one type of spin configuration and conducting channel

for the other spin configuration. In order to understand the origin of these

different electronic states, we analyze the density of states (DOS) and pro-

jected density of states (pDOS), as shown in Fig. 4.12. Additionally, we have

also calculated local density of states (LDOS) near to the Fermi energy (EF )

for all the 8-ZNBCNRs, which is shown in top panel of Fig. 4.13. As shown

in Fig. 4.12 (a) and (b), we find that the ZBNCNRs with both edges termi-

nated with either bare B or N atoms or both B and N, the electronic states

at and close to Fermi energy (EF ) mainly originates from the edge B or N

atoms together with the contribution arising from the H-passivated edge C

atoms. This is also clear from the LDOS diagrams, as given in Fig. 4.13 (a),

(b) and (c), for these three structures, where, the conducting states at/near

to the EF are mainly arising from the edge atoms. For the semiconducting

H-passivated B and N edged 8-ZBNCNR (structure (d) in Fig. 4.10), the

states close to the EF originate primarily from the edge C atoms with small

contribution from the neighboring C atoms.

Additionally, the top of the valence band and bottom of the conduction
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Figure 4.13: Local density of states (left panel) at/near to the Fermi energy
and spin density (right panel) of various 8-ZBNCNRs. (a/a′), (b/b′), (c/c′),
(d/d′) and (e/e′) correspond to the structure in Fig 4.10

band consist of states localized on B and N edge atoms, respectively, together

with major contribution from the edge C atoms. However, for the half-

metallic H-passivated C-edged 8-ZBNCNR, pDOS and LDOS analysis reveal

that the electronic states at the EF for minority spin channel and the states

closer to the EF for the majority spin channel mainly arise from edge C

atoms along with small contribution from the border atoms.

In order to understand the microscopic origin of intrinsic half-metallicity

found in H-passivated C-edged 8-ZBNCNR, we find that there is a charge

transfer induced chemical potential differences between the two edge atoms

which generates an internal electric field across the ribbon edges. This in-

duced electric field causes the half-metallicity for this 8-ZBNCNR. Here, it is

worth to mention that the half-metallic behavior of the pristine ZGNR was

only found under a certain external electric field depending on the ribbon

width [206].

To examine the width dependency of various ZBNCNRs on their low-

energy properties, we have also considered calculating the electronic band

structure of nanoribbon with varying widths. For this, we consider three
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different nanoribbon widths; namely, 6-ZBNCNR, 10-ZBNCNR, and 12-

ZBNCNR and compare and contrast their results with the 8-ZBNCNR. Our

results show that all the ZBNCNRs with varying widths preserve both their

electronic and magnetic states as obtained for 8-ZBNCNRs, with the only ex-

ception found for the H-passivated C-edged ZBNCNR, which shows different

electronic states depending on their ribbon widths. All the electronic band

diagrams for different widths H-passivated C-edged ZBNCNRs are shown in

Fig. 4.14. We find that 6 and 8-ZBNCNRs exhibit half-metallic behavior,

while the larger widths ZBNCNRs (10 and 12 zigzag) show metallic charac-

ter. This can be rationalized as follows: for the smaller width nanoribbons,

the induced internal electric field is strong enough to give rise to half-metallic

properties, whereas, larger widths ribbons have lesser field density as it de-

cays with the distance, which could induce half-metallicity. However, the

edge states become significant which causes metallic behaviors for the larger

sized H-passivated C-edged ZBNCNRs.

Since the H-passivated C-edged ZBNCNRs exhibit a range of conduction

properties, including metallicity and half-metallicity depending on the ribbon

widths, it would be interesting to study the effect of an external electric field

on the ribbons electronic properties. Here, we consider applying electric filed

in the range of -0.25 V/Å to 0.25 V/Å on half-metallic 8-ZBNCNRs found at

zero electric field. Positive and negative values of electric fields indicate the

direction of applied cross-ribbon fields. Since the applied electric field would

likely to change the electronic states at and/or near to the EF , we look at the

DOS under different external electric field strengths. The 2D contour plot

of the DOS as the function of energy and applied electric field is shown in
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Figure 4.14: Spin-polarized electronic band structures for C-edge H-
passivated ZBNCNRs with varying width. (a), (b), (c) and (d) correspond
to the band structures of 6-ZBNCNR, 8-ZBNCNR, 10-ZBNCNR and 12-
ZBNCNR, respectively. The Fermi level is set to zero. Panel (e) shows the
contour plot of the density of states (DOS) as a function of energy, scaled with
respect to the Fermi energy, for the insulating (top panel) and conducting
(bottom panel) spin channels.

Fig. 4.14 (e). As can be seen from Fig. 4.14 (e), the H-passivated C-edged 8-

ZBNCNR maintains its zero field semiconducting gap for the majority spins

channel and conducting states for the minority spins channel, when subjected

to external electric field of strength 0.25 V/Å in any direction. We find that

the applied electric field does not alter the zero field half-metallic properties,

indicating its robust nature against the external field. We conclude that the

intrinsic half-metallic behavior is sustained over a range of applied electric

field, suggesting possible application in spintronic devices which functions at

finite electric field.

Thus, we have found various interesting results on the H-passivated C-

edged ZBNCNRs, which exhibit metallic as well as half-metallic behaviors,

depending on the ribbon widths. We have already discussed the results
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Figure 4.15: The optimized geometry (bottom panel), spin-polarized elec-
tronic band structures (middle panel), and spin density (top panel) for H-
passivated C-edge 7-ZBNCNRs with different B-N substitutions. (a), (b), (c)
and (d) correspond to the different 7-ZBNCNRs, with isoelectronic (a) and
(b) to the unsubstituted 7-ZGNR, and hole doped (c) and electronic doped
(d) 7-ZBNCNRs. The Fermi level is set to zero.

considering the ZBNCNRs consisting of even number of zigzag chains with

different widths (6, 8, 10 and 12 zigzag chains). However, it is really im-

portant to examine the nanoribbons properties with odd number of zigzag

chains along the width. Thus, we have also considered a few representative

ZBNCNRs structures consisting of 7 zigzag chains, i .e. 7-ZBNCNRs, with

the different B-N substitutions. As shown in Fig. 4.15, we have chosen four

7-ZBNCNRs: structures in (a) and (b) are isoelectronic to the unsubstituted

7-ZGNR, while, (c) and (d) represent the two possible doped systems, hole

and electron doped, respectively, because of the presence of excess B and

N atoms in (c) and (d) respectively. Note that, all 7-ZBNCNRs structures

possess H-passivated C-edges, which are found to be stable compared to

any other bare edge nanoribbon structures. Similar to the ZBNCNRs with

even number of zigzag chains, all the 7-ZBNCNRs show antiferromagnetic

ground state. The electronic band structure calculations have shown that,
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all 7-ZBNCNRs show metallic properties, irrespective of the different B-N

substitutions (see Fig. 4.15). Moreover, the electronic spins are found to be

mainly localized on one of the zigzag edges. The localized spins shows strong

preferrence for the H-passivated zigzag C-edge, which does not face direct

bonding interactions with the hetero atoms (B and N), and thereby is less

perturbed. The calculations have also revealed that, the electronic states at

the Fermi energy mainly arise from C atoms of this weakly perturbed zigzag

C-edge atoms in 7-ZBNCNRs. The wavefunctions calculated at the Γ-point,

show non-symmetric nature close to the Fermi energy, as similar to the asym-

metric spin-density distributions. We have attributed this to the symmetry

breaking of the ZBNCNRs containing odd number of zigzag chains, while,

the nanoribbon structures with even number of zigzag chains show symmetric

wavefunctions.

In order to explore the possibility of practical electronic device applica-

tions, we study the electronic transport properties of all the 8-ZBNCNRs

considered with different edge states. We use Non-Equilibrium Greens Func-

tion (NEGF) formalism coupled with DFT to study the transport properties,

employing two-probe systems: central scattering region (SR) which is con-

fined between semi-infinite left and right electrodes (LE and RE), as shown

in Fig. 4.16 (a). The SR contains three primitive unit cells with a total

length of ∼ 15Å. In Fig. 4.16, we present all the spin-polarized transmis-

sion functions calculated for all the 8-ZBNCNRs, at zero applied bias voltage

(Vb = 0.0). To verify and compare, we also calculate the zero-bias spin re-

solved transmission functions for H-passivated pristine 8-ZGNR and present

them in Fig. 4.16 (b). The calculated zero-bias transmission functions (T(E))
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Figure 4.16: Schematic in (a) shows a view of two-probe electrical device
modeled from 8-ZBNCNR system. Central scattering region (SR), left and
right electrodes (LE and RE) are indicated. Panels in (b), (c), (d), (e),
(f) and (g) show spin polarized transmission functions for pristine 8-ZGNR
and 8-ZBNCNRs, respectively, with different edge states for the structures,
as shown in Fig. 4.10. The spin polarized transmission functions for the 6-
ZBNCNR and 10-ZBNCNR with the terminating H-passivated C-edges, are
shown in panel (h) and (i), respectively. The Fermi level is set to zero.



4.3 Results and Discussions 195

for pure 8-ZGNR show step-like behavior with a spin-symmetric semiconduct-

ing gap at the EF , which compares fairly well with the previous DFT and

many-body studies [543, 544]. The T(E) also well corresponds to the elec-

tronic band structure calculated for 8-ZGNR, as shown in Fig. 4.11 (a). It is

clear that the transmissions channel near to the EF participate in electron

conduction under an applied source-drain bias voltage (Vb). As also can be

seen from the Fig. 4.16 (c), (d) and (e), the transmissions indicate conducting

behaviors for structures with both edges terminated by either bare B or N

or B and N atoms (see the structures in Fig. 4.10 (a), (b), (c)). Note that,

there are certain sharp peaks and valleys near to the EF in the calculated

transmission functions for these structures, which result from the electron

scattering by the bare edge hetero atoms as well as by the middle B and N

atoms. The transmission functions shown in Fig. 4.16 (f) for H-passivated

B- and N-edged 8-ZBNCNR shows spin-symmetric semiconducting proper-

ties as found for pristine 8-ZGNR. The T(E) corresponds to the calculated

electronic band diagrams for this structure. More interestingly, we find a

fully spin-polarized half-metallic state for H-passivated C-edged 8-ZBNCNR,

where the minority spin channels show finite transmission functions, while

there is no transmission functions for the majority spin channels at the EF

(see in Fig. 4.16 (g)). Also, note that, the number of sharp peak and val-

leys have been reduced for all the edge-passivated ZBNCNRs, in comparison

to the ribbons with bare edges. Furthermore, it is important to investigate

the effect of ribbon width on the calculated zero-bias transmission functions

for this intrinsic half-metallic H-passivated C-edged ZBNCNR. Presumably,
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Figure 4.17: I-V characteristic and extent of spin polarization against the
applied bias voltages for the 8-ZBNCNR with the terminating H-passivated
C-edges (a). Pnael (b) represents spin-polarized transmission functions at
different bias voltages. Black and blue dashed lines indicate the Fermi energy
(EF ) and bias window, respectively.

we consider calculating transmission functions for two different widths ZB-

NCNRs: one with smaller width, 6-ZBNCNR and other with larger width,

10-ZBNCNR. Our results show that the smaller width ribbon (6-ZBNCNR)

exhibits strong half-metallic behavior while the larger width 10-ZBNCNR

shows a metallic state. Thus, our findings based on calculated zero-bias

transmission functions agree fairly well with the band structure calculations

(see Fig. 4.11).

As, in practice, all the electronic devices function at finite bias-voltage,

we also have calculated the I-Vb characteristics for the H-passivated C-edged

8-ZBNCNR, which is found to be a half-metal. We present the spin-polarized

I-Vb curves in bottom panel of Fig. 4.17 (a). As can be seen from the Fig. 4.17

(a), the current carried by the minority spin channels increases with the

applied bias voltage (Vb), whereas, the majority spin-current does not show
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any finite current up to a critical bias voltage, V c
b = ±0.25 V. As we increase

the bias voltage Vb, the electric current carried by minority spin channel

starts increasing up to a Vb = 0.19V , then show decreasing behavior till

the bias voltage Vb = 0.25 V, reflecting a negative differential resistance

(NDR) behavior. Beyond this applied Vb, we find finite currents carried by

both the majority and minority spin channels which increase up to a bias-

voltage, Vb = ±0.9 V. Beyond this Vb, the calculated currents show decreasing

behavior up to a Vb = ±1.35 V, for both the spin components, reflecting again

a NDR behaviors. When Vb further increases from 1.35 V to 1.8 V, the current

starts increasing for both the spin channels. Our results show complete spin-

polarized current up to a bias-voltage Vb = ±0.25 V. To quantify the extent

of spin-polarized current, we have calculated spin polarization (Is) using the

euqation (4.5), as was defined earlier. As shown in top panel of Fig. 4.17

(a), we find spin-polarized current for the applied bias-voltage Vb, with 100%

spin polarization up to a bias voltage Vb = ±0.25 V. After that, as the Vb

increases, the spin polarization decreases to 13% for Vb = ±0.65 V, and then,

starts increasing up to 50% for Vb = ±1.35 V, followed by a decrease in spin

polarization at higher bias-voltages. Interestingly, we find a symmetric I-Vb

characteristics and spin-polarized electric current for both the positive and

negative applied bias voltages.

To understand the spin-polarized current and observed NDR behaviors,

we analyze the T(E,Vb) calculated at different applied bias voltages (Vb = 0.0,

0.2, 0.8 and 1.0 V). We plot the transmission functions at these four Vb in Fig.

4.17 (b). Note that, the transmission coefficients, T(E,Vb), is the function of

energy (E) and bias voltage Vb. Thus, the current calculated as an integral
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over T(E,Vb), depends on the two factors: the magnitude of transmission

coefficients and bias window. As shown in Fig. 4.9 (b) for the Vb = 0.0

V, the transmission coefficients show finite peak values for the minority spin

channels, whereas, a gap exists for the majority spin channel. Also note that,

there are two available channels above and below the EF for the majority

spin which may conduct the electric current under certain external Vb. When

we increase Vb, the electric current first increases and then, starts decreasing

at Vb = 0.19 V and continue to decrease up to Vb = 0.25 V, showing first

NDR behavior as discussed above. When Vb = 0.2 V, the transmission peaks

within the bias window, appear only for the majority spin channel with a

decrease in magnitude than the lower Vb, causing NDR, and no transmission

coefficients exist for the minority spin channel. An analysis of transmission

peaks at Vb = 0.8 V shows that the majority spin channels enter into the

bias window, and consequently, start conducting along with the minority

spin channels, causing overall increase in the total electric current. A second

NDR peak is found at Vb = 0.9 V as mentioned above. A comparison of

calculated transmission functions at Vb = 0.8 and 1.0 V reveal that the

available transmission peaks become narrower for the larger Vb compared

to the smaller Vb (0.8 V), resulting in a significant decrease in the electric

current. This explains the second NDR behavior found at higher bias voltage

(at Vb = 0.9 V). The similar reasoning holds for the spin-polarized current

and NDR found at negative bias-voltages also.
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4.4 Conclusions

In summary, we have shown that, the patching of semiconducting and/or in-

sulating BxNy nano-domains of various regular shapes and sizes with single-

layer graphene can significantly tune the electronic and magnetic properties

by modulating its carrier type and concentration and the potential expe-

rienced by them, using DFT calculations. Our results have shown that,

all BxNy nano-domains substituted graphene (h-BN sheet) nano-hybrids are

energetically stable compared to any irregular BxNyCz hybrids, and show in-

termediate structural stability in between that of pristine graphene and h-BN

sheets. We have shown that the hybridization of BxNy nano-domains with

graphene opens up a tunable band gap for electronic devices integration. The

geometrical shapes and sizes of BxNy nano-domains have significant impact

in modulating graphene’s (h-BN sheet’s) electronic and magnetic properties.

Interestingly, the triangular BxNy embedded graphene is either an electron

doped or a hole doped system depending on the excess of B or N content in the

embedded nano-domain, whereas, all the other BxNy substituted graphene

hybrids are the iso-electronic with graphene. Our findings have shown that

all the hybrid BxNyCz systems, exhibit nonmagnetic semiconducting band

structures except for the triangular shaped BxNy substituted graphene, which

stabilizes in either non-magnetic or magnetic ground states depending on the

triangular nano-domain geometries and sizes with finite magnetic moments

for the later. We also found that the finite magnetic moment of these mag-

netic nano-hybrids mainly arises from the border C atoms due to the charge
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redistribution induced by the charge transfer effects. This can also be ac-

counted for the presence of partially occupied spin asymmetric mid-gap states

in between valence and conduction bands originating due to the imbalance

in A-B sublattice picture. Interestingly, we found that, all the Ta-BxNy sub-

stituted graphene nano-hybrids exhibit a conducting ground state because

of the presence of mid-gap states which appear at the Fermi level. We also

found a nonmagnetic metallic as well as nonmagnetic semiconducting states

for smaller Tb-BxNy domains size and a spin-polarized metallic and half-

metallic ground states with full control over the spin components for larger

nano-domains size with B- and N-termination, respectively.

Moreover, the results obtained from the hybridized zigzag graphene and

zigzag boron nitride nanoribbons have shown the tunable electronic states

depending on the position of their components, zigzag C-C and B-N chains.

We have found a robbust half-metal, for the 8-ZGNR-BN, i .e., a zigzag

edge graphene nanoribbon with the middle C-C zigzag chains substituted by

isoelectronic B-N chains. Additionally, the calculations have also shown that,

this nanoribbon structure can be used to fabricate an electrical device, which

operates under the finite source-drain bias voltages. Most interestingly, this

electrical device exhibits 100% spin-polarized currents within a small (Vb =

±0.52 V) range of bias voltages.

Further, we have demonstrated the interesting electronic structures of

BN-fused polyacene zigzag graphene nanoribbons. Our results have shown

that, depending on the edge atom types and passivation nature, the nanorib-

bons exhibit metallic, semiconducting and half-metallic behaviors. We have
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also shown that, the half-metallic properties is robust under the small exter-

nal cross-ribbon electric fields. Interestingly, our electrical transport calcu-

lations have revealed a spin-polarized electrical currents as well as negative

differential resistance behaviors with the change in source-drain bias voltage.

The results discussed here, suggest a huge possibilities for spintronic de-

vice applications in these reduced dimensions. Moreover, given the recent

progress on synthesizing phase separated BxNyCz nano-hybrid, we believe

that, the possibilities presented here may become a part of the experimental

development in the field of boron-carbon-nitrogen-based nanoelectronics.



Chapter 5

Decorating Graphene and

Hexagonal Boron Nitride with

Metals and Metal Clusters∗

5.1 Introduction

Low-dimensional materials, such as two-dimensional (2D) graphene and its

hexagonal boron nitride analogue (h-BN sheet) have garnered tremendous re-

search interest due to their unsual mechanical, electronic and transport prop-

erties [182,406,475,545]. Graphene and h-BN sheet are crystalline materials

composed of sp2 hybridized carbon, boron and nitrogen atoms, respectively,

tightly packed into a honeycomb lattice. Exceptional electronic properties

∗Work reported in this chapter is published in: (a) K. S. Subrahmanyam, Arun K.
Manna, Swapan K. Pati and C. N. R. Rao, Chem. Phys. Lett. 497, 70 (2010); (b) Arun
K. Manna and Swapan K. Pati, Book Chapter, World Scientific Publishing Co. Pte. Ltd.

Singapore ISBN: 13-978-981-4329-35-4, 59 (2011); (c) Arun K. Manna and Swapan K.
Pati (submitted, 2013)
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and their desired tunability made graphene a suitable candidate for the suc-

cessful replacement of high-cost silicon based electronic devices [546, 547].

Since the single-layer graphene is a zero band gap semiconductor, i .e., a

semi-metal with vanishing density of states (DOS) at the charge neutrality

point, and its isoelectronic boron nitride analogue, h-BN sheet, is a large

band gap insulator, thus, both the candidates have limitations for direct

applications in electronic devices [182, 548].

In order to utilize these graphitic materials for electronic applications,

several methods have been proposed theoretically and a few of them have

been successfully materialized by experimental methods [210, 213, 214, 249,

253,254,541,549]. It has been demonstrated that a mixture of boron, carbon

and nitrogen atoms with varying compositions could indeed open up a gap

at the charge neutrality point whose magnitudes strongly depends on the

position and amount of each species present in these hybrid materials, known

as BCN [249, 253], as also discussed in chapter 4. Another very interesting

way of engineering band gap is by creating some pore in these graphitic

sheets, known as nanoporous carbon or antidot lattice, where the size and

shape of the pores would determine the band gap values [525, 547]. On the

other hand, one can move from 2D graphene and h-BN to their quasi-one-

dimensional nanoribbon structures to design the band gap values.

All the methods mentioned above are eventually destructive in the sense

that one cannot restore the parent materials, i .e. pristine graphene and h-BN

sheet for the purpose of futuristic usage. Aiming in tailoring the electronic

and magnetic properties of these 2D sheets, the researchers have demon-

strated that, the surface adsorption of external species, which include various



5.1 Introduction 204

gas molecules, metal atom and small metal nanoclusters, etc. has potential

impact in tuning their electronic properties [477, 495, 550–555]. Along these

lines, the surface adsorption of electron donor and acceptor molecules on

these 2D sheets has been proved to be an effective way of modulating the

electronic structure of graphene and h-BN sheets induced by the molecular

charge transfer [402,492,493]. On the other hand, surface adsorption of vari-

ous metal atoms and a few atom metal nanoclusters can hold a great promise

in controlling electronic and magnetic properties of graphene and h-BN sheet.

However, the consideration of transition metal and metal nanoclusters pos-

sessing vacant d-orbitals, adsorbed on graphene and h-BN sheets would be a

promising approach in order to control both the charge and spin degrees of

freedom in the composites. Earlier studies mainly considered the interaction

of single or a few atoms transition metal nanoclusters deposited on these 2D

sheets. However, the electronic and magnetic property of the 2D graphene

and h-BN sheet, including both the pristine and porous sheets, strongly de-

pends on the sizes of the adsorbed transition metal nanoclusters. So far,

the consideration of larger cluster sizes was not undertaken in the previously

reported studies. Even if there is no systematic study which could compare

and unravel the interaction driven changes in electronic and magnetic prop-

erties of graphene and h-BN sheets in presence of different metals and metal

clusters.

In this chapter, we have mainly described the effect of external metals and

their clusters on the modification of electronic properties of a pure monolayer

2D graphene and a pristine h-BN sheet, using first-principles density func-

tional theory calculations. We have chosen a few representative metals and
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metal clusters from the first-row transition metals (Fe, Co, Ni) and the bulk

non-transition metals and metal clusters (Pd, Ag, Pt and Au) consisting of

40 atoms embedded on graphitic surface for modeling the metal nanoclusters

interactions. Additionally, we have also investigated the electronic properties

of porous graphene and h-BN sheets. The present demonstration has also

shown the effects of magnetic metal (Fe) impurity on these porous sheets

properties. It is found that, the chemical nature of the embedded metals and

metal clusters on graphene and h-BN sheets, plays a key role in changing

their intriguing electronic structure. The study suggests a diverse electronic

as well as magnetic properties for these sheets decorated with metals and

metal clusters, depending on the chemical nature of the sheets, and the em-

bedded metals and metal clusters.

5.2 Computational Methods

The first-principles calculations are carried out using the linear combina-

tion of atomic orbital density-functional theory (DFT) methods implemented

in the SIESTA package [349, 350]. The generalized gradient approximation

(GGA) in the Perdew-Burke-Ernzerhof (PBE) form [389] and double ζ polar-

ized (DZP) basis set are chosen for the spin-polarized DFT calculations. The

interaction between ionic cores and valence electrons is described by norm

conserving pseudopotentials [390] in the fully non-local Kleinman-Bylander

form [391]. All the structures are relaxed until the maximum atomic forces

are smaller than 0.04 eVÅ−1. A 400 Ry mesh cutoff is used and the Brillouin

zone sampling is done using 10 × 10 × 1 Monkhorst-Pack k-points.
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We have considered (4 × 4) supercell containing 64 carbon (32 B and 32

N) atoms of pristine graphene (h-BN) sheet for modeling the single metal

dopant adsorption on 2D graphene. For modeling the graphene and h-BN

sheets decorated with the metal clusters, we have chosen a 8 × 8 supercell,

which contains 128 atoms (128 C atoms of the graphene, while, 64 B and 64

N atoms for the h-BN sheet).

5.3 Results and Discussions

Possessing many exotic and interesting properties and the possibilities of

their modulation in a controlled manner, the 2D graphene and h-BN sheets

have been of great research interest in recent years. There are many potential

modification routes to increase their device applicability. In this chapter, we

have described the effect of metals, including both the transition metals and

non-transition metals and their clusters (i.e., embedding a few representative

novel metals and metal clusters of Fe, Co, Ni and Pd, Ag, Pt and Au with

sufficiently large number of atoms (40)) to explore its responses on the elec-

tronic structure and magnetic properties of these 2D sheets. Additionally,

we have also discussed the intrinsic electronic structures of porous graphene

and h-BN sheets and their modification by the presence of magnetic atom.

Our results have suggested that, the magnetic ordering in these 2D sheets

can be switched from low-spin to high-spin states or vice versa by simply

varying the chemical nature of the substrate sheet. Moreover, the present

inventigations have also suggested a few efficient routes to engineer band

gaps in these two-dimensional sheets, which would open up new avenues for
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optoelectronic device applications.

5.3.1 Transition Metals andMetal Clusters on Graphene

and h-BN Sheets

Here we have described the electronic structures of transition metals (Fe,

Co, Ni) and metal clusters (Fe40, Co40, Ni40) decorated graphene and h-

BN sheets using DFT. We have focused on the preferred adsorption site

for the metal atom, adsorption energy and the modification of the sheet

electronic structures. First, we will address the adsorption of each of these

single transition metal atom on the two-dimensional sheets considered. To

this end, we have considered 4 × 4 supercell of graphene and h-BN sheet

with the presence of single metal atom. Note that, there are three possible

adsorption sites in graphene for the metal atoms. They include hexagonal

ring center (H), atom center top (T) and on top of a C-C bond, i .e., bridge

side. For the h-BN sheet, unlike all the identical C atoms in graphene, there

are two different atoms (B and N) on the two different sublattice points.

Consequently, metal atom can sit either on top of a B atom (TB) or on top

of a N atom (TN ). All possible adsorption sites are pictorially shown in

Fig. 5.1.

To find the stable adsorption sites on these graphitic sheets, we have fully

optimized the structures of graphene-metal complexes without any geome-

try constraint using spin-polarized DFT calculations. Further, to assess the

stable adsorption sites, we have defined the adsorption energy (Ed), which is
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Figure 5.1: Possible adsorption sites for the metal atom doposited on
graphene (left panel) and h-BN (right panel) surface. H, B, and T (TN

and TB in h-BN) indicate the ring center hollow site, bridge site between the
two bonded atoms and atom centered top site.

Table 5.1: Binding energies and magnetic moments of all graphene-M com-
plexes for various adsorption sites of metal atoms.

Composites Ed (eV) µB Composites Ed (eV) µB

Graphene@Fe -2.11 (H), -2.10 (B), -0.10 (T) 2.38 (4.00) h-BN@Fe -0.21 (H), -1.05 (B), -1.18 (TB), -1.18 (TN ) 4.00 (4.00)

Graphene@Co -3.21 (H), -3.19 (B), -2.36 (T) 1.44 (3.00) h-BN@Co -2.17 (H), -1.91 (B), -2.17 (TB), -1.91 (TN ) 3.00 (3.00)

Graphene@Ni -2.98 (H), -2.95 (B), -2.38 (T) 0.00 (2.00) h-BN@Ni -1.63 (H), -2.18 (B), -1.57 (TB), -2.20 (TN ) 0.00 (2.00)

estimated using the following relation:

Ed = Egraphene@M/h−BN@M − Egraphene/h−BN − EM(M = Fe, Co,Ni) (5.1)

where Egraphene@M/h−BN@M and Egraphene/h−BN are the total optimized en-

ergy of the metal decorated graphene/h-BN composite and of the isolated

graphene/h-BN sheet, respectively. The EM indicates the total single-point

energy of an isolated metal (M) atom when present within the same supercell.

All results are given in Table 5.1.

From the optimized structures and corresponding asdorption energy val-

ues, we have found that, each of the three transition metal finds graphene
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hexagonal ring center hollow (H) position as the stable adosrption site. On

the other hand, for the h-BN sheet, only Co finds hollow site as the minimum

energy adsorption configuration, whereas, the Fe and Ni atoms reside on top

of a N atom (TN). The adsorption energy values corresponding to the stable

position of the Fe, Co and Ni on graphene are -2.11 eV, -3.21 eV and -2.98

eV respectively. The Ed values are found to be -1.18 eV, -2.17 eV and -2.20

eV for Fe, Co and Ni adsorption on h-BN sheet for their minimum energy

structures. Note that, large negative Ed value indicates strong adsorption

of metal atoms. Our results show that, the adsorption strength is higher

for the graphene than the h-BN sheet for these metal atoms considered. In

graphene, each C atom possesses one unhybridized pz electron. So, there are

total six pz electrons available in a hexagonal graphene ring. These six pz

orbitals of graphene strongly hybridize with the transition metal d-orbitals,

making a η6 coordination. This results in the large negative adsorbtion en-

ergy for the hollow site coordinations for these transition metals. However,

for the h-BN sheet, the pz eletrons delocalization is absent, and the electrons

are completely localized on the B and N sites due to the pπ-pπ electron back

donation. This also explains why the h-BN sheet is a strong insulator, while,

its isoelectronic analogue, graphene is a semi-metal. Because of this electron

localization and the large electronegativity of N atom, the transition metals

(Fe and Ni) find N atom top (TN ) position as the stable adsorption sites.

However, the Co finds hollow (H) position as the minimum energy adsorp-

tion site. It is also found that, Co shows the higher adsorption strength for

the graphene, while, Ni exhibits more affinity for the h-BN sheet, among all

the three metals. It is also clear from Table 5.1, the difference in adsorption
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energy among three metal atoms on the h-BN sheet for their minimum en-

ergy configurations is small (∼30 meV). This suggests that, the h-BN sheet

is less selective to these metal atoms than graphene. The distance of ad-

sorbed metal atom from the plane of the graphene/h-BN sheet is found to

be between ∼1.5 and ∼2.0 Å, depending on the types of metals. The calcu-

lations have also shown that, the Fe and Co adsorption on graphene lead to

the magnetic states, where the finite magnetic moments mainly come from

the adsorbed metal d-orbitals. However, Ni adsorbed graphene composite

predicts a nonmagnetic electronic state with zero magnetic moment. It is

clear that, the magnetic moments decrease in these graphene-M complexes

in comparison to the moments found for the bare metal atoms. This is be-

cause, the electron transfer from graphene to the metal partially reduces the

number of available unpaired electrons on the metal d- orbitals, and thereby,

decreasing their magnetic moments. Note that, the effect is very strong for

the Ni adsorbed graphene, where the system exhibits zero magnetic moment.

Our results agree well with the previous findings [556–558].

Next, we investigate the electronic band structures of the transition metal

atom decorated graphene and h-BN sheets. For this, we have only consid-

ered the minimum energy structures as discussed above. The electronic band

diagrams and the corresponding density of states (DOS) along with the pro-

jected density of density of states (pDOS) are shown in Fig. 5.2. As can be

seen, the graphene with adsorbed Fe and Co show spin-polarized metallic

state, whereas, a nonmagnetic zero band gap semi-metallic electronic state is

found for the graphene-Ni system. However, all the h-BN with the adsorbed

transition metals exhibit spin-polarized semiconducting state with varying
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Figure 5.2: The electronic band structures (left panel) of graphene (top pan-
nel) and h-BN (bottom panel) sheets with the adsorbed transition metal
ad-atoms (Fe, Co, Ni). The corresponding electronic DOS (in right panel) of
these composites. (a), (b) and (c) correspond the graphene-Fe, graphene-Co
and graphene-Ni, while, (d), (e) and (f) indicate hBN-Fe, hBN-Co and hBN-
Ni, respectively. The energy is scaled with respect to the Fermi Energy (EF ).
The up and down arrows indicate the majority and minority spin channel,
respectively.

band gaps for the two spin channels. As also can be seen from Fig. 5.2, there

are a few flat bands near to the Fermi energy (EF ), which mainly arise from

the adsorbed metal atom orbitals. The flat bands essentially indicate the

localized electronic states, where, the electron possesses an infinite effective

mass. The electronic conduction is greatly hindered by these localized states

due to the electron back scattering. However, the presence of these massive

electronic states below and above the Fermi energy, eventually, decreases the

band gaps of the h-BN sheets, which is a wide band gap insulator. Thus,

the transition metal decorated h-BN composiites may find applications in

semiconductor devices.
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In practice, during the experimental growth of graphene-metal compos-

ites, a number of metal atoms would have tendency to form small metal clus-

ters of varying sizes. In particular, there are reports of various metal nanopar-

ticles (metal cluster of nanometer dimensions) growth on graphene surface.

Undoubtedly, it is of great importance to investigate the electronic structures

and the magnetic properties of these metal cluster deposited graphene and

h-BN sheets. Here, we have studied the structures and electronic properties

of graphene and h-BN sheets decorated with sufficiently large metal clusters,

i .e., M40 (M = Fe, Co and Ni), which are possible to handle within our

computational efforts. We have chosen the metal clusters, which were energy

minimized using the Sutton-Chen 12-6 potentials [559] for the initial struc-

tural guess. Spin-polarized DFT, as implemented in SIESTA code is used

to fully relax the cluster geometry. We have considered a 8 × 8 supercell of

graphene and h-BN sheets with these metal clusters initially placed at about

3.0 Å above the sheet planes. All geometry optimizations and the electronic

structure calculations of these graphene-M40 composites are performed using

spin-polarized DFT methods. In order to study the adsorption strength, we

have calculated the binding energy of the metal clusters on these 2D sheets

using the following relation:

Eb = Egraphene/h−BN@M40
− Egraphene/h−BN − EM40(M = Fe, Co,Ni) (5.2)

where Egraphene/h−BN@M40
, Egraphene/h−BN and EM40 are the total energy cor-

responding to the optimized geometry of graphene/h-BN@M40 composite and

isolated graphene/h-BN and M40, respectively. As is clear from the above
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Table 5.2: Binding energies, magnetic moments per metal and electron trans-
fer (ET) of all graphene-M40 and h-BN@M40 complexes. In ET values, +ve
(-ve) sign indicates the electron transfer from the sheet (metal cluster) to
the metal cluster (sheet). I.Ev (I.Ea) and E.Av (E.Aa) represent the vertical
(adiabatic) ionization energy and electron affinity of bare M40 cluster in eV,
respectively.

Composites Eb (eV) µB ET Composites Eb (eV) ET (e) µB I.Ev (I.Ea) E.Av (E.Aa)

Graphene@Fe40 -5.22 2.85 (2.85) 2.65 h-BN@Fe40 -2.22 0.73 2.85 (2.85) 4.70 (4.69) -2.42 (-2.43)

Graphene@Co40 -2.79 1.85 (1.85) 1.97 h-BN@Co40 -1.35 0.68 1.85 (1.85) 5.16 (5.15) -2.81 (-2.82)

Graphene@Ni40 -0.96 0.86 (0.85) -0.07 h-BN@Ni40 -2.98 -0.20 0.85 (0.85) 4.31 (4.31) -1.80 (-1.81)

relation, higher the negative binding energy value, greater is the stability for

the complexes. All results are provided in Table 5.2.

As can be seen, Fe40 binds strongly with the graphene, while, Ni40 shows

least binding affinity for the graphene sheet among the metal nanoclusters

considered. The binding strength order follows as: Fe40 > Co40 > Ni40. We

have found a significant amount of electron transfer from the graphene to

the Fe40 and Co40 clusters. This suggests, the importance of electrostatic

interactions, among many other scales of interactions, such as van der Waals

and multipoles, for the stability of these graphene-M40 complexes. However,

the magnetic moments of these composites does not show any change with

respect to the moments found for the bare metal nanoclusters. The Ni40

nanocluster, which has less binding affinity for the graphene, show greater

binding strength for the h-BN sheet. However, other two graphene-M40 (M

= Fe, Co) nanocomposites have moderate binding energy. Our results have

also revealed that, there are small charge transfer interactions, as reflected

from the small amount of electron transfer from the h-BN to Fe40 and Co40.

In fact, for Ni40, the charge transfer is quite small (-0.20 e). This is also found
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for the graphene decorated with Ni40. Also, note that, for both the graphene

and h-BN sheets, the direction of electron transfer is totally reversed for

the Ni40 metal nanocluster (see Table 5.2). The direction and extent of

electron transfer is consistent with the ionization energy and electron affinity

values of the bare metal clusters (see Table 5.2). The electron transfer to

these adsorbed metal nanoclusters suggests that, these metal nanoparticles

adsorbed on graphene and h-BN sheets may possess some catalytic activity.

In fact, the metal nanocluster deposited graphene hybrids were shown to have

enhanced catalytic activity for many reactions occuring on the nanocluster

surfaces [560–564].

To understand the changes in electronic structures of these 2D sheets, we

have calculated the spin-polarized electronic density of states (DOS) for all

these M40 nanoclusters complexed with graphene and h-BN sheets separately.

We have provided the DOS and projected density of states (pDOS) of these

complexes in Fig. 5.3. As shown in the figure, all the systems are found to be

metals with large spin-polarization at the Fermi energy. The extent of spin-

polarization is found large for the h-BN than the graphene, when decorated

with the metal nanoclusters. The pDOS analysis reveals that, the electronic

states at and near to the Fermi energy, mainly come from the metal d-orbitals.

To note, the single-layer graphene is a zero band gap semiconductor, while,

the mono-layer of h-BN is a wide band gap insulator. Also, both pristine

graphene and h-BN sheets have zero net magnetic moments. However, the

presence of these metal nanoparticles on these 2D substrates lead strong

spin-polarized systems, which may find applications in memory devices.
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Figure 5.3: The electronic density of states (DOS) of graphene (top pannel)
and h-BN (bottom panel) sheets with the adsorbed transition metal clusters
M40 (M = Fe, Co, Ni). The black, red and blue color lines correspond to the
total DOS and pDOS of graphene and adsorbed M40 (top panel). For the
bottom panel, the black, red, green and blue lines indicate the total DOS
and pDOS of B, N and M40, respectively. The energy is scaled with respect
to the Fermi Energy (EF ). The up and down arrows indicate the majority
and minority spin channel, respectively.
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Table 5.3: Binding energies and magnetic moments of all graphene@M and
h-BN@M (M = Pd, Ag, Pt, Au) complexes for the different adsorption sites.

Composites Ed (eV) µB Composites Ed (eV) µB

Graphene@Pd -2.18 (H), -2.22 (B), -2.17 (T) 0.00 (0.00) h-BN@Pd -1.49 (H), -1.61 (B), -1.40 (TB), -1.61 (TN ) 0.00 (0.00)

Graphene@Ag -1.67 (H), -1.69 (B), -1.67 (T) 0.55 (1.00) h-BN@Ag -1.49 (H), -1.52 (B), -1.52 (TB), -1.52 (TN ) 1.00 (1.00)

Graphene@Pt -2.67 (H), -3.24 (B), -3.23 (T) 0.18 (0.00) h-BN@Pt -2.61 (H), -2.11 (B), -1.83 (TB), -2.61 (TN ) 0.00 (0.00)

Graphene@Au -1.01 (H), -1.32 (B), -1.37 (T) 1.24 (1.00) h-BN@Au -1.21 (H), -1.36 (B), -1.34 (TB), -1.37 (TN ) 1.00 (1.00)

5.3.2 Non-Transition Metals and Metal Clusters on

Graphene

In the previous section, we have discussed the effects of transition metals

and metal clusters on the changes in electronic and magnetic properties of

graphene as well as h-BN sheets. It would really be interesting to study

the effects of non-transition metals, such as Pd, Ag, Pt and Au, and how

these modify these sheets electronic structures. Thus, we have considered

investigating the favourable adsorption site and electronic properties of the

graphene and h-BN sheets in presence of these non-transition metals on the

2D surfaces. We have used spin-polarized DFT calculations as used for the

studies discussed above. We have estimated the adsorption energy (Ed) for

the graphene@M and h-BN@M composities using the relation already men-

tioned in the previous section, for understanding their stability and the pre-

ferred adsorption sites. The results are presented in Table 5.3.

As given in Table 5.3, the metal atoms find C-C bridge (B) position for

the stable adsorption sites on graphene except for the Au, which is stabi-

lized on the C atom top position (T). This is completely different from the

preferred adsorption sites (H) found for the transition metal adsorption, as
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already discussed in the previous section. To understand this difference in

adsorption preferrence, we look at the sizes and valence electronic configu-

ration of these metal atoms. Unlike the small transition metal atoms (Fe,

Co, Ni) considered, the non-transition metals (Pd, Ag, Pt, Au) have large

atomic radii. Moreover, the valence electrons of these non-transition metals

are of ”s” type, which is spherically symmetric. This is in contrast to the

more diffused valence d-orbitals present in transition metals. Because of the

larger sizes and the presence of outer most ”s” orbitals, these non-transition

metals (Pd, Ag and Pt) stabilize at the bridge center of a C-C bond in

graphene. Moreover, we have found a small amount of electron transfer from

the graphene to the adsorbed metal atoms. In contrast to this, Au, being

more electropositive among the metals considered, a small amount of elec-

tron is transferred to the graphene from the Au atom. Our results have

shown that, the Pt adsorbs strongly to the graphene surface, whereas, the

less adsorption strength is found for the Au atom. This is because of the

large charge transfer found for the Pt adsorbed graphene compared to the

other graphene-metal complexes. For the h-BN, the most preferred adsorp-

tion site is found to be the N atom top (TN) center for all the four metals

considered. Interestingly, Pt shows large negative adsorption energy, indicat-

ing strong binding to the h-BN sheet, while, less negative adsorption energy

is obtained for the Au. This is similar to the binding strength found for

these metal atoms adsorption on graphene. Moreover, we have found that,

Au shows similar adsorption energy for both graphene and h-BN sheet (see

Table 5.3). All other metal atoms strongly bind to the graphene in compar-

ison to the h-BN. The calculations have also shown that, the adsorption of
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Ag and Au on graphene and h-BN sheets results in spin-polarized electronic

states with small magnetic moments (0.55 µB for graphene-Ag and 1.24 µB

for graphene-Au). Note that, both Ag and Au possess one unpaired electron

in their valence ”s” electronic shell. Adsorption of these metal atoms on

graphene causes the redistribution of electronic charges on these metal atom

orbitals as well as on the graphene C pz orbitals. This results modify the

magnetic moments. However, the charge transfer effect is negligible for the

adsorption of these metal atoms on h-BN sheet. Therefore, the atomic spin

moment (1 µB for Ag and Au) does not change for the Ag and Au decorated

on h-BN (see Table 5.3).

Next, we have investigated the electronic structure of these non-transition

metals decorated graphene and h-BN sheets. The spin resolved electronic

band structures are given in Fig. 5.4. Our results predict a metallic state for

the graphene adsorbed Ag ad-atom. On the other hand, we have found small

band gaps for other three metals (Pd, Pt, Au) adsorption. This suggests a

semimetal to semiconductor transition due to the strong adsorption of these

metal atoms, which breaks the local structural symmetry. The induced band

gap values are indicated in Fig. 5.4. However, the h-BN sheet decorated with

all the four metals, separately, show semiconducting state with varying band

gap values (see Fig. 5.4).

To understand the effects of large clusters consisting of non-transition

metals, we have also considered clusters of 40 nuclearity (M40) for investigat-

ing the graphene-M40 systems. Here, we have studied the two dimensional

periodic arrays of metal clusters deposited on graphene. The initial structural

guess for the metal clusters is modeled by Sutton-Chen 12-6 potentials [559].
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Table 5.4: Summary of results for metal nanoclusters deposited on graphene.
The +ve (-ve) sign indicates the electron transfer from graphene (metal clus-
ter) to metal cluster (graphene). The Req and C.T represent the equilibrium
distances of separation and amount of charge transfer, respectively. I.Ev

(I.Ea) and E.Av (E.Aa) represent the vertical (adiabatic) ionization energy
and electron affinity of bare M40 cluster in eV, respectively.

Nanocomposites Req ∆Estab ∆Eform C.T I.Ev E.Av

(Å) (eV) (∆Eform
c) (eV) (e) (I.Ea) (E.Aa)

Graphene@Pd40 2.33 -4.74 -3.70 (-3.58) 3.62 5.78 (5.76) -3.54 (-3.55)

Graphene@Ag40 2.45 -2.19 -2.45 (-2.40) 2.00 4.68 (4.68) -2.48 (-2.51)

Graphene@Pt40 2.35 -2.86 -6.14 (-6.07) 2.41 6.82 (6.60) -4.10 (-4.03)

Graphene@Au40 2.83 -1.91 -4.13 (-4.03) -0.17 4.10 (4.10) -1.49 (-1.54)

The relative stability of the metal nanoclusters embedded on graphene sur-

face (i.e., graphene@M40) is determined by the stabilization energies (Estab)

or the so-called binding energy, calculated using equation (5.3). As is well

known, the larger the stabilization energy, the stronger is the binding of the

guest cluster to the graphene surface. The stabilization energy per deposited

metal cluster is calculated by subtracting the energy of the optimized iso-

lated cluster of nuclearity 40, E(M40) and the optimized equilibrium energy of

the graphene supercell, E(graphene), from the total energy of the optimized

composite systems, E(graphene@M40):

∆Estab = Egraphene@M40 − Egraphene − EM40 (5.3)

A summary of the results for the optimized structures for all four com-

plexes is provided in Table 5.4.
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We too have calculated the formation energies (Eform) per metal atom

defined in equation (5.4 and 5.5) of these metal nanoclusters in presence as

well as in absence of graphene to focus on the feasibility of spontaneous for-

mation of clustering from constitutional atomic metal moiety under suitable

experimental conditions. Our results indicate that the formation energy is

slightly increased in presence of graphene, acting as a catalyst, relative to

the free metal clustering.

∆Eform = [Egraphene@M40 − Egraphene − 40 ∗ EM40 ]/40 (5.4)

∆Ec
form = [EM40 − 40 ∗ EM ]/40 (5.5)

where the E(M40) and E(M) are the energies of optimized metal nanocluster

and of a single metal atom, respectively.

From the fully optimized geometries, we find that the shortest separation

between a metal atom of the deposited metal cluster and the closest carbon

atom of the graphene layer for the graphene@M40 complexes are between

2.3 Å and 2.8 Å (see Table 5.4). Also as given in Table 5.4, the relative sta-

bilization energies are higher in magnitude for Pd, Ag, Pt clusters embedded

graphene complexes compared to the Au40 cluster which clearly indicates a

relatively weak interaction between the Au nanoparticles and the graphene in

comparison to others. The relatively higher binding energies combined with

smaller equilibrium distances of separation dictate that all three (Pd, Ag, Pt)

metal clusters do eventually adsorbed strongly on the graphene surface, in-

ducing local structural deformation. An analysis of the Mülliken population

suggests that there is an effective charge transfer between the adsorbed metal
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cluster and graphene. For the Pd, Ag, and Pt cluster deposition, the charge

transfer occurs from graphene to metal cluster at their equilibrium distances

of separation, while for Au nanoclusters, the direction of charge transfer is

from metal cluster to graphene. It is also clear from Table 5.4 that the extent

of charge transfer for Pd, Ag, Pt nanocluster is larger compared to that for

the Au cluster with greater extent of charge transfer for Pd case, resulting

in higher stabilization energy. To understand this, we have computed the

vertical as well as adiabatic first ionization energy (I.E) and electron affinity

(E.A) of individual metal clusters. Both the I. E and E. A values computed

with the two different strategies follow the similar trend and can be analyzed

to understand the extent of charge transfer. We find that the trend in ex-

tent of charge transfer which determines the overall stabilization energy of

the complexes follow the same pattern in changes in either I. E or E. A of

the metal clusters belonging to a particular period in the periodic table. In

contrast to Pd, Ag, Pt clusters, the comparatively smaller magnitude of E.

A. together with relatively lower value of I.E make the Au40 cluster to act as

weak electron donor when adsorbed on graphene.

In order to understand the mechanism and the extent of charge transfer,

we have calculated the energy and difference in charge densities of the com-

posites by varying the distance between the ad metal nanoclusters and the

graphene. The interaction energy is found to change inversely with the dis-

tance between metal cluster and graphene, clearly predicting that such inter-

actions are mainly due to Coulombic forces as already observed for SWCNT

interacting with Pt, Au nanoclusters [565] and for electron donor/acceptor
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Figure 5.5: The electronic band structures of four metal nanoclusters (Pd40

(a), Ag40 (b), Pt40 (c) and Au40 (d)) embedded graphene nanocomposites.
The energy is scaled with respect to the Fermi Energy (EF ). The up and
down arrows indicate the majority and minority spin channel, respectively.

molecules adsorbed SWCNT [275] and graphene cases [493]. From the anal-

ysis of difference in charge density, we also find that the electron density at

the outermost valence orbitals of Pd, Ag, and Pt increases while that at the

orbitals of carbon in closer proximity to the metal cluster decreases. The

situation is exactly reversed for the Au nanoparticle deposition on graphene

as expected from the reverse directionality of charge transfer. Thus, our re-

sults predict that the changes in electronic properties of nanoclusters doped

graphene is mainly due to direct charge transfer between the two.

We consider to focus on the changes in electronic band structures of



5.3 Results and Discussions 224

the metal nanocluster embedded graphene systems. From the fully relaxed

configuration of all the nano composites, it is clear that the region of the

graphene in close proximity to the metal cluster is slightly deformed for all

the metal clusters deposition, which is capable of breaking the local A-B sub-

lattice symmetry. Consequently, this can indeed cause an opening of band

gap in the charge transfer complexes near the Fermi energy. Interestingly,

we find that the band gap of a few meV opens near to the K-point, be-

tween the graphene-like bands which touches at the Dirac point in case of

pure graphene, as can be seen from Fig. 5.5. The effect is very negligible

for Au40 intercalated graphene as expected from small structural changes

mentioned above. It is also to be noted that the energy-gap region is above

(below) the Fermi energy due to electron transfer from the graphene (metal

nanoclusters) to metal nanoclusters (graphene) for Pd, Ag, Pt (Au) and,

therefore, the neutral systems are still metallic. The appropriate tuning of

carrier concentrations can result in placing the Fermi energy in the gap re-

gion, and the resulting system would behave as semiconductor. However, all

the bands for composite systems are essentially a superposition of the bands

arising from isolated systems. Moreover, the flat bands near the Fermi level

arise from the localized electronic states of the metal nanoclusters, whereas,

the bands at the high symmetric K-points are entirely from graphene. The

calculated density of states (DOS) and its projection on individual fragment

present in nanocomposites show that the graphene is indeed still in its semi-

metallic state for the deposition of nanoclusters, Pd40 and Pt40, while the

same becomes metallic in presence of metal nanoclusters, Ag40 and Au40.

The relatively strong adsorption of Pd40 and Pt40 nanoclusters on graphene
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induced by the larger extent of charge transfer result in a net spin polariza-

tion for the complexes. The spin-polarization of the two nanocomposite arises

mainly from the adsorbed metal clusters. Interestingly, the graphene@Pd40

nanocomposite can act as perfect spin filter without any charge injection as

can be seen from Fig. 5.5(a). This is because of the presence of metallic

majority spin channel, whereas, the minority spin channel is semiconduct-

ing, i.e., typical half-metallic behavior. Therefore, the doping of appropriate

metal cluster on 2D graphene shows a new inroad towards designing of new

nanomaterials of tunable electronic properties including room temperature

half-metallicity for advanced device applications.

5.3.3 Porous Graphene and h-BN Sheets with Mag-

netic Impurity

So far, we have discussed the electronic structures of pristine two-dimensional

graphene and h-BN sheets with the adsorbed metals and metal nanoclusters.

But, in practice, these 2D sheet structures acquire various defects during

their experimental growth processes. Among different defects, such as Stone-

Wales defect (5-7-5), topological line defect (5-8-5) etc. which are most

likely to present in these 2D structures, the appearance of hexagonal pores

with smooth edges have drawn much research interest. In fact, there are

experimental bottom up demonstration for the successful materialization of

porous graphene [566]. Moreover, a few theoretical studies have also been

devoted in exploring these porous sheet properties [567–569].

In the present investigations, we have studied the electronic structures of
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the 2D porous graphene and h-BN sheets within GGA/PBE level of theory

using DFT methods. To model the porous sheet structures, we have con-

sidered a 3 × 3 supercell of graphene and h-BN sheets with a single pore,

containing 18 atoms. Note that, the extended porous structures resemble

to a 2D polymer of benzene (polyphenlyene) and borazene (BN analogue of

polyphenlyene) units, where, each hexagonal ring is connected to the neigh-

bouring rings via 1, 3, 5 positions. The optimized geometries are shown in

Fig. 5.6. Our results have revealed that, the porous structures preserve the

2D planar geometries after full geometry relaxation. This is also confirmed

from the geometries optimized using the 6 × 6 supercells (72 atoms). More-

over, the C-C bond distances in porous graphene are found to be ∼1.41 Å,

for all bonds within the hexagonal ring, whereas, ∼1.50 Å bond length is

obtained for the C-C bonds, that connect the two hexagonal rings. Note

that, the C-C bond distance in pristine graphene is found to be ∼1.41 Å,

obtained using the same level of theory. This clearly suggests the C-C bond

elongation (∼0.09 Å) along the joints of the two benzene rings for the porous

graphene in comparison to the pristine graphene. This increase in C-C bond

lengths slightly localizes the electrons on the hexagonal ring present in porous

graphene. This may cause supressing the electronic conductions of the sheet.

On the other hand, the B-N bond length in porous h-BN sheet is found to

be ∼1.44 Å for the bonds within the borazene ring, while, the B-N bond

distance between the two borazene rings is ∼1.49 Å. For comparison, we

have also extimated the B-N bond length in pristine h-BN, which is ∼1.45

Å. This also clearly indicates the bond elongation along the lines connecting

the two hexagonal rings in the porous h-BN sheet compared to the pristine
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Figure 5.6: The optimized structures and the electronic DOS and pDOS
for the porous graphene (a) and porous h-BN (b) single-layer sheets. The
energy is scaled with respect to the Fermi Energy (EF ). The up and down
arrows indicate the majority and minority spin channels, respectively. The
semiconducting band gaps are also indicated.

h-BN. These findings are in good agreement with the previously reported

results [567, 569].

To explore the electronic structures, in Fig. 5.6, we have shown the spin-

polarized electronic density of states (DOS) and its projections (pDOS) on

the different chemical species present in the sheets. Our results have shown

that, both the porous sheets are nonmagnetic semiconductors. The band gap

values are 2.59 eV and 3.32 eV, for the porous graphene and h-BN sheets,

respectively. The creation of pores in graphene localizes the conduction elec-

trons by introducing a potential barrier for its carriers, and thus, opening up
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of a band gap. On the other hand, the presence of pores in the h-BN sheet

reduces the large insulating band gap (∼4.65 eV using DFT-GGA/PBE)

of h-BN sheet. This is because, the presence of pores causes some local-

ized electronic states, which come from the edge atoms of the porous h-BN

sheet. These states appear between the valence and conduction bands of h-

BN sheet, and thus, showing reduced band gap. Moreover, as expected and

also shown in Fig. 5.6, the valence bands are mainly comprised of N atomic

orbitals, while, the conduction bands come from the B atomic orbitals.

Herein the main focus of our study is to investigate the effects of transition

metal impurities on these porous sheets properties. To this end, we have

consiered a 3 × 3 supercell of porous graphene and h-BN sheets with the two

transition metal Fe atoms, adsorbed on the stable hexagonal ring centers.

We have initially placed the Fe atoms ∼2.0 Å above the sheets plane, and

optimized the geometries using spin-polarized DFT with two different spin

configurations on the Fe atoms. The spins on the two Fe atoms can be aligned

either parallel or antiparallel, and accordingly, the configuration is termed as

high spin (HS) ferromagnetic (FM) or low spin (LS) antiferromagnetic (AFM)

states, respectively. We have fully optimized the geometry considering both

the spins configurations. And for a comparison, we have also carried out the

calculations on pristine sheets. The calculations show that, an AFM state

is preferred for the porous graphene adsorbed with the Fe atoms, while, the

pristine graphene with the adsorbed Fe atoms stabilizes in a FM state. The

energy difference between the AFM and FM state for the porous graphene

with the Fe impurity is ∼ 34 meV, which is slightly larger than the room

temperature energy (∼26 meV). Thus, it shows a weak AFM spin ordering of
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Figure 5.7: The optimized structures (top panel) and the electronic DOS
and pDOS (middle panel) and spin density (bottom panel) for the pristine
graphene (a) and porous graphene (b) sheets with adsorbed Fe atoms. The
energy is scaled with respect to the Fermi Energy (EF ). The up and down
arrows indicate the majority and minority spin channels, respectively. The
semiconducting band gaps are also indicated.
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these adsorbed Fe atoms over the porous graphene. However, the FM state is

strongly preferred over AFM state by ∼134 meV for the Fe adsorbed pristine

graphene. The Fe-Fe distances in pristine (h-BN) and porous graphene (h-

BN) complexes, are 4.34 (4.37) Å and 4.43 (4.40) Å, respectively. This

slightly large distance between the adsorbed Fe atoms in porous sheets is due

the bond lengths elongations of the connecting bonds between the phenylene

rings.

Additionally, we have also analyzed the electronic DOS and pDOS to

examine the changes in electronic structures of these 2D sheets. The results

show that, the porous graphene with adsorbed Fe atoms in its AFM spin

configurations (i .e., stable state) is a spin symmetric semiconductor, with a

band gap of ∼0.26 eV. However, its pristine analogue with the Fe ad-atoms, is

a magnetic metal, with a ∼2.4 µB moments per Fe atom. The results predict

a spin switching behaviors (i .e., FM↔ AFM), while going from Fe-graphene

to Fe-porous graphene.

However, the strong FM and AFM states are found to be the stable struc-

tures for the Fe adsorbed porous h-BN and pristine h-BN sheets, respectively.

Both the h-BN sheets with the adsorbed Fe atoms show spin-polarized semi-

conducting state with the moderate band gap values (see in Fig. 5.8). Note

that, the electronic states near to the Fermi energy (EF ) mainly come from

the Fe d-orbitals. Interestingly, we have found that, varying the sheets chem-

istry or introducing pores may be useful for changing the spin states on the

transition metal ad-atoms. Our results have also revealed that, the porous

graphene and h-BN sheets bind strongly to the Fe than their pristine ana-

logues. The binding energy of Fe for the pristine and porous graphene is
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Figure 5.8: The optimized structures (top panel) and the electronic DOS and
pDOS (middle panel) and spin density (bottom panel) for the pristine h-BN
(a) and porous h-BN (b) sheets with adsorbed Fe atoms. The energy is scaled
with respect to the Fermi Energy (EF ). The up and down arrows indicate
the majority and minority spin channels, respectively. The semiconducting
band gaps are also indicated.
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found as ∼-2.82 eV and ∼-2.24 eV, respectively, per adsorbed Fe atom. Note

that, negative binding energy values suggest favourable binding of Fe atoms

to the sheets. For the pristine and porous h-BN sheets, the binding energy

values are ∼-1.34 eV and ∼-1.58 eV, respectively, for the Fe adsorption. The

increase in binding energy is due to the presence of electron localizations ef-

fects in these porous sheets, which stabilizes the Fe on the 2D porous surfaces

than their pristine analogues. Moreover, the Fe interacts strongly (more neg-

ative binding energy) with the porous graphene in comparison to the porous

h-BN sheet. These results clearly suggest their possible use in removing the

Fe contaminants, that might present in various solutions or even in drinking

water. In order to verify that, there is no clustering of these adsorbed Fe

atoms on the 2D sheets, we have also performed the geometry optimizations

considering a large 6 × 6 supercell containing 6 Fe atoms. The optimized

structures with the minimum energy spin configurations show no clustering

of the adsorbed Fe atoms.

Unprecedented research interests have been shown for varous organometal-

lic sandwiched compounds. These include both 1D and 2D structures, with

much attentions have been given to the 1D molecular wires, because of their

predicted interesting electronic and spintronics properties. Here we present

the results obtained from the first-principles DFT calculations on the two dif-

ferent 2D Fe sandwiched porous graphene and h-BN sheets structures. We

have considered the two layers of porous graphene and h-BN sheets stacked

on top of each other, and in the middle, a few Fe atoms are hexagonally

arranged. Note that, the Fe atom is placed between the two phenylene rings

of the two porous layers. To compare the results with the Fe sandwiched
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Figure 5.9: The optimized structures (top panel) and the electronic DOS and
pDOS (middle panel) and spin density (bottom panel) for the bi-layer pristine
graphene (a) and porous graphene (b) sheets with sandwiched Fe atoms. The
numbers in top panel indicate the distances in Å. The energy is scaled with
respect to the Fermi Energy (EF ). The up and down arrows indicate the
majority and minority spin channels, respectively. The semiconducting band
gaps are also indicated.
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Figure 5.10: The optimized structures (top panel) and the electronic DOS
and pDOS (middle panel) and spin density (bottom panel) for the bi-layer
pristine h-BN (a) and porous h-BN (b) sheets with sandwiched Fe atoms.
The numbers in top panel indicate the distances in Å. The energy is scaled
with respect to the Fermi Energy (EF ). The up and down arrows indicate
the majority and minority spin channels, respectively. The semiconducting
band gaps are also indicated.

pristine sheets, we have also considered studying their sandwiched pristine

analogues.

The spin polarized results have shown that, the energy difference between

the FM and AFM states is only ∼7 meV and ∼28 meV for the Fe sandwiched

porous graphene and porous h-BN sheets, respectively, with slightly higher

stability obtained for the AFM spins configurations on the intercalated Fe

atoms. This suggests their paramagnetic behaviors at room temperature
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(∼26 meV). However, the calculations on their pristine sandwiched complexes

show that, the AFM state is stabler for the graphene with energy difference

between AFM and FM being ∼78 meV, while, the Fe sandwiched pristine

h-BN complex preserves the paramagnetic spin configurations, as reflected

from the small energy (∼4 meV) difference between the AFM and FM states.

Moreover, the spin-density is found to be mainly localized on the Fe atoms

for both the graphene as well as h-BN sheets sandwiched complexes. The

binding energy values are ∼-5.67 eV and ∼-3.42 eV per sandwiched Fe atoms

for the porous graphene and porous h-BN sheets, respectively. However, the

binding energy values obtained for their pristine analogues, are ∼-4.90 eV

(graphene) and ∼-2.70 eV (h-BN). This clearly suggests that, the Fe has

strong preference for producing these porous sandwiched compounds than

their pristine structures.

Additionally, from the optimized geometries, as shown in Fig 5.9 and

Fig. 5.10, it is clear that, there is a significant structural distorsions for

the porpous graphene and h-BN sheets. The planarity of the porous sheets

are destroyed in these complexes. As can be seen from the Fig. 5.9, the

inter-layer distances for the two consecutive C atoms are ∼3.36 Å and ∼3.09

Å, which differ by ∼0.27 Å. For the porous h-BN sandwiched complex,

the inter-layer distances are ∼3.57 Å and ∼3.43 Å for the two consecutive

atoms, which differ by ∼0.14 Å. Thus, the structural distorsions is more for

the porous graphene complex than the porous h-BN complex. Note that, the

distance between the two layers for the Fe sandwiched pristine graphene and

pristine h-BN complexes is almost uniform throughout the plane, and the

values are ∼3.37 Å and ∼3.53 Å, respectively. Moreover, we have not found
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any noticeable change in the planar geometry for the sandwiched complexes

of pristine sheets.

Next, we have investigated the electronic structures by calculating the

electronic DOS of these bi-layer sandwiched complexes for the minimum en-

ergy spins configurations. As shown in Fig. 5.9 and Fig. 5.10, both the

pristine and porous Fe sandwiched compounds show semiconducting band

gaps. The gap values are ∼0.45 eV and ∼0.52 eV, respectively, for the Fe

sandwiched pristine and porous graphene complexes. However, as expected,

the semiconducting band gaps for the Fe sandwiched pristine and porous h-

BN complexes are found comparatively large, with the calculated gap values

∼1.43 eV and ∼1.58 eV, respectively. The results suggest their applications

in semiconductor devices. Additionally, we have also analyzed the pDOS for

these Fe sandwiched graphitic complexes to understand the orbitals contribu-

tion to the valence and conduction bands electronic states. The analysis have

shown that, both the Fe d orbitals and C pz orbitals mainly contribute to

the valence and conduction bands states for the bi-lyaer graphene complex.

In case of h-BN complexes, we have found that, the valence bands mainly

comprise of Fe d orbitals, while, the major contribution to the conduction

band come from the B pz orbitals of the h-BN sheets.

5.4 Conclusions

In summary, we have presented results on the modification of the intrinsic

electronic structure of pristine two-dimensional graphene and h-BN sheets in

response to the external perturbations introduced by a few metals and their
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clusters, using first-principles density functional theory calculations. Our

results have shown that, the nature of the external metals (metal clusters)

have significant impact in tuning the electronic structures of these 2D sheets.

Depending on the types (metals and metal clusters), the spin-polarized semi-

conducting and metallic states can be realized. However, the presence of Ni

atom adsorbed on graphene and h-BN sheets provides a nonmagnetic struc-

ture. The large extent of spin polarization is found for the deposition of

magnetic clusters (Fe40, Co40 and Ni40), which mainly comes from the em-

bedded clusters. This suggests that, these composites may find potential

applications in spin selective electronic devices. The presence of nonmag-

netic metals (Pd, Ag, Pt and Au) opens up a small band gap between the

valence and conduction bands in graphene, and thus offers a possibile semi-

metal to perfectly semiconductor metallic transition. Interestingly, we find

typical half-metallic behavior for graphene@Pd40 nanocomposite, which has

potential applications in spintronic device fabrication. The electronic band

structures calculations on porous graphene and h-BN sheets have revealed

moderate band gap values (∼2.59 eV and ∼3.32 eV for porous graphene and

porous h-BN, respectively), which is between the band gaps found for the

pristine graphene (zero band gap) and h-BN sheets (large band gap, ∼4.56

eV using GGA-PBE). This suggests their possible applications in semicon-

ductor devices. The presence of Fe impurities hexagonally distributed on

these porous sheets results in larger extent of adsorption energy in compar-

ison to the results found for their pristine analogues. This is also true for

Fe sandwiched between the two porous sheets. This can be understood as

follows: the presence of the pores causes electrons to be localized, and hence,
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are available for interacting with the metal orbitals to a greater extent com-

pared to the delocalized electrons present in pristine sheets. The higher ex-

tent of adsorption energy suggests the possible applications of these porous

mono-layer and bi-layer sheets for the effective traping of Fe contaminants

in solutions. Interestingly, we have found that, the presence of Fe on these

2D sheets show spin-switching behaviors between the high-spin ferromagnetic

and the low-spin antiferromagnetic states with the change in sheets structure

(i .e., pristine ↔ porous). We have attributed these distinct spin-switching

behaviors to the different coupling strengths among the adsorbed Fe metals,

mediated via 2D sheet electrons. Because of these interesting electronic and

magnetic properties, the different metals and metal clusters decorated 2D

sheets may find applications in electronic and spintronic devices.



Chapter 6

Molecular Charge Transfer

Effect on Graphene and

Single-Walled Carbon

Nanotubes∗

6.1 Introduction

Low dimensional carbon nanomaterials, like fullerenes, nanotubes and graphene

have been of extensive research interest in condensed-matter physics and in

materials sciences because of their interesting electronic, mechanical and

∗Work reported in this chapter is published in: (a) Arun K. Manna and Swapan K.
Pati, Chem. Asian J. 4, 855 (2009); (b) Arun K. Manna and Swapan K. Pati, Nanoscale
2, 1190 (2010); (c) Arun K. Manna and Swapan K. Pati, Book Chapter, World Scientific

Publishing Co. Pte. Ltd. Singapore ISBN: 13-978-981-4329-35-4, 59 (2011)
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optical properties [130, 137, 260, 261, 406, 570]. In fact, the diverse elec-

tronic properties of carbon nanomaterials strongly depend on their dimen-

sionalities. The electronic confinement in these reduced dimensions give rise

to many exotic phenomena that have been of potential scientific interests

over the decades [261, 571–578]. The recent experimental realization of one-

dimensional (1D) and two-dimensional (2D) nanosystems have drawn a ma-

jor attention of a large number of scientific communities for their possible

applications in nanoelectronics [129–131].

Among low-dimensional carbon systems, 2D graphene and quasi-1D car-

bon nanotubes have become promising materials because of their unique

structural and electronic properties, and hold good promise for designing of

next generation electronic devices [178, 193, 194, 260, 406, 475–477]. Single-

layer pristine graphene is a zero-gap material, whereas single-walled carbon

nanotubes (SWCNTs) can be conducting or semiconducting depending on

the nanotube’s chiralities. However, in practice, their intrinsic properties

may not be suitable for direct device integration, and hence, the develope-

ment of novel means to achieve controllable properties will be extremely

valuable for device applications. In fact, tunable electronic properties of

graphene and SWCNTs have practical applications in nanoscience and nan-

otechnology [129, 579].

In general, electronic properties of materials in reduced dimensions are

mainly governed by their size, geometry, boundary conditions and more im-

portantly by the nature of electronic correlations [487, 570]. In addition to

these, the carrier type and its concentration play an important role in control-

ling the novel optoelectronic and transport properties. The massless Dirac
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fermions describe the low-energy electronic structure of graphene, which in

effect results in very high carrier mobilities. Moreover, the carrier (electron

or hole) mobilities can be tuned by controlling the external electric field in

graphene and nanotubes’ based field effect devices [129,579]. Futhermore, the

possible utilization of spin components in graphene-based electronic devices

depends on the extent of spin polarization [482,483]. In this respect, the half-

metallic materials, as discussed in previous chapters, result in spin-polarized

current [249, 484, 486, 488, 489, 580, 580].

In fact, appropriate controlling and/or tuning of the electronic struc-

ture of graphene and SWCNTs have numerous applications in advanced

device fabrications. The significant changes in properties, in particular of

phonon frequency and electronic structure, are reported to occur when elec-

trons or holes are added by electrochemical means [490]. It is indeed pos-

sible to achieve a high level of doping through electrochemical top-gating

[490, 581, 582]. Apart from this, the other possible way of tuning the carrier

type and its concentrations is by the incorporation of appropriate external

electron donor or acceptor guests into the host carbon nanostructures. To

achieve this, the boron and nitrogen atoms implantation [237, 246, 249, 583],

chemical functionalization [584, 585], doping with various metals and metal

clusters [403, 586], and surface adsorption of selective donor and acceptor

molecules [198,275,457,492,493,587] into graphene and SWCNTs, have been

successfully considered to be the effective routes among others. It is com-

monly known that, charge transfer occurs in molecular donor-acceptor sys-

tems. However, this can be achieved in two different pathways, namely,

intramolecular and intermolecular charge transfer processes. To achieve the
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intramolecular pathway, one has to form a new chemical bond between the

electron donor and acceptor host-guest systems. As a result, it would pos-

sibly destroy the characteristic sp2-bonding framework and the intriguing

electronic structure, because of the substantial structural deformation intro-

duced by the formation of new chemical bonds. In sharp contrast to this, in-

termolecular pathways are more effective, where, either electrons or holes are

added through charge transfer processes by non-covalently adsorbing various

selective electron donor or acceptor molecules on the graphene and nanotube

surfaces. Such controlled adsorption of donor or acceptor molecules induce

charge transfer, which in turn greatly change the optoelectronic properties of

2D graphene and quasi-1D SWCNTs, in particular the characteristic Raman

spectra of these graphitic materials [198, 275, 457, 492, 493, 587].

In this chapter, we have mainly investigated the effects of external molec-

ular dopants, namely, the electron donor and acceptor molecules on the mod-

ification of electronic properties of a pristine single layer 2D graphene and

quasi-1D single-walled carbon nanotubes (SWCNTs), using first-principles

density functional theory calculations. The charge transfer is carried out by

adsorbing selective electron donor and acceptor molecules on the graphene

and nanotubes surfaces [275, 493]. For this, we have considered a few repre-

sentative donor and acceptor molecules with the varying affinities for the elec-

tron. Tetracyanoethylene (TCNE) and tetracyanoquinodimethane (TCNQ)

have been chosen as the electron acceptors, and tetrathiafulvalene (TTF) as

the electron donor. The study shows that, the chemical nature of the dopant

molecules (electron donor/acceptor molecules) on graphene and SWCNTs

has significant impacts in changing their intriguing electronic structure. Our
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theoretical findings [275, 493] compare fairly well with the recently reported

experimental results [198, 492].

6.2 Computational Methods

The first-principle calculations are carried out using the linear combination

of atomic orbital density-functional theory (DFT) methods, as implemented

in the SIESTA package [349, 350]. The generalized gradient approximation

(GGA) in the Perdew-Burke-Ernzerhof (PBE) form [389] and double ζ polar-

ized (DZP) basis set are chosen for the spin-polarized DFT calculations. The

interaction between ionic cores and valence electrons is described by norm

conserving pseudopotentials [390] in the fully non-local Kleinman-Bylander

form [391]. The pseudopotentials are constructed from 1, 4, 5, and 6 va-

lence electrons for the H, C, N and S atoms, respectively. A reasonable mesh

cut-off of 400 Ry for the grid integration is utilized to represent the charge

density.

We have considered (8 × 8) supercell containing 128 carbon atoms of

graphene for modeling the doping of 2D graphene. Periodic boundary condi-

tions and a supercell approximation with a lateral separation of 12 Å between

the adsorbed molecules are used to ensure that the interactions between

molecule and their periodic images are negligible. On the other hand, the

supercell (1 × 1 × 5) and (1 × 1 × 6) containing 160 carbon atoms of a semi-

conducting (8,0) SWCNT and 120 carbon atoms of a metallic (5,5) SWCNT

are used for the modeling of SWCNTs doping. It is necessary to ensure that

the x-and y-axes of the periodic supercells are large enough, so that, there
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is negligible interaction between adsorbed molecule with adjacent supercell.

A distance of 20 Å along the x-and y-axes is found to be sufficient to ensure

the energy convergence. The presence of large curved surface area and the

negligibly small decrease in adsorption energy while going from one to two

number of adsorbate molecules lead us to consider two molecules adsorbed

oppositly to the nanotube surface per supercell.

The geometry optimization and all electronic structcures calculations, are

carried out using 10 × 10 × 1 Monkhorst K-points for sampling the 2D bril-

louin zone of graphene. For full relaxation of all SWCNTs systems, we have

sampled the Brilliouin zone by 1 × 1 × 40 k-points using the Monkhorst-Pack

scheme, whereas, for electronic properties calculations, the Brilliouin zone is

sampled by 1× 1× 80 k-points. The optimal atomic positions are determined

until the magnitude of the forces acting on all atoms is less than 0.04 eVÅ−1.

Charge transfer and chemical bonds are, in most cases, can be described

within DFT with the generalized gradient approximation (GGA) to account

for the exchange and correlation energy of the electrons [588]. In addition to

that, GGA approximation takes into account the semi-local exchange corre-

lations, which have significant impact on low-dimensional spin systems like

graphene and carbon nanotubes. Since local density approximation overesti-

mates the adsorption energy for these weakly bound systems, [589] we have

considered GGA to be an appropriate choice for describing interaction of

either donor or acceptor with the large sp2 π surface of SWCNTs.
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Figure 6.1: Schematic representation of charge transfer process between
graphene and electron donor, TTF and electron acceptor, TCNQ and TCNE
molecules. The yellow, blue, grey, and white color atoms correspond to sul-
fur, nitrogen, carbon and hydrogen, respectively.

6.3 Results and Discussions

Here, we have discussed the effects of molecular doping on the graphene

and single-walled carbon nanotubes electronic structures. We first present

the results obtained from the molecular doping of graphene. Then, we have

discussed the doping of various SWCNTs by the surface adsorption of dif-

ferent electron donor and acceptor molecules. In both the cases, we have

addressed the charge transfer effects on the electronic properties of these com-

plexes (Graphene-Donor/Acceptor molecules and SWCNTs-Donor/Acceptor

molecules) molecule).

6.3.1 Molecular Doping of Graphene

In this section, we have discussed the changes in electronic properties of 2D

graphene induced by molecular charge transfer [493]. To achieve the goal, we
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have considered a few representative organic donor and acceptor molecules.

The schematic diagram of the charge transfer processess, which includes these

dopants molecules, is shown in Fig. 6.1.

To understand the relative stability of the molecules adsorbed graphene

complexes, we have calculated the adsorption energy (Ead), using the follow-

ing relation:

Ead = Egraphene−molecule −Egraphene − Emolecule (6.1)

where, Egraphene−molecule, Egraphene and Emolecule are the total optimized energy

of graphene-molecule complex, and the optimized energy of isolated graphene

and molecule, respectively.

From the relaxed geometries, we have found that all the sorbed molecules

surface adsorbed above the graphene at about 3.0 Å [493]. Moreover, the

calculated adsorption energies that essentially examine the relative stability

of adsorbate-graphene complexes are within a few kcal mol−1 (∼31 - ∼47

kcal mol−1), suggesting a physisorption process [493] with larger adsorption

energy for TCNQ adsorbed complex. An analysis of the Mülliken popula-

tion suggests that, there is an effective charge transfer between the adsorbed

molecule and graphene. For both TCNE and TCNQ adsorption, the amount

of electron transfer from graphene to adsorbed molecule is found to be ∼

0.31 e and ∼ 0.39 e, respectively, consistent with their nature of electron-

withdrawing tendency [493]. For electron donor, TTF, electron transfer of ∼

0.11 e is found from the molecule to graphene. The large value of adsorption

energy for TCNQ on graphene compared to the others can be attributed
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Figure 6.2: The electronic band structures for (a) Graphene-TCNE, (b)
Graphene-TCNQ and (c) Graphene-TTF. The up (down) arrows corresponds
to the majority and minority spins respectively. The Fermi level is set to zero.

to the fact that, for TCNQ, the benzenoid structure provides a significant

π surface for adsorption on graphene with a significant amount of charge

transfer, and hence, gains stability through electrostatic forces as well as π-π

stacking interactions. Incidentally, the charge transfer between graphene and

adsorbed molecule results in electrostatic attraction and thereby, formation

of a charge-transfer complex, in agreement with the UV/Vis spectrum re-

ported by Rao and co-workers [198, 492]. Furthermore, it is also indentified

conclusively that, the charge transfer occurs through Coulombic forces, as

was the case for the interaction of carbon nanotubes with metal nanoparti-

cles [565] and with donor and/or acceptor molecules [275], and various metal

and metal oxide nanocluster-graphene complexes studied [402, 403].

To understand the effects of charge transfer interactions on electronic

structure, we plot band diagrams and corresponding DOS in Fig. 6.2. The

band structures around the Dirac point are significantly affected by molecular

adsorption in graphene. For pristine 2D graphene, it was shown that, the

spin-polarized electronic DOS vanishes exactly at the Fermi level due to the

presence of massless Dirac fermions and there is no net spin-polarization.
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The electronic band structures of graphene in presence of donor and acceptor

molecules clearly show the presence of discrete molecular levels around the

Fermi energy (see Fig. 6.2). The flat molecular levels of TCNE and TCNQ in

charge-transfer physisorbed systems appear slightly above the Fermi energy,

which cause depletion of electrons from the uppermost valence bands, and

thereby, shifting the Fermi level down. In case of TTF adsorbed graphene, a

flat band slightly below the Fermi level results an accumulation of electrons,

causing the upward shifting of the Fermi level. Note that, the flat bands

essentially indicates the localized electronic states, suggesting the presence

of massive electrons. However, the presence of these flat bands give rise to

finite DOS close to the Fermi level [493]. Moreover, all the systems are found

to be metal because of the presence of finite DOS at the Fermi energy.

Also note that, in all three molecule-graphene complexes, breaking of the

A-B sublattice symmetry induced by the local structural deformation creates

a small band-gap. Injecting either electrons or holes can indeed change the

electronic state from semi-metallic to metallic and even to a semiconducting

state by tuning the Fermi level position in between the gap region. Note that,

in a strict sense, the Dirac cone picture of graphene is absent in the graphene-

molecule complexes. Instead, as shown in Fig. 6.2, the mixing of graphene

band and discrete molecular level results in disappearance of cone picture for

the valance band for TCNE and TCNQ and the conduction band for TTF.

Interestingly, for electrochemical top-gating study, the linear dispersion near

the Fermi level (cone picture) remains true even after doping to a high level

[581, 582, 590]. In our case [493], as has been mentioned, the charge-transfer

is molecular in nature, unlike the electrochemical gating.
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Figure 6.3: The density of states (DOS) for (a) Graphene-TCNE, (b)
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From the pDOS analysis (see the Fig. 6.3), it is clear that the DOS

at/near the Fermi level mainly comes from the adsorbed molecules. In fact,

the graphene in graphene-molecule complex contributes only a little to the

overall DOS at the Fermi energy. Note that, for pure graphene, there are

no electronic states at the Fermi energy for transport process. It is also

clear from Fig. 6.3 that, at Fermi energy, a finite spin polarization exists

for TCNE and TCNQ complexes with graphene, while, for TTF adsorbed

graphene, such a spin polarization is absent.

Further, we have also discussed about the Raman active G bands of

graphene and graphene-molecule complexes for a direct comparison and de-

tailed understanding of the experimental results recently reported by Rao

et al . [198, 492]. Experimentally, it was shown that G-band softens and

stiffens with increasing concentration of TTF and TCNE, respectively, with

enhancement of the intensity ratio of D- to G-band [492]. In our calcu-

lations [493], we have obtained qualitatively similar results. For pure 2D

graphene, our calculations yield the optical phonon frequency at Brillouin

zone center Γ-point corresponding to the Raman active G-band at around

1579 cm−1. This Raman G-band arises from the in-plane degenarate E2g

vibrational modes. However, in presence of electron acceptors (TCNE and

TCNQ), we have found that the G-band frequency is shifted to a higher value

(∼ 1599 cm−1 and ∼ 1596 cm−1 for TCNE- and TCNQ-adsorbed graphene,

respectively) because of the nonadiabatic removal of Kohn anomaly at Γ-

point, while for the electron donor (TTF), it goes to a lower frequency region

at about 1565 cm−1, corroborating the experimental findings [198,492]. It is
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important to note that, the nature of the G-band shifts found for the molecu-

lar doping, is different from the electro-chemical doping of graphene studied

using Raman spectroscopy [590]. This is becuase, the presence of surface

adsorbed molecules causes substantial local structural distortions, which is

probably absent in case of electro-chemical doping. However, the results dis-

cussed here, qualitatively agree well with previous calculations [591,592] and

reported experimental results [198, 492, 593].

6.3.2 Molecular Doping of Single-Walled Carbon Nan-

otubes

In the previous section, we have demonstrated the effects of molecular doping

on the electronic structures of graphene. However, it would be interesting to

explore the changes in electronic properties of different SWCNTs modified

by the surface adosorbed electron donor and acceptor molecules. In fact,

there exists experimental evidences of molecular charge transfer effects on

the SWCNTs properties by Raman spectroscopic studies [198, 457, 492].

Similar to the study of molecular doping of graphene, here, we have cho-

sen TCNE and TCNQ, as the electron acceptors, while, TTF is selected, as

the donor molecules. We have considered the two different SWCNTs, metal-

lic, (5,5) SWCNT and semiconducting, (8,0) SWCNT, bearing almost same

diameter (∼ 6.8 Å).

The relative stability of adsorbate-nanotube systems is determined by

the adsorption energies. As it is well known, larger the adsorption energy,
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Table 6.1: Adsorption energies (Ead), equilibrium distance (D) and electron
transfer (ET) for all SWCNT-molecule complexes. The +ve (-ve) ET value
indicates the electron transfer from the nanotube (molecule) to the molecule
(nanotube).

SWCNT Molecule Ead (kcal mol−1) D (Å) ET (e)

(5,5)SWCNT TCNE -27.08 2.96 0.35

(5,5)SWCNT TCNQ -38.68 3.06 0.41

(5,5)SWCNT TTF -27.31 3.09 -0.08

(8,0)SWCNT TCNE -25.54 2.82 0.26

(8,0)SWCNT TCNQ -31.32 3.11 0.33

(8,0)SWCNT F4-TCNQ -36.22 3.08 0.39

(8,0)SWCNT TTF -29.61 2.95 -0.17

stronger is the binding of the adsorbate to the nanotube surface. The ad-

sorption energy (Ead) per adsorbate molecule is calculated by subtracting

the energy of the optimized isolated molecule, Emolecule and the optimized

equilibrium energy of the adsorbent, E(n,m)SWCNT , from the total energy of

the optimized molecule-(n,m) SWCNT system, Emolecule+(n,m)SWCNT , i.e.,

Ead = [Emolecule+(n,m)SWCNT − E(n,m)SWCNT − 2 ∗Emolecule]/2 (6.2)

A summary of the results for the fully optimized structures for all the sys-

tems are provided in Table 6.1. As can be seen, the distance between SWCNT

and the adsorbed molecule remain at about 2.8-3.1 Å. The equilibrium ad-

sorption distances are measured as the shortest distance between nanotube

and adsorbed molecule. It can easily be seen from the Table 6.1 that for
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adsorption of TCNE on both nanotubes, the distances are relatively shorter

as expected from its smaller molecular size with significant amount of charge

transfer. It is also clear that the equilibrium adsorption distances are compar-

atively smaller than that observed for molecules adsorbed on graphene sur-

face [493]. Moreover, the adsorption energies are comparatively smaller than

those obtained for same molecules adsorption onto graphene surface [493].

The reason of having lesser values of adsorption energy is due to the curved

surface of SWCNTs compared to flat planar graphene surface. The stability

of these physisorbed SWCNT-molecule complexes are due to the interactions

of various length scales, including Coulombic as evidenced from finite charge

transfer. Also, as can be seen, for all the cases, the interaction is weak in

agreement with moderate values of adsorption energy (see Table 6.1). The

relatively larger value of adsorption energy for TCNQ compared to TCNE,

is attributed to the fact that for TCNQ, the benzenoid structure provides a

significant π surface for adsorption on SWCNTs. This increases the extent of

charge-transfer which in turn leads to gain the stability through electrostatic

forces. Notably, the change in bond length alteration (BLA) reveals that

the quinonoid form of TCNQ in its pure free gaseous state transform into

benzenoid form on interacting with nanotubes. In comparison to TCNQ, the

absence of large conjugated π surface with lesser amount of charge-transfer

indicates that, both electrostatic as well as van der Walls forces are, however,

comparatively small for TTF molecule adsorbed on SWCNTs. Interestingly,

electron withdrawing adsorbates interact more specifically with metallic (5,5)

SWCNT compared to the semiconducting (8,0) SWCNT with greater amount
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of charge transfer, resulting in larger values of adsorption energy. On the con-

trary, in case of electron-donating molecules, the results are exactly opposite

with comparatively larger adsorption energy for the semiconducting SWC-

NTs. These findings are well consistent with the recent experimental results

obtained by Rao et al . [457].

An analysis of Mülliken population suggests that, there is an effective

charge transfer between adsorbed molecule and SWCNT. For both TCNE

and TCNQ adsorbed onto metallic (5,5) SWCNT, the extent of electron

transfer from nanotube to adsorbed molecules are found to be ∼ 0.35 e

and ∼ 0.41 e, respectively, while for the adsorption on semiconducting (8,0)

SWCNT, the values are ∼ 0.26 e, and ∼ 0.33 e, respectively, per sorbed

molecule, per supercell. This is consistent with the nature of electron-

withdrawing tendency of these molecules. For electron donor TTF, electron

transfer of ∼ 0.08 e and ∼ 0.17 e are found from molecule TTF to (5,5)

SWCNT and (8,0) SWCNT, respectively, per sorbed molecule, per supercell.

To understand, whether the charge transfer accompanies spin moments, we

have calculated the difference in spin-density (i.e. up-spin - down-spin den-

sities). Interestingly, we find that for TCNQ molecule adsorbed on semicon-

ducting (8,0) SWCNTs, there is accumulation of small but finite magnetic

moment in nanotubes. For TCNE, however, there is a finite spin density

in the molecule although nanotube remains nonmagnetic. In case of TTF,

the hole carries no magnetic moment and both nanotube and the molecule

remain nonmagnetic. Note that, for electron acceptor molecules (TCNE

and TCNQ) adsorbed on SWCNTs, the interaction is mainly electrostatic
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in nature as found from significant charge-transfer with definite spin mo-

ments. In fact, TCNQ, being the stronger electron acceptor in comparison

to TCNE, the effect is more, similar to its adsorption on a Ag(100) and

graphene surface [493, 594]. Incidentally, the charge transfer between nan-

otube and adsorbed molecule results in electrostatic attraction and thereby

formation of a charge-transfer complex, in agreement with recent experimen-

tal results [457,587]. The majority spin density is mainly localized on the sp2

carbon and nitrogen atoms for both TCNE and TCNQ adsorbed SWCNTs,

while the minority-spin density is localized on the ”sp” carbon atomic hy-

brid orbitals of cyano groups present in acceptor molecules. Because of weak

interactions through pz orbitals of TCNQ and its strong hole doping nature

compared to TCNE with SWCNTs, the latter contributes less to the overall

spin, as noted earlier. Moreover, the excess transfered charge is mainly local-

ized on the N atoms of the electron-withdrawing cyano group of both TCNE

and TCNQ molecules, while for TTF adsorption, the relatively lesser extent

of charge depletion from S atoms gives rise to moderate values of adsorption

energy. We, however, would like to mention that, our results on the amount

of charge-transfer obtained through Mülliken population analysis are proba-

bly qualitatively correct, as the SIESTA code used in the present study, does

not include van der Waals interaction properly.

To understand the effects of molecular interactions on the nanotubes elec-

tronic structures, we plot band diagrams in Fig. 6.4 and Fig. 6.5, for the

metallic (5,5) SWCNT and semiconducting (8,0) SWCNT, respectively. The

band structures around the Fermi energy are significantly affected by molec-

ular adsorption in both types SWCNTs. For pure quasi-1D metallic (5,5)
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Figure 6.4: The spins resolved electronic band structures for pure (5,5)
SWCNT (a), (5,5) SWCNT-TCNE (b), (5,5)SWCNT-TCNQ and (5,5)
SWCNT-TTF (d). The Fermi level is set to zero. The up and down ar-
rows indicate the majority and minority spin channel, respectively.
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SWCNT, spins symmetric electronic states appear at the Fermi level, resem-

bling the metallic behavior (see Fig. 6.4)). In case of pure quasi-1D (8,0)

SWCNT, a semiconducting band gap of ∼0.55 eV appears at the Fermi en-

ergy. Moreover, (5,5) SWCNT also shows spins symmetirc electronic states,

indicating zero spin polarization. The presence of donor and acceptor adsor-

bates creates the discrete molecular levels around the Fermi energy, as in-

dicative from the flat bands near the Fermi energy for all SWCNT-molecule

complexes. The presence of flat molecular levels of TCNE and TCNQ in

charge-transfer physisorbed systems at slightly above the Fermi level give

rise to finite DOS for the molecule-nanotube complexes. In case of TTF ad-

sorbed SWCNTs, a flat band arises slightly below the Fermi level, resulting

in finite DOS for the composites. In the later case, both majority and mi-

nority spins are affected in exactly same manner with negligible amount of

molecular charge-transfer. Also note that, in all the six molecule-SWCNT

complexes, the Fermi level shifts from its original position i.e. from its pure

states (see Fig. 6.4 and Fig. 6.5). Interestingly, however, we have found that,

in case of TCNE and TCNQ adsorbates, the electrons are removed from the

SWCNTs, depleting electron cloud from the uppermost valence bands of the

later, with Fermi energy shifting towards the valance band. The effect is

more pronounced for metallic (5,5) SWCNT, compared to the semiconduct-

ing (8,0) SWCNT, as the former has more carriers than the later. On the

other hand, the accumulation of electrons cause shifting of the Fermi level

towards the conduction band for TTF intercalated SWCNTs. Note that, in a

strict sense, the completely pure band picture of SWCNTs near to the Fermi

level is absent in SWCNT-molecule complexes. Instead, as shown in Fig. 6.4
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Figure 6.5: The spins resolved electronic band structures for pristine (8,0)
SWCNT (a), (8,0) SWCNT-TCNE (b), (8,0) SWCNT-TCNQ (c) and (8,0)
SWCNT-TTF (d). The Fermi level is set to zero. The up and down arrows
indicate the majority and minority spin channel, respectively.

and 6.5, the hybridization of SWCNT bands and the discrete molecular

level results in disappearance of pure band picture for the charge-transfer

complexes.

Interestingly, for electrochemical top-gating study, the pure dispersive

bands near the Fermi level remains unaltered even after doping to a high

level as observed in case of graphene [581, 582, 590]. In our case, doping is

done by means of electron-donor and -acceptor molecules, which causes the

appearance of discrete localized molecular level resulting in re-hybridization

of bands. Moreover, as has been mentioned, the molecular charge-transfer
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is fractional unlike the electrochemical gating. Interestingly, for the TCNE

adsorption on (5,5) SWCNT, a small band gap ∼ 50 meV opens at the Fermi

level (see Fig. 6.6), showing the possibility of apparent metal-semiconductor

transition whose signature was found in characteristic Raman spectroscopy,

thus corroborating with the experimental findings [457]. On the other hand,

the interaction of semiconducting (8,0) SWCNT with TCNQ closes up the

minority spin gap completely, whereas, a small ∼ 8 meV gap present in the

majority spin channel, which is negligibly small than the room temperature

energy (∼26 meV), opening up a strong possibility of semiconductor-metal

transition. Moreover, the semiconducting gap of ∼0.55 eV for (8,0) SWCNT

reduces to ∼0.21 eV and ∼0.35 eV for the interactions with TCNE and TTF

adsorbates, respectively.

To verify the consistency of our results, we also consider a distinct metallic

(9,0) SWCNT which has different diameter and chirality from the previous

one. Although the pure (9,0) SWCNT has a pseudo gap exactly at the Fermi

energy, after interaction with TCNE, it opens up the band gap supporting our

findings as a general case. Furthermore, since the TCNQ, a strong electron

acceptor, on interaction with semiconducting (8,0) SWCNT closes up the gap

as discussed earlier, we too have thought to consider a better and stronger

electron-withdrawing adsorbate molecule, a fluorinated derivative of TCNQ

i .e., tetrafluro quinodimethane (F4-TCNQ), and find similar semiconductor-

metal transition.
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6.4 Conclusions

In this chapter, we have discussed the fascinating effects of molecular dop-

ing on the modification of the intriguing electronic structure of pristine 2D

graphene and various SWCNTs, using first-principles density functional the-

ory level of calculations. Our results have shown that the nature of the exter-

nal dopants molecules has a significant impact for modifying electronic struc-

tures of graphene and carbon nanotubes through charge transfer mechanisms.

We have also shown that, the presence of organic donor or acceptor molecules

on graphene can significantly change the electronic properties, in particular,

the characteristic Raman spectra of graphene. For all cases, the magnitude

of adsorption energies are found to be moderate, suggesting physisorption

process. The adsorption is mainly governed by the charge transfer interac-

tions, the signature of which is found experimentally in UV-visible spectra.

We have found a downward shift of Fermi level relative to the Dirac point for

TCNE and TCNQ adsorbed graphene, whereas, the Fermi level shifts upward

from the Dirac point for TTF intercalated graphene. Moreover, we have also

found that a small band gap opens up in between the valence and conduc-

tion bands, and thus, tuning of carrier concentrations indeed can change the

graphene electronic structure from semi-metallic to perfect metallic through

semiconducting behavior. Interestingly, we find that the molecular charge-

transfer results in stiffening and softening of Raman active G-band frequency,

depending on the nature of the dopant molecule, as found experimentally.

Thus, the Raman spectra can be used as a finger print for understanding the

molecular charge-transfer interactions in graphene-adsorbate complexes.
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Additionally, the results obtained from the molecular doping of SWC-

NTs, have revealed that, the electron acceptor molecules strongly adsorb on

both the nanotubes in comparison to the electron donor moleucles, with the

greater adsorption affinity found for the metallic SWCNTs. Interestingly,

the calculations have also shown that, TCNE causes metal→ semiconductor

transition in (5,5)SWCNT, while, the semiconducting (8,0)SWCNT trans-

forms to a metal in presence of surface adsorbed strong electron acceptors,

TCNQ and F4-TCNQ. Moreover, the presence of TCNQ and F4-TCNQ on

(8,0)SWCNT results in spin-polarization on the nanotube.

Since adsorption of donor or acceptor dopants gives rise to tuning of band-

gap as well as carrier type in graphene and SWCNTs, we have suggested that,

it is possible to fabricate the graphene and nanotubes based electronic devices

through simple means, possibly even a p-n junction using both donor and

acceptor molecules.
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[387] M. Tomaško, M. Vorličková, and J. Sagi, Biochimiie 91, 171 (2009).

[388] C. F. Guerra, T. van der Wijst, J. Poater, M. Swart, and F. M. Bick-

elhaupt, Theor. Chem. Acc. 125, 245 (2010).



Bibliography 296

[389] K. Burke, J. P. Perdew, and M. Ernzerhof, Int. J. Quantum Chem. 61,

287 (1997).

[390] N. Troullier and J. L. Martins, Phys. Rev. B 43, 1993 (1991).

[391] L. Kleinman and D. M. Bylander, Phys. Rev. Lett. 48, 1425 (1982).

[392] S. S. Mallajosyula and S. K. Pati, Angew. Chem. Int. Ed. 48, 4977

(2009).

[393] M. Cavallari, A. Garbesi, and R. D. Felice, J. Phys. Chem. B 113,

13152 (2009).

[394] C. D. M. Churchill and S. D. Wetmore, Phys. Chem. Chem. Phys. 13,

16373 (2011).

[395] D. Kosenko, L. Gor, O. V. Shishkin, J. Sponer, and J. Leszczynski, J.

Phys. Chem. B 112, 150 (2008).

[396] P. Schyman, L. A. Eriksson, and A. Laaksonen, J. Phys. Chem. B 113,

6574 (2009).

[397] B. Xerri, C. Morell, A. Grand, J. Cadet, P. Cimino, and V. Barone,

Org. Biomol. Chem. 4, 3986 (2006).

[398] S. D. W. A. L. Millen, R. A. Manderville, J. Phys. Chem. B 114, 4373

(2010).

[399] A. Cerf, T. Alava, R. A. Barton, and H. G. Craighead, Nano Lett. 11,

4232 (2011).

[400] J. Shendure and H. Ji, Nat. Biotech. 26, 1135 (2008).



Bibliography 297

[401] C. H. Lu, H. H. Yang, C. L. Zhu, X. Chen, and G. N. Chen, Angew.

Chem. Int. Ed. 48, 4785 (2009).

[402] B. Das, R. Voggu, C. S. Rout, and C. N. R. Rao, Chem. Comm. 41,

5155 (2008).

[403] K. S. Subrahmanyam, A. K. Manna, S. K.Pati, and C. N. R. Rao,

Chem. Phys. Lett. 497, 70 (2010).

[404] X. D. Wen, L.Hand, V. Labet, T. Yang, R. Hoffmann, N. Ashcroft,

A. R. Oganov, and A. O. Lyakhov, Proc. Natl. Acad. Sci. 108, 6833

(2011).

[405] J. H. Seol, I. Jo, A. L. Moore, L. Lindsay, Z. H. Aitken, M. T. Pettes,

X. Li, Z. Yao, R. Huang, D. Broido, et al., Science 328, 213 (2010).

[406] A. K. Geim and K. S. Novoselov, Nat. Mater. 6, 183 (2007).

[407] Z. Liu, S. M. Tabakman, K. Jiang, S. Fan, and H. Dai, J. Am. Chem.

Soc. 130, 13540 (2008).

[408] Y. Chen, H. Liu, T. Ye, J. Kim, and C. Mao, J. Am. Chem. Soc. 129,

8696 (2007).

[409] D. A. Heller, H. Jin, B. M. Martinez, D. Patel, B. Miller, T.-K. Yeung,

P. V. Jena, C. Hobartner, T. Ha, S. K. Silverman, et al., Nat. Nanotech.

4, 114 (2009).

[410] L. Cao, X. Wang, M. J. Meziani, F. Lu, H. Wang, P. Luo, Y. Lin, B. A.

Harruff, L. M. Veca, D. Murray, et al., J. Am. Chem. Soc. 129, 11318

(2007).



Bibliography 298

[411] C. C. Fu, H. Y. Lee, K. Chen, T. S. Lim, H. Y.Wu, P. Lin, P. K. Wei,

P. H. Tsaon, H. C. Chang, and W. Fann, Proc. Natl. Acad. Sci. 104,

727 (2007).

[412] C. Hao, L. Ding, X. Zhang, and H. Ju, Anal. Chem. 79, 4442 (2007).

[413] R. Yang, J. Jin, Y. Chen, N. Shao, H. Kang, Z. Xiao, Z. Tang, Y. Wu,

Z. Zhu, and W. Tan, J. Am. Chem. Soc. 130, 8351 (2008).

[414] Z. Zhu, Z. Tang, J. A. Phillips, R. Yang, H. Wang, and W. Tan, J.

Am. Chem. Soc. 130, 10856 (130).

[415] M. Zheng, A. Jagota, E. D. Semke, B. A. Diner, R. S. McLean, S. R.

Lustig, R. E. Richardson, and N. G. Tassi, Nat. Mater. 2, 338 (2003).

[416] K. A. Williams, P. T. M. Veenhuizen, B. G. de la Torre, R. Eritja, and

C. Dekker, Nature 420, 761 (2002).

[417] D. Pantarotto, R. Singh, D. McCarthy, M. Erhardt, J. P. Briand,

M. Prato, K. Kostarelos, and A. Bianco, Angew. Chem. Int. Ed. 116,

5354. (2004).

[418] R. Singh, D. Pantarotto, D. McCarthy, O. Chaloin, J. Hoebeke,

D. Charalambos, J. P. Briand, M. Prato, A. Bianco, and K. Kostarelos,

J. Am. Chem. Soc. 127, 4388 (2005).

[419] N. Nakashima, S. Okuzono, H. Murakami, T. Nakai, and K. Yoshikawa,

Chem. Lett. 32, 456 (2003).

[420] C. Staii, A. T. J. Jr, M. Chen, and A. Gelperin, Nano Lett. 5, 1774.

(2005).



Bibliography 299

[421] C. Dwyer, M. Guthold, M. Falvo, S. Washburn, R. Superfine, and

D. Erie, Nanotechnology 13, 601. (2002).

[422] H. Gao, Y. Kong, D. Cui, and C. S. Ozkan, Nano Lett. 3, 471 (2003).

[423] D. A. Heller, E. S. Jeng, T. K. Yeung, B. M. M. Martinez, A. E. Moll,

J. B. Gastala, and M. S. Strano, Science 311, 508 (2006).

[424] S. E. Baker, W. Cai, T. L. Lasseter, K. P. Weidkamp, and R. J. Hamers,

Nano Lett. 2, 1413 (2002).

[425] X. Tu, S. Manohar, A. Jagota, and M. Zheng, Nature 460, 250 (2009).

[426] M. S. Strano, M. Zhen, A.Jagota, G. B. Onoa, D. A. Heller, P. W.

Barone, and M. L. Usrey, Nano Lett. 4, 543 (2004).

[427] M. Zheng, A. Jagota, M. S. Strano, A. P. Santos, P. Barone, S. G.

Chou, B. A. Diner, M. S. Dresselhaus, R. S. M. Mclean, and G. B.

Onoa, Science 302, 1545 (2003).

[428] S. Daniel, T. P. Rao, K. S. Rao, S. U. Rani, and T. G. Naidu; Lee, H.

Y.; Kawai, Sensors and Actuators B: Chemical 122, 672 (2007).

[429] S. Li, P. He, J. Dong, Z. Guo, and L. Dai, J. Am. Chem. Soc. 127, 14

(2005).

[430] A. Bianco, K. Kostarelos, and M. Prato, Current opinion in chemical

biology 9, 674 (2005).

[431] S. Wang, R. Wang, P. Sellin, and Q. Zhang, Biochemical and biophys-

ical research communications 325, 1433 (2004).



Bibliography 300

[432] X. Zhao and J. K. Johnson, J. Am. Chem. Soc. 129, 10438 (2007).

[433] H. Gao and Y. Annu.Kong, Rev. Mater. Res. 34, 123 (2004).

[434] W. Martin, W. Zhu, and G. Krilov, J. Phys. Chem. B 112, 16076

(2008).

[435] R. R. Johnson, A. T. C.Johnson, and M. L. Klein, Nano Lett. 8, 69

(2008).

[436] R. R. Johnson, A. K. A. T. C. Johnson, and M. L. Klein, Nano Lett.

9, 537 (2009).

[437] B. Gigliotti, B. Sakizzie, D. S. Bethune, R. M. Shelby, and J. N. Cha,

Nano Lett. 6, 159 (2006).

[438] S. Manohar, T. Tang, and A. Jagota, J. Phys. Chem. C 111, 17835

(2007).

[439] G. Lu, P. Maragakis, and E. Kaxiras, Nano Lett. 5, 897 (2005).

[440] Y. Wu, J. A. Phillips, H. Liu, R. Yang, and W. Tan, ACS Nano. 2,

2023 (2008).

[441] S. Akca, A. Foroughi, D. Frochtzwajg, and H. W. C. Postma,

PLoSONE 6, e18442 (2011).

[442] X. Zhao, J. Phy. Chem. C 115, 6181 (2011).

[443] J. M. Thomas and A. C. David, In Molecular Modeling of Nucleic Acids

American Chemical Society 682, 379 (1997).



Bibliography 301

[444] T. A. D. D. A. D. Case, T. E. Cheatham, C. L. Simmerling, J. Wang,

R. E. Duke, R. Luo, R. C. Walker, W. Zhang, K. M. Merz, B. Roberts,

et al., AMBER 11, University of California, San Francisco p. 2010.

[445] J. Zou, B. Ji, X. Q. Feng, and H. Gao, Nano Lett. 6, 430 (2006).

[446] G. Hummer, J. C. Rasaiah, and J. P. Noworyta, Nature 414, 188

(2001).

[447] W. L. Jorgensen, J. Am. Chem. Soc. 129, 10438 (2007).

[448] C. L. Cheng and G. J. Zhao, Nanoscale 4, 2301 (2012).

[449] W. L. Jorgensen, J. Am. CheM. Soc. 103, 335 (1981).

[450] B. Hess, C. Kutzner, D. van der Spoel, and E. Lindahl, J. Chem. Theo.

and Comput. 4, 435 (2008).

[451] W. Humphrey, A. Dalke, and K. Schulten, J. Mol. Graphics 14, 33

(1996).

[452] Chipot, Springer Verlag, Berlin 10, 978 (2007).

[453] R. R. Johnson, A. Johnson, and M. L. Klein, Small 6, 31 (2010).

[454] P. K.Samanta, G. Periyasamy, A. K. Manna, and S. K. Pati, J. Mater.

Chem. 22, 6774 (2012).

[455] S. Gowtham, R. H. Scheicher, R. Ahuja, R. Pandey, and S. P. Karna,

Phys. Rev. B 76, 033401 (2007).

[456] J. Antony and S. Antony, Phys. Chem. Chem. Phys. 10, 2722 (2008).



Bibliography 302

[457] N. Varghese, U. Mogera, A.Govindaraj, A. Das, P. K. Maiti, A. K.

Sood, and C. N. R. Rao, Chem. Phys. Chem. 10, 206 (2009).

[458] S. Manohar, A. R. Mantz, K. E. Bancroft, C. Y. Hui, A. Jagota, and

D. V. Vezenov, Nano Lett. 8, 4365 (2008).

[459] T. van der Wijst, B. Lippert, M. Swart, C. F. Guerra, and F. M.

Bickelhaupt, J. Biol. Inorg. Chem. 15, 387 (2010).

[460] P. Sket and J. Plavec, J. Am. Chem. Soc. 132, 12724 (2010).

[461] L. Joly, F. Rosu, M. Swart, and V. Gabelica, Chem. Commun. 48,

8386 (2012).

[462] M. Meyer, C. Schneider, M. Brandl, and J. Sühnel, J. Phys. Chem. A

105, 11560 (2001).

[463] N. D. Mermin, Phys. Rev. 176, 250 (1968).

[464] A. Fasolino, J. H. Los, and M. I. Katsnelson, Nat. Mater. 6, 858 (2007).

[465] W. Saenger, Principles of nucleic acid structure 1984.: New York

(1984).

[466] P. Maragakis, R. L. Barnett, E. Kaxiras, M. Elstner, and T. Frauen-

heim, Phys. Rev. B 66, 241104 (2002).

[467] Y. Zhang, Y. W. Tan, H. L. Stormer, and P. Kim, Nature (London)

438, 201 (2005).

[468] Y. Zhang, V. W. Brar, C. Girit, A. Zettl, and A. F. Crommie, Nat.

Phys. 5, 722 (2009).



Bibliography 303

[469] C. O. Girit, J. C. Meyer, R. Erni, M. D. Rossell, C. Kisielowski,

L. Yang, C. Park, M. F. Crommie, M. L. Cohen, S. G. Louie, et al.,

Science 323, 1705 (2009).

[470] Y. Zhang, T. T. Tang, C. Girit, Z. Hao, M. C. Martin, A. Zettl, M. F.

Crommie, Y. R. Shen, and F. Wang, Nature 459, 820 (2009).

[471] K. Kim, Z. Lee, W. Regan, C. Kisielowski, M. F. Crommie, and

A. Zettl, ACS Nano 5, 2142 (2011).

[472] W. Regan, N. Alem, B. Aleman, B. Geng, C. Girit, L. Maserati,

F. Wang, M. Crommie, and A. Zettl, Appl. Phys. Lett. 96, 113102

(2010).

[473] M. L. Cohen and A. Zettl, Phys. Today p. 34 (2010).

[474] A. K. Singh, E. S. Penev, and B. I. Yakobson, ACS Nano 4, 3510

(2010).

[475] C. Berger, Z. Song, X. Li, X. Wu, N. Brown, C. Naud, D. Mayou, T. Li,

J. Hass, A. N. Marchenkov, et al., Science 312, 1191 (2006).
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