
























Chapter 1 

 

 

Introduction 

Superconductivity is an exciting phenomenon of current flow with zero resistance. Besides the 

zero resistance, the superconducting material has a few exotic properties: (1) in the presence of 

the magnetic field from the interior of a superconductor magnetic lines of force are excluded (2) 

below a characteristic temperature (Tc) superconductivity can be destroyed by the application of 

external magnetic field which we call type-I superconductors and for type-II superconductors, 

superconductivity can be partially destroyed with the application of magnetic field H 

(Hc1<H<Hc2). Following the discovery of superconductivity by Onnes in 1911, a series of 

superconductors had been discovered and the transition temperature (TC) kept on increasing. 

More than 2000 materials had been predicted to be superconducting by 1975 and TC rose to 22.3 

K with the appearance of Nb3Ge superconductor [1] in 1973. Most successful BCS theory 

appeared in 1957. With the success of this theory, it was believed that higher transition 

temperature is not possible without new superconducting mechanism. Already in 1954, Fröhlich 

proposal [2] for the high temperature superconductivity in charge density wave system and in 

1964 Little’s excitonic superconductivity model [3] initialize the possibility of getting high 

temperature superconductors. In 1975, superconductivity was found in BaPb1-xBixO3 with TC= 

13 K [4] which is regarded as the first oxide superconductor. A series of oxides had been found 

to be superconducting, for example, PbMo6S8 (TC=16 K) [5], LaCuO3 [6], La2CuO4 (Tc=30 K) 

[7].  In February of 1987, Chu et al. predicted a new superconducting material, YBa2Cu3O7 with 



Tc=90 K [8]. This is most important breakthrough in the history of superconductivity. After this, 

Tc rose with great expectation in Bi1Sr1Ca1Cu2Ox (Tc=105 K) [9], TI2CaBa2Cu2O8+δ (Tc=120 K) 

[10], HgBa2Ca2Cu3Ox (Tc=135 K but Tc=164 K under high pressure) [11].This observation 

called for a theory other than BCS theory. Alongside there was continuous effort to find non-

copper based superconductors. The discovery of superconductivity in pnictides [12] is a great 

achievement in this field. Other than pnictides, superconductivity is found in many other non-

copper based materials, for example, is alkali-ion doped C60 (Tc=33 K) [13], MgB2 (Tc=39 K) 

[14], alkali-doped fullerene RbCs2C60 (Tc=33k under ambient pressure) [15]. But among all the 

non-copper based superconductors, pnictide is the most precious candidate due to two reasons. 

Firstly, the transition temperature (TC) of Pnictides is the highest compared to other non-copper 

based superconductors. Secondly, the superconducting mechanism of pnictides is non-BCS type, 

which is quite similar to cuprate superconductors. On the other hand, superconductivity 

mechanism in other non-copper based materials except pnictides differs from cuprates. For 

example, superconductivity in alkali-ion doped C60 can be explained in terms of BCS theory. So 

pnictides can give us a new route towards high temperature superconductivity. Pnictide family 

consists of two types of superconductors. One is iron-pnictide superconductors and another is 

Nickel-pnictide superconductors. 

In the last couple of years, the appearance of topological insulator is one of the most exciting 

phenomena in condensed-matter physics. It is a new quantum state of matter with special surface 

states property. The physics of surface state of topological insulators is quite interesting with 

valuable applications. 

This chapter is divided into two sections: sections 1.1 and 1.2. Section 1.1 is divided into 

sections 1.1.1 and 1.1.2. In sections 1.1.1, we have given brief introduction of iron-pnictide 



superconductors. We have introduced Nickel-pnictide superconductor in sections 1.1.2. In 

section 1.2, we have given brief description of topological insulators. 

 

1.1.1    Iron-Pnictide superconductor 

 

 Iron-pnictide superconductors are chemical systems containing iron and pnictogen atoms with 

superconducting properties.  Superconductivity in iron-based system [16, 17] with TC=55 K 

motivates physicists to study its superconducting mechanism which is as rich as in cuprates. 

There exist mainly four groups of iron-pnictide superconductors. First is the ‘1111’ group with 

the composition MFeAsO, where M represents a lanthanide such as, La, Ce, Pr, Sm or Eu. The 

entire series of compounds under this group are particularly interesting due to their transition 

temperature which is as high as 55 K [16, 17]. These types of materials show superconductivity 

when doped with electrons. This is achieved by substituting oxygen with fluoride, or by simply 

reducing the oxygen content. The second group is the so-called ‘122’, which has the composition 

MFe2As2, where M represents the alkali-earth elements. Superconductivity can be induced in 

these kinds of materials by doping with holes or by replacing alkaline-earth elements [18]. The 

third group is based on only Fe and one of the chalcogen elements. The most popular compound 

in this group is FeSe, where the transition temperature is found to be about 8 K, in the absence of 

externally applied pressure or doping. But this transition temperature can go up to 27 K [19] in 

the presence of doping or high pressure. The systems in this group are particularly interesting 

because of their simple structure. Fourth is the well known 21311 group, for example, 



Sr2ScO3FeP system [20]. Transition temperature (TC) of this system is 17K  which can be 

increased 37K by substituting Sc by V and P by As, which can be seen in Sr2VO3FeAs [21]. 

It was believed that the iron-based superconductors are more complex than the cuprate 

superconductors. In cuprates, cupric ion (Cu2+) has only one unfilled orbital. Hence, single 

narrow-band model containing both kinetic energy and onsite Coulomb interactions, for 

example, the Hubbard model, t-J model, in principle can describe all the major properties of the 

cuprates. On the other hand, in iron-pnictide, the Fe2+ has six electrons in five d orbitals. 

Moreover, electron filling in different orbitals depends on the competition between the Hund’s 

coupling and the ‘crystal field’ splitting. This crystal field splitting is just lattice-potential-

induced energy splitting between different d orbitals. Thus, a multi-band approach is more 

favorable for the study of iron-pnictides unlike cuprates. 

A central issue in this field is whether the non-interacting band theory based on local density 

approximation (LDA) or generalized gradient approximation (GGA) can provide a suitable 

starting point for understanding the reason behind the superconductivity in iron-based 

superconductors. The undoped parent compounds in cuprates are Mott-insulators where carriers 

are localized because of the strong on-site Coulomb repulsions. This observation of parent 

compounds in cuprate makes the issue of electron-correlation in iron-pnictide more serious. But 

fortunately, the parent compounds in iron-based superconductors are quite different than that of 

cuprates. The parent compounds in iron-based superconductors are purely metallic, not Mott-

insulating. This suggests that the electron correlation in iron-pnictide is not as strong as in 

cuprates. In cuprates, the bond-length between two copper atoms is quite large. This prevents the 

overlap between two Cu d orbitals. As a result, copper atoms are very much localized in 

cuprates. But in iron-pnictides, the bond-length between two iron-atoms is not as large as in 



cuprates. The short bond distance between two Fe atoms helps in overlapping between Fe-3d 

orbitals of two neighboring Fe atoms. This might be one of the main reason why iron-pnictide is 

a good conductor at room temperature compared to cuprates[22]. Moreover, electron correlation 

in iron-pnictide is not local and estimated effective U is less than 0.5 eV [23]. This reduction of 

effective U is due to the hybridization between Fe-3d electrons with As 4p electrons. First 

principle based results are found to be in agreement with experimental observations to some 

extents [24]. Besides the low correlations, one of the major attractions of the iron-pnictide 

compound is the existence of magnetism. Magnetic ordering has been observed in iron-pnictides 

[25]. The nature of this magnetic order is long-range anti-ferromagnetic order with a simple 

stripe-type in the parent compound. There is competition between this magnetic ordering and 

superconductivity. Superconductivity wins due to suppression of the magnetic ordering by either 

electron or hole doping. This picture is very similar to cuprates. 

The superconductivity in iron-pnictide is very much unconventional. The traditional BCS theory 

(26) which is based on electron-phonon coupling is not able to explain such high transition 

temperature in these systems. First-principle based computed electron-phonon coupling constant 

often fails to reproduce the experimental TC value [27]. The reason behind this failure may be 

due to the spin fluctuations. It is believed that anti-ferromagnetic spin fluctuation plays the same 

role in these compounds as lattice vibrations in conventional superconductors.   

The most key mystery of the unconventional superconductivity lies in its pairing mechanism. To 

correctly predict the pairing mechanism of Fe pnictide superconductors, it is necessary to predict 

the symmetry of their order parameter as the symmetry is directly related to the microscopic 

pairing mechanism in these systems. The symmetry of the order parameter in the conventional 

superconductors is isotropic s-wave. But the symmetry of the order parameter (Δ), in the 



unconventional superconductors is different than the conventional superconductors. Many 

different types of possible symmetry of the order parameters have been proposed. These 

symmetries [28] are shown in figure 1: 

 

 

Figure 1. Different types of order parameter 

In cuprates, the predicted order-parameter symmetry is dx2-y2 [29]. In the d-wave, the nature of 

the pairing is based on repulsion.  But the Cooper pair wave function changes sign four times on 

circling the Fermi surface. This sign change may create attraction which helps in pairing. NMR 

relaxation rate and specific heat measurements indicate the existence of nodal lines with gapless 

quasi-particles at certain points on the Fermi surface [30]. This anticipation is supported by 

scanning tunneling microcopy (STM) and Andreev-reflection experiments on polycrystalline 

samples [31, 32]. STM data gives linear-in-energy dependence of the local density of states 

below TC. Measurements of Andreev reflection shows a zero-bias peak which is due to an 

Andreev bound state at the Fermi surface. All these observations exclude the possibility of s-

wave symmetry in high temperature pnictide superconductors. In this background, one ARPS 

measurement gave a new picture for pairing mechanism in pnictides which is completely 

different from cuprates. According to ARPS data on crystal samples of the 122 compounds [33], 

there is a fully gaped Fermi surface without any sign of nodal lines. This discrepancy from 



cuprates gives a new challenge to the condensed-matter physicists to test the existing theory. 

Various efforts have been made to predict the pairing mechanism in iron-pnictides. It is believed 

that there are two kinds of symmetry existing in iron-pnictides. One is S+- and the other is S++ 

symmetry.  In S+- symmetry, the pairing is due to spin fluctuation, whereas in S++ symmetry, the 

pairing is due to orbital fluctuation. Many studies have been devoted to correctly predict which 

symmetry of the order parameter exists in iron-pnictide and there are many controversial results. 

However, all the results about the pairing in iron-pnictide has one common similarity: lattice 

distortion with spin-density-wave (SDW) occurs at wave vectors (Π, 0) or (0, Π) in the parent 

non-superconducting compounds in the low temperature regime [34]. Application of increased 

doping or pressure [35] destroys the spin-density-wave (SDW) phase. In this context, 1111 and 

122 families of the iron-pnictide systems show quite different behavior. Lattice distortion and 

spin-density-wave take place at two different transition temperatures [36] in 1111 compound, 

whereas, in the 122 compound, the lattice distortion and spin-density-wave occur at the same 

transition temperature with a finite jump in the structural lattice constants [37, 38]. Theoretical 

models [39, 40] have been proposed to find the reason behind this kind of behavior. 

However, there are many mysteries, still alive in the iron-pnictide study. For example, 

magnetism in these systems is not fully understood. Total spin of one Fe ion is either 1 or 2 

because Fe2+ has six electrons in the 3d orbitals. However, spin-density-magnetic moment in 

1111 compound is found to be only 0.3 Bohr magnetons [41]. The consequence of metallic 

electron in iron-pnictide is an important issue.  

 

 



 

 

 

1.1.2 Nickel-pnictide superconductors 

The discovery of superconductivity in pnictide family is a major achievement after the prediction 

of superconductivity in copper-based materials. The most number of superconducting candidates 

of pnictide family are iron-based systems. Besides these iron-pnictide superconductors, the most 

promising candidate for superconductivity is Nickel-pnictide superconductors. Nickel-pnictide 

superconductors are chemical systems, consisting of nickel and pnictogen atoms. It has very low 

TC, but it shows quite interesting properties which has attracted much attention. Like iron-

pnictides, Nickel-pnictides can also appear as oxy-nickel-pnictides and Non-oxy-nickel-

pnictides. The representative candidate for oxy-nickel-pnictide superconductors is LaONiP [42] 

whereas the non-oxy-nickel-pnictide is BaNi2P2 [43]. Both of this systems (LaONiP and 

BaNi2P2) have same transition temperature (TC=3 K). In spite of this low Tc, from structural 

point of view,  nickel-pnictide superconductors are very similar to iron-pnictides. It has also 

layered structure of nickel atoms with pnictogen atoms stacked above and below these planes. 

Like iron-pnictides, superconductivity can be induced with the application of external pressure. 

The Tc value in nickel-pnictide superconductors is very much sensitive to structural distortion. 

Electronic correlation is very low in these superconductors. All these properties of Nickel-

pnictides can help us to know what parameters are responsible for high TC which can be tuned to 

look for new high temperature superconductors. 

 



 

 

 

1.1.3 Topological Insulator 

 

Band Theory of solid based on translational invariance in crystal lattices and Bloch theorem 

helps us to know the band structures of solid and why a solid is a metal, an insulator or 

semiconductor. In recent years, a new class of materials has attracted much attention in 

condensed-matter physics due to its peculiar property, that its bulk is insulating while its surface 

or edge states are metallic. The material with this new kind of feature is called Topological 

insulator. The metallic behavior in surface states of topological insulator is quite robust against 

impurities or interaction and protected by the presence of time reversal symmetry. These kinds 

of materials are characterized by an inverted energy gap which is caused by spin-orbit coupling 

(SOC). The surface states of topological insulators differ from ordinary metals in the sense that 

these surface states show linear dispersion, forming a Dirac cone at or near the Fermi level. 

Another interesting feature of the topological insulator surface states is that it carries only a 

single electron per momentum with a spin that changes its direction with the change in 

momentum. 

The origin of the discovery of topological insulator lies in the discovery of Hall family of 

systems. One parameter scaling theory [44] in 1979 predicted that the localization of all electrons 

in two or lower dimensions occur even with a very weak disorder. This theory gives a new shape 

to the research on lower dimensional systems with disorders or interactions. Almost at the same 



time, the experimental discovery of integer quantum Hall Effect (IQHE) [45] gave a new 

excitement to this field. Two years later, Tsui et al. predicted fractional Hall Effect (FQHE) [46]. 

From theoretical point of view, edge state electrons form discrete landau levels in the presence of 

strong magnetic field in IQHE. Electrons near the boundary jumps along the boundary to form a 

conducting channel [47, 48], while the group velocity of electrons in the bulk is zero. Thus in 

IQHE, all bulk electrons are insulating due to localization while the edge electrons show metallic 

behavior because these edge electrons form several conducting channels based on the electronic 

density, which is considered as robust against the impurities. With this feature, IQHE gives the 

indication of a new state of quantum matter which is now known as topological insulators. In the 

case of FQHE, the electrons are incompressible due to electron-electron interaction and form 

metallic edge states which are quite stable [49, 50]. 

 Unlike the other fields of condensed matter physics, the Dirac equation is popular in the study of 

topological insulators. It appears in this field due to two reasons. Firstly, because the topological 

insulators have strong spin-orbit coupling.This is considered as a direct consequence of Dirac 

equations. It essentially couples the spin, momentum and the Coulomb interactions or external 

electric fields together. That is why; we see band structures of some materials are topologically 

non-trivial. Another reason is that the effective Hamiltonians to the QSHE and 3D topological 

insulators posses same mathematical structure of the Dirac equation. One of the remarkable 

properties of the Dirac equation is that this equation is invariant with respect to time-reversal 

symmetry which plays the key role in the topological insulators. From the solution of modified 

Dirac equation, it is found that the edge states and surface states exist at the interface of systems 

with positive and negative masses. But there is positive-negative mass symmetry in the Dirac 

equation. Thus it is difficult to distinguish between trivial and non-trivial surface states. Hence, 



Dirac equation alone can not describe the topological insulators. To explore the complete picture 

of topological insulators, one has to consider the modified Dirac equation.  

 

A topological insulator is characterized by four Z2 [51] topological invariants (                    ).  It 

can be termed as  strong topological insulators or weak topological insulators [52]. One of the 

features of topological insulator is the existence of surface states on the Fermi surface. A 

topological insulator with odd number of surface states is considered as strong or non-trivial 

topological insulator, and one with even number of surface states is termed as a weak or trivial 

topological insulator. So far, all the topological insulators are related with band inversion. In fact, 

there are five groups of materials in three dimensional topological insulator families. First group 

is trivial topological insulator group. The representatives of this family are PbTe and SnTe, 

where SnTe is the first inverted band material discovered around fifty years ago. The example of 

second family member is bismuth antimony alloy (Bi1-xSbx) [53, 54] which is the first three 

dimensional strong topological insulator. This alloy is particularly interesting because of its rich 

property of thermoelectric power. The third member is 3D topological insulator with single Dirac 

cone. Example of these types of topological insulators are Bi2Se3 [55] and Bi2Te3 [56]. Both of 

these topological insulators have simple and robust surface states consisting of a single Dirac 

cone [57]. Fourth type is strained 3D HgTe type-topological insulator. Other materials are 

expected to be topological insulator, like, Half-Heusler compounds (LaPtBi). 

The applications of topological insulators, in spintronics or magnetoelectric devices, make them 

much more valuable than the ordinary semiconductors. Topological insulators in combination 

with superconductors can give us a new root for topological quantum bits. Besides that, it has 
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huge application in quantum computation. Many exciting phenomena like Majorana fermion can 

be realized in terms of these topological insulators. 

 

Density Functional Theory 

 

1.2.1 Introduction 

The main aim of most of the studies in solid state physics is the solution of the time-independent 

Schrödinger equation which is given by 

 

 

where       is the Hamiltonian for a system consisting of M nuclei and N electrons. In expanded 

form, it can be written as 

 

 

Throughout this section, all quantities are reported in atomic unit. Here A and B sums are over 

the M Nuclei while i and j describe the N electrons in the system. MA is the mass and ZA is the 

charge of the A th nuclei.  riA is the distance between ith electron and Ath nuclei while  rij is the 

distance between ith and jth electron and RAB is the distance between nuclei A and B. 

The first two terms in Eq. 1.2 represent the kinetic energy of the electrons and nuclei 

respectively. The other three terms describe the attractive electrostatic interactions between the 
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nuclei and the electrons and repulsive potential due to the electron-electron and nucleus-nucleus 

interactions respectively. 

Complete solution of equation (1.1) is difficult in principle because the associated wave function 

in this equation is a function of 3N variables, where N is the total number of electrons and 

nucleus in the system. To solve equation (1.1), the first approximation that one adopts is the 

Born-Oppenheimer approximation. According to this approximation, due to the heavy masses of 

nuclei compared to electrons, the nuclei move much slower than the electrons and we can think 

of the electrons as moving in the field of fixed nuclei. Thus the nuclear kinetic energy becomes 

zero and their potential energy is almost constant. Under this approximation, the Hamiltonian in 

equation (1.2) reduces to the following equation. 

                                

 

Now the solution of the schrödinger equation (1.1) with              as given in equation (1.3) is the 

electronic wave function            and          , the electronic energy. Thus the total energy          is 

the sum of          and the constant nuclear repulsion term          . 
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Using the simplified Hamiltonian in equation (1.3), the eigenvalue equation (1.4) can be solved 

for fixed nuclear configurations to obtain the electronic energy eigenvalue. But still the full 

quantum mechanical solution is not possible because it has 3N degrees of freedom, where N is 

the number of electrons present in the system. To solve the many-body equation as given in 

equation (1.4), we have to consider further approximation like Hartree-Fock theory, Density 

Functional Theory etc. 

1.2.3 Hohenberg-Kohn Theorems 

 In 1964, Hohenberg and Kohn proposed two theorems [44] that connect the exact solution of the  

many body Hamiltonian.  

Theorem I For any system of interacting particles in an external potential Vext (r), the external 

potential is determined uniquely except for a constant by the ground state particle density, ρ (r). 

Theorem II A universal functional of energy E[n],  in terms of density, ρ(r), can be defined  

for any external potential, Vext (r) ,the exact ground state energy of system is global minimum 

value of this functional and the density ρ(r) which minimizes the functional is the exact ground 

state density. 
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Thus these two theorems first time gave the existence of the functional FHK[ρ], however could 

not predict any practical way to determine FHk[ρ] or the ground state density. After one year of 

these two theorems, in 1965 Kohn and Sham proposed a way to solve this issue. 

1.2.4 Kohn-Sham Ansatz 

The idea of Kohn-Sham was to replace the exact Hamiltonian of an interacting many-body 

system by a fictitious non-interacting single particle Hamiltonians, which can be solved easily. 

 

 

 

where the first term on the right hand side represents the kinetic energy of electrons, the second 

term is the electrostatic interaction energy between electrons; the third term is exchange 

correlation interaction between electrons, and the fourth term is the interaction energy of 

electrons with external potential. 

Khon-Sham equation for the non-interacting system is given by  

 

                                         

Where 

 

First term in the above equation (1.19) is the Hartree potential, second term is external potential 

and third term is the exchange correlation potential and is given by 

 

(1.13)  r)drρ( V][Erdrd
r

)r(ρ)r(ρ

2

1
]ρ[Ts]ρ[E Nexc21

12

21 
 +++= 

(1.19)         )r(V)r(Vrd
r

)r(ρ
)r(V 1xcext1KS 2

12

2 



++= 

)r(ε)r(V iiiKS
2 ][ =+

δρ(r)

ρ(r)][δ
Vxc xc

=



 

This potential is not known and it has to be approximated. 

 

1.2.5 Approximation for the exchang-correlation functional 

Two well known approximations for the exchange-correlation functional are local density 

approximation (LDA) and generalized gradient approximation (GGA). 

The local density approximation (LDA) is simplest among all the approximations for the 

exchange-correlation functional. LDA is based on the idea of uniform electron gas. In uniform 

electron gas, electrons move on a positive background charge distribution such that total charge 

is zero. In LDA, the exchange-correlation functional can be written as 

  

 

where                 represents the exchange-correlation energy per particle of homogenous electron 

gas of density ρ(r). This quantity can be divided into exchange and correlation contribution, 

  

 

The exchange part (       ) describes the exchange energy of an electron in a homogenous electron 

gas. The analytical form was first derived by Bloch and Dirac in the late 1920’s which is given 

as  
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However, there is no such explicit form exists for the correlation part (        ). But the 

approximate forms of           is given by Ceperley and Alder using quantum Monte Carlo [45]. 

Later Perdew and Zunger parameterized it using simple analytical expression [46]. 

 

The exchange-correlation energy for homogenous charge density and non-homogenous charge 

density differ significantly. This difference can be predicted by considering the gradient of the 

charge density. The central idea of GGA is not to use only charge density but the gradient of the 

charge density in order to account for the non-homogeneity of the true electron density. Thus 

within GGA, the exchange-correlation energy can be written as  

 

 

For GGA, more advanced approximations for exchange-correlation functional have been 

developed by Perdew, Burke, Ernzerhof (PBE) [47], Perdew and Wang (pw91) [48] and 

Becke(B88) [49]. 

1.2.6 Basis set 

The most common method for the solution of single-particle Kohn-Sham equations for the 

extended system like crystalline solid is to expand the single-particle Eigen states of the Kohn-

Sham equations into a set of basis functions. Many different kinds of basis sets can be used. 

These are plane-wave basis set, atomic-orbital basis sets, mixed (plane-wave + atomic orbital) 

basis sets. Among all the basis sets, plane wave basis has many advantageous for extended 
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systems for example pulay forces are absent and Hellmann-Feynman theorem is applicable for 

calculating forces.  

1.2.7 P

seudopotentials 

 For practical application, the core electrons behavior can be ignored for most of the properties of 

solids because the core electrons do not take part in chemical bonding. This approximation has 

the following advantage: 

(1) W

ithin this approximation, fewer electrons need to be treated and calculations have to be 

done for less eigenstates of the Kohn-Sham equations. 

(2) B

ecause of this, the total energy scale would be greatly reduced in the calculations. 

The Coulomb potential between the valance electrons and the nucleus in the core region is 

divergent. Due to this divergence of the Coulomb potential, there is large oscillation in the 

wavefunction of the valance electrons in the core region. It demands large basis set and 

calculations become expensive. To overcome this difficulty, the original potential can be 

substituted by a artificially constructed smooth and weaker potential. This kind of potential is 

called pseudopotential [50, 51, and 52]. It acts on a set of pseudo wavefunction rather than the 

original valance electron wave function.  

For generation of pseudopotential, one has to first define one central quantity, cut off radius (rc) 

which differentiate between the core and the valance region. The region within the rc is 

considered as core region and region outside the rc is treated as valance region. The value of rc 



has to be chosen carefully so that the last node of all electron wavefunction must fall within rc . 

Pseudopotential and all electron wavefunction must be identical outside the core region. The 

pseudopotential wavefunction should be continuously differentiable at least twice at the cutoff 

radius, rc. 

 

 

There are many kinds of pseudopotentials. These are norm-conserving pseudopotential and 

ultrasoft pseudopotential[53]. For norm-conserving pseudopotential, total charge within the 

cutoff radius for pseudo wavefunctions and all electron wavefunctions are equal. For this type of 

pseudopotential, pseudowavefunction also satisfy the orthogonality conditions     

 

 

  In ultrasoft pseudopotential, the constraints of norm conservations and   orthogonality have 

been removed. This ultrasoft pseudopotential is much softer than the norm conserving 

ijji = |



pseudopotential.  But in ultrasoft pseudopotential, extra care should be taken for the charge 

density because it has to be augmented in the core region for recovering the full electronic 

charge. The use of ultrasoft pseudopotential needs for treatment of KS equations in terms of 

generalized eigenvalue formalism.  

 

Software used 

All the calculations in this thesis were carried out using quantum espresso package. 

Xmgrace package was used for plotting. All the graphical analyses and visualizations 

were carried out by Gauss View [60] and Xcrysden [61] packages. Gimp was used for 

beautification of the picture. 

 

Outline of the thesis 

There are four chapters in this thesis. In chapter 2, we present a complete electronic structure of 

Pt-doped iron-pnictide superconductor, CaFe1-xPtxAs2. Our study gives an overview of complete 

electronic behavior of the parent compound of this iron-pnictide superconductor. Chapter 3 is 

devoted to the study of structural phase transition in BaNi2As2 superconductor. Our first-

principle based results reproduce and explain the experimental fact for the structural phase 

transition in this nickel-pnictide superconductor. Finally, in chapter4, we give an introductory 

study on the surface states of topological insulator, Bi2Se3 . 
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     Chapter 2 

 

Electronic structure of Pt-doped superconductor 

CaFe1-xPtxAs2 

 

 

2.1 Introduction  

Since the discovery of copper oxide (YBaCuO) high temperature superconductors (HTS) 

with transition temperature (TC) 93 K in 1987 [2], there have been innumerable research 

in finding cuprates with higher and higher TC. Up to year 2009, the highest-temperature 

superconductor found is cuprate-perovskite (HgBa2Cam-1CumO2m+2+Δ) [62] with TC 164 K 

under quasi hydrostatic pressure. At the same time, there have been efforts to synthesize 

similar type of superconductors other than cuprates. Some examples are MgB2 (TC 39 K) 

[63], Cs3C60 (TC 38 K) [64]. In the meantime, prediction of   superconductivity in iron-

pnictide (La[O1-xFx]FeAs, TC=26K) has attracted much attention [65]. In particular, the 

transition temperature (TC) in SmO1-xFxFeAs is found to be 55 K [3]. Thus iron-pnictide 

superconductors become one of the centers of interest in the field of superconductors. 

Such high transition temperature like that of cuprates is very unconventional and 

becomes more challenging as BCS theory cannot explain the microscopic  mechanism 

behind high-temperature superconductivity. Again, these iron-pnictides are becoming 

very significant because its similarities with cuprates which can provide us appropriate 

starting point to predict superconducting mechanism in cuprates.  



 

 

Recently, an iron-pnictide superconductor, CaFe1-xPtxAs2, has been synthesized by 

Kawamata et. al. [66]. Two types of structures have been reported for this compound, 

SrZnBi2 (type-A) and HfCuSi2 (type-B). The space group of type-A is I4/mmm and that 

of type-B is p4/nmm. Type-A structure has two Fe1-xPtxAs layers whereas type-B has 

only one layer. Actually, there is difference in the stacking of layers along the c-axis. 

(Fig. 2.1 (a), 2.2 (b) ). It has been found that there is small difference in the transition 

temperature (Tc) of these two structures, where type-A has Tc =29.3 K and for type-B it is 

Tc=30.1 K. The novelty of this compound is that, it acts as a HTS in the presence of large 

fraction of dopants like platinum and it does not has s+- ordered parameter symmetry. But, 

surprisingly CaFe2As2 is not superconducting in the presence of Pt dopants [67]. That is 

why; CaPtxFe1-xAs2 is interesting and demands theoretical understanding for its observed 

behavior. In this work, we study both type-A and type-B structures. We have computed 

the electronic structure and its properties using density functional theory.  In this paper, 

we mainly concentrate on the following questions in order to understand the physics of 

this system. (1) What kind of magnetic ordering is present in the parent compound of this 

superconductor? (2) Besides the dominant contribution of Fe ‘3d’ orbitals, what is the 

role of doped Pt atom in the electronic structure of the system? (3) What is the role of 

topology of Fermi surface in the pairing mechanism? (4) What is the nature of the 

bonding between Fe and As? (5) What is the symmetry of the superconducting order 

parameter? 



      

2.2 Computational Detail 

Estimated effective U for the case of iron-pnictides is assumed to be less than 0.5. This 

value is reduced by hybridization of localized Fe ‘3d’ electrons with As ‘4p’ electrons 

[68], and hence we can apply band theory for iron-pnictides. Our results are based on 

first-principles pseudo potential-based density functional theory (DFT) as implemented in 

the PWSCF package [69]. We use ultra-soft pseudo potentials [70] to  describe the the 

interaction between ion core and outer electrons and plane-wave basis set with kinetic 

energy cut-off 300 Ry for charge density  and 30 Ry for wave functions. We consider 

generalized gradient approximation using Perdew-Burkew-Enzerhoff parameterized for 

the exchange correlation function. For spin ordered phases, we perform spin-polarized 

calculations with different initial spin configurations. For type-A, we consider unit cell 

but for type-B we consider 1×1×2 super-cell for comparison with type-A. We take 9×9×3 

Monkhorst-pack mesh [71] for the integration over the Brillouin zone for both types of 

structures. Optimization is done by energy minimization in the Broyden-Fletcher-

Goldfarb shanno(BFGS) [72]-based method. For the metallic behavior of the system, we 

use Methfessel-paxton scheme [73] with a smearing width of 0.003 Ryd for the 

occupation numbers. Structural Optimization is carried out with total energy difference 

between last two consecutive steps less than 10-8 Ryd, the maximum force on each atom 

less than 0.002 Ry/ au.  

 

 



 

 

Figure 2.2: (a) crystal structure of type-A configuration. Ths schematic diagrams of 

different spin ordering on the Fe atoms in the unit cell, (b)Ferromagnetic ordering, 

(c)antiferromagnetic (AFM1) ordering, (d)antiferromagnetic strip(AFM2) ordering. 

 

Figure 2.3: (a)Crystal structure of type-B configuration. (b)FM ordering (c) AFM1 

ordering (d) AFM2 ordering 



 

        

             

 

Table 1.Energy value of different spin-configuration and absolute magnetic moment(|M|in 

for eachFe) of the system (type-A).Total energies (eV) are given of all the spin 

configurations with respect to the total energy of non-mgnetic (NM)state. 

States  Energy(eV) Absolute Magnetic 

Moment |M|(µB) 

AFM2 -0.213 1.947 

AFM1 -0.210 1.945 

FM -0.044 0.940 

NM   0.000 0.000 

 

 

   

Table 2.Optimized lattice parameters of the Pt-doped crystal, internal structure 

parameters (ZCaI and ZCaII), and bond-length between Fe-Fe of the system. Here ZCaI 

and ZCaII are the height of Ca atom from above and below the Fe-layer respectively. 

 

 

States Lattice parameter ( Ǻ) Zca-I ZCa-II Bond(Ǻ) 

(Fe-Fe) 
a c 

AFM2 3.971 20.338 0.1365 0.1355 2.80 

AFM1 3.974 20.295 0.1364 0.1355 2.81 

FM 3.951 20.281 0.1383 0.1306 2.79 

NM 3.935 20.169 0.1376 0.1315 2.78 

EXPT.[66] 3.920 20.716 0.1305 0.1305 2.77 



 

 

Table 3. Energy value of different spin-configuration and absolute magnetic moment(|M| in 

µB for each Fe) of the system (type-B). Total energies are given for all the spin 

configurations with respect to the total energy of the non-magnetic(NM) state. 

states Energy (eV) Absoulete magnetic 

moment (|M|(µB) 

AFM2 -0.216 1.94 

AFM1 -0.149 1.16 

FM -0.04 2.19 

NM 0.00 0.00 

 

 

Table 4.Optimized lattice parameters of the Pt-doped crystal (type-B), internal structure 

parameters (ZCaI and ZCaII) and bond-length between Fe-Fe of the system. Here ZCaI 

and ZCaII are the height of Ca atom from above and below the Fe-layer respectively. 

states Lattice 

parameter 

a (Ǻ) 

Lattice 

parameter 

c(Ǻ) 

ZCaI ZCaII Bond(Ǻ) 

(Fe-Fe) 

AFM2 3.965 20.385 0.135 0.134 2.80 

AFM1 3.945 20.328 0.135 0.134 2.79 

FM 3.92 20.81 0.135 0.134 2.77 

NM 3.933 20.208 0.137 0.130 2.78 

EXPT.[66] 3.902 21.024 0.130 0.130 2.77 

      

                       

                     

 



 

2.3 Results and Discussion 

 

The structure is optimized with respect to both atomic positions and experimental lattice 

constants. To investigate the role of magnetic ordering on the electronic properties, we 

consider non-magnetic and different magnetically order phases depending on the spins on 

Fe atoms. In the ferromagnetic phase (FM), all spins on Fe atoms are in same direction in 

both y and z direction whereas in the G-type anti-ferromagnetic (AFM1) phase, these 

spin-ordering is anti-ferromagnetic in y-direction but ferromagnetic in z-direction. In the 

case of anti-ferromagnetic stripe (AFM2) phase, spin-ordering is anti-ferromagnetic in 

both y and z-direction. All these spin configurations are given in Fig. 2.1 and Fig. 2.2.  

Our estimated energies of the different spin configurations for type-A are given in 

Table1. We find that AFM2 phase is energetically more stable with respect to all the 

other spin-configurations. The anti-ferromagnetic stripe (AFM2) phase is energetically 

more stable than the nonmagnetic phase (NM) by -0.213 eV/unit cell but the energy 

difference between anti-ferromagnetic striped (AFM2) and G-type anti-ferromagnetic 

(AFM1) phase is 3 meV/unit cells. Hence, G-type anti-ferromagnetic (AFM1) phase can 

be one of the meta-stable states of the system. But the large difference in energy of 

AFM2 phase and NM phase clearly indicates the importance of magnetic ordering in the 

structural stability of the system.  Our calculated lattice parameters are presented in Table 

2. In the case of AFM2 phase, calculated value of lattice parameter ‘a’ is 1.28% larger 

than the experimental value and lattice parameter ‘c’ is 1.8% smaller than the  



 

 

experimental value. From Table 2, it is clear that there is significant difference between 

the calculated and experimental ZCaI and ZcaII which is the height of pnictogen atom (Ca) 

from iron-arsenide plane. In the case of the Type-B system, we again find the AFM2 

phase energetically more stable than any other spin configuration of this system as shown 

in Table 3. The calculated lattice parameter ‘a’ is 1.5% larger and lattice parameter ‘c’ is 

3.1% smaller than the experimental value [66]. Like type-A system there is also a 

significant difference in the separation of Ca atoms from Fe-plane. 

 

 

 

 



 

Figure 2.4: Charge density plot for type-A and type-B structure. 

 

 



 

 

Figure 2.5: Electronic band structure of type-A:  (a) NM phase, (b) AFM2 phase. 

 

 



 

Figure 2.6: Electronic band structure of the type-B: (a) NM phase, (b) AFM2 phase. 

 

 

 

 

 

 



Hence in both the structures, we find that the lattice parameters show anisotropic 

deformation of the crystal structure due to presence of magnetic ordering. For both Type-

A and Type-B, in the optimized structures with different magnetic ordering, there exists a 

variation of pnictogen height where a small variation of pnictogen height gives a drastic 

change in the electronic structure as reported in Refs. [74]. This suggests that, AFM2 

stripe phase is an important state of the parent compound of this high temperature 

superconductor. From data of Table 1 and Table 3, it is interesting to note that magnetic 

moment in AFM2 stripe phase is maximum compared to all other spin configuration in 

both type-A and type-B structure. In addition, lattice distortion in AFM2 stripe phase is 

also maximum along z direction. That means, lattice parameter along z direction 

increases with the increase in magnetic moment value. To understand this behavior we 

have plotted charge distribution for both the configuration in Fig. 2.3. There is a 

significant overlap between the electron cloud of Fe ‘3d’ and As ‘4p’ orbital (see Fig. 

2.3). Besides this, there is also overlap between As 4p electrons between each other. This 

tells us the hybridization character between Fe 3d with As 4p electrons. Change in lattice 

parameter ‘c’ can be understood under the following way as described by Yildirim [16]: 

  Pnictogen atom such as As situated symmetrically top and below the iron-plane. There 

is tendency of overlap of As ions above the Fe-plane with the As ions below the same 

iron-plane. There are also interactions between Fe and As. This Fe-As interaction 

increases due to increase in Fe-moment. This increase in Fe-As interaction prevents to 

overlap of As ions above the iron-plane with As ions below the iron-plane. That is why; 

we observe the increase of lattice parameter c with the increase in Fe-moment. But it is 

interesting to note that, our calculated value of c parameter is not that much deviated 



from experimental value as predicted by Yildrim in CaFe2As2 system. In our system, we 

have substituted Fe by Pt partially. This substitution decreases the magnetic moment. 

Hence, we have not observed that much strong increase in lattice parameter c value as 

found in CaFe2As2 

Our calculated band structures for CaFe1-xPtxAs2 system with both I4/mmm symmetry 

and p4/nmm symmetry at the equilibrium lattice parameters along various high-symmetry 

points are given in Fig. 2.4 and Fig. 2.5. To understand the role of magnetism, we have 

investigated the band structures for both NM and AFM2 states of the systems. The 

overall band structures of both type-A and type-B configurations show the same features. 

We observe that overall band structures for both the phases (NM and AFM2) are same 

except that there is splitting of the degenerate energy states of NM phase in AFM2 phase. 

This is due to the broken symmetry of the AFM2 striped phase because in this phase spin 

ordering is antiferromagnetic along y direction but ferromagnetic long z direction. In the 

band diagrams, bands are highly dispersive and we do not observe any flat-bands near the 

Fermi level in both (AFM 2 and NM) configurations. Since electrons near the Fermi-level 

play a crucial role in the formation of the superconducting state, we analyze the 

electronic structure near the Fermi level.  Bands near the Fermi level (in the range from -

1.5 eV to +1.5 eV ) comes mainly from Fe 3d states with small contribution of Pt ‘1d’ 

and As ‘2p’ states. We consider this system metallic rather than semi metallic in the sense 

that there are six bands crossing the Fermi level along the Γ-Z line. These bands with 

energies of 0.03eV, 0.39eV, 0.57eV, 0.65eV and 2.03eV at the Γ- point as shown in Fig. 

2.4 and Fig. 2.5. Most of them cross the Fermi level in the directions Γ-X, Γ-M, R-A, Z-

A in the Brillion zone and create the complex shape of the Fermi surface (see Fig. 2.7). 



The bands that intersect the Fermi-level along the X-Γ direction, form electron-like sheet 

of the Fermi surface and bands cross the Fermi-level in the direction of M-R create hole-

like sheet of the Fermi surface. Hence in the Fermi surface, we observe small hole-pocket 

at the Z-point and electron-pocket at the M point (see Fig. 2.6 and Fig. 2.7).  

To explore the possible order-parameter for this system, we examine the band structure 

and Fermi-surface more closely. Generally, dx2-y2 order parameter will be most effective 

when the majority of states are found near (ᴨ,o,kz) and equivalent points, while the s+- 

order parameter will be considered when the majority of states are found near the (0,0,kz) 

and (ᴨ,ᴨ,kz) points [75]. In most of the iron-pnictide study, we observe the combination 

of hole pocket at the Γ point, and an electron pocket at the X point of the unfolded 

Brillion Zone. This is not the case in CaFe1-xPtxAs2. Our calculation shows that there are 

significantly no states available for superconductivity near Γ-point and no large 

cylindrical Fermi surface at (ᴨ, ᴨ, kz). This predicted result is similar with very recent 

report on Ce- and Pu- based superconductor (115 family) [75]. We find small hole pocket 

centered at the Z point and electron pocket centered at M point (see Fig 2.6 and Fig 2.8). 

Another interesting feature of this Fermi surface is that it has low dispersion along kz 

direction. Hence our finding excludes the possibility of s+- symmetry of the 

superconducting order parameter. This observation is consistent with the experimental 

prediction of the symmetry of the superconducting order parameter of this system [66]. 

 

 

 



 

Figure 2.7: Separate sheets of the Fermi surface for type-A configuration. Four of them 

(b,c,d,e) are electroniclike, and sheet (a) is holelike 

 

 

Figure 2.8: Diagram of path taken in brillouin zone along different symmetry point. 

 



 

 

 

 

Figure  2.9: seperate sheets of the Fermi surface for type-B configuration. Four of them 

(b,c,d,e) are electron-like and sheet (a) is hole like  

 

 

 

 

 



 

From the density of state plots of both the states (AFM2 and NM) in figure 9 and figure 

10, we find that there is finite density of states in the Fermi level which shows the 

metallic character and agrees with experimental findings. The difference in the electronic 

structure of AFM2 and NM phase will be clear if we compare the density of states of 

these two phases. At the Fermi energy for the NM phase the density of state N(EF) =11.21 

and for AFM phase N(EF)=6.37 (see Fig. 2.9 and Fig. 2.10). From the orbital density of 

states which is shown in Fig. 2.11, we find that contribution of Fe ‘3d’ orbital to the 

density of states N(EF) is dominant at the Fermi level . Clearly, this is due to the effect of 

direct intra-layer Fe-Fe interactions. This feature is consistent with the other layer-type 

tetragonal Fe-based superconductors.[33-34] The bandwidth of the Fe band around the 

Fermi level is about 4eV (-2 eV to +2 eV). In this energy ranges, besides the dominant 

contribution of Fe ‘3d’ orbital, there is a small contribution of As ‘2p’ and Pt ‘1d’ orbitals 

too. We find that Fe 3d states overlap with As 2p states at -2 eV. This p-d hybridization 

makes Fe-As bonding strongly covalent. There is also a significant contribution from Pt 

‘1d’ orbital because of high concentration Pt doping. However, there is negligible 

contribution of Ca atoms to the total density of states at the Fermi-level. So Fe-layers 

containing Fe ‘3d’ orbitals play the key role in the electronic structure of the system. In 

Fig. 2.12, we have plotted also the contribution of different Fe ‘3d’ orbital for both type-

A and type-B systems. Both the systems show a common feature. For both the systems, 

the spin-up and spin-down components of Fe atoms are partially filled. This kind of   

occupation of   Fe ‘3d’ state reveals the origin of the calculated local magnetic moment 

1.94 µB of Fe atom in the AFM2 stripe phase for both Type-A and Type-B structure.  



 

Figure  2.10: Density of states plot for AFM2 stripe-phase: (a) type-A (b) type-B 

 

 

 

 



 

Figure  2.11: Density of states for non-magnetic (NM) phase: (a) type-A (b) type-B 

 

 



 

Figure 2.12: Orbital density of states for AFM2 phase (a) type-A (b) type-B 

 

 

 

 



 

 

Figure 2.13: contribution of different d orbitals :(a) type-A (b) type-B 
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Clearly, most of the d orbitals are non-degenerate which gives clear indication of splitting 

of d orbital’s. For type-A structure, spin-up component of dzx and dzy orbital are almost 

fully filled where as dxy component is partially filled. The splitting of d-orbital is caused 

by crystal field splitting with tetrahedral local coordination of Fe atoms. Though there is  

crystal field splitting of Fe ‘3d’ orbitals due to tetrahedral coordination of   Fe atoms, dzx 

and dzy still remain degenerate state in tetragonal symmetry.    

 

 2.4 Conclusions 

We have systematically investigated the electronic structure of the superconducting 

system CaFe1-xPtxAs2 considering both types of existing crystal structures. Our calculated 

lattice parameters are in good agreement with experimental value. We find anti 

ferromagnetic stripe phase (AFM2) to be the ground state among all the other possible 

spin configurations which are in consistent with various iron-pnictide studies. Due to 

anti-ferromagnetic magnetic ordering (AFM2), we find anisotropic deformation in the 

crystal structure. We see the full metallic behavior of the parent compound which is 

consistent with experimental observation.[17] We find that there is significant overlap 

between Fe and As orbitals leading to  hybridization. The Fe ‘3d’ orbital’s contribution is 

dominant at the Fermi level along with small contribution from As atomic orbitals. Hence 

Fe-As block plays the major role in the formation of superconductivity. Our calculated 

band diagram is highly dispersive and bands crossing the Fermi level give rise to electron 

and hole pocket in the Fermi surface. In the Fermi surface the dispersion along z-

direction is quite low, which is quite unusual, interesting and novel in iron-pnictide 



studies. We observe the hole pocket at the Z point and electron pocket at the M point in 

the BZ which exclude the possibility of s+- symmetry of the superconducting order 

parameter. This finding is well suited with experimental predictions. The electronic 

structure of both the configurations (type-A and type-B) is similar. As electronic structure 

is closely related to the critical temperature (TC), this finding also explains similar TC 

values obtained from experiments.  
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Chapter 3 

 

First-Principles Analysis on Structural 

Transition in BaNi2As2 Superconductor  

 

3.1 Introduction 

The discovery of superconductivity with transition temperature (TC) 56K in RFeAsO1-xFx 

(R=Sm, Nd, Pr…) [1-6] has attracted attention of many researchers to understand the 

superconducting mechanism. Besides, the appearance of superconductivity in Ni-based 

compounds which posses low TC,i.e., LaONiP (TC=3K)[7], LaONiAs(TC=2.75 K)[8], BaNi2P2 

(TC=2.4 K)[9], BaNi2As2 (TC=0.7 K)[10] and SrNi2As2 (TC=0.62 K)[11] give a new platform to 

understand the microscopic reasons behind such phenomenon. Hence it is important to 

understand why TC is low in Ni-based compounds, which may enrich our understanding about 

the high TC in iron-based superconductors. The high TC in superconductors is sometime 

associated with structural instability. It has been reported that there is an increase in TC at 

structural phase boundary in various systems including cuprates [12, 13], iron-pnictide 

superconductors [14, 15], A15 compounds [16], graphite intercalated compounds and elements 

including Li and Te under high pressure [17-19]. 

Among all the Ni-based pnictides, BaNi2As2 is mainly important because it is regarded as a non-

magnetic analogue of iron-based superconductors e.g CaFe2As2. Besides these similarities, there 



is some dissimilarity too. It is reported that collinear spin-density-wave magnetic ordering does 

not exist in BaNi2As2 [20]. The absence of magnetism may be one of the reasons for low TC in 

BaNi2As2 [21-24]. This clearly indicates the importance of magnetism in iron-pnictide 

superconductors for its high TC. BaNi2As2 has the following properties: (1) It is observed that 

structural phase transition is first-order in BaNi2As2 [25]. (2) It is predicted that band-shift in 

BaNi2As2 is due to considerable lattice distortion. (3) Correlation effect in BaNi2As2 is very 

weak since small band renormalization factor in BaNi2As2. Very recently, it is reported that the 

structural phase transition in BaNi2As2 can be tuned by phosphorus doping [33]. Pressure-

induced structural phase transition in this system is particularly interesting since it can provide a 

new way for finding the reason behind the mechanism of high-temperature superconductivity. 

Based on this interesting report, in this work, we present a first-principle study of BaNi2As2. Our 

approach reproduces and explains the experimentally observed changes in TC with pressure and 

establishes the relation between the sudden jump in TC and the structural phase transition. In 

addition, we address the following questions: (a) how does lattice parameter depend on doping 

concentration? (b) What is the reason behind doping induced lattice distortion? (c) Is increase in 

the superconductivity in the tetragonal phase electronic or is it phonon mediated?  

 

 

 

 

 

 



3.2 Computational details 

 

Correlation effect in BaNi2As2 is very low because of small band renormalization factor [20]. 

Hence non-interacting density functional theory is appropriate in this context. All calculations 

are performed by considering pseudo potential-based density functional theory (DFT) as 

implemented in the PWSCF package [61]. We consider generalized gradient approximation 

(GGA) [62] for the exchange correlation function and use ultra-soft pseudo potential for taking 

into account the interaction between the ion’s core and the valance electrons. We take 3×3×1 

super cell for the simulation of BaNi2 (As1-xPx)2 with x=0.0, 0.027, 0.055, 0.083, 0.11. 

Optimization is done with respect to both atomic position and lattice-parameters using Broyden-

Fletcher-Goldfarb-shanon (BFGS) method. Plane-wave basis is used with a kinetic energy cutoff 

of 40 Ry for wave functions and cutoff of 400 Ry for charge density. For the integration over the 

Brillouin Zone of 3×3×1 super cell containing 90 atoms, we take 3 ×3× 3 Monkhorst-Pack mesh 

[63]. Convergence is checked carefully in wave-vector space and considered by taking the 

energy difference between two consecutive steps, 10-8 Ry. Spin polarized calculation is neglected 

in all calculation since there is no existence of spin ordering in BaNi2As2. 

 

 



 

Figure 14  Crystal structure of BaNi2As2 

 

Table 5 Data for structural parameter and atomic position for the unit cell of 

BaNi2As2 at 297 K 

Reference Lattice 

parameter a(Å) 

Lattice 

parameter c(Å) 

ZAs 

this work 4.192 11.231 0.349 

Earlier work[34] - - 0.351 
Expt.[33] 4.147 11.619 0.347 

 



 

 

3.3 Results and discussion 

 

The unit cell of Bi2Ni2As2 at T=293K has the tetragonal structure with I4/mmm symmetry. To 

verify our structure of Bi2Ni2As2, we do variable cell optimization of the unit cell and compare 

the unit cell parameters of BaNi2As2 with earlier findings and experimental structure as shown in 

Table1. Our calculated lattice parameters ‘a’ and ‘c’ of the unit cell are 1% larger and 3.3% 

smaller than experimental values [33] respectively. Our computed ZAs (height of the As atom 

from the bottom of the unit cell) is in good agreement with earlier work [34] with 0.5% smaller 

value but 0.5% larger than the experimental one [33]. The calculated lattice constants and atomic 

positions of the unit cell are used as initial values in the super-cell calculations. To explore the 

pressure dependence on the structure, we do the calculation with various doping concentrations 

(0.0, 0.027, 0.055, 0.083, 0.11) as described in experimental study [33]. 



 

Figure 15 (a) Lattice parameters a and c as a function of phosphorous content x for 

BaNi2(As1-xPx)2  as predicted by experiment [33] (b) calculated dependence of latiice 

parameter a with various doping concentration (c) calculated dependence of lattice 

parameter c with various doping concentration 



The dependence of lattice parameters ‘a’ and ‘c’ with various doping concentration is plotted in 

figure 2. We observe that the lattice parameter ‘a’ decreases with increase in doping 

concentration but lattice parameter ‘c’ increases with increase in doping concentration. This 

correlation between lattice parameters and doping concentration is in good agreement with 

experimental one as shown in figure 2 (a). We also predict the decrease of volume with doping 

as proposed by the experiment [33]. According to our calculations, decrease in volume is 1.7 Å3 

with 11% phosphorous doping whereas experiments predicted decrease in volume as 1.1Å3 with 

13% phosphorous doping. Given the theoretical approximations, we believe our theoretical 

results are in reasonable agreement with experimental predictions. The origin of pressure 

dependence of the volume is as follows: the valance electrons of phosphorous and arsenic are 

same. But the ionic radius of phosphorous is smaller than arsenic. When we substitute arsenic by 

phosphorous, this doping creates chemical pressure. That is why; we find this kind of monotonic 

dependence of lattice parameters with doping concentration and overall volume of the cell. As 

shown in figure 3(a), with the increase in doping concentrations, energy increases. In other 

words, doping creates the instability in the structure and the structure tends to go to other phase 

for stability. From figure 3(b), it is clear that with the increase in doping concentration, the 

pressure increases. We see structural distortion due to this pressure which appears due to the 

application of doping. From figure 3 (b), it is interesting to observe that within doping 

concentration between 0.02 and 0.05 pressure almost increases linearly and in between 0.07 and 

0.11 pressure decreases linearly. But in the region between 0.06 and 0.07, pressure remains 

almost constant. That means, up to doping concentration 0.05, structure becomes unstable in one 

phase in which it exists. Beyond the range of 0.05, it starts going to another phase. After doping 



concentration of 0.065, it reaches in one new phase in which it is again stabilizes as pressure 

decreases. 

 

 

Figure 16 (a) Energy variations with various doping concentrations (b) 

variation of pressure with various doping concentrations 



 

 

  In between 0.06 and 0.07 doping concentrations, pressure remains almost independent of 

doping concentration. So we can think of structural phase transition occuring in between 0.06 

and 0.07 doping concentrations. In fact, experimentally it is observed that the structural phase 

transition occurs at the doping concentration, 0.067. With the application of doping, besides the 

lattice parameters, internal parameters also change. This is shown in figure 4. In figure 4, it is 

clearly seen the bond angle, < Ni-As-Ni, changes with the increase in doping concentration. But 

it is again interesting to note that there is sudden jump in the change of the bond angle in 

between doping concentration 0.06 and 0.07. This suggests that the structural phase transition 

occurs somewhere between doping concentration 0.06 and 0.07 which is in good agreement with 

experimental findings [33]. 

 

 

 

 

Table 6 Data for density of states N(EF) at the Fermi level with various doping 

concentrations 

Reference Doping concentration N(EF) (eV)-1 
This work 0.00 7.18 

Expt.[33] 0.00 6.00 

Singh et al.[34] 0.00 7.14 

This work 0.25 7.19 

Expt.[33] 0.25 6.00 

 



 

Figure 17 3× 3×1 super cell of BaNi2(As1-xPx)2 

 

 

Figure 18 Change in the bond angle with doping concentration 



 

Thus, there is structural phase transition in BaNi2 (As1-xPx)2  due to the application of doping. 

With this structural phase transition, there is increase in TC which is the main advantage of this 

transition. Now the question is what is the origin of this enhancement in the value of Tc? Is it 

related with electron or phonon? To find out the reason, we have plotted density of states (DOS) 

in various doping concentrations which is shown in Fig. 6. There is finite density of states at the 

Fermi level in both doping concentration (x=0.0 and x=0.25). So the parent composition, 

BaNi2(As1-xPx)2, superconductor is metallic like iron-pnictide superconductors and this metallic 

behavior of BaNi2(As1-xPx)2 is independent of the amount of doping. From the DOS at x=0.0 

doping concentration, we have computed the density of state at the Fermi level, N (EF), which is 

in good agreement with earlier work and experimental prediction. All these values are tabulated 

in Table 2. We have also calculated N (EF) for the higher doping concentration. This N (EF) 

value for the higher doping concentration (x=0.25) is also in agreemant with experimental value. 

Interestingly, calculated values of N(EF) are independent of the doping concentrations.  

 

 

 

Where       is the electronic specific heat coefficient, kB   is the Boltzmann constant and N(EF)  is 

the density of state at the Fermi level.  
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Figure 19  Density of state plot for various doping concentrations  

(a) 0.00 (b) 0.25 

                   

                      

 



 

         Where       is the electron-phonon coupling constant. 

 

                

          Where         is the logarithmic average of phonon frequency and      is a constant and 

equal to 0.12 

                       

From equation (3.1), it is clear that electronic specific- heat coefficient (   ) is directly related 

with N(EF). Basically, it is only a function of N(EF) within free electron theory. Now, if N(EF) is 

independent of the amount of doping, the value should be remain constant with doping. This 

explains the experimental prediction of the variation of specific heat with temperature. 

According to experimental observations, the slope of the C/T vs. T2 plot is almost unchanged 

with various doping concentration. This indicates the independent value of electronic specific-

heat coefficient (  ) with various doping concentrations. From equation (3.2), electron-phonon 

coupling constant is roughly related with     . If      is constant against doping concentration, then 

electron-phonon coupling is also constant with various doping concentration. From Allen-Dynes 

formula, as given in equation (3.3), it is clear that transition temperature is a function of 

logarithmic average of phonon frequency        and electron-phonon coupling constant       . Now 

if      remains almost constant with various doping concentrations, then the only possibility for 

the increase in transition temperature (TC) is       . Hence, the enhancement in TC is related with 
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phonons, not with electrons. Our finding for the origin of the enhancement in the 

superconductivity is in complete agreement with the experimental predictions. 

 

3.4 Conclusion 

We have presented a systematic first-principles study on the structural phase transition in 

BaNi2(As1-xPx)2 superconductor. Our calculated dependence of lattice parameters with various 

doping concentrations is in well agreement with experimental findings. We have also found 

overall decrease in volume with increase in the doping concentrations, which compares fairly 

well with experimental findings. We have seen distortion in the internal parameters like bond 

angle (<Ni-As-N) changes significantly with increase in the doping concentrations. We have 

clearly found the reasons behind the crystal distortions with doping. We have shown 

phosphorous doping creates pressure on BaNi2(As1-xPx)2 and how this induced pressure produces 

instability in the system. We have predicted the enhancement in the increase of transition 

temperature (TC) is related with phonons not with electrons. 
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Chapter 4 

 

 

A study on the surface states of a topological 

insulator: Bi2Se3 

 

 

 

4.1 Introduction 

 

The recent discovery of topological insulators opens up a new direction in condensed-

matter physics [1, 2]. Topological insulator is a new class of material, in which its bulk is 

insulating while its surface states are conducting. It is different from ordinary 

semiconductor in the sense that surface states of topological insulator are robust against 

any external perturbation because these surface states are protected by time-reversal 

symmetry [3-5]. The response of surface states to any external perturbations bears great 

importance for the device applications in spintronics and to discover the new physics at 

the surface states of topological insulators. 

Many binary and ternary chalcogenide compounds, for example, Sb2Te3 and Bi2Se3 have 

been discovered and predicted to be topological insulators [6-12]. Among these, Bi2Se3 is 



expected to be most promising candidate for its application. Its bulk band gap value is 

quite large and it can go up to 0.3 eV which is higher than the room temperature. Its band 

inversion occurs at Γ point, providing a simple band structure of the topological surface 

states with only single Dirac cone. The single Dirac cone can provide us a way to 

demonstrate the Berry phase which is originating from the spin-momentum locking 

pattern of the topological surface states that obey time-reversal symmetry. Many exciting 

phenomena, like, Majorana fermion, topological magneto-electric effects, quantized 

anomalous Hall effect, have been predicted. All these phenomena need opening of a gap 

at the Dirac point of the topological surface states. Although the gapless dispersion of the 

surface states is protected by the time reversal-symmetry, opening up of a gap violate the 

time reversal-symmetry. One of the easiest ways to break this time reversal symmetry is 

the application of magnetic doping which can open up a gap opening at the Dirac point 

[13-15]. So it is expected that surface perturbation can induce a band bending [16, 17]. 

This kind of band bending can anchor two-dimensional electron gas systems [16], which 

could show Rashba spin splitting [18]. Already, many studies have been devoted to test 

the surface states of Bi2Se3 and verified that the nontrivial surface state is particularly 

robust against different kinds of adsorbates [19-21]. But, in device application, the most 

important test is the response of the topological insulator surface state in ambient 

conditions. It has been already shown that oxygen can induce a p type doping [22], but 

the effect of moisture in the air or water vapor still is in mystery.  To fulfill this gap in the 

surface state study of Bi2Se3, Benia et al [23] have come up with an experimental study 

describing the effect of water vapor  



on the surface states of Bi2Se3. Motivated by this experiment, in this chapter we have addressed 

the following question to explore the new physics of surface states of Bi2Se3:  How and why do 

the water molecules interact with Se surface?  

 

 

4.2 Computational details 

All calculations have been carried out  using plane-wave based density functional theory (DFT) 

method as implemented in the PWSCF package [62]. The interactions between core electrons 

and valance electrons are approximated by ultrasoft  pesudopotentials [63]. The exchange-

correlation interaction of electrons is considered within the generalized gradient approximation 

(GGA) of Perdew-Burke-Ernzerhof (PBE) type [64] . Plane-wave basis sets are used with an 

energy cut off 30 Ryd for wave functions and a cut off 300 Ryd for the charge density. For the 

integration over the Brillouin zone, we consider 3× 3×1 Monkhorst Pack Mesh [64].The atomic 

relaxation is carried out by energy minimization using forces on each of the atoms in the 

Broyden-Flecher-Goldfarb-Shanno (BFGS) method. Convergence of structure optimizations is 

obtained considering total energy difference between two consecutive steps  less than 10-8 Ryd, 

the maximum force allowed on each atom is less than 10-3 Ryd/Bohr. 

 

 



 

Figure 4.20. Crystal structure of Bi2Se3 [12] 

 

 

 

 

 



 

 

Figure 4.21. Slab geometry of Bi2Se3 

 

 



 

 

Figure 4.22. Water adsorption on the surface of Bi2Se3 

 

 

 



 

                       4.3 Results and Discussion 

The unit cell of Bi2Se3 is rhombohedral with space group                          with five atoms in one 

unit cell. It has layered structure and there is a triangular lattice within each layer (see Fig. 4.1). 

Z axis can be defined as trigonal axis which has three-fold rotation symmetry, X axis is a binary 

axis with two fold rotational symmetry and Y axis is bisectrix axis which is in the reflection 

plane. There are five atoms layers arranged along Z direction. These layers are called quintuple 

layers. There are five atoms with two equivalent Se atoms; two equivalent Bi atoms and a third 

Se atom in each quintuple layer (see Fig. 4.1 (c)). There is strong coupling between two atomic 

layers within one quintuple layer but there exists much weaker couling (van der Waals type) 

between two quintuple layers. The primitive lattice vectors (t1, t2, t3) are shown in Fig. 4.1 (a). 

The Se2 site (see Fig. 4.1 (c)) plays the role of inversion centre. We have used 2×2×1 supercell 

with two quintuple layers containing 40 atoms for the simulation. The vacuum layer in the 

supercell is considered as 20 Å to avoid the artificial interlayer interactions (see Fig. 4.2). 

According to the experimental observations, in the presence of water, Bi2Se3 surface is modified 

through some reaction. To study this effect, we consider surface adsorption of water on the 

Bi2Se3 surface. We start with adsorption of one water molecule on the Bi2Se3 surface. We test for 

all the possible sites for the water adsorption. We find that the most preferable binding site is in 

between two Se atoms rather than on top of the Se atoms on topmost Bi2Se3 surface. For the 

water adsorption in this preferred binding site, we consider two, four and eight water molecules. 

m)3R(D5
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The height of water molecule from the Bi2Se3 surface is found to be 5.00 Å, 3.91 Å, 3.24 Å and 

2.14 Å for one, two, four and eight water molecules respectively (see Fig. 4.3).  

 

 

 

 

Figure 4.23. Binding energy for different number of water molecules. 

 

 



 

This manifests a low sticking coefficient for water which is consistent with experimental 

observation [23]. Experimentally it was found that after exposure to several hundred Langmuir 

of water, there is little change in the surface band structure. It is interesting to note that the 

intermolecular distance between the water molecules is comparable with hydrogen bond 

distance. So the hydrogen bond is important for the reaction of water with Bi2Se3 surface. The 

binding energies are calculated with the formula given by 

 

 

Here BE is the binding energy; EBi2Se3.nH2o is energy of Bi2Se3 and H2o together, EBi2Se3 is the 

energy of Bi2Se3 and nH20 is the energy of the n number of water molecules. 

Fig. 4.14 shows that our calculated binding energy for various number of water molecule. We 

see that as the number of water molecules increase, the binding energy becomes more negative, 

favoring interactions stabilizations. We find that as the amount of water molecules increases, the 

water adsorption on the Bi2Se3 surface becomes more favorable. 

 

 

 

]onHE[EBE 2SeBio.nHSeBi 32232
+−=



4.4 Conclusions 

We have presented an introductory study on the surface of topological insulator, Bi2Se3. Our 

study shows that the reaction between surface states of Bi2Se3 and water is favorable when the 

surface is exposed to huge amount of water. This finding is consistent with experimental 

observations. We find that hydrogen bonding is important for this reaction.   
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