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Glossary 

Adaptation:  The process by which organisms evolve traits that confer higher fitness 

advantage in the organisms’ habitat.  Alternatively, any trait confers higher fitness to 

organisms in a given environment is termed an adaptation. 

Circadian rhythms (Latin circa = about/approximately; diēs = day):  Biological rhythms 

in behaviour and physiology expressed with a period of ~24 h under constant conditions 

(absence of external time cues/zeitgebers). 

Circadian clocks:  Biological time keeping mechanisms that drive circadian rhythms. 

Free-running period (τ):  The period of the circadian rhythms exhibited under constant 

conditions. 

Clines:  Gradual phenotypic variation across a geographical area as a consequence of 

variation in geophysical features such as latitudes (latitudinal clines) or altitudes 

(altitudinal clines). 

Directional Selection:  Selection for a phenotype that constitute the extremes of the 

phenotype distribution in the population. 

Effective population size:  The size of an ideal population that would undergo equal 

amount of genetic drift as that of a non-ideal population of size N is defined as the 

effective population size (Ne). 

Entrainment:  Entrainment refers to the process of synchronization of circadian rhythms 

to external time cues (zeitgeber) such that (a) the period of the entrained rhythm match 

that of the zeitgeber (b) the rhythms attain a stable and reproducible phase relationship 

with the zeitgeber (also known as phase of entrainment) and (c) upon removal of the 
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zeitgeber, the free-running rhythm should start from the phase of entrainment 

established with the prior zeitgeber. 

Fitness:  Fitness is the measure of an organism’s or a population’s ability to survive and 

reproduce in a given environment. 

Inbreeding:  Mating among individuals with high genetic relatedness leading to 

increased homozygosity, isogeny and random fixation of deleterious alleles over 

generations. 

Linkage disequilibrium:  Also known as gametic phase disequilibrium; this is the 

occurrence in members of a population a particular combination of linked alleles in non-

random proportions. 

Phase Response Curve (PRC):  A PRC maps the magnitude of response (measured as 

phase shifts) to zeitgebers at different phases of the circadian cycle, and therefore is a 

measure of the circadian clocks’ zeitgeber sensitivity. 

T-cycle:  Zeitgeber cycles of periodicity T.  For instance T-24 indicates a 24 h zeitgeber 

cycles with the durations of light/dark or thermophase/cryophase summing up to 24 h, 

T-30 a 30 h zeitgeber cycle and so on. 

Temperature compensation:  Temperature compensation refers to the ability of circadian 

clocks to maintain a stable and constant  across different temperatures by compensating 

for temperature induced changes in the rate of biochemical reactions (Pittendrigh, 1954; 

Zimmerman et al. 1968). 
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SYNOPSIS 

Timing behaviours to specific times or phases of the day has been hypothesized to be 

adaptive and consequently driving evolution of the underlying time-keeping 

mechanisms referred to as circadian clocks.  The phase of entrainment (ψent) refers to the 

inherent preference for the time of exhibiting a circadian behaviour, and is usually 

species-specific.  However, individuals in a given population usually exhibit variation in 

ψent, and in terms of human sleep/wake behaviour, individuals exhibiting an advanced 

ψent are termed as ‘early chronotypes’ and those with a delayed ψent as ‘late 

chronotypes’.  Among the widely observed circadian clock properties associated with 

chronotype variation is the clock period (τ) such that early chronotypes exhibit shorter τ 

while late chronotypes exhibit longer τ.  Such ψent-τ associations appear to be an 

evolutionarily conserved feature of circadian rhythms as evidenced by studies on a 

variety of organisms reporting similar associations.  However, such studies till date have 

either been performed on clock mutants or on natural populations, both of which have 

their respective shortcomings.  For instance, mutant strains generally lack genetic 

variation as they are highly inbred, and therefore the observed phenotypes may have 

stemmed from random fixation of alleles including those at non-clock loci.  Natural 

populations on the other hand are generally outbreeding and thus are a rich pool of 

genetic variation, rendering them as potential model systems for various studies.  

However, the complex interplay of various biotic and abiotic factors in the environment 

are known to strongly influence evolution of traits, and therefore the observed 

phenotypes might not necessarily have evolved as a direct consequence of selection on 

circadian behaviours but established in the populations due to genetic linkage and/or 

drift arising due to various reasons including population bottlenecks.  Therefore, the 

unavailability of information regarding the environmental history of the populations’ 
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habitat or their ancestry weakens inferences from studies on natural populations.  I have 

discussed these aspects in detail, along with the evolutionary origins and implications of 

circadian clocks in chapter 1. 

To account for the above discussed shortcomings of previously employed experimental 

strategies, we intended to establish a laboratory model system for the study of ψent and 

the associated clock properties by driving the evolution of divergent ψent under 

controlled environmental conditions in replicate Drosophila melanogaster populations 

harbouring large genetic variation.  In this regard, we employed laboratory artificial 

selection (discussed in chapter 2) to derive D. melanogaster populations exhibiting early 

and late emergence chronotypes (4 replicate populations each with 1200 individuals per 

population) which are characterised by advanced (early populations) and delayed (late 

populations) ψent of emergence rhythm.  Over the years we have reported several 

differences in clock properties of these populations, which primarily include divergence 

in the τ of emergence and activity/rest rhythms, temporal light sensitivity, phase 

response curve of emergence rhythm, and enhanced emergence chronotype (ψent of 

emergence rhythm) differences under semi-natural conditions.  The studies presented in 

this thesis are a further extension of the previously reported observations, and can be 

broadly categorised into 4 sections as discussed below. 

a) Role of light and temperature in enhancing emergence chronotype differences 

between early and late populations:  Previously, we have reported that the emergence 

chronotype difference between the early and late populations is considerably enhanced 

when assayed under semi-natural conditions comprising gradual cycling of light and 

temperature with some phase-difference between the two zeitgebers.  In chapter 3, I 

wished to further explore what aspects of semi-natural conditions drive such 

enhancement of emergence chronotype differences, and assayed emergence rhythms of 
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the two sets of populations under simulated in- and out-of-phase light and temperature 

cycles (independently and in unison) such that they either followed a square waveform 

or stepped/ramped cycles mimicking nature.  The results demonstrate that light and 

temperature act antagonistically in driving chronotype differences between the two 

populations.  While light delayed emergence and increased the gate-width of emergence, 

temperature was observed to advance emergence and reduce gate-width.  Additionally, 

gradual increase and decrease of zeitgebers mimicking the dawn and dusk transitions in 

nature was observed to further enhance chronotype differences but only by a small 

magnitude (~30 min).  These results highlight the combinatorial role of multiple 

zeitgebers in nature in determining the ψent, and are discussed in light of the possible 

role of a dominant temperature sensitive B oscillator (Pittendrigh’s A-B oscillator 

model) in driving the delayed ψent in the late populations. 

b) Differences in light sensitivity, oscillator coupling and accuracy of entrainment 

in early and late emergence chronotypes:  We have previously reported that in 

response to selection, the early and late populations evolved shorter and longer τ; 

however, the magnitude of difference in τ (1.35 h) fails to entirely account for the 

difference in ψent of emergence (4.52 h) between the early and late populations.  Based 

on this and previously reported differences in temporal light sensitivity between the two 

populations, I hypothesized that clock properties in addition to τ might be associated 

with chronotype difference between the early and late populations.  In chapter 4, I 

further tested light sensitivity of the two populations by assaying their activity/rest 

rhythm under constant dim light (LL), and observed that a higher proportion of the late 

populations exhibit complex rhythm and behavioural arrhythmia.  I reasoned that such 

phenotypes might arise either due to higher light sensitivity or reduced inter-oscillator 

coupling in the circadian clock network.  To test these two hypotheses, I performed 
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further set of experiments drawing expectations from predictions by theoretical models 

of weakly coupled circadian oscillators.  In accordance with some of the theoretical 

predictions, I observed that the late populations exhibit wider range of entrainment and 

reduced rate of re-entrainment to simulated jet-lag suggesting that these populations 

might have evolved weakly coupled circadian oscillators.  The photic dose response 

curve of the late populations did not differ significantly from that of the early 

populations, which suggests that the higher arrhythmicity and wider entrainment range 

did not stem from higher light sensitivity.  Interestingly, while the late populations did 

not exhibit high amplitude PRC (high amplitude advance and delay zones), the 

magnitude of delay phase-shifts was observed to be significantly higher as assessed by 

the area under the delay zone, which suggests a possible involvement of 

continuous/tonic effects of light as opposed to the discrete effects expected from the 

non-parametric model of entrainment.  Furthermore, I also observed that the late 

populations comprise high amplitude circadian oscillators as evidence by the higher 

amplitude of activity/rest rhythm under entrained as well as free-running conditions.  

These results highlight the complex interplay of oscillator light sensitivity, amplitude 

and coupling in driving the delayed phase of ψent in the late populations. 

It has been proposed that the late chronotypes exhibit reduced stability of entrainment 

which is also described as reduced accuracy (higher variation in day-wise ψent).  In 

chapter 5, I wished to examine this by estimating accuracy of both emergence and 

activity/rest rhythms under multiple zeitgeber cycles comprising light/dark, 

thermophase/cryophase, and semi-natural conditions (SN).  Interestingly, I observed that 

contrary to previous reports, the late populations exhibit significantly higher accuracy of 

entrainment for emergence and activity/rest rhythms under all the environmental 

regimes tested.  I further assessed if higher accuracy of entrainment in the late 
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populations stems from precise circadian clocks, and found that the populations did not 

differ in the precision of circadian clocks.  These results are discussed in the context of 

the possible roles of higher accuracy of entrainment for organisms exhibiting delayed 

ψent as opposed to their early counterparts. 

c) Molecular correlates of early and late emergence chronotypes:  The results 

discussed thus far suggest that multiple clock properties collectively contribute to 

differential entrainment in the early and late populations and drive their respective 

emergence chronotypes.  While the neurobiological and molecular bases of circadian 

clocks have been extensively explored, our knowledge of the molecular mechanisms 

contributing to ψent remains largely elusive, and therefore, as a preliminary study I 

assessed molecular correlates of the early and late populations in chapter 6.  I studied 

mRNA profiles of the circadian clock genes in the heads of individuals from the early 

and late populations by choosing genes that are input (cryptochrome), core clock 

(period, timeless and clock) and core clock + output (vrille) components.  Corroborating 

the chronotype difference between the early and late populations, the molecular 

clockwork have also diverged accordingly with mRNA profiles of the three core clock 

genes (period, timeless and clock) exhibiting an advanced and delayed phase of 

expression in the early and late populations respectively.  Furthermore, mRNA profiles 

of some of the genes also exhibit high amplitude oscillations in the late populations 

which partly support the behaviourally observed high amplitude rhythms (Chapter 4) in 

these populations.  The mean phase of cryptochrome mRNA expression did not differ 

between the populations; however, mRNA level was observed to be lower in the late 

populations, which further suggests that higher behavioural arrhythmicity under dim LL 

observed in the late populations (Chapter 4) does not stem from higher light sensitivity.  

Furthermore, vrille mRNA also exhibited similar dynamics as that of the other core 
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clock genes and was also observed to be expressed at higher levels in the late 

populations.  This further corroborates previous reports of longer free-running period 

and higher activity levels upon vrille overexpression.  Some of my preliminary data (not 

presented in this thesis) indicates that difference in phase of emergence between the 

early and late populations might be driven by advanced and delayed release of eclosion 

hormone (EH) thus suggesting the role of ecdysteroid cascade in driving emergence 

chronotype differences between the two populations.  Since VRILLE is known to be one 

of the direct targets of 20-Hydroxyecdysone (20-HE) a precursor for EH, I hypothesized 

that selection for late emergence which is associated with delayed onset of 20-HE and 

other ecdysteroids might have driven divergence in vrille mRNA oscillation which by 

virtue of its role in regulating clock transcription might have led to the coevolution of 

divergent clocks in these populations. 

In addition, to further explore whether the late populations have evolved weakly coupled 

oscillator network, I estimated cycling and average levels of PIGMENT DISPERSING 

FACTOR (PDF) in the terminals of small-Ventral Lateral neurons (s-LNv) as PDF is 

known to function as a coupling factor in the Drosophila clock network.  PDF levels 

were observed to exhibit diurnal oscillation in the sLNv terminals with the mean phase 

of oscillation significantly delayed in the late populations as compared to the early 

populations.  Interestingly, PDF levels were observed to be significantly higher in the 

late populations which at first sight appears to be contrary to the expectation from a 

weakly coupled oscillator network in the late populations.  However, previous studies 

have reported that overexpression of PDF also renders the circadian clock network 

susceptible to desynchronization as evidenced by higher degree of complex rhythms and 

behavioural arrhythmicity in the PDF overexpressed Drosophila strains, and similar 

dynamics has also been observed in mammalian clock network, which can potentially 
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explain the phenotypes resembling that of a weakly coupled clock network observed in 

the late populations, and is discussed in detail in chapter 6. 

d) Analysis of life history traits in early and late emergence chronotypes:  While 

circadian clocks have been considered to confer adaptive advantages to organisms, 

majority of the studies aimed at exploring adaptive significance of clocks have relied on 

the effects of complete abolishment of circadian rhythms either by surgical means or 

through the use of mutants with dysfunctional circadian clocks.  While such studies 

underscore the relevance of harbouring functional circadian clocks, the consequences of 

variation in the timing of circadian behaviours on organisms’ fitness have not been 

studied.  To test this proposition, in chapter 7, I assessed multiple life history traits in the 

early and late populations under both light/dark and constant darkness regimes to be 

able to dissociate whether the observed differences (if any) are indeed clock driven or 

not.  I observed that in response to selection, the early and late populations evolved 

significantly shorter and longer egg-to-pupa and egg-to-adult development times, and 

further, the difference in development time did not translate into dry-weight differences 

at either pupation or emergence stages.  The egg-to-pupa and egg-to-adult survivorship 

also did not differ between the two populations.  While these results were consistent 

across LD and DD, light dependent changes were also observed, which suggests that 

such differences are driven by both clock dependent and independent mechanisms.  

Interestingly, females of the late populations exhibited significantly higher fecundity 

and reduced median longevity while the longevity of males did not differ across 

populations.  The lack of similar differences in the longevity of males suggests that 

reduced longevity in females might be due to higher fecundity.  Estimation of body-

weight differences of females between pre- and post-fecundity assays revealed that the 

observed increase in fecundity was not associated with increased body-weight or higher 
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body-weight to egg conversion.  These results thus highlight genetic correlation between 

mechanisms driving ψent and multiple life-history traits which further supports the idea 

that circadian clock driven divergence in ψent might influence fitness estimates in natural 

populations. 

In summary, results presented in this thesis underscores the differential role of light and 

temperature; the complex interplay of multiple circadian clock properties including light 

sensitivity, amplitude, coupling and accuracy, and the molecular differences in driving 

emergence chronotype differences in Drosophila melanogaster; and also reveals the 

genetic correlations between mechanisms that time circadian behaviours with that of 

life-history traits thus highlighting the adaptive roles of circadian clocks. 

 

 

 

 



 

Page | 1  

 

 

 

 

CHAPTER 1 

On the origin and implications of circadian 

time keeping: An evolutionary perspective 
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1.1 Introduction 

Majority of life forms have been observed to exhibit circadian (Latin: circa = 

about/approximately; diēs = day) rhythmicity in behaviour and physiological processes 

driven by underlying circadian clocks, and has been the topic of study for several 

decades.  Even though the earliest mention of daily rhythms dates back to Androsthenes 

around 4th century BC, other evidence suggest that such rhythms were extensively 

noticed and their importance realised much before Androsthenes (Box 1).  Today, it is 

commonplace to encounter statements such as “circadian clocks evolved in response to 

rhythmic selection pressures imposed by environmental variables as a consequence of 

earth’s rotation about its axis” implying that it probably is a well-established knowledge.  

Given the prevalence of circadian rhythms in multiple facets of human lives as well as 

that of other life forms, it may be quite an arduous exercise for chronobiologists to even 

consider that circadian clocks might not be adaptive.  Nevertheless, if one were to 

critically assess the large number of studies in chronobiology, it would become evident 

that studies on this topic are relatively few, and the existing body of evidence only 

demonstrate that circadian clocks provide certain advantages to its bearers under specific 

contexts.  However, from the perspective of an evolutionary biologist’s definition of 

adaptation, being advantageous may not necessarily mean being adaptive.  Here we will 

discuss the evolutionary significance of circadian clocks by reviewing literature on 

theories and the evidence about their origin and the adaptive value.  In later sections, we 

will discuss the pitfalls of some of the experimental methodologies used and suggest 

improvements that we believe can fine tune experimental designs for future studies. 
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1.2 Adaptation 

Since adaptive significance of circadian clocks is our topic of interest, we will briefly 

revisit some of the popular concepts of adaptation which is essential for rigorous 

evaluation of methodologies and interpretations of studies aimed at unravelling the 

adaptive significance of circadian clocks. 

Even though adaptation as a concept has enjoyed unanimous acceptance, arriving 

at its precise definition has remained controversial for over a century (Rose and Lauder, 

1996).  It is conventional to use the term adaptation in two contexts.  One may refer to it 

as either a continuous process by which organisms adapt to a given environment, or as a 

character/trait that confers higher fitness to organisms in a given scenario (Chapter 11, 

Futuyma, 2009).  However, we will be using adaptation in the latter context throughout 

this chapter. 
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The earliest definitions regarded adaptations as traits ‘optimally’ designed in an 

organism for a specific function relevant to its ecology.  This idea seemed to have been 

so convincingly adopted that it even inspired William Paley to propose in his book 

Natural Theology (1802) that such complex designs could have only been shaped by an 

intelligent designer, and used this argument to support the existence of an ‘intelligent 

deity’ or ‘god’ who functioned as the creator of life.  Now pinned under the umbrella 

term ‘the argument from design’, such arguments were widely used to explain several 

phenomena by geologists Sedgwick, Buckland and Murchison, and naturalists like 

Agassiz which underscores the influence of theological temperament in scientific 

inquiry (Mayr, 1982).  Ironically, even Darwin (as a student) upon reading Paley’s work 

was convinced of the idea of an intelligent ‘deity’ driving adaptations (The 

Autobiography of Charles Darwin 1809-1882). However, philosophers like Hume and 

Kant in their works Dialogues Concerning Natural Religion (1779) and Critique of 

Judgment (1790) respectively have been credited to have demolished this argument 

(Mayr, 1982; Chapter 2, Rose and Lauder, 1996). 

While these ideas were finally dismissed by Darwin’s theory of natural selection 

which claimed that traits are shaped by natural selection (Darwin, 1859), and not by an 

intelligent deity, argument over the exact definition of adaptation continued for over a 

century.  Following debates by GC Williams (1966) and Gould and Lewontin (1979), 

the definition of ‘adaptation’ underwent subsequent refinement with a large number of 

proposed alternatives which can be broadly categorized as ‘historical’ and ‘ahistorical’.  

Some authors have also discussed another category called as ‘teleological definitions’ 

(Reeve and Sherman, 1993) which will not be considered here.  A detailed discussion on 

this topic can be found in Launder et al (1993, and citations therein). 
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Ahistorical definitions focus on the current utility of the trait considered to be an 

adaptation without reference to the historical reasons that might have led to its origin.  

For instance, Bock (1979) proposed that “An adaptation is, thus, a feature of the 

organisms that interacts operationally with some factor of the environment so that the 

individuals survive and reproduce”, and more recent definition proposed is “An 

adaptation is a phenotypic variant that results in the highest fitness among a specific set 

of variants in a given environment” (Reeve and Sherman, 1990).  Historical definitions 

on the other hand highlight the importance of viewing an adaptation (A) in the context of 

the ancestral populations which experienced a given selective regime that eventually 

drove the evolution of A, thus implying adaptation as a relative (to its ancestral state) 

concept.  For instance, Gould and Vrba (1982) proposed that a trait is an adaptation only 

if the historical selection pressures that led to its evolution for a given utility to the 

organism are the same selection pressures that currently maintain A, and that any trait 

whose origin was due to a historical selective pressure which currently does not 

maintain it, then the trait would be called an exaptation.  Sober (1984) proposed that “A 

is an adaptation for task T in populations P if and only if A became prevalent in P 

because there was selection for A, where the selective advantage of A was due to the fact 

that A helped perform task T” as also retained by Coddington (1988).  The definitions by 

Sober (1984) and similar versions of it are widely accepted currently. 

The above discussed categories even though primarily differ in considering the 

relevance of the origins of adaptations, it is clear that both define adaptations as traits 

that confer certain benefits over others in a given environment.  The benefits thus 

conferred would be naturally selected for if they enhanced the ability of 

organisms/species to survive and reproduce in that environment, referred to as the 

reproductive fitness.  Therefore, individuals who can successfully reproduce and 
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maximally contribute to the gene pool of the succeeding generation are considered fitter 

than others, and the traits contributing to the fitness spreads in the population over time 

(Barker, 2009).  Therefore, studying the influence of a trait on the fitness of the 

organism is the ideal way to assess whether a given trait of interest is an adaptation.  But 

does one measure the fitness of an organism? While the measures of fitness are highly 

context dependent (as will be discussed later) for practical purposes, fitness is generally 

partitioned into multiple components.  For instance, in a population of sexually 

reproducing organisms, the ability to reach sexual maturity is dependent on several 

factors including survivorship of zygotes till birth following which the ability to find 

mates and successfully reproducing becomes relevant.  All these factors collectively 

influence the reproductive fitness of organisms, and therefore, various components such 

as survivorship till sexual maturity, mating success, fecundity, fertility and competitive 

ability (the ability to outcompete others for resources) are used as fitness measures.  

With this background, we will now discuss in detail the rationale behind the proposition 

that circadian clock are adaptive, their origins and evolutionary implications. 

1.3 Why are circadian clocks considered to be adaptations?  

Several features of circadian rhythms may encourage us to speculate about the adaptive 

significance of the underlying clocks.  Firstly, the fact that proximity of the period (τ) of 

various rhythms observed to that of 24 h day/night cycles is unlikely to be a mere 

coincidence.  Secondly, had circadian clocks originated just by chance and without any 

selective advantage, then it is unlikely that it could have attained such a wide 

distribution across most life forms on the earth since natural selection would otherwise 

have weeded it out.  There have also been several examples suggesting convergent 

evolution of circadian clocks which imply that they might have evolved multiple times 
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independently which once again would be an unlikely scenario had clocks not been 

adaptations as will be discussed later.  All these evidence are suggestive of the idea that 

circadian clocks might have been shaped up by natural selection.  Therefore, it is logical 

to hypothesize that circadian clocks probably confer adaptive advantage to organisms. 

1.3.1 How can circadian clocks be advantageous? 

Testing whether circadian clocks are advantageous was among the first exercises to be 

carried out, and in this regard circadian clocks were believed to confer advantage to 

organisms in two ways.  One by establishing an internal temporal order among various 

physiological cycles within the organism, referred to as ‘intrinsic advantage’, and the 

other by facilitating entrainment of circadian rhythms with the external cycles, known as 

the ‘extrinsic advantage’. 

1.3.1 (a) Intrinsic advantage 

Intrinsic advantage hypothesis proposes that circadian clocks evolved to ensure temporal 

segregation of cellular and physiological processes within organisms.  Since efficient 

operation of all processes at the same time would require large energy expenditure, 

timing different processes with appropriate temporal lags may help efficient 

resource/energy partitioning.  Also, biological processes may differ in terms of their 

requirement for optimal ambient cellular/tissue conditions such as ionic strength, pH and 

so on, and therefore temporal segregation of such processes may help the same tissue 

regulate multiple processes without calling for the need of multiple tissues.  

Additionally, the components or products of some of the processes may be incompatible 

with others (for instance photosynthesis and nitrogen fixation in cyanobacteria), and 

therefore temporal segregation can prevent undesired physiological consequences 

arising from such incompatibilities.  In this regard, Oatley and Goodwin (1971) 
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proposed that systems with oscillatory components tend to be more stable as compared 

to their non-oscillatory counterparts, and thus mutual synchronization would enable 

better homeostatic regulation; however, such proposition remains to be systematically 

tested.  Nevertheless, based on the above arguments it is logical to hypothesize that there 

probably exists an adaptive advantage for mechanisms that facilitate internal temporal 

order. 

A classic example cited to highlight the importance of temporal segregation of 

physiological process is that in cyanobacteria which exhibit rhythmic but antiphasic N2 

fixation and photosynthesis, with N2 fixation occurring at night and photosynthesis 

during the day (discussed in Ditty et al. 2003).  It is postulated that since the products of 

the two processes are toxic to each other, they are segregated so as to avoid interference 

(Mitsui et al. 1986).  This seems to be a convincing explanation; however, it is not the 

complete story.  Based on the above argument, it can be expected that growth of 

cyanobacteria should be retarded under constant light (LL) due to the unavailability of 

dark phase for N2 fixation which is the main source of metabolic nitrogen.  However, 

contrary to this, cyanobacteria have been shown to exhibit normal, and sometimes even 

faster growth in LL (discussed in Johnson and Kyriacou, 2005).  Additionally, not all 

cyanobacteria fix nitrogen and in some cases individuals of the same genus use both 

spatial and temporal segregation for these processes while some even balance the rates 

of the two processes such that the net oxygen produced is zero (Berman-Frank et al. 

2001).  Therefore, not all of these strategies convincingly support the temporal 

segregation hypothesis, nevertheless several other evidence do favour the hypothesis. 

An interesting study by Harker (1958) highlighted the relevance of circadian 

timekeeping where she experimentally manipulated cockroaches to disrupt their internal 

temporal order.  Harker transplanted the subesophageal ganglion (SG) known to drive 
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circadian activity-rest rhythm in cockroaches such that individuals received transplant 

from a donor entrained either to in phase or antiphasic light/dark (LD) cycles with that 

of the host.  Individuals who received SG transplants from donors entrained to 

antiphasic LD cycles (resulting in internal desynchrony) developed tumours as 

compared to those that received transplants from in phase donors suggesting that 

internal desynchrony might lead to physiological problems.  Physiological variables 

including core body temperature, hepatic degradation, growth hormone, plasma cortisol 

and potassium levels in humans (Czeisler, 1978), plasma corticosterone, N-

acethytransferase activity and serotonin in rats (Gibbs and Van Brunt, 1975), 

temperature and urinary potassium concentration in squirrel monkeys (Sulzman et al. 

1979) are known to exhibit daily variation.  Fuller et al (1987a, b) reported that when 

monkeys are devoid of rhythmicity in the external environment leading to 

desynchronization of circadian system, reduction in environmental temperature by as 

little as 8 oC leads to a 2 oC reduction in body temperature due to the failure of 

thermoregulatory homeostasis; whereas when entrained to LD cycles, reduction in 

ambient temperature had no measurable effect on body temperature.  Studies on several 

circadian clock gene mutants have also highlighted the relevance of temporal order in 

physiology.  Among the studies in recent years, Kondratov et al (2006) reported that 

bmal double knockout mice exhibit reduced lifespan and display symptoms of premature 

aging including sarcopenia, cataract, reduced subcutaneous fat and organ shrinkage.  

Similarly, the clock mutant mice have been observed to exhibit metabolic dysfunctions 

including hyperleptinemia, hyperlipidaemia, hepatic steatosis, hyperglycaemia and 

hypoinsulinemia (Turek et al. 2005), and also develop neurological problems (Barnard 

and Nolan, 2008).  Additionally, mPer2 deficiency has been observed to result in 

increased bone mass and higher propensity for cancer (Fu et al. 2002, 2005; Yang et al. 
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2009) while recent studies on reverb-α mutant mice report observing obesity, aberrant 

lipid metabolism and thermogenesis (Delezie et al. 2012; Gerhart-Hines et al. 2013; 

Hand et al. 2015). 

The advent of genomics has facilitated exploration of circadian clocks’ influence on the 

genome of organisms.  Studies have revealed that over a third of the Arabidposis 

genome is under the influence of circadian clocks (Covington et al. 2008), 10-15% of all 

cellular transcripts exhibiting circadian oscillation in mammals (Akhtar et al. 2002; 

Panda et al. 2002), and over 43% of all protein coding RNAs cycle in a circadian 

manner in at least one tissue (Zhang et al. 2014).  Regulatory pathways involved in 

glucose homeostasis and lipid metabolism have also been reported to be under direct 

circadian control (Akhtar et al. 2002; Panda et al. 2002; Lamia et al. 2008; Zhang et al.  

2010).  More importantly such rhythms also maintain stable phase relationship with 

each other thus highlighting the role of circadian clocks in establishing temporal order at 

the genome level.  Collectively these results extend support to the idea that circadian 

clocks may indeed confer intrinsic adaptive advantages. 

1.3.1 (b) Extrinsic advantage 

Rotation of earth about its own axis with a period of 24 h drives cyclic variation of 

several abiotic (and consequently biotic) factors most prominent of which include light, 

temperature, humidity and to some extent barometric pressure as well.  A complex 

interplay of these factors provides an unprecedented rhythmic environment for 

organisms to rely on and time daily behaviours.  While some of the environmental 

factors may be beneficial to organisms, others may be detrimental.  For instance, light 

during the day may facilitate navigation, search for food, and photosynthesis whereas, 

high temperature and low humidity may increase the risk of desiccation (especially in 
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smaller life forms), and furthermore, harmful cosmic rays during the day might increase 

the probability of errors in DNA replication and cell division (Ravanat et al. 2001).  

Thus, it is logical to envision that internal time keeping mechanisms which can 

anticipate such rhythmic changes in abiotic factors and accordingly time behaviour and 

physiological processes would be advantageous to organisms.  Based on this reasoning, 

it can be hypothesized that circadian clocks may confer adaptive advantages by 

appropriately timing behaviours so as to avoid harsh environmental conditions, enhance 

food and mate procurements, promote predator evasion and establishing a temporal 

niche to reduce interspecific competition (Cloudsley-Thompson, 1960), which is 

therefore referred to as extrinsic advantage. 

Support for the idea of extrinsic advantage of circadian clocks comes from 

multiple studies.  For instance, rhythmic vertical migration is ubiquitously observed in 

several planktonic species where individuals migrate upward during dawn and dusk, and 

sink down at other times of the day (Rose, 1925; Russel, 1927; Kikuchi, 1930; Cushing, 

1951).  Furthermore, most of these species occupy the first 1,000 m from the top which 

is the depth to which light can penetrate (Welsh et al. 1937).  Such diurnal migration has 

been asserted to daily changes in light which consequently affects other factors such as 

temperature, salinity and aeration, all of which contribute to photosynthesis.  

Additionally, Hardy (1956) discussed that water masses move more rapidly at the 

surface than at lower levels thereby facilitating rapid exchange of nutrients and other 

factors, and therefore vertical migration provides necessary conditions for the 

physiological functioning of the organism (similar to foraging).  Also, several woodlice 

and millipede species are known to exhibit diurnal rhythm in activity with preference to 

wander out mostly at night to avoid harsh desiccative/low humidity conditions during 

the day.  This is supported by experiments which report that when exposed to light, 
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woodlouse wander aimlessly till they find a dark and damp zone (Gunn, 1937; Fraenkel 

and Gunn, 1940; Waloff, 1941).  Even though this can also be a passively driven 

response to light, choice chamber experiments demonstrated that the tendency to seek 

damp regions is lower during the night as compared to the day (Cloudsley-Thompson, 

1951, 1952) thereby suggesting that such photic avoidance behaviours are at least partly 

driven by endogenous time keeping mechanisms. 

While the above mentioned studies, in addition to several others (reviewed in 

Cloudsley-Thompson, 1960) are suggestive of the idea that circadian clocks help in 

timing behaviours so as to enhance survivability, other aspects of extrinsic advantages 

conferred by clocks such as facilitating predator evasion has been controversial.  

Various studies have proposed that temporal partitioning between competing taxa and in 

predator-prey systems are essential for promoting coexistence in ecological communities 

(reviewed in Kronfled-Schor and Dayan, 2003).  Such partitioning is considered to be 

driven primarily by biotic factors, and the role of circadian clocks in driving such 

partitioning remains largely speculative due to the lack of substantial empirical 

evidence.  Schoener (1974) reported that temporal partitioning is significantly less 

common in comparison to that of habitat or food type partitioning, and used theoretical 

models to predict that temporal resource partitioning on circadian scale should be 

relatively rare and would require severe depletion of resources before such behaviours 

can be observed.  This is further supported by relatively limited observation of extreme 

shift in behaviours from nocturnality to diurnality.  Unstriped Nile rats (Arcicanthis 

niloticus) are generally diurnal but become nocturnal when provided with a running 

wheel (Blanchong et al. 1999).  Similar shift from nocturnal to diurnal behaviours is also 

observed in Octodon degus (Stevenson et al. 1968; Kas and Edgar, 1999) and mice (Hut 

et al. 2011).  More importantly, careful analysis of the activity patterns suggested 
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masked behaviours and that the observed behaviours may be driven by non-clock 

mechanisms.  Do these results suggest that circadian clocks may not mediate predator 

evasion and timing of foraging in nature?  Daan (1981) proposed that since the evolution 

of nocturnality and diurnality requires different physiological mechanisms (for instance 

nocturnal and diurnal animals differ in their retinal photoreceptors and adaptations to 

vision in a given light intensity range reduces the efficiency at other intensities, Jacobs, 

1993; van Schaik and Griffiths, 1996), closely related species, competitors or 

individuals of a predator-prey system generally remain active at a specific phase 

(day/night/twilight) of the circadian cycle depending on the physiological adaptation to 

nocturnality or diurnality, and that circadian clocks promote partitioning within this 

activity phase because adopting reversed or antiphasic activity behaviours can be 

deleterious.  Subsequently DeCoursey and colleagues examined if dysfunctional 

circadian clocks would perturb the ability of animals to time behaviours at ecologically 

relevant phases, and whether such mistimed behaviours have any costs.  Thus, daily 

behaviours of SCN lesioned free living diurnal antelope ground squirrels (DeCoursey et 

al. 1997) and chipmunks (DeCoursey and Krulas, 1998; DeCoursey et al. 2000) were 

studied in semi natural enclosures.  SCN lesioned individuals in DeCoursey et al (1997, 

2000), and DeCoursey and Krulas (1998) studies exhibited higher night time 

restlessness resulting in animals wandering during the night, and consequently incurring 

higher night time predation as compared to their SCN intact counterparts (Figure 1).  

However, studies on similarly treated individuals of golden mantled squirrels 

Spermophilus lateralis and Siberian chipmunks Eutamias sibricus (Vogelbaum and 

Menaker, 1993; Ruby et al. 1996) suggested that SCN ablation did not lead to any 

physiological consequence and such individuals lived for as long as 2.5 years in 

laboratory conditions.  These results suggest that the observed deaths in the SCN 
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lesioned animals were indeed due to mistimed behaviours and not a physiological 

consequence of SCN ablation treatment alone.  This is among the most convincing field 

studies till date that support the idea that circadian clocks ensure optimal timing of 

behaviours in nature to evade risks from predators. 

 

Figure 1: Figure depicting the proportion of SCN ablated (SCN-X), Sham and Control 

individuals lost due to deaths over 80 days following radio collaring and repatriation. 

SCN ablation was performed with a stereotaxic lesioning device by drilling a 2 mm 

(diameter) hole in the skull and passing an electric current using an electrode to lesion 

the site of interest. ‘Sham’ controls were also subjected to same procedure but without 

the use of any electric current while ‘control’ were not subjected any such procedures. 

Figure modified after DeCoursey et al (2000). 
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1.4. Evolutionary origins of circadian clocks 

Even though circadian clocks have always intrigued biologists both in terms of their 

functional complexity, how well do we understand ‘when’ and ‘why’ did circadian 

clocks originate?  Here we discuss our current understanding of these two questions. 

1.4.1 When did circadian clocks originate? 

The period of earth’s rotation is estimated to have been ~8 h some 3.4 bya (billion years 

ago) (Turcotte et al. 1977), and was the same until ~3 bya as estimated from the daily 

growth rings resulting from swimming and settling of algal colonies forming 

stromatolites (Panella, 1972).  Based on these estimations, it has been speculated that the 

period of earth’s rotation was only 4 h when cyanobacteria originated (Krasinky, 2002; 

Lathe, 2004; Johnson and Kyriacou, 2005), and therefore the earliest clocks in 

cyanobacteria probably had a period of ~4 h which gradually extended to 24 h over time 

as the earth’s angular velocity reduced (Tauber et al. 2004).  Wells (1963) used annual 

growth series added to fossilised corals and estimated that the annual duration on earth 

was ~400 days in the Devonian period (~375 mya).  Since time taken for the earth to 

revolve around the sun has remained constant over the past 4 by (Laskar, 1999), day 

length during this period was estimated to be ~22 h.  Cyanobacteria are currently the 

oldest life forms whose circadian clocks have been deciphered, and therefore cater as a 

useful tool to test if its clocks comprising the kaiABC (Ishiura et al. 1998) gene cluster 

were indeed the ancestral clocks. 

While Synechococcus elongatus has only one copy of the kaiABC cluster, 

multiple copies due to gene duplication have been observed in other species such as 

Nostoc linckia and Synechocytis, (Dvornyk et al. 2003).  However, not all the three 

genes appear to have evolved simultaneously.  The kaiC gene is observed to be 
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distributed in almost all major taxa of Archaea except the Methanopyri and 

Thermoplasmata (Johnson and Golden 1999; Das-Sarma et al. 2001; Dvornyk et al. 

2003) but is not that well represented in Eubacteria barring a few major taxa (Dvornyk 

et al. 2003).  KaiB on the other hand is distributed in a few proteobacteria including 

Rhodopseudomonas palustris and Rhodobacter sphaeroides along with kaiC (Dvornyk 

et al. 2003; Larimer et al. 2004), but is observed only in one archaeon, 

Methanobacterium thermoauotrophicum (Dvornyk et al. 2003).  The presence of kaiB in 

other prokaryotic domains is speculated to be due to lateral transfer from cyanobacteria 

whereas no reverse transfer from prokaryotes to cyanobacteria has been reported.  

However, kaiA seems to be restricted only to cyanobacteria thus suggesting that this 

might be the most recent addition to the cyanobacterial clock network.  Therefore, the 

representation of kaiC in archaebacteria, eubacteria and cyanobacteria is suggestive of 

it being the oldest (over 3.5 by) of the three kai genes with the subsequent addition of 

kaiB around 3.5-2.32 bya to form the kaiBC cluster.  Upon formation of the cluster, both 

kaiB and kaiC genes evolved as a unit before the final addition of kaiA to the cluster 

(Figure 2).  Studies on the cyanobacteria Synechococcus spp. indicate that expression of 

all three genes is essential for circadian clocks’ function and that lack of even one of the 

three genes renders the clock dysfunctional (Ishiura et al. 1998); however, kaiA is not 

observed in most of the primitive cyanobacteria and other photosynthetic proteobacteria 

(Dvornyk et al. 2003).  Does this indicate that even though kaiBC genes were present, 

these organisms did not have a functional clock until the addition of kaiA?  It is not 

entirely possible to arrive at such a conclusion since other genes apart from kaiA or even 

kaiB might have partnered with kaiC to form a functional clock. 
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Figure 2: Pictorial timeline representation of major evolutionary events leading to the 

evolution of kaiABC cluster as observe in present day cyanobacteria. Figure modified 

after Dvornyk et al (2003). 

 

Circadian expression of certain gene transcripts (Lhcb2) has also been reported in 

primitive forms of plants such as the moss Physcomitrella (Shimizu et al. 2004) and in 

gymnosperm Ginkgo (Christensen and Silverthrone, 2001).  Preliminary data suggests 

that the Phsycomitrella genome shares higher degree of similarity with Arabidopsis than 

cyanobacteria (Masashi et al. 2004; Shimizu et al. 2004) suggesting that circadian 

clocks in higher plants are probably derived from moss genome and not from their 

earlier ancestors.  This is further supported by the observation that the genomes of most 

modern day plants including rice, tomato and Arabidopsis do not share any sequence 

homology with the cyanobacterial clock genes as will be discussed in the later section.  
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However, chlamydomonas genome indicates presence of homologues for several 

kinases and phosphatases such as casein kinase and protein phosphatase (ppa1 and 

ppa2; Mittag et al. 2005) which are also ascribed several functions in the circadian clock 

machinery of Neurospora, Drosophila, mammals as well as plants (Daniel et al. 2004; 

Sathyanarayana et al. 2004; Yang et al. 2004).  However, since proteins encoded by 

these genes also perform several non-circadian functions, it is difficult to confirm 

whether conservation across species is due to their role in circadian clocks or other 

general cellular functions (Johnson and Kyriacou, 2005). 

Collectively, these results suggest that some of the modern day components of 

circadian clocks in cyanobacteria have existed for over ~3.5 by with subsequent 

addition of other clock genes.  If the primitive cyanobacterial clock period was indeed 

~4 h as discussed earlier, a clockwork comprising a single gene kaiC might have been 

sufficient to form a feedback loop with a delay of ~4 h which eventually might have 

evolved to 8 h clocks by the addition of kaiB as the day length extended to ~8 h around 

3.5 bya, which overlaps with the predicted time of kaiB addition (3.5-2.32 bya), and 

similarly addition of kaiA and other associated factors might have led to the evolution of 

~24 h clocks.  However, mere presence of only one of the three kai genes even though 

suggestive, is not convincing evidence to claim that functional clocks originated over 

3.5 bya since other genes might have played preceded kaiB and kaiA or even kaiC and 

awaits to be discovered. 

1.4.2 Why did circadian clocks originate? 

The great oxygenation event associated with the ozone layer formation that shields the 

earth from majority of UV radiation occurred around 2.3 bya.  If circadian clocks did 

originate prior to this (as discussed in previous section), organisms inhabiting the earth 
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are likely to have been subjected to extreme temperatures and harmful solar radiations 

which might have acted as the potential factors in driving the evolution of mechanisms 

that helped organisms avoid exposure to such extreme environments (extrinsic 

advantage).  In this regard, we discuss two hypotheses that have been proposed to 

explain the initial selection pressures that might have driven the origin of circadian 

clocks. 

1.4.2 (a) Escape from light 

Day night cycles are associated with exposure to harmful solar radiation during the day 

which is known to increase errors in DNA replication and influence other photochemical 

reactions in RNA and proteins as well (reviewed in Rajesh et al. 2010), thereby 

rendering the organisms vulnerable at specific times of the day.  Furthermore, even 

though some of the cellular factors do not function as photoreceptors, are nevertheless 

sensitive to light probably because of obligatorily associated cofactors such as 

cytochromes (discussed in Johnson and Kyriacou, 2005).  Based on similar premises, 

Pittendrigh (1965) proposed that organisms might have evolved time keeping 

mechanisms to anticipate and escape from such harmful effects of light and hence the 

name ‘escape from light’ hypothesis.  If this is true, given the evolutionary conserved 

nature of circadian clocks it can be expected that some of the present day life forms may 

still retain phase specific susceptibility to solar radiation, and indeed chlamydomonas 

have been observed to exhibit rhythmic sensitivity to UV light with enhanced sensitivity 

around sunset and early night.  More importantly, such rhythmic sensitivity to UV light 

also persists in constant conditions (Nikaido and Johnson, 2000) suggesting a possible 

role of circadian clocks in driving such responses.  Several other observations further 

support the escape from light hypothesis.  For instance, numerous microorganisms 

exhibit circadian rhythmicity in DNA replication and cell division, with these processes 
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occurring mostly during the dark phase (Edmunds, 1988).  Based on his hypothesis, 

Pittendrigh (1965) had also anticipated a DNA photolyase type of enzyme to be closely 

associated with circadian clocks which eventually turned out to be true with studies 

reporting that molecular circadian clock components involve cryptochrome (cry) which 

shares sequence homology with DNA photolyases, a blue light sensitive UV damaged 

DNA repair enzyme (reviewed in Thompson and Sancar, 2002).  Homologues of cry 

have also been identified in cyanobacterium Synechocytis spp. (Hitomi et al. 2000) and 

Rhodobacter sphaeroides (Hendrischk et al. 2009); however, their role in circadian 

function (if any) remains to be elucidated.  These results suggest that the ancestral 

photolyases were probably substrates for natural selection to act upon eventually driving 

the evolution of cry as a core circadian clock component (Nikaido and Johnson, 2000; 

Gehring and Rosbash, 2003; Johnson and Kyriacou, 2005).  Interestingly, the role of cry 

is not entirely conserved in all species; while it is known to function as circadian 

photoreceptors in some insects (CRY1) (reviewed in Hardin et al. 2011), it acts as a core 

clock component in mammals (CRY2; Ozturk et al. 2007).  This distinction cannot be 

merely explained on the basis of differences between invertebrate and mammalian 

clocks as phylogenetic and functional classifications revealed that non Drosophilids 

such as silk moths, mosquitoes and butterflies express both cry1 and cry2 whereas 

honeybee (Apis mellifera) and red flour beetle (Tribolium castaneum) possess only cry2 

(Zhu et al. 2005; Rubin et al. 2006).  Thus it is not clear as to whether cry in circadian 

clocks originated from its function as photoreceptor or as a core circadian clock 

component. 

1.4.2 (b) Endosymbiotic coordination theory 

First proposed by Levandowsky (1981) and later elaborated by Kippert (1986), the 

endosymbiotic coordination theory suggests that since evolution of eukaryotes was 
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facilitated by endosymbiosis of prokaryotes that formed the precursors for currently 

observed organelles in eukaryotes, such spatial compartmentation of autonomously 

functioning organelles might have required a coordination mechanism to temporally 

regulate processes by interaction among themselves which otherwise would lead to a 

chaotic cellular systems.  Thus, necessity for the establishment of internal temporal 

order within the cell has been hypothesised to have led to the origin of circadian clocks.  

If this were to be true, then the circadian clock genes (KaiABC cluster) in cyanobacteria 

which are presumed to be the ancestors for chloroplasts in modern day plants must have 

been transferred to higher plants during endosymbiosis.  Unfortunately, no putative 

homologue of KaiABC genes have been observed either in chloroplasts or the nuclear 

genomes of Arabidopsis, rice, tobacco and Medicago (Johnson and Kyriacou, 2005 and 

citations therein).  Eukaryotic alga chlamydomonas which is considered to be a closer 

ancestral relative of plants also does not possess any of the cyanobacterial KaiABC 

genes.  Moreover, comparison of chlamydomonas and Arabidopsis genomes revealed 

that the former does not have any putative homologue of Arabidopsis circadian clock 

genes including elf3, gpif3, tej, while other genes such as cca1, lhy, col, ztl, ado1, ado 2, 

ado3, prr1, prr3, prr5, prr7 and prr9 share minimal homology (Mittag et al. 2005; 

Johnson and Kyriacou, 2005).  Therefore, current evidence barely supports the 

hypothesis that circadian clocks have evolved to coordinate endosymbiotic process 

within the cell. 

In summary, results from all the studies discussed in this section clearly indicate 

that we are far from precisely understanding the evolutionary origins of circadian timing 

systems.  However, the lack of clarity in shared sequence homology between genomes 

of modern and primitive photosynthetic life forms suggests that clocks might have 
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evolved independently in multiple life forms thus strongly suggesting convergent 

evolution of circadian clocks. 

1.5 Adaptive significance of circadian clocks 

It can be noted that majority of the previously discussed studies reported dire 

consequences of lack of temporal coordination on various aspects of physiology of 

organisms which highlights that circadian clocks are advantageous.  However, barring a 

few, results from majority of the studies cannot be used as a support to the adaptive 

nature of circadian clocks, primarily because a trait can be termed adaptive only upon 

fulfilment of certain criteria that stem from the definition of adaptation as discussed in 

section 2.  In the subsequent sections, we will discuss studies that adopted various 

experimental strategies to provide relatively direct lines of evidence in support of 

adaptive significance of circadian clocks. 

1.5.1 Effects of dysfunctional circadian clocks 

One of the straight forward ways to test the functional significance of circadian clocks is 

to simply devoid the organism of clocks and assess its consequences on its fitness.  

Studies to test the same have adopted multiple approaches such as the use of mutant 

strains with non-functional circadian clocks, surgical ablation of the master clock or use 

of constant light (LL), all of which are known to render most circadian behaviours 

arrhythmic. 

1.5.1 (a) Effect of circadian dysfunction realised by genetic manipulations 

Molecular components of circadian clocks have been extensively explored in majority of 

the standard model systems used in chronobiology.  Such studies have revealed that the 

functional principles of circadian clocks are highly conserved across organisms and 

constitute several interlocking positive and negative feedback loops, and that disruption 
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of the core clock components renders the clocks dysfunctional leading to arrhythmic 

behaviours (reviewed in Hardin, 2011).  Multiple studies have taken advantage of the 

ability to genetically manipulate molecular clockwork to abort its functioning, and 

investigated its influence on organisms’ fitness measures such as longevity and 

fecundity. 

Loss of function mutations of core clock genes in Drosophila namely period 

(per), timeless (tim), clk (clock) and cycle (cyc) have been observed to have deleterious 

effects on fecundity of D. melanogaster with such mutants showing ~40% reduction in 

egg output (Beaver et al. 2002).  Further analysis revealed that such a reduction in 

fecundity was associated with reduced fertility (as assessed by sperm count) of the 

mutant males (Beaver et al. 2002).  Additionally, clock mutations have also been 

reported to influence oogenesis in D. melanogaster females; however, such effects do 

not seem to involve circadian clocks but arise from pleiotropic effects of clock genes.  

Additionally, Hendricks et al (2003) reported that cyc null mutants (cyco) of Drosophila 

exhibit reduced lifespan in both LD and DD conditions as compared to their rhythmic 

wild type controls.  Interestingly, such a reduction in lifespan was observed only in 

males while the lifespan of cyco females did not differ from controls.  Thus, it appears 

that the observed effects of clock gene mutations on life-history traits may not 

necessarily be mediated through circadian clocks per se but by the pleiotropic effects of 

clock genes.  Additional support came from studies on plants.  Constitutive expression 

of the cca1 (circadian clock associated 1) gene in Arabidopsis (CCA1-ox) results in loss 

of circadian rhythms under both LL and DD (Wang and Tobin, 1998).  Similar 

arrhythmic behaviour is also observed upon overexpression of another clock gene elf3-1 

(early flowering 3-1), but only in LL and not in DD (Hicks et al. 1996; McWatters et al. 

2000).  Green et al (2002) used these lines to study the effect of loss of circadian 
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rhythmicity on fitness of Arabidopsis, and observed that under very short day conditions 

CCA1-ox plants were less viable than their wild type counterparts.  In addition, the two 

other circadian rhythm mutants of Arabidopsis, LHY-ox (Schaffer et al. 1998) and elf3 

also have low viability phenotypes.  However, the authors quite rightly pointed out that 

even though their results are suggestive of the role of circadian clocks in determining 

fitness of Arabidopsis, such effects can also arise from pleiotropic influence of the genes 

under study and may be independent of the circadian defects imposed by the mutations. 

1.5.1 (b) Effect of circadian dysfunction realised by environmental manipulations 

While most organisms exhibit free-running circadian rhythms in DD, majority of them 

are rendered arrhythmic (both at behavioural and molecular levels) under LL.  Several 

studies have adopted such LL induced arrhythmicity to assess the fitness costs of 

harbouring dysfunctional circadian clocks as such an approach would help surpass the 

pleiotropic effects of genetic mutations observed in studies using genetic manipulations. 

Allemand et al (1973) assayed adult lifespan of D. melanogaster maintained under LL, 

LD and DD, and observed that lifespan of individuals under LL was significantly shorter 

than that in LD followed by DD which had a significantly higher lifespan (~20% longer 

for males and 43% for females) thus demonstrating the negative implications of loss of 

circadian rhythmicity on organisms’ longevity.  In another study by Kumar et al (2005) 

who assayed lifespan of spontaneously arrhythmic individuals from inbred and outbred 

strains of D. melanogaster found that the arrhythmic individuals exhibited an ~37% 

reduction in lifespan in the outbred populations whereas the inbred lines exhibited a 

more severe reduction (~60%) in lifespan as compared to their rhythmic counterparts.  

While these studies demonstrate fitness costs of loss of circadian rhythmicity, it is 

difficult to rule out possible circadian clock independent deleterious effects of LL on the 

organism’s physiology, and therefore such effects may not necessarily be a consequence 
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of circadian dysfunction.  Several other studies have also assessed the effect of LL on 

circadian behaviours, but since these studies also used other light regime combinations, 

they will be discussed in the succeeding section. 

1.5.2 Circadian resonance and consequences of circadian mismatch 

If circadian clocks indeed evolved in response to the 24 h periodic selection pressures 

stemming from the rhythmic rotation of earth about its axis, then individuals with clock 

periods that are largely deviant from 24 h or those who fail to synchronize to the 24 h 

environmental cycles thus leading to circadian desynchrony would incur greater fitness 

costs.  This forms the rationale for the ‘circadian resonance’ hypothesis according to 

which, organisms are expected to perform at their best when their clock period matches 

(and thus the clock resonates) with that of the environmental cycles (Pittendrigh and 

Bruce, 1959).  The cost of circadian mismatch with external cycles has been studied in a 

variety of species spanning unicellular cyanobacteria, insects, mammals and plants.  

The strategies used in such studies can be broadly classified into two categories.  One 

involved the use of genetically manipulated or mutant strains with the clock period 

deviating from 24 h, and the other strategy involved using light regimes of periods (T) 

longer than or shorter than 24 h. 

1.5.2 (a) Consequence of circadian mismatch on development 

Pre-adult development time in insects is one of the commonly studied fitness traits, and 

multiple studies have tested the proposition that development time is influenced by the 

period of the environmental cycle and provided further evidence favouring the circadian 

resonance hypothesis.  For instance, when flesh fly Sarcophaga argyrostoma were 

reared under different T-cycles their pre-adult development time was longer under T-

cycles closer to 24 h which was approximately the τ of flesh flies, and also under T-
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cycles with period which were multiples of 24 h as compared to other T-cycles 

(Saunders, 1972).  Similarly, a recent study by Lone et al (2010) reported that pre-adult 

development was significantly faster when Camponotus ants were reared under 

symmetric T-24 cycles as compared to T-20 and T-28.  When growth rate of tomato 

plants was assessed under different T-cycles, the ones growing under T-24 outperformed 

others growing under T-12 and T-48 and even LL (Withrow and Withrow, 1949; 

Highkin and Hanson, 1954; Hillman, 1956; Went, 1960).  Furthermore, the growth rates 

under high and low temperatures exhibited a Q10  values of about 1.2 suggesting that it 

was temperature compensated which further substantiates the possible role of circadian 

clocks in regulation of development time (Pittendrigh, 1954; Zimmerman et al. 1968).  

However, it appears that the results from tomato plants cannot be generalised.  For 

instance, growth rate of Arabidopsis under LL was found to be significantly higher as 

compared to that in LD12:12 (Johnson and Kyriacou, 2005).  Another study on clock 

disrupted Arabidopsis mutants reported that such strains produce fewer viable seeds as 

compared to wild type strains under LD04:20 (Green et al. 2002).  These results further 

suggest the role of circadian clocks in mediating development time, a fitness measure as 

will be discussed later. 

1.5.2 (b) Consequence of circadian mismatch on longevity 

Pittendrigh and Minis (1972) observed that when wild type strains of D. pseudoobscura 

were maintained under different T-cycles (T-21 and T-27) or in LL, lifespan of flies 

maintained under T-24 was considerably longer, but these results could not be 

reproduced in a different laboratory (Johnson and Kyriacou, 2005).  A similar trend was 

also observed in blowflies (Phormia terraenovae) which exhibited 22% lifespan 

reduction (90% deaths occurring by 98 days) in individuals subjected to repeated jetlag 

as opposed to their controls who lived for almost 125 days (von Saint Paul and Aschoff, 
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1978).  Another study on D. melanogaster used wild type (per+; τ ∼ 24 h) and short 

period (perT; τ ∼ 16 h) and long period (perL; τ ∼ 28 h) strains to examine the cost of 

circadian mismatch with environmental cycles (Klarsfeld and Rouyer, 1998).  The 

authors assayed lifespan of all three strains under symmetric T-16 and T-24 cycles, and 

found that males of perT and perL strains lived significantly shorter as compared to wild 

type males under T-24.  Moreover, perT exhibited a larger reduction in lifespan as 

compared to perL.  The proposed reason for this is perT whose τ deviated by 8 h in a 24 h 

LD cycle would incur a greater cost in comparison with perL whose τ deviated by only 4 

h.  This is further substantiated by the observation that lifespan difference between perT 

and wild type flies was further reduced under T-16 (close to the period of perT) as 

compared to the difference between them under T-24.  While these results are partly in 

accordance with the expectations from the circadian resonance hypothesis, the fact that 

perT did not exhibit higher lifespan in T-16 is intriguing. 

1.5.2 (c) Consequence of circadian mismatch on competitive ability 

Even though the above discussed studies reported several evidence supporting the 

circadian resonance hypothesis, it is important to note that most of these studies 

involved assessment of fitness measures under simple non-competitive conditions.  In a 

more realistic scenario, an organism can be considered to be fit in a given environment 

only when it can out compete its competitors inhabiting the same environment.  

Therefore, experiments that can demonstrate the competitive abilities of different 

individuals/strains are a more rigorous approach to assess fitness of organisms.  Here we 

discuss two such interesting and well-designed experiments that have provided some of 

the strongest arguments till date in favour of circadian resonance, and thus adaptive 

significance of circadian clocks. 
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In a first study of its kind wild type strains of cyanobacteria S. elongatus (AMC149 and 

AMC343; τ = 25 h) were competed with two period mutant strains, SP22 and P28 of τ 

23 h and 30 h respectively.  The experimental design comprised pairwise competition 

experiments under multiple T-cycles whose period matched with the τ of at least one of 

the strains subjected to competition.  The authors observed that, when equal proportions 

of two strains were mixed and allowed to compete, the wild type strains outgrew all 

others under T-24 while the SP22 strain performed better under T-22.  Furthermore, the 

P28 strain which performed poorly under T-22 and T-24, were observed to outgrow 

other strains when competed under T-30 (Figure 3; Ouyang et al. 1998).  To further test 

if the observed performance difference between strains were indeed due to period match 

with the environmental cycles and not a consequence of the mutations harboured, the 

authors reverse engineered the P28 strain to mimic the wild type strain, and observed 

that the reverse engineered P28R strain performed similar to that of wild type strain 

under T-24.  
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Figure 3: Percentage of each of the short period (SP22), long period (P28) and wild 

type (WT) under different light regimes after 27 days of competition. Different 

proportions of strains were mixed as pairs at the beginning of the experiment (IC = 

Initial Condition) and were let to compete with each other under LD11:11 and LD15:15 

for 27 days. The proportion of strains outcompeted the other depending on the proximity 

of the strains’ clock period with that of the LD cycles. Figure modified from Ouyang et 

al (1998). 

 

In continuation of this study, the authors also performed similar competition 

experiments for period mutants harbouring point mutations in other core clock genes in 

S. elongatus and reported similar results (Woelfle et al. 2004), thereby ensuring that the 

observed phenotypes do not stem from pleiotropic effects of genes but is a consequence 

of circadian misalignment.  Dodd et al (2005) used wild type col-o (τ = 24 h), long 

period ztl-l (τ = 27.1 h to 32.5 h) and short period toc1-1 (τ = 20.7 h) strains of 



 

Page | 30  

 

Arabidopsis to study the relevance of circadian resonance.  The authors reared all the 

strains under LD cycles with varying periods (T-20, T-24, and T-28) and assessed 

photosynthetic activity and growth rates under these conditions.  The chlorophyll 

content was found to be higher in plants reared under T-cycles with periods matching 

their τ with col-o performing better than other two strains in T-24 than in T-20 and T-28.  

Similarly, the ztl-l and toc1-1 strains performed better under LD cycles that matched 

their endogenous periods than in T-24.  Consequently, all strains exhibited higher CO2 

fixation and greater biomass when reared under T-cycles with periods matching their τ.  

In competition between ztl-l and toc1-1 strains which were grown as mixed populations 

under T-20 and T-28, each strain exhibited higher chlorophyll content, leaf number and 

aerial biomass as compared to its competitor when grown under T-cycles with periods 

matching τ.  These results demonstrated that period match between endogenous clocks 

and external cycles enhances fitness of individuals and therefore provide strong support 

for the circadian resonance hypothesis. 

1.5.2 (d) Consequence of circadian mismatch on other traits 

Circadian resonance hypothesis has also gathered support from studies reporting that 

organisms exhibit multiple physiological disturbances as a consequence of circadian 

misalignment which has also drawn considerable attention due to its influence on human 

health (Box 2). 
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A naturally identified autosomal gene mutation (tau) in hamsters causes a copy number 

dependent change in circadian period with the homozygotes exhibiting 20 h and fails to 

entrain to LD14:10 cycles while the heterozygotes exhibit 22 h rhythms (Ralph and 

Menaker, 1988).  The heterozygous animals were observed to exhibit reduced lifespan 

under LD14:10 cycles while the homozygous mutants did not show any lifespan deficit 

(Hurd and Ralph, 1998).  Moreover, when housed under T-24, heterozygous individuals 

were observed to exhibit multiple physiological defects such as cardiomyopathy with 

fibrosis and impaired contractility, and renal dysfunction.  The authors speculated that 

the observed physiological disturbances might stem from circadian misalignment, and 

interestingly, when housed under T-22 which is proximal to the clock period, no such 

physiological defects were observed in heterozygous individuals. 

Another interesting study assessed the importance of circadian desynchrony on 

reproductive fitness in natural populations of pitcher plant mosquito Wyeomyia smithii.  



 

Page | 32  

 

Individuals of this species like many others are known to enter larval diapause under 

short photoperiods which is terminated under long photoperiods (Bradshaw et al. 2003).  

Emerson et al (2008) subjected populations of W. smithii to LD10:14, LD10:36, and 

LD10:25 all of which are known to induce diapause in this species.  The authors further 

measured various fitness parameters such as egg-to-pupa survivorship, fecundity, 

embryonic viability and adult lifespan, and observed that individuals that entered 

diapause under LD cycles with periods 24 h (LD10:14) or multiples of 24 h (LD10:36) 

exhibited higher fitness as opposed to individuals under non 24 h cycles (LD10:25). 

A recent study on Arabidopsis used a novel approach to study adaptive 

significance of circadian clocks (Yerushalmi et al. 2011).  The study made use of 

crosses between long period (prr7prr9, τ = 36.55 h) and short period (prr5prr7, τ = 22 

h) mutant strains to generate greater variability in τ among the F2 progeny which varied 

between 20.79 h and 45 h.  These strains were then reared under T-20 (LD13:07) and 

T28 (LD19:09).  After one generation, τ and frequencies of prr5prr7 and prr7prr9 

alleles were assessed in the F3 populations as a measure of reproductive success of the 

short and long period variants.  Interestingly, τ of the F3 plants was positively correlated 

with the period of T-cycles (T-20 or T-28) in which their respective parents were reared.  

Also, the F3 individuals from parents reared in T-28 inherited long period prr7prr9 

alleles in higher frequencies.  However, surprisingly the frequency of short period allele 

prr5prr7 did not differ significantly between the F3 populations coming from F2 parents 

reared under T-20 or T-28.  Nevertheless, these results suggested that long τ phenotypes 

are favoured under T-28 thus providing further evidence in support of circadian 

resonance hypothesis.  These studies collectively highlight importance of circadian 

clocks and its alignment with external cycles. 
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1.5.3 Studies on natural populations 

1.5.3 (a) Geographical clines 

Among the most prominent variation in environmental conditions are changes in day 

length (photoperiod), light intensity and temperature levels observed across latitudes 

with such conditions reaching extreme variation as one moves towards the poles (Hut et 

al. 2013).  Such gradation is likely to drive latitude dependent selection pressures on 

rhythmic behaviours, and therefore, studying how circadian rhythms vary in populations 

inhabiting different latitudes (clines; see glossary) will be insightful. 

The earliest comprehensive analysis of clines in circadian behaviours was 

undertaken by Lankinen who studied emergence rhythm and seasonal diapause in 

European D. littoralis populations collected from 30o-70oN.  Lankinen assessed phase 

and τ of emergence rhythm in 12 southern (28oN) and northern (56o-63oN) strains of D. 

subobscura and found that phase of emergence was advanced, clock period shortened 

and amplitude lowered in the northern strains as compared to the southern strains 

(Lankinen, 1986).  Pittendrigh and Takamura (1989) also studied four Japanese strains 

of D. auraria collected from latitudes between 34o-43oN, and observed that phase of 

emergence rhythm varied by 2 h and period by 0.5 h.  Allemand and David (1976) 

reported observing a latitudinal cline in circadian oviposition rhythm in D. melanogaster 

collected from equatorial Africa (0oN) to Scandinavia (62oN).  However, it remains to be 

tested if the observed cline differences were indeed driven by differences in local 

environmental conditions and if so, their role in local adaptations.  Latitudinal clines in 

the effects of natural zeitgebers have been studied in birds and mammals but not 

evolutionary adaptation of their circadian systems to latitude (Hut et al. 2013).  Similar 

studies on humans have also been reported but appear to be controversial.  For instance, 

Ciarleglio et al (2008) proposed that variation in clock genes among the world 
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populations may primarily be due to genetic drift and not due to directional selection 

whereas, Cruciani et al (2008) reported that genetic variation in hper2 gene is under 

directional selection. 

The Drosophila per is known to encode a variable length Thr-Gly residue repeats 

with (Thr-Gly)17 and (Thr-Gly)20 being the two major variants accounting for 90% of 

repeat length variation in the European populations (Costa et al. 1992; Rosato et al. 

1994).  A study on natural populations of D. melanogaster collected from different 

latitudes reported that the two repeat length variants were statistically correlated with 

latitudes with (Thr-Gly)17 occurring primarily in the southern latitudes while  (Thr-

Gly)20 was predominant in the northern latitudes (Figure 3; Costa et al. 1992).  The 

authors speculated latitudinal variation in temperature as being the primary driving force 

and thus assessed the role of Thr-Gly repeat lengths in temperature compensation.  

Indeed it was observed that flies with (Thr-Gly)20 variant exhibited better temperature 

compensation ability as compared to the (Thr-Gly)17 variant, and therefore it was 

concluded that the observed latitudinal cline in the frequency of Thr-Gly repeat length 

was shaped by natural selection acting on the ability of circadian clocks to remain stable 

even at lower temperatures experienced at higher latitudes (Sawyer et al. 1997).  A 

similar but weaker latitudinal cline for (Thr-Gly)20 and (Thr-Gly)23 repeat length variants 

was observed in D. melanogaster populations sampled from Australia where (Thr-Gly)20 

positively correlated with latitude (Sawyer et al. 2006).  However, this was disputed by 

another study which failed to detect such a latitudinal cline (Weeks et al. 2006).  

Nevertheless, observing similar trends in evolutionary footprints across multiple studies 

on independent populations further strengthens the idea that circadian clocks facilitate 

adaptation to local environmental conditions. 
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Natural polymorphism in tim (ls-tim and s-tim) results in two versions of the translated 

proteins (TIM) with ls-tim coding for both long and short variants of TIM while s-tim 

codes for only the short variant (Rosato et al. 1997).  Tauber et al (2007) reported a 

latitudinal cline in the frequencies of the ls-tim such that its frequencies were higher in 

the southern latitudes (Italy) which gradually decreased towards the northern latitudes 

(Sweden; Figure 4).  To further investigate what aspects of the phenotype did the ls-tim 

influence, the authors tested its role in temperature compensation as in Sawyer et al 

(1997).  However, temperature compensation was found to be similar in individuals 

carrying s-tim and ls-tim.  Northern Europe is characterized by lower temperatures and 

shorter day lengths, which is known to induce diapause in Drosophila (Schmidt et al. 

2005; Schmidt and Conde, 2006).  Therefore, the authors further tested if the two 

variants affected the ability of flies to enter into diapause, and found that the ls-tim 

females exhibited higher incidence of diapause as compared to the s-tim females.  

Similarly, higher incidence of diapause in northern latitudes is observed in D. 

melanogaster populations sampled from the eastern United States of America (Schmidt 

et al. 2005).  Furthermore, females with higher incidence of diapause have been reported 

to show lower stress resistance and enhanced fitness under undesirable conditions 

suggesting that enhanced diapause confers adaptive advantages (Schmidt et al. 2005; 

Schmidt and Conde, 2006).  Observing a similar trend in the European populations 

suggests that the observed latitudinal cline was probably due to adaptation to local 

environmental conditions.  However, contrary to this, ls-tim which favoured diapause in 

females was observed to be lower in the northern latitudes as compared to the southern 

areas.  Thus, even though the observed clinal variation may support the idea of local 

adaptations, it remains unclear as to what factors drove the clinal divergence in the tim 

allele frequencies.  Clock genes have been implicated in diapause in a number of insect 
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species including the pitcher plant mosquito W. smithii (Mathias et al. 2007), 

Chymomyza costata (Stehlik et al. 2008), Riptortus pedestris (Ikeno et al. 2011), 

Drosophila triauraria (Yamada et al. 2011), and Sarcophaga bullata (Han and 

Denlinger, 2009a, b).  While this is suggestive of a causal link between circadian clocks 

and diapause mechanisms, clock independent pleiotropic effects of clock genes cannot 

be entirely ruled out.  Therefore, the observed results of clinal divergence in ls-tim 

frequencies even though might have been associated with diapause response, does not 

necessarily imply role of circadian clocks. 

 

Figure 4: (a) Frequencies of per (Thy-Gly)20 across latitudes in populations of D. 

melanogaster sampled in Australia (open circles) and Europe (closed circles). The 

dashed and solid regression lines indicate the latitudinal cline of frequencies in 

Australian and European populations respectively. Both regression lines reveal that the 

frequencies of per (Thy-Gly)20 alleles increases towards northward regions which are 

characterized by reduction in ambient temperature. (b) Frequencies of ls-tim across 

latitudes in populations of D. melanogaster sampled in Europe (south-eastern Italy to 

Sweden). Both the Figures are modified after Kyriacou et al (2007). 

 

Studies reporting latitudinal clines in clock gene polymorphisms in vertebrates have 

been inconclusive.  Fidler and Gwinner (2003) examined sequences of three core clock 

genes: bmal1, clk, and per2 in owls and found the clk poly-glutamine (clock-polyQ) 

region to be polymorphic within and among species.  In support to this, non-migratory 
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Blue Tit Cyanistes caeruleus and the migratory Bluethroat Luscinia svecica populations 

showed considerable polymorphism in clock-polyQ (clock-polyQ)9 and (clock-polyQ)7, 

and displayed a positive association between allele length and breeding latitude in the 

Blue Tit; whereas Bluethroat populations failed to show such correlations (Johnsen et al. 

2007).  Several other studies on the swallow genus Tachycineta studied across North, 

South and Central America (Dor et al. 2012), barn swallow Hirundo rustica (Dor et al. 

2011) and Pacific salmon species (genus Oncorhynchus) (O’Malley and Banks, 2008; 

O’Malley et al. 2010) failed to show consistent patterns of latitudinal clines in clock-

polyQ frequencies. 

Among the studies in plants, Mayer (1966) observed that  of circadian leaf 

movement rhythm of various plant species were generally shorter further north which is 

observed to hold true for within genus comparisons in two dandelion (Taraxacum) 

species.  When circadian leaf movements were monitored in a collection of 150 natural 

accessions of A. thaliana, period length of their circadian clocks was found to correlate 

positively with day length at their latitude of origin (Michael et al. 2003).  In many 

plants, circadian clocks have been attributed to synchronize flowering with favourable 

conditions of the day depending on the latitude.  The circadian expression of GmCRY1a 

which functions in the input pathway of circadian timing system has been observed to be 

correlated with latitude, and also with flowering time in Glycine max (soybean) (Zhang 

et al. 2008).  Therefore, latitudinal clines in clock gene polymorphisms are yet to be well 

established in plants and vertebrates, and further studies may help shed more light on 

these aspects. 

In addition to latitudinal clines, studies aimed at exploring the functional 

relevance of circadian rhythms in organisms that live in similar day lengths but different 
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ambient temperatures (altitudes) even though are minimal, show considerable potential 

to help explore interesting aspects of circadian clocks.  For instance, Sorensen and 

Loeschcke (2002) examined heat tolerance in populations of Drosophila buzzatii 

originating from different altitudes in North Western Argentina.  Interestingly, the 

authors found that heat tolerance varied across the day in an altitude dependent manner 

with heat tolerance in the afternoon and early evening being significantly lower in the 

higher altitude populations as compared to their lower altitude counterparts.  Although 

the authors did not examine differences in circadian rhythmicity between the high and 

low altitude populations, the timing of heat tolerance was controlled by light phase 

suggesting a possible involvement of circadian clocks.  As a further support to this, 

other studies have also reported circadian regulation of temperature stress resistance in 

plants (Rikin et al. 1993; Fowler et al. 2005), and additionally, majority of circadian 

clock regulated genes in Arabidopsis genome are known to be involved in stress 

resistance pathways (Covington et al. 2008).  In addition to studies on longevity and 

developmental rates, these results suggest that circadian regulation of stress responses 

may be another substrate for natural selection to act upon, thus underscoring the 

adaptive role for circadian clocks. 

1.5.3 (b) Populations evolving in constant conditions 

A corollary to the hypothesis that circadian clocks evolved in response to rhythmic 

selection pressures imposed by cycling environmental conditions is that, if organisms 

are devoid of cyclic conditions for several generations, their circadian clocks would 

regress since there would be no obvious advantage of timing behaviours in an otherwise 

aperiodic environment. 
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Several species inhabiting constant conditions show considerable changes in 

morphological features which corroborates the idea of regression of traits that are of 

little utility in their respective habitats.  One prominent example is that of the visual 

sensory system which is known to be considerably regressed in such species.  Based on 

quantitative assessment of reduction in visual systems, such species have been sorted 

into three categories: (1) Macrophthalmic species in which the visual system is not 

substantially reduced in comparison with that in allied surface dwelling species.  (2) 

Microphthalmic species characterized by reduction of the eye ranging from mild to 

almost complete absence.  (3) Anophthalmic species are the extreme types defined by 

complete lack of any visual system (Friedrich, 2013).  However, it is also essential to 

identify species in which visual sensory systems never evolved versus those in which 

such systems evolved and eventually regressed.  Nevertheless, one of the best ways to 

test such a hypothesis would be to study circadian rhythms in natural populations that 

have evolved in constant environments for several thousands of generations.  In this 

regard, deep underwater caves and similar deep sea habitats have served as excellent 

laboratory setups (Poulson and White, 1969) with organisms inhabiting such areas being 

instrumental in shedding more light on the evolution of circadian clocks.  Even though 

several studies have assessed circadian rhythms in all three macro, micro and 

anaphthalmic species, we will restrict our discussion to the studies on the 

microphthalmic and anaphthalmic species which show relatively extreme features of 

visual system regression.  A detailed review on other categories can be found elsewhere 

(Friedrich, 2013). 

Fish:  Several studies have assessed circadian rhythm properties in natural 

populations of troglofauna and stygofauna (land and water dwelling trogbolites 

respectively).  One of the earliest studies in this line tested for temporal activity patterns 
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in the cave crayfish Orconectes pellucidus and reported absence of any rhythmic activity 

behaviour in constant laboratory conditions (Park et al. 1941).  However, 20 years later 

Brown (1961) analysed the same data with improved statistical tools and surprisingly 

detected significant circadian rhythmicity in the activity of this species.  In continuation, 

another set of studies not only confirmed the findings by Brown (1961) but also reported 

circadian rhythmicity in oxygen consumption in O. pellucidus (Jegla and Poulson, 

1968).  This, however, might not be surprising since O. pellucidus has been observed to 

harbour vestiges of the eyes (Hobbs and Barr, 1972) and has also been documented to 

exhibit photo negative responses (Park, 1941) suggesting that they probably have 

functional light input pathways which might underlie the observed weak circadian 

behaviour.  Among the vertebrate microphthalmic troglobionts whose circadian 

behaviours have been studied is the catfish Rhamdia enfurnada.  Morphological 

assessments indicate that the visual system of R. enfurnada is highly reduced but is 

never completely missing; however, this species is characterized by extensive 

population genetic variation of troglomorphic traits.  Consistent with this, individuals 

when tested for rhythmic behaviours in DD exhibited large variation in periodicit ies 

ranging from circadian to ultradian values (Trajano et al. 2009), a possible indication of 

circadian clock regression in progress. 

Studies on anophthalmic species have reported several interesting features of 

circadian clock evolution under constant environments.  The anophthalmic cyprinid 

Somalian cave fish P. andruzzii is endemic to a completely enclosed cave habitat 

(Cavallari et al. 2011), and is estimated to have diverged from its common ancestor and 

subsequently evolved in constant cave environment for around 1.4–2.6 my (Colli et al. 

2008).  The effect of such long term evolution is evident from the loss of scales, eyes 

and pigmentation that are presumed to have regressed in due course.  However, P. 



 

Page | 41  

 

andruzzi have been observed to exhibit negative phototactic behaviour (Ercolini and 

Berti, 1975; Tarttelin et al. 2012) at four different wavelengths (480, 539, 615, and 692 

nm) and most pronounced to blue light which coincidentally (or not) is also the 

wavelength that circadian clocks are most sensitive to.  Interestingly, the genome of P. 

andruzzii possesses homologs of major core clock genes (clk1a, clk2, per1, and per1b; 

Cavallari et al. 2011), suggesting that their clocks might have been functional earlier but 

regressed over time.  Laboratory studies revealed that neither the central nor the 

peripheral clocks of P. andruzzii are light entrainable.  However, non-visual zeitgebers 

such as periodic feeding have been reported to entrain free-running circadian activity 

rhythm as well as cycling of the peripheral clocks in various tissues (Cavallari et al. 

2011).  Interestingly, the circadian clock of this species does not seem to be temperature 

compensated.  Partial exhibition of circadian rhythms and loss of temperature 

compensation suggests that P. andruzzii is probably in the course of evolutionary 

regression of circadian clocks.  However, this can also be reasoned alternatively.  

Temperature compensation has been hypothesized to be a key adaptive mechanism to 

ensure that changes in environmental temperatures do not alter τ.  Cave environments 

unlike terrestrial habitats do not experience any temperature changes across the year, in 

which case a temperature compensated clock may not necessarily be adaptive, and 

therefore, it is plausible that only mechanisms underlying temperature compensation 

might have regressed in these populations while functional circadian clocks might still 

be under selection.  Another cave fish, the Indian loach Nemacheilus evezardi, which 

exhibit extreme variation across populations including both micro and anaphthalmic 

forms (Pradhan et al. 1989) has also served as a model for various circadian rhythm 

studies (Pati, 2001).  The microphthalmic forms have been documented to exhibit time 

dependent phototactic behaviour (Agrawal, 2008), and also exhibit circadian rhythmicity 
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in burrowing and air gulping (Biswas et al. 1990a, b; Pradhan and Biswas, 1994; Pati, 

2001).  Furthermore, scheduled feeding has been speculated to entrain rhythmic activity 

in N. evezardi similar to that observed in the Somalian cave fish (Biswas and Ramteke, 

2008).  There have been examples of virtual absence of rhythmic behaviours in some of 

the anophthalmic fish species such as the characiform Stygichthys typhlops which do not 

exhibit any rhythmic activity behaviour either in LD or DD (Trajano et al. 2012).  In a 

set of studies on catfishes from Brazil, it was reported that a majority of individuals, 

exhibit ultradian and infradian patterns in activity while no significant circadian 

component was observed (Trajano and Menna-Barreto, 1996 and citations therein). 

Arthropods: The cave dwelling arthropod amphipod Niphargus puteanus, 

exhibits reduction of both peripheral and central visual systems (Blume et al. 1962; 

Günzler, 1964), but appears to be nocturnal under LD conditions.  While this may also 

be due to photic avoidance behaviour and not necessarily endogenous, exhibition of 

weak free-running rhythm following LD entrainment suggests presence of a functional 

circadian clocks which probably is degenerative.  Studies that tested for persistence of 

circadian rhythmicity include those on the ground beetle species Laemostenus navaricus 

and Typhlochoromus stolzi which have reported that majority of individuals of L. 

navaricus exhibit arrhythmic activity behaviour in DD (Lamprecht and Weber, 1977) 

similar to those in the T. stolzi species (Lamprecht and Weber, 1977, Bartkowiak et al. 

1991).  A relatively recent study by Koilraj et al (2000) which investigated locomotor 

activity of millipede Glyphiulus cavernicolus sulu under LD, DD and LL conditions 

found that majority of the individuals were rhythmic in LD, but close to half of them 

exhibited circadian rhythmicity in DD while others were arrhythmic, and a negligible 

proportion of them were rhythmic even in LL.  The most convincing evidence thus far 

supporting the idea of regression of circadian timing systems in organisms adapted to 
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constant conditions comes from the eyeless species of ground beetles and small carrion 

beetle (Wiley, 1973; Weber, 1980).  None of the individuals in these species were 

observed to exhibit rhythmic activity patterns either in LL, LD, or DD.  More 

importantly, these data seem to be consistent across multiple independent studies on 

Nearctic and Palearctic species indicating that loss of behavioural rhythmicity due to 

convergent evolution is plausible, and further substantiates the hypothesis discussed 

earlier. 

Chordata:  Cave salamander Proteus anguinus comprises the subspecies P. 

anguinus anguinus which has degenerated visual system unlike its epigean counterpart 

Proteus anguinus parkelj (Kos et al. 2001).  Studies aimed at assessing circadian 

rhythms in P. anguinus anguinus have reported mixed results.  While one study 

demonstrated the presence of circadian and ultradian rhythms in activity (Briegleb and 

Schatz, 1974), another study that recorded activity for over 350 days could only gather 

tentative evidence supporting the presence of circadian rhythms with mild incidences of 

ultradian and infradian rhythms (Schatz et al. 1977).  In addition, studies in DD did not 

observe any significant behavioural rhythm (Hervant et al. 2001).  However, it is 

believed that the reported discrepancies might be due to low activity levels in P. 

anguinus anguinus because of their inherently lower metabolic rates (Friedrich, 2013) 

which generally complicates time series analysis to identify rhythmic trends in data. 

Even though we discussed selected examples of troglobionts and other 

organisms known to have evolved in constant environments for several generations, 

Friedrich (2013) extensively compared studies across 40 vertebrates and arthropod 

species revealing a compelling trend suggestive of the regression of visual system being 

correlated with clock regulated rhythmic behaviours (Figure 5).  It can be observed that 
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among the 9 micropthalmic species studied, not surprisingly, a large portion (88%) 

exhibit rhythmic behaviours which includes circadian, ultradian and infradian 

periodicities, whereas one species studied thus far was arrhythmic (Figure 5).  

Nevertheless, anophthalmic species which represent more extreme phenotypes in terms 

of adaptation to constant conditions provide strong support with over 60% of the species 

studied exhibiting arrhythmic behaviours (Figure 5).  The higher incidence of rhythmic 

behaviours in microphthalmic species might not be surprising as light input through the 

incompletely degenerated visual systems might drive rhythmic behaviours.  It is also 

possible that the visual systems might not be used for navigation, food and mate 

procurement, and other behaviours; however, its regression might have been constrained 

by the necessity of photic input pathways for circadian clocks’ functioning.  This further 

substantiates the adaptive significance of circadian clocks in these species. 

 

 

Figure 5: The graph depicts percentage of microphthalmic and anaphthalmic species 

(among the ones tested) observed to exhibit rhythmic (including circadian, ultradian, and 

infradian) and arrhythmic behaviours. Figure modified after Friedrich (2013). 
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In addition to studies on natural populations, a couple of laboratory selection studies 

have also provided interesting insights on the evolution of circadian clocks under 

constant conditions.  In a study the authors’ laboratory studies D. melanogaster 

populations that were maintained under LL for over 600 generations in constant 

temperature and humidity.  Interestingly, even after 600 generations, these populations 

were observed to exhibit circadian rhythms in emergence, activity-rest and oviposition 

behaviours (Sheeba et al. 1999, 2001a, b, 2002).  Additionally, these populations also 

entrained to several non 24 h LD cycles including 22 h and 28 h (Paranjpe et al. 2005).  

Similarly, another recent study on D. melanogaster Oregon R strains reared under DD 

for over 1340 generations also reported persistence of rhythmic activity-rest behaviour 

(Imafuku and Haramura, 2011).  From calculations based on the mutation and fixation 

rates in Drosophila, and considering Kimura’s neutral theory of evolution, the authors 

roughly estimated that based on the effective population size (Ne) in their populations , it 

would require close to 3000 generations from the occurrence to fixation of an 

arrhythmic mutant allele in their populations (Imafuku and Haramura, 2011).  In light of 

the results from the above mentioned study, it is not surprising that the LL flies 

discussed previously continued to exhibit rhythmic circadian behaviours.  However, the 

two studies differ in a critical aspect that is the population size used in the studies.  The 

population size in the Imafuku and Haramura (2011), study largely fluctuated from 50 to 

200 individuals while that in Sheeba et al (1999, 2001a, b, 2002) were kept constant to 

~1200 flies.  Additionally, no details of population replicates are provided by the former 

while Sheeba et al (1999, 2001a, b, 2002) used 4 replicate populations.  Also, Imafuku 

and Haramura (2011) used Oregon R strain which to begin with is an inbred line and 

therefore, a combination of small population size and isogenic background of the 

founding populations would increase chances of random fixation of alleles which might 
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underlie the observed phenotypes.  Alternatively, in addition to the rationale presented 

by Imafuku and Karamura based on the neutral theory of evolution suggesting that the 

evolutionary time scales are considerably smaller for observing any loss of circadian 

rhythmicity, lack of regression of circadian rhythms in both the above mentioned studies 

as well as those from natural populations has also been reasoned taking support from the 

intrinsic advantage hypothesis.  While circadian clocks in organisms under constant 

environments might not require synchronization of behavioural rhythms with the 

environment, the same cannot be said for maintenance of internal temporal order within 

the organisms.  Therefore, it is not surprising that circadian clocks may continue to 

persist even under arrhythmic environmental conditions by virtue of the intrinsic 

advantages conferred by them. 

1.5.4 Evidence from laboratory selection experiments 

Laboratory selection is an ideal strategy for the study of fitness traits that are ultimate 

measures to test if the evolved traits are indeed adaptations to the selection regime 

imposed (Box 3), but is amongst the relatively less adopted strategies to study the 

evolution of circadian clocks. 

Among the earliest studies of this kind was by Clayton and Paietta (1972) who 

imposed artificial selection for morning and evening emergence in Oregon R strain and 

a wild caught strain (W2) of D. melanogaster.  After over 16 generations of selection, 

the populations responded by evolving higher emergence in the morning and evening 

hours respectively.  However, the study did not test for the coevolution of circadian 

clock properties and therefore, it is difficult to assert the evolved differences in phase-

of-emergence to the underlying circadian clocks.  Pittendrigh (1967) and Pittendrigh and 

Minis (1971) selected for “early” and “late” emergence under LD12:12 in populations of 
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D. pseudoobscura and Pectinophora gossypiella.  Subsequently, Pittendrigh and 

Takamura (1987) also imposed a similar selection in Drosophila auraria but under a 

short photoperiod of LD01:23.  In all cases the populations responded to selection 

pressure with early and late emerging populations exhibiting differences in phase-of-

emergence.  The D. pseudoobscura diverged by 4 h, P. gossypiella by 5 h and the D. 

auraria populations diverged by 6 h.  Additionally, correlated changes in their τ were 

observed in all three cases, albeit in different directions.  The early flies of D. 

pseudoobscura and P. gossypiella evolved longer τ and late flies evolved shorter τ, 

whereas early and late flies of D. auraria evolved shorter and longer τ, respectively.  

Although Pittendrigh explained this paradox in the realms of the master-slave oscillator 

model, and to differential coupling between pacemaker and zeitgeber arising from the 

differences in light regimes used during selection, we believe that such a discrepancy 

could have arisen from other factors which pose to be the considerable limitations of the 

experimental design.  For instance, the selection protocols used in these studies did not 

appear to have (at least not mentioned in the respective publications) (a) population 

replicates within a selection regime, (b) any details of population ancestry and (c) details 

of population size and employed selection protocol.  Even moderately small differences 

in the above mentioned factors have been shown to considerably influence the response 

to selection since the evolutionary trajectories of populations greatly differ depending on 

the standing genetic variation harboured by the baseline populations and micro 

environmental conditions (reviewed in Vaze and Sharma, 2013).  Therefore, even 

though these studies demonstrate the coevolution of circadian clocks in response to 

selection, whether such changes were indeed responses to selection or cannot be 

clarified.  Furthermore, since these studies also did not assess the effect of selection on 
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fitness measures, whether timing of emergence does confer adaptive advantages 

remained unaddressed. 

 

With such shortcomings in consideration, a long term laboratory selection study was 

initiated in the author’s laboratory to examine the evolutionary trajectories of circadian 

clocks in response to selection for different phase of emergence (emergence 

chronotypes) and subsequently circadian clocks’ role in mediating chronotype 

differences.  In contrast to studies on inbred, so called wild type strains which may 

provide an inaccurate picture of the underlying genetic architecture of the phenotypes 
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under study, Kumar et al (2007a) utilized 4 independent replicate outbreeding 

populations D. melanogaster, and reported that after 55 generations of selection, early 

populations exhibited an increased emergence of ∼60% during morning as compared to 

∼45% emergence in the control populations, whereas late populations exhibited an 

enhanced emergence of ∼25% in the evening as opposed to ∼15% observed in the 

control populations.  Consequently the two populations evolved divergent emergence 

waveforms with the mean phase of emergence differing by 4.5 h (Kumar et al. 2007a).  

Furthermore, contrary to the previous studies by Pittendrigh (1967) and Pittendrigh and 

Minis (1971), early and late populations in Kumar et al (2007a) evolved shorter and 

longer τ differing by ~50 min, divergent photic phase response curves (PRCs; see 

glossary) for emergence rhythm (Kumar et al. 2007a), and the 2 populations 

differentially utilized light in the morning and evening hours to exhibit their respective 

emergence chronotypes (Vaze et al. 2012a).  This is in accordance with the earlier 

studies that have reported correlations between τ and chronotypes in humans (Duffy et 

al. 1999; Roenneberg et al. 2003a).  Also, the morning and evening chronotypes in 

humans are observed to be correlated with the nature and duration of light exposure 

(Duffy et al. 2001; Roenneberg et al. 2003a, b; Goulet et al. 2007) which can partly 

explain the observations reported by Vaze et al (2012a).  The evolution of similar 

circadian phenotypes in independently evolving populations strongly suggests that early 

and late emergence chronotypes can be attributed to differences in the underlying 

circadian clocks.  late populations also evolved high amplitude circadian clocks as 

compared to early populations (Nikhil et al. 2016a), which is in accordance with the 

latitudinal cline studies that reported that southern strains of Drosophila exhibiting 

delayed phase of emergence are associated with high amplitude circadian clocks 

(Pittendrigh and Takamura, 1989).  These results collectively suggest that laboratory 
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selection can help reproduce several aspects of natural populations, and with the ability 

to precisely control the environmental conditions the selection pressures that can drive 

the evolution of various clock properties can be accurately studied thereby highlighting 

experimental evolution a strong experimental platform for the study of “evolutionary 

chronobiology”.  Furthermore, in a recently concluded set of studies, various life-history 

measures including pupation and development times, egg-to-pupal and egg-to-adult 

survivorships, dry-weight at pupation and emergence, fecundity and longevity were 

assayed in early and late populations (Nikhil  et al. submitted manuscript).  As 

correlated responses to selection, late populations evolved significantly longer pupation 

and development times, higher fecundity and reduced female lifespan as compared to 

early populations.  Thus, evolution of various life-history traits in response to selection 

further underscores the possible genetic correlations between the mechanisms governing 

timing of emergence (probably circadian clocks) and various life-history traits. 

Precision in circadian clocks have been hypothesized to be an essential property 

for efficient time keeping (Pittendrigh and Daan, 1976a).  To study the evolution of 

precise circadian clocks and associated properties, another laboratory selection study 

was initiated in the authors’ laboratory that involved imposing selection on D. 

melanogaster populations for higher precision of emergence within a very short window 

of 1 h every day.  It was observed that the selected CP (chrono precise) populations 

showed a gradual increase in emergence during the 1 h selection window and reduced 

emergence outside the window as compared to the control populations (Kannan et al. 

2012a).  The CP populations consequently evolved higher accuracy for both emergence 

and activity-rest rhythms which persisted under multiple environmental conditions 

suggesting that the evolved mechanisms driving higher accuracy constitute a common 

unit (circadian clock) governing both the rhythms (Kannan et al. 2012a, b, c).  This was 
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substantiated by correlated evolution of τ, with the CP populations evolving a shorter τ 

as compared to the controls (Kannan et al. 2012a).  Furthermore, it was observed that 

the CP population exhibit reduced variance in development times, and the females of 

these populations exhibited higher midlife fecundity and reduced lifespan as compared 

to the controls (Varma et al. 2014).  Collectively, results from Nikhil et al (submitted 

manuscript), and Varma et al (2014) strongly suggest that natural selection acting on 

timing of rhythmic behaviours can be associated with correlated changes in life-history 

traits that the fitness is partitioned into, and thus highlights the possible role of circadian 

clocks in mediating fitness of organisms in specific environments. 

Other selection studies have also implicated circadian clock’s role in one of the 

life-history measures - the development time.  When two lines of melon fly B. 

cucurbitae were subjected to selection for faster and slower pre-adult development 

under LD14:10, the lines responded by evolving faster and slower development times 

respectively.  The faster developing lines after 21 generations of selection exhibited 

about 3 days reduction in development time as compared to the controls, while the 

slower developing lines took about 5 days longer after 16 generations of selection 

(Shimizu et al. 1997).  Interestingly, the selection response was also associated with 

correlated changes in the τ of activity-rest rhythm with the mean τ of faster developing 

lines having reduced by ~2 h as compared to the controls (24.7 h) while that for the 

slower developing lines was lengthened by 3.5 h (Shimizu et al. 1997).  Such correlation 

between development time and τ of activity-rest rhythm was also reported in the per 

mutants of D. melanogaster with homozygous individuals of the short period allele of 

per (pers) exhibiting shorter development time as compared to the wild type flies, and 

individuals homozygous for the long period allele perl had longer development time 

(Kyriacou et al. 1990).  However, whether the genetic basis for observed difference in τ 
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in the selected lines from Shimizu et al (1997) can be attributed to per remains 

unanswered since the authors did not undertake further genetic analyses of the 

populations.  The results of Shimizu et al (1997) may seem quite intuitive since 

biological timing mechanisms which time several processes can alter the rate of such 

processes just by change in the τ.  In other words, slower running clocks would drive 

developmental processes at slower rates and consequently delay development time, and 

the same would be true for faster running clocks as well.  Another study on melon flies 

reported that circadian clocks may in fact be associated with the timing several other 

life-history events as well.  Miyatake (2002) observed that B. cucurbitae when selected 

for different ages of reproduction, coevolve divergent mating phases and τ.  The set of 

strains selected for early age (10-15 days) of reproduction (Y-lines) for 65 generations, 

and later age (55-60 days) of reproduction (O-lines) for 24 generations showed 

correlated response to selection such that the Y-lines were observed to mate earlier in 

the day as compared to the O-lines that mated later.  Also, τ of Y-lines was significantly 

shorter (males: 22.8 h; females: 23.05 h) while that for the O-lines was longer (males: 

26.5 h; females: 27.6 h).  Even though the observed coevolution of τ strongly suggests 

their role in timing life-history events, there is one critical aspect in the study that needs 

to be considered before arriving at any conclusion.  Due to the nature of selection 

protocol employed, the O-lines selected for reproduction at 55-60 days old would have 

incurred greater mortality therefore reducing the effective population size (Ne) in these 

populations as compared to the 10-15 days at reproduction in the Y-lines.  Over several 

generations, this might have led to higher degree of inbreeding depression in the O-lines 

and therefore, the change in τ cannot be entirely attributed to selection but can also be an 

artefact of inbreeding.  This is further substantiated by the large variation in phenotypes 

observed among the three replicate populations used in the study (Miyatake, 2002). 
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The broader picture that arises from all of the above discussed studies can be 

summarized as follows.  Selection on specific timing of an overt behaviour leads to the 

coevolution of various clock properties such as τ, precision, zeitgeber sensitivity and 

amplitude of underlying circadian clocks thus emphasizing the role of such properties in 

timing rhythmic behaviours.  Furthermore, such evolutionary responses are also 

associated with changes in multiple life-history traits spanning the pre-adult and adult 

stages which demonstrate the underlying genetic correlations between circadian timing 

mechanism and life-history evolution.  Therefore, it is reasonable to infer that circadian 

clocks by virtue of genetic correlations with life-history traits can confer adaptive 

advantages to the organisms by appropriately timing rhythmic behaviours so as to 

enhance the organism’s fitness in a given environment. 

1.6 A critique on currently used methodologies, and the way forward 

At the beginning of the chapter, we briefly discussed the concept of adaptation and 

criteria that are considered essential to test the adaptive nature of a trait.  However, if 

one were to critically compare these criteria in the context of studies discussed thus far, 

several obvious experimental design and methodological shortcomings.  While we 

appreciated the enormous efforts invested by a large number of researchers, we also take 

the privilege of critically assessing the methodologies and shortcomings (even though 

some of them may be unavoidable) of some of the above discussed studies, and suggest 

pointers for improving the previously adopted experimental designs.  In this regard, we 

may at certain places choose examples from actual studies, but we would like to clarify 

that such examples will be chosen purely to elaborate on our arguments, and does not 

reflect our intentions to specifically target the study or personnel involved. 
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a)  Assessment of fitness:  Majority of the studies that assess fitness under various 

experimental setups implicitly assume that the measures used truly reflect the overall 

fitness of organisms or sometime is even synonymous with the term fitness.  For 

instance, several studies reported the clock manipulation either by genetic or 

environmental means severely reduce longevity thus concluding that reduced longevity 

is indeed maladaptive and therefore circadian clocks are adaptive in nature.  However, 

life-history theory highlights that the overall fitness of an individual can be partitioned 

across multiple life stages and among different fitness measures.  For instance, all else 

being equal, if an individual K lives longer but eventually produces lower number of 

viable offspring as compared to another individual L that lives considerably shorter than 

K but has a higher offspring output, it is obvious that L would be fitter than K.  

However, if lifespan alone is used as a fitness measure, then one is bound to disastrously 

conclude K to have higher fitness than L.  Even though estimating the overall fitness is 

practically impossible due to several constraints, we believe that it is essential for 

experimenters to assess a large number of fitness measures before arriving at a 

conclusion regarding the fitness benefits of harbouring circadian clocks. 

b)  Choosing appropriate fitness measures:  In addition to assessing multiple fitness 

measures, it is equally critical to ensure that the fitness measures chosen are ecologically 

relevant to the organism.  A classic example of this can be discussed using experimental 

evolution studies.  For instance, D. melanogaster populations used in Kumar et al 

(2007a) were maintained on a 21 day discrete generation cycle which means that eggs 

for succeeding generation were collected on day 21 post-egg collection from the 

previous generation.  In this regard, if parents in a given population were to ensure the 

representation of their progeny to the next generation, survival till day 21 and highest 

fecundity on day 21 are the only critical fitness components as eggs laid post or pre day 
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21 will not contribute to the succeeding generation.  Therefore, how long the parental 

populations survive post day 21 is irrelevant as their realised fitness beyond it is 

essentially zero.  In this regard, if one were to estimate fitness in such populations, only 

traits that would influence the populations’ survival till day 21 such as pre-adult 

development time, egg-to-adult survivorship, starvation and desiccation resistance, and 

fecundity until day 21 are adequate fitness measures, whereas other measures such as 

lifetime fecundity and longevity even though would be relevant to address other 

unrelated questions, might not be critical measures of fitness in this scenario.  Therefore, 

it is important to bear in mind that the measures of fitness are relevant to the ecology of 

the organism under study. 

c)  Use of genetic manipulations:  Several studies reported fitness consequences of 

circadian clock disruption in conventional laboratory strains such as Oregon R (as in 

Drosophila) or other mutants of core clock genes.  It is well known that life-history 

traits have complex genetic architecture involving a large number of genes and multiple 

allelic combinations (Garland and Rose, 2009).  However, conventional laboratory wild 

type and mutant strains are generally severely inbred, and might have accumulated 

multiple random mutations within their genomes.  Inbreeding is known to have several 

dire consequences on the genetic architecture such as increased homozygosity, reduction 

in effective population size and recombination rates, and also increased linkage 

disequilibrium in comparison with those of the outbreeding natural populations.  Such 

factors might reduce the organism’s fitness (Charlesworth, 2003) independent of the 

trait in question, and therefore, use of such strains even though might be useful in certain 

experimental designs, should be avoided to the maximum possible extent especially in 

the assessment of fitness. 
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d)  Studies on natural populations:  Most studies testing the evolutionary benefits of 

circadian clocks in natural populations use organisms that have either evolved in 

constant conditions, or are latitudinal or altitudinal clines.  Inferential arguments drawn 

from such studies are often rendered weak primarily due to the lack of knowledge about 

the environmental history of the geographical area in which the organisms evolved.  

Considering the complex interplay of several biotic and abiotic factors in an ecosystem, 

there can be a plethora of reasons that might have led to the evolution of observed traits 

in a given environment.  Moreover, floods and earthquakes, or epidemics might have led 

to severe population bottlenecks in the past consequently changing the evolutionary 

trajectories of the traits being studied.  In this regard, we propose that rather than relying 

on evidence from restricted sampling of member of a given clade, a comprehensive 

comparison across members of the clade or closely related clades occupying both 

similar and dissimilar geographical areas might provide a more reasonable estimate of 

how and why the trait in question might have arose.  This information along with the 

knowledge of environmental conditions around that time would assist identification of 

possible selection pressures that might have driven evolution of the trait in question thus 

reducing the chances of wrongly interpreting results from studies on natural populations. 

e)  Studies relying on environmental manipulations:  We also discussed several studies 

that assessed the consequences of arrhythmic circadian clocks or induce circadian 

desynchrony induced by light regime manipulations.  While such studies have provided 

interesting insights into the role of circadian clocks, not all such results can be 

generalised; primarily because such studies fail to distinguish whether the observed 

phenotypes are actually clock mediated or are direct consequences of manipulated light 

regime, especially given that light apart from being a zeitgeber also influences several 

clock independent processes.  An example for this is the decreased growth rates 
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observed in tomato plants when reared under LL as compared to that in LD12:12.  This 

even though is suggestive of the detrimental effects of clock disruption (due to LL) on 

growth rate, Arabidopsis on the other hand is observed to grow considerably faster in 

LL as compared to LD12:12 which questions the plausibility of the interpretations from 

tomato studies (discussed in Johnson and Kyriacou, 2005).  Therefore, it is essential that 

studies aimed at assessing the effects of clock through multiple approaches which would 

further strengthen the claims of adaptive significance of circadian clocks. 

f)  From lab to nature and back:  It is notable that majority of the studies discussed so 

far have been performed either entirely under controlled laboratory conditions or on 

natural populations.  Stochasticity in multiple unavoidable factors in nature make it 

difficult to attribute the observed phenotype to a given environmental variable.  Contrary 

to this, laboratory studies are performed under relatively simplistic environmental 

conditions where organisms are generally maintained at optimal population size, 

constant light or temperature regimes with ad libitum food and water.  Therefore, even 

though the phenotypes observed in laboratory conditions may sometimes be quite and 

can be attributed to few of the environmental factors, they may not necessarily reflect 

the dynamics in nature.  For instance, one possible reason for observing clear differences 

in competitive ability between strains in Ouyang et al (1998) may be due to the 

seemingly simplistic environmental conditions used in the experiment.  These results, 

even though are suggestive of the adaptive nature of circadian clocks, whether the same 

is observed under a more naturalistic environment remains to be addressed?  Therefore, 

as a further extension to existing methodologies, studies aiming to assess the adaptive 

nature of circadian clocks in controlled laboratory setups should try and reproduce the 

same under more realistic natural setups which would provide a stronger support to the 

hypothesis being tested. 
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While we have tried to review majority of the studies over the past few decades that 

have made phenomenal contributions to our understanding of these marvellous circadian 

time keeping mechanisms, we sincerely apologise for failure in citing any studies, and 

acknowledge that such oversights were purely unintentional.  This being said, a 

comprehensive analysis of the current state of knowledge pertaining to the evolutionary 

origins and implications of circadian clocks leaves an impression that even though we 

have substantial evidence that strongly underscores the relevance of circadian clocks 

across all life forms, we still have a long road to take before arriving at undisputable 

conclusions regarding the origin of circadian clocks and their adaptive significance.  

Nevertheless, advances in technologies combined with continued collaborative efforts 

from researchers across disciplines to address such questions in future is bound to be an 

exciting and intellectually enlightening journey for the field of chronobiology. 
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CHAPTER 2  

Introduction to early and late populations 
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2.1 Introduction 

As discussed in the previous chapter, appropriate timing of rhythmic (circadian) 

behaviours (also referred to as phase-of-entrainment or ψent), including activity-rest, 

mating, feeding and adult emergence in insects have direct implications on the survival 

and reproductive success of organisms as they ensure maximal accession of food, 

procurement of mates, avoidance of predators, and so on (Cloudsley-Thompson, 1960; 

Aschoff, 1967; Pittendrigh, 1993; Fleury et al. 2000).  Therefore, ψent can be thought to be 

under strong natural selection, consequently driving the evolution of the underlying 

circadian clocks.  The idea that behaviour evolves first and drives the evolution of the 

underlying mechanisms is not new to evolutionary biology (Mayr, 1958; Blomberg et al. 

2003), a classic instance of which is the domestication of wolves into dogs (Savolainen et 

al. 2002). 

Among the widely observed circadian clock properties to be associated with 

chronotype variation is the clock period (τ) such that early chronotypes exhibit a shorter τ 

while late chronotypes exhibit a longer τ.  Such ψent-τ associations appear to be an 

evolutionarily conserved feature as evidenced by studies on other organisms reporting 

similar associations (Aschoff and Pohl, 1978; Roenneberg, 2012).  However, studies 

reporting such observations till date have either been performed on clock mutants or on 

natural populations both of which have their respective shortcomings (discussed in detail 

in Chapter 1).  Briefly, for instance, the mutant strains generally lack genetic variation as 

they are highly inbred, and therefore the observed phenotypes might stem from random 

fixation of alleles including those at non clock loci.  Natural populations on the other 

hand are generally outbreeding and thus are a rich pool of genetic variation rendering 

them as potential model systems for various studies.  However, the complex interplay of 

various biotic and abiotic factors in the environment are known to strongly influence 
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evolution of traits, and therefore the observed phenotypes might not necessarily have 

been a direct consequence of selection but established in the populations due to genetic 

linkage and/or drift arising due to various reasons such as population bottlenecks and so 

on.  Therefore, the unavailability of information regarding the environmental history of 

the populations’ habitat or their ancestors makes inferences from studies on natural 

populations debatable. 

The waveform of adult emergence in D. melanogaster comprises a primary peak 

of emergence at dawn (in nature) or around night-day transition (in lab) while fewer 

individuals emerge at dusk or around day-night transition with almost no emergence at 

night (Figure 1), a phenomenon known as gating (Skopik and Pittendrigh, 1967).  To 

account for the above discussed shortcomings of other experimental strategies (see also 

Chapter 1), we intended to establish a laboratory model system for the study of ψent and 

the associated clock properties by adopting the laboratory selection approach to drive the 

evolution of divergent ψent in replicate Drosophila melanogaster populations under 

controlled environmental conditions.  Laboratory selection involves subjecting large 

outbreeding laboratory populations of individuals to artificial selection for a phenotype of 

interest, and studying the evolution of the focal and related phenotypes (reviewed in Vaze 

and Sharma, 2013).  The major strength of laboratory selection is the ability to use 

replicate populations harbouring sufficient genetic variation under controlled laboratory 

conditions which provides a strong platform for the study of evolutionary dynamics under 

well-defined environments (Garland and Rose, 2009 and citations therein).  It also aids 

the analysis of multiple evolutionary trajectories that might lead to the evolution of the 

same phenotype (Garland and Rose, 2009 and citations therein).  Additionally, it 

facilitates the study of behavioural, physiological and genetic correlates of various life-

history traits and associated trade-offs which are of particular interest in the study of life-
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history evolution (Garland and Rose, 2009 and citations therein).  In this regard, we 

employed laboratory selection to derive D. melanogaster populations exhibiting early and 

late emergence (also referred to as early and late emergence chronotypes in the following 

chapters) which are characterised by advanced (early populations) and delayed (late 

populations) ψent of emergence rhythm. 

 

Figure 1: Schematic of adult emergence profile of D. melanogaster under laboratory 

LD12:12 (12 h of light and dark each) cycles at 25 oC.  The shaded area depicts night and 

the unshaded area depicts day.  Zeitgeber Time depicts the time of the day with ZT00 

indicating lights-ON and ZT12 representing lights-OFF. 

 

Here, I will introduce the experimental protocol employed to derive early and late 

populations and discuss the direct and correlated responses of circadian clocks in these 

populations to the selection imposed. 
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2.2 Materials and Methods 

(a) Selection protocol employed to derive early and late populations:  Figure 2 presents a 

schematic of the selection protocol employed to derive early and late populations from 

control populations.  Populations selected for early morning and late evening emergence 

comprised four replicates each of earlyi and latej (i = j = 1-4) initiated from four replicates 

of controlk (k = 1-4), whose ancestry details are provided elsewhere (Sheeba et al. 1999).  

Briefly, early and late populations with a given subscript were derived from control 

population with the same subscript, and therefore share a common ancestry.  For 

example, early1 and late1 populations were initiated from control1 population, and 

similarly for the other three replicates.  All 12 populations (four replicates each for early, 

control and late) were maintained on a 21 day discrete generation cycle, and flies were 

housed in plexi glass cages of dimension 25 × 20 × 15 cm with ~1200 individuals per 

cage (sex ratio ~1:1), and were provided with ad libitum banana-jaggery (BJ) medium.  

The parental populations were provided with food supplemented with yeast paste (to 

boost their fecundity) for three days prior to egg collection, and ~300 eggs were collected 

and dispensed into each culture vial (16 vials for control, 24 for early and 48 for late 

populations) containing ~6 ml BJ medium.  From the initiation of emergence, which is 

generally on day 9 (at 25 oC) post egg collection, flies that emerged early in the morning 

between Zeitgeber Time (ZT) 21-01 (ZT00 and ZT12 represents time of lights-ON and 

lights-OFF respectively under LD12:12) for 3-4 consecutive days were collected to form 

early populations, while flies that emerged late in the evening between ZT09-13 formed 

late populations.  For control populations, flies were collected once every 24 h for the 

same 3-4 days and thus, comprised individuals emerging throughout these 3-4 days 

without any selection imposed on timing of emergence.  The days of initiation and 

termination of fly collection within the respective selection windows was kept constant 
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for all populations.  In other words, if collection of flies for early populations was started 

on day x and terminated on day y, collection of flies for control and late populations was 

also initiated and terminated on days ‘x’ and ‘y’ respectively so as to ensure that the 

populations are selected only for emergence at different gate/time of the day and to avoid 

any unintended selection for faster and slower pre-adult development.  The 

implementation of selection protocol and regular maintenance of populations was 

performed under LD12:12 with ~0.4 Wm-2 light intensity during the light phase,  

25 ± 0.5 oC temperature, and 75 ± 5% relative humidity.  Fly handling and experiments in 

the dark were performed under dim red light (λ > 650 nm). 

To minimize the effects of non-genetic inheritance (reviewed in Garland and 

Adolph, 1991) due to different selection regimes, all populations were subjected to one 

generation of standardization with the maintenance protocol same as that used for control 

populations, referred to as ‘standardized populations’.  This was achieved by relaxing 

selection on timing of emergence by collecting all flies that emerged throughout the first 

4 days similar to that for control populations, and the population size was kept constant at 

~1200 flies per replicate population.  All experiments presented henceforth were 

performed on the progeny of standardized populations.  
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Figure 2:  Schematic of laboratory selection protocol employed to derive early and late 

populations.  Zeitgeber Time 00 or ZT00 represents the time of lights-ON under a 

LD12:12 regime.  ZT21-01 represents the morning window during which flies for early 

populations are collected and ZT09-13 represents the evening window during which flies 

for late populations are collected. 
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(b) Adult emergence rhythm assay:  Adult emergence rhythm assay was performed on 

all the 12 populations under LD12:12 (12 h of alternating light and dark phases each) 

cycles at 25 oC with light-intensity during the photo phase maintained at ~70 lux.  

Approximately 300 eggs were collected and dispensed into 6 replicate vials (per 

population) containing BJ medium, and the vials were transferred to the respective light 

regime for the assay.  From the initiation of emergence, flies emerging from each vial 

were recorded at 2 h interval for 4 days, and only vials in which at least 30 flies emerged 

every day were considered for analyses.  

 The mean phase of entrained rhythm for each population was calculated as has 

been described previously (Nikhil et al. 2014).  This is considered as a more reliable 

measure of the phase of emergence rhythm as it encompasses the overall emergence 

waveform as opposed to just the peak or onset of emergence. 

Assay to estimate the period () of emergence rhythm was also performed 

similarly with the only exception that for the first 8 days after egg collection, all vials (n = 

10 vials/population) were maintained under LD12:12 and then transferred to constant 

darkness (DD) for the next 6 days.  The  of emergence rhythm was estimated using 

COSINOR analysis (modified from Refinetti et al. 2007) using MATLAB.  The 

proportion of flies emerging per day was used to fit cosine curves with varying amplitude 

and period, the combination that yielded the best fit as assessed by minimum sum of 

squared differences between the expected and experimental data was chosen to compute  

of the rhythm.  The  values were computed separately for each replicate vial of all the 12 

populations and then averaged to obtain the block means. 
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(c) Activity-rest rhythm assay:  Activity-rest rhythm assay was performed on 3-5 day old 

males (n = 32 per population) under the same set of light regimes as described for 

emergence assay.  Activity data from the first 7 days of recording was used to plot 

averaged activity profiles, and to estimate the mean phase of entrained rhythm by circular 

statistics (described in the ‘Statistical analyses’ section).  The mean phase of activity-rest 

rhythm was estimated the same way as that for emergence rhythm, but since the daily 

activity profile of Drosophila is bimodal, a transformation referred to as “angle doubling” 

was performed as described in Zar (2009).  The results were back transformed and 

rescaled to 24 h.  Data from flies recorded similarly in DD for 10 consecutive days was 

used to estimate  of activity-rest rhythm using Chi-square periodogram.  Data recording 

and analyses were performed using Drosophila Activity Monitors (Trikinetics, MA) and 

Clocklab (Actimetrics, IL) respectively. 

(c) Statistical analyses:  The number of flies emerged or activity counts (whichever 

applicable) at every phase was calculated separately for each of the 4 blocks and served 

as data points for a mixed model randomised block design Analysis of Variance 

(ANOVA) to test for statistically significant differences among populations.  All post hoc 

comparisons were performed using Tukey’s HSD at a significance level α = 0.05. 

The mean phase (time of the day measured in Zeitgeber Time - ZT), and length of 

the mean polar vector for emergence and activity-rest rhythms were calculated as 

described in Zar (2009).  In the circular time scale used for analysis, 0o refers to the 

Zeitgeber Time 00 (ZT00) and therefore, 15o represents 1 h.  While mean phase () 

indicates mean time of the day around which emergence is concentrated, length (r) of the 

polar vector serves as a measure of coherence, and thus higher r values are indicative of 
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greater coherence in emergence rhythm, and vice versa.  As a first step, Rayleigh test (α = 

0.01) was used to test for the null hypothesis that emergence of a population is randomly 

distributed throughout the day and therefore has no mean direction (Batschelet, 1981; 

Jammalamadaka and SenGupta, 2001; Zar, 2009).  Rejection of null hypothesis favours 

the alternate hypothesis that there exists a mean direction of emergence, facilitating 

further statistical analyses. 

The mean phase and  of emergence and activity-rest rhythms were estimated 

separately for all the 12 populations, and served as data for a mixed model randomised 

block design Analysis of Variance (ANOVA) to test for statistically significant differences 

among populations.  All post hoc comparisons were performed using Tukey’s HSD at a 

significance level α = 0.05. 

Calculation of the mean phase of expression, Rayleigh Test, Rao Test and NPTD 

were implemented on R statistical language platform (R Development Core Team, 2011) 

using custom written codes with the aid of “CircStats” (Jammalamadaka and SenGupta, 

2001) and “Circular” packages (Agostinelli and Lund, 2013) while ANOVA and Tukey’s 

HSD were implemented on Statistica (Statsoft, USA). 

2.3 Results 

(a) early and late populations evolved higher emergence within the respective selection 

windows  

In response to selection over several generations, early populations which exhibited 

~45% emergence by generation 10 evolved higher percentage of emergence in the 

morning window reaching ~62% by generation 243, while the percentage of emergence 

for late populations reduced over generations from ~40% at generation 10 to ~24% by 

generation 243 (Figure 3; F36,72 = 21.09; p < 0.001).  Similarly, late populations which 
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initially exhibited ~16% emergence in the evening window gradually evolved 

significantly higher percentage reaching ~41% emergence in evening window by 

generation 243, while that for early populations reduced from ~15% in generation 10 to 

~2% in generation 243 (Figure 3; F36,72 = 28.56; p < 0.001) whereas emergence for 

control populations remained unchanged across generations with ~42% and 16% 

emergence within the morning and evening windows respectively (Figure 3). 
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Figure 3 (previous page):  The percentage of emergence of all three populations 

observed within the morning (ZT22-02) window (top panel) and evening (ZT10-14) 

window (bottom panel) over 243 generations of selection.  Since the assay to estimate 

emergence is performed every two hours, the morning and evening windows were chosen 

such that they encompass the selection widows for early (ZT21-02) and late (ZT09-13) 

populations.  In response to selection imposed, the emergence within the morning 

window increased over generation for early populations while that for late populations 

decreased.  The emergence of late populations increased within the evening window 

while early populations gradually evolved decreased emergence within this window.  

Error bars depict 95% CI (Confidence Interval) calculated by Tukey’s HSD following 

randomized block design ANOVA with ‘population’ and ‘generation’ as fixed and 

‘block’ as random factors. 

 

(b) early and late populations evolved divergent emergence waveforms but not activity-

rest rhythm 

Since we observed that early and late populations evolved significantly higher emergence 

in their respective selection windows, we further assessed how this was associated with 

changes in emergence waveforms under LD12:12.  Also, as will be discussed later, 

several previous studies have suggested that a common central circadian clock governs 

both emergence and activity-rest rhythms the circadian clocks, we also assessed if 

divergence in emergence waveform was associated with coevolution of activity-rest 

rhythm. 

As reported earlier (Kumar et al. 2007a), emergence waveforms of early and late 

populations under LD12:12 differed such that early populations exhibited advanced onset 

of emergence with higher morning emergence, while late populations exhibited a delayed 

onset and higher evening emergence, and control populations exhibited an intermediate 

emergence pattern (Figure 4a-top panel).  This is reflected in their mean phase of 

emergence, with early (e = 1.84 h) and late (l = 8.39 h) populations being significantly 

advanced and delayed respectively as compared to control (c = 5.01 h) populations (F2,6 

=  193.92; p < 0.05; Figure 4a-bottom panel). 
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Figure 4:  (a) Adult emergence profiles (top panel) and mean phase of emergence rhythm 

(bottom panel), and (b) activity-rest profiles and mean phase of activity-rest rhythm of 

early, control and late populations under LD12:12.  The dark and light bars depict night 

and day respectively with the dashed vertical lines depicting transitions between day and 

night.  Error bars depict 95% CI calculated by Tukey’s HSD following randomized block 

design ANOVA with ‘population’ as fixed and ‘block’ as random factors. 

 

When assayed under LD12:12, the profile of activity-rest rhythm did not differ much 

between the populations as also indicated by their mean phase of activity-rest rhythm (e 

= 5.55 h; c = 5.50 h; l = 5.58 h) which did not differ statistically either (F2,6 =1.38; p > 

0.05; Figure 2a).  However, activity during the evening peak was significantly higher in 

late populations as compared to early populations, the possible reasons for which is 

extensively discussed in chapter 6 (Figure 4a-top panel). 
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Thus, selection for morning and evening emergence led to coevolution of divergent 

emergence waveforms without any associated changes in the waveforms of activity-rest 

rhythm of the two populations. 

(c) early and late populations evolved divergent clock periods for both emergence and 

activity-rest rhythms 

To further test if early and late populations evolved divergent circadian clocks, we also 

assessed the τ of emergence and activity-rest rhythms. 

 of emergence rhythm was found to be significantly shorter in early (22.51 h) 

populations compared to late populations which exhibited a longer τ of 23.86 h (F2,6 = 

30.10; p < 0.001).  Control populations exhibited an intermediate τ of 22.94 h which was 

significantly shorter than late but did not differ from early populations (Figure 5a).  

Interestingly, we observe that the robustness of emergence rhythm in late populations 

appears to diminish overtime in DD with the gate width of emergence increasing by day 

4, and consequently higher subjective night emergence is observed over days 5-6 leading 

to an apparent disruption of emergence overtime in DD (Figure 1d), and will be discussed 

later in chapter 6. 

Furthermore, we observed a similar trend for the activity-rest rhythm with early 

(23.28 h) populations exhibiting a significantly shorter  as compared to control (23.63 h) 

populations, which in turn was significantly shorter than that of late (24.03 h) populations 

(F2,6 = 29.71; p < 0.0001; Figure 5b). 

Thus, in response to selection for morning and evening emergence, early and late 

populations evolved shorter and longer clock periods for both emergence and activity-rest 

rhythms. 
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Figure 5:  Time series depicting adult emergence (top panel) and activity-rest (bottom 

panel) rhythm of all the three populations under DD (left), and their respective circadian 

periods (right).  Error bars depict 95% CI calculated by Tukey’s HSD following 

randomized block design ANOVA with ‘population’ and ‘time’ (whichever applicable) as 

fixed and ‘block’ as random factors. 

 

2.4 Discussion 

We had previously reported the coevolution of divergent emergence waveforms and 

circadian clock periods in early and late populations by generation 55 (Kumar et al. 

2007a).  To examine if the circadian phenotypes of early and late populations persisted or 

have further diverged over 250 generations, we assayed the emergence rhythm of the 

three sets of populations under LD12:12, and observed that the mean phase of emergence 

rhythm of early and late populations has diverged by ~4 h while that for activity-rest 

rhythm did not differ between the populations (Figure 3).  A closer look at the emergence 

in morning and evening windows reveals that the emergence of early populations in the 

morning window increased till approximately generation 115 following which the 

emergence within the morning window has remained constant while late populations 

continued to exhibit reduction in emergence within the morning window till generation 
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150 before stabilising at ~24% since generation 150 (Figure 2a).  Unlike that for the 

morning window, emergence within the evening window continued to increase till 

generation 180 for late populations while that for early populations reduced to ~2% by 

generation 115 after which no significant reduction in emergence was observed (Figure 

2b).  Thus, it appears that the further divergence in mean emergence between early and 

late populations observed after generation 55 is primarily due to continued response of 

late populations until generation 180.  Consistent with the generally observed τ-ent 

associations (Aschoff and Pohl, 1978; Roenneberg, 2012), the τ of emergence rhythm in 

early and late populations diverged by 1.35 h (~0.1 h greater than that reported in Kumar 

et al. 2007a) with early populations exhibiting shorter τ and late populations a longer τ.  

Also, the τ of activity-rest rhythm appears to have diverged by a small magnitude 0.7 h 

(~0.2 h greater than that reported in Kumar et al. 2007a). 

Thus, while the phase of emergence has drastically diverged between early and 

late populations, their circadian periods exhibit a relatively smaller divergence which 

suggest that other clock properties in addition to τ differences might be associated with 

the chronotype divergence observed between the two populations, which also forms the 

basis for some of my studies presented in the forthcoming chapters.  Since the 

populations were selected for divergent timing of emergence, it is not surprising that the 

activity-rest rhythm did not exhibit divergence between the two populations.  

Interestingly, the τ of activity-rest rhythm appear to have diverged between the two 

populations which further suggest that the differences in evolved clock properties might 

pertain to the core circadian oscillator driving both the rhythms.  However, in spite of 

divergence in τ of activity-rest rhythm, the mean phase of early and late populations did 

not differ under LD12:12 (Figure 3).  While one possible explanation for this discrepancy 

might be that the magnitude of difference in τ might not be large enough to promote 
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divergent phase of activity-rest rhythm, this observation also provides an interesting clue 

for further studies on the widely observed τ-ent association. 

Thus, in response to selection for morning and evening emergence for over 250 

generations, early and late populations evolved divergent emergence waveforms 

characterized by an advanced and delayed phase of entrainment (ent) for emergence 

rhythm, and therefore will henceforth be referred to as ‘early emergence chronotype’ and  

‘late emergence chronotype’.  Furthermore, the two populations also evolved divergent 

clock periods for both emergence and activity-rest rhythms.  In the subsequent chapters, I 

will further explore other clock properties and the underlying molecular correlates of 

early and late populations. 
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CHAPTER 3 

Differential role of light and temperature in 

driving emergence chronotypes of early and 

late populations 

 

 

 

 

 

 

 

 

The contents of this chapter has been published as the following research article:  

KL Nikhil, G Goirik,  K Ratna and VK Sharma (2014) Role of temperature in mediating 

morning and evening emergence chronotypes in fruit flies Drosophila melanogaster. 

Journal of Biological Rhythms. 29(6):427-441.  
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3.1 Introduction 

Rhythmic regulation of behavioural and physiological processes ensuring their 

occurrence at appropriate times of the day (or life stages), thus enhancing survival, and 

ultimately fitness of organisms is believed to have led to the evolution of circadian 

clocks (and other such biological timing systems) (Dunlap et al. 2004).  Circadian clocks 

govern such rhythmic processes at both population (e.g. adult emergence rhythm in 

insects) and individual (e.g. activity-rest rhythm) levels (Saunders, 2002; Dunlap et al. 

2004). 

The pattern of adult emergence in Drosophila melanogaster under 12:12 h 

laboratory light/dark cycles (LD12:12) assumes a shouldered unimodal waveform with a 

prominent primary peak around “lights-ON” and a less prominent shoulder close to 

“lights-OFF” (Sheeba et al. 1999).  Landmark studies by Pittendrigh and co-workers on 

emergence rhythm in Drosophila and other insects (Pittendrigh, 1967, 1981; Pittendrigh 

and Minis, 1971; Skopik and Pittendrigh, 1967) have helped establish some of the 

conceptual foundations of circadian rhythms.  Two core circadian clock genes period 

and timeless, were also identified in mutagenesis screens for arrhythmic adult 

emergence phenotypes (Konopka and Benzer, 1971; Sehgal et al. 1994) thus 

highlighting the contribution of emergence rhythm in studying circadian clocks.  In spite 

of being a key readout, emergence rhythm has received little attention especially in the 

domains of exploring molecular and neuronal mechanisms underlying circadian 

rhythms. 

The nature of emergence waveforms varies across insect species.  The primary 

peak of emergence occurs close to dawn in the yellow dung fly Scopeuma stercoraria 

(Lewis and Bletchley, 1943), Queensland fruit fly Dacus tryoni (Myers, 1952; Bateman, 
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1955), in moths Pectinophora gossypiella (Pittendrigh and Minis, 1964), and Heliothis 

zea (Callahan, 1958).  Flour moth Anagasta kuhniella primarily emerge in the post-

afternoon and early evening hours (Bremer, 1926; Scott, 1936; Moriarty, 1959), while in 

some Chironomids, emergence is observed during the night (Palmen, 1955).  

Irrespective of the differences in the waveform of emergence across insect species, one 

of its noticeable aspects is the restriction of emergence to specific times of the day, a 

phenomenon referred to as ‘gating’ (Skopik and Pittendrigh, 1967).  Gating results in a 

specific duration becoming an “allowed zone” for emergence (gate width) during which 

a substantial proportion of flies emerge out of their pupae, and another interval 

becoming a “forbidden zone”, during which little or no emergence occurs (Pittendrigh, 

1966).  This gating is so stringent that flies which complete their development after 

closure of the emergence gate remain inside the puparium until the next gate opens on 

the following day (Skopik and Pittendrigh, 1967).  Depending on the ecology, 

emergence at unfavourable hours of the day may be maladaptive to individuals either 

due to the presence of predators, lack of food availability or unfavourable environmental 

conditions like high temperature and low humidity resulting in desiccation, all of which 

reduce survivability of the newly emerged individuals.  Thus, gating is likely to be an 

adaptation to selection pressures imposed by various environmental factors but the 

specific roles of different zeitgebers in nature in modulating gating remain poorly 

understood. 

There have been previous attempts to use laboratory selection approach to study 

evolution of circadian clock’s phasing of adult emergence.  Pittendrigh (1967) and 

Pittendrigh and Minis (1971) selected for “early” and “late” emerging strains of D. 

pseudoobscura and moth Pectinophora gossypiella under LD12:12.  Several years later, 

Pittendrigh and Takamura (1987) imposed a similar selection on D. auraria, but under a 
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very short photoperiod of LD01:23.  In all cases, the populations responded to selection 

with early and late emerging populations exhibiting phase divergences (difference in 

mean emergence phase) of about 4 h in D. pseudoobscura, 5 h in Pectinophora 

gossypiella, and about 6 h in D. auraria.  All three species also showed correlated 

changes in their circadian clock periods albeit in different directions.  In D. 

pseudoobscura and P. gossypiella, early flies had longer clock periods and late flies 

shorter clock periods, while early and late flies of D. auraria had shorter and longer 

clock periods respectively.  Although Pittendrigh attributed this paradox to a slave 

oscillator (driven by a master oscillator) controlling emergence rhythm, and to 

differential coupling between pacemaker and light cycle arising from the differences in 

light regimes used during the selection process, the selection protocols used in these 

studies suffered several methodological shortcomings such as lack of (a) replication at 

the population level within a selection regime, (b) information on population ancestry, 

and (c) precise details of selection protocols employed.  Over the decades, the field of 

experimental evolution has demonstrated that even moderately small differences in the 

above mentioned factors may considerably affect the response of selected populations 

(evolutionary trajectories of populations greatly differ depending on the standing genetic 

variation harboured by the baseline populations, and microenvironment differences), 

thus leading to misinterpretation of data (reviewed in Sharma and Joshi, 2002).  

Improvising on the methodological aspects of previous studies, and incorporating the 

basic prerequisites of experimental evolution, we initiated a long term laboratory 

selection study aimed at examining the evolutionary trajectory of circadian clocks in 

response to selection for different phases of adult emergence, and subsequently their role 

in mediating chronotype differences.  The populations used in our study comprise four 

independent replicates of large random mating populations, and therefore harbour 
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sufficient genetic variation thus providing an ideal platform for various kinds of 

evolutionary studies.  This is in contrast to studies performed on inbred, so called ‘wild 

type’ strains which may provide an inaccurate picture of the underlying genetic 

architecture of the phenotypes under study. 

Contrary to previous studies by Pittendrigh (1967) and Pittendrigh and Minis 

(1971), early and late populations in our study evolved shorter and longer circadian 

periods (τ) (Kumar et al. 2007a).  This ambiguity can be attributed to the possible 

shortcomings in the selection protocol employed in former studies (discussed earlier).  

Also, early and late populations evolved dominant morning and evening oscillators 

(Kumar et al. 2007b) respectively, divergent photic phase response curves (PRCs) for 

emergence rhythm (Kumar et al. 2007a), and under laboratory 12:12 h LD cycles, the 

two populations differentially utilized light in the morning and evening hours to exhibit 

their respective emergence chronotypes or phase divergence (Vaze et al. 2012a).  

Previous studies have reported correlation between circadian periods and chronotypes in 

humans (Duffy et al. 1999; Roenneberg et al. 2003).  Also, morning and evening 

chronotypes in humans are correlated with the nature and duration of light exposure 

(Duffy et al. 2001; Roenneberg et al. 2003; Goulet et al. 2007).  Taken together, these 

studies suggest that chronotypes of early and late populations can be attributed to 

differences in the underlying circadian clocks and its interaction with environmental 

cycles. 

Several recent studies under semi natural conditions have explored the effect of 

multiple zeitgebers on emergence and activity rhythms of Drosophila (De et al. 2012, 

2013; Menegazzi et al. 2012, 2013; Vanin et al. 2012; Prabhakaran et al. 2013).  

Although these studies have revealed several interesting and unexplored aspects of such 

rhythms that remained masked under standard laboratory conditions, they have only 
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managed to convince us about the complexity of circadian clock-zeitgeber interaction, 

failing to provide further insights into the nature of such interactions.  Vaze et al (2012a, 

b) reported that environmental cycles in nature considerably enhanced chronotype 

differences between the morning (early) and evening (late) selected populations of D. 

melanogaster compared to standard laboratory condition.  Adding to the enhanced 

chronotype differences, emergence rhythm of early and late populations also exhibited 

significant reduction in gate widths of emergence in SN, suggesting a causal role of 

multiple zeitgebers in modulating gate widths. 

Following up on the reported observations of Vaze et al (2012b), by simulating 

various zeitgeber profiles in the laboratory, we intended to test the following 

hypotheses: (a) stepwise change in light cycles mimicking twilight conditions in nature 

are sufficient, and more effective than abruptly changing light cycles to promote phase 

divergence between early and late emergence chronotypes, (b) stepwise change in 

temperature cycles mimicking nature are sufficient, and more effective than abruptly 

changing temperature cycles to promote phase divergence, (c) combined cycling of light 

and temperature promotes phase divergence better than light and temperature 

independently, and (d) the phase difference between light and temperature observed in 

nature plays a role in promoting phase divergence. 

3.2 Materials and methods 

(a) Experimental populations:  Details of experimental populations and maintenance 

protocol are provided in chapter 2. 

(b) Adult emergence rhythm assay:  The protocol for adult emergence rhythm assay is 

described in chapter 2, and details of different experimental regimes used in the study 

are provided in Table 1.  Briefly, experimental regimes primarily comprised abrupt and 
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stepwise changes in light and temperature either individually, or in combination.  

Abruptly changing light cycles (ALC) employed rectangular waveforms of light with a 

sudden upshift from 0 Wm-2 to 0.4 Wm-2 marking lights-ON (ExT06) and a sudden 

down shift to 0 Wm-2 at lights-OFF (ExT18).  Similarly, abruptly changing temperature 

cycles (ATC) employed rectangular waveforms of temperature cycling between 18 oC 

and 28 oC with sudden temperature upshift and downshift occurring at Ext06 (ExT00 

indicates the midpoint of cryophase) and ExT18 respectively.  Stepwise changing light 

cycles (SLC) also involved cycling of light between 0 and 0.4 Wm-2, but in gradual steps 

of 0.04 Wm-2 every 20 min, and therefore comprised 10 steps spanning 3 h 20 min in the 

morning and evening.  Similarly, stepwise changing temperature cycles (SLC) employed 

a rate of 1 oC change in temperature every 20 min thus comprising 10 steps spanning 3 h 

20 min in the morning and evening.  In both SLC and STC, ExT06 marks the onset of 

stepwise light/temperature increase and offset of stepwise light/temperature decrease in 

the evening is marked by ExT18.  Further, combined cycles of light and temperature 

comprised two types of experimental regimes; abruptly, and stepwise changing light + 

temperature in-phase (ALTC1 and SLTC1), and out-of-phase (ALTC2 and SLTC2).  

ALTC1 and SLTC1 employed the combined waveforms of light and temperature as 

discussed above (ALC and ATC for ALTC1; SLC and STC for SLTC1) with low 

temperature (18 oC) coinciding with the dark phase and high temperature (28 oC) with 

light phase.  Out-of-phase cycles of light and temperature (ALTC2 and SLTC2) also 

employed the combined waveforms of light and temperature as in ALTC1 and SLTC1, 

but the temperature cycles lagged the light cycles by 4 h.  The rate of increase and 

decrease of light and temperature, and the 4 h phase difference between them were set to 

resemble conditions in nature during the month of March, 2011 in Bangalore (12o59'N 

77o35'E), India as reported in Vaze et al (2012b).  Emergence assays were performed in 
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Percival Drosophila chambers (Percival, USA) programmed to simulate the different 

experimental regimes discussed above. 

 

 

Table 1:  Light and temperature conditions of different experimental regimes used in the 

study.  For experimental regimes involving light cycles, the minimum and maximum 

light intensities used were 0 Wm-2 and 0.4 Wm-2 respectively, and that for temperature 

were 18 oC and 28 oC respectively.  Light always preceded temperature by 4 h in 

experimental regimes where light and temperature cycles were provided out-of-phase 

(NA - not applicable). 
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(c) Analyses of emergence characteristics:  The mean phase (θ) measured as External 

Time (ExT) of emergence, and length of the mean polar vector (r) were calculated as 

described in chapter 2.  In the circular time scale used for analysis, 00o refers to the 

external time 00 (ExT00) and therefore, 15o represents 1 h (Daan et al. 2002).  The gate 

width (gw) of emergence refers to the duration during which 90% of the total emergence 

occurs. 

Under any given experimental regime, Rayleigh test (α = 0.01) was used to test 

for the null hypothesis that emergence of a population is randomly distributed 

throughout the day and therefore has no mean direction (Batschelet, 1981; 

Jammalamadaka and SenGupta, 2001; Zar, 2009).  Rejection of null hypothesis favours 

the alternate hypothesis that there exists a mean direction of emergence, facilitating 

further statistical analyses.  Employing parametric tests in directional statistics requires 

that the data approximately follow ‘Von Mises’ distribution (a circular equivalent of 

‘Gaussian’ distribution) with high values of the concentration parameter ‘κ’ 

(Jammalamadaka and SenGupta, 2001).  Furthermore, such tests require low scatter and 

unimodality in data to facilitate high statistical power.  Since not all of these criteria 

were met under certain experimental regimes, we adopted non-parametric methods for 

all statistical analyses unless specified. 

Non-parametric test for dispersion (NPTD) (Batschelet, 1981) and Rao’s test for 

Homogeneity were used to test if mean phase of emergence (θ) between the populations 

differed significantly from each other (Jammalamadaka and SenGupta, 2001) under a 

given experimental regime.  All pairwise comparisons were carried out at α = 0.01 (99% 

confidence level) following Bonferroni corrections to ensure that the total family wise 

error rate does not exceed α = 0.05 (95% confidence level). 
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(d) Test for phase divergence between populations:  To quantify the extent of phase 

divergence between two populations, we used the measure ‘angular distance (β)’.  

Angular distance is the shortest distance in degrees between two points located on a 

circular scale (Zar, 2009), and thus the difference between mean angles of emergence 

(θ) of any two populations would indicate the extent of phase divergence between them.  

The angles were later expressed as ExT in h by simple linear transformation.  Since, our 

intention was to study the role of different zeitgebers in enhancing chronotype 

differences between early and late populations to the extent observed under semi natural 

conditions (SN) (Vaze et al. 2012b), we compared phase divergences between the 

populations in any given experimental regime to SN using Wilcoxon Rank Sum test or 

Wilcoxon Mann Whitney test (Zar, 2009) at α = 0.05 (95% confidence level).  The 

experimental regime being tested is considered to mimic SN in enhancing chronotype 

differences if the phase divergence between the populations in that regime is either equal 

to or greater than that observed under SN. 

(e) Analyses of gate width of emergence:  The population (block) means of gw values 

when subjected to Shapiro Wilk test for normality (α = 0.05), were found to be normally 

distributed, and were analysed by the method of Analysis of Variance (ANOVA).  

Differences among the populations within an experimental regime were analysed by a 

two way mixed model ANOVA with population as fixed, and block as a random factor, 

whereas a three way ANOVA model was used to test for differences among populations 

across experimental regimes with population and experimental regime as fixed factors, 

and block as a random factor.  Post hoc multiple comparisons in both cases were 

performed using Tukey’s HSD method at α = 0.05.  ANOVA and other linear statistical 

analysis were executed on Statistica for Windows, Release 5.0B (Statsoft, 1995). 
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3.3 Results 

The mean emergence phase (θ expressed as ExT) values for all populations were 

calculated only after subjecting the emergence data to Rayleigh test (α = 0.01) following 

which the null hypothesis that emergence is randomly distributed across the day, was 

rejected.  All tests for within population differences for both mean emergence phase (θ) 

(NPTD and Rao’s test for Homogeneity) and gate width (gw) (ANOVA) were 

performed as described in materials and methods, and unless specified, differences 

between populations under a given experimental regime were found to be significant. 

In view of the hypothesis being tested (see introduction), the results will primarily focus 

on (a) whether the extent of phase divergence under the experimental regime being 

tested is equal to or greater than that observed under SN (tested by Wilcoxon Rank Sum 

test), and (b) gate widths under a given experimental regime being tested is equal to or 

lesser than that observed under SN (tested by ANOVA). 

(a) Emergence under semi natural environmental cycles (SN) and abruptly changing 

light cycles (ALC) 

For the ease of comparison across experimental regimes, data from Vaze et al (2012b) 

were reanalysed by the method of circular statistics (see materials and methods for 

details of analysis).  As reported by Vaze et al (2012b), emergence of early populations 

was restricted to early morning (θe = 4.46 h; control populations around 3 h later 

following early populations (θc = 7.47 h), and late populations emerging significantly 

later (θl = 10.26 h), 3 h after control, and 6 h after early populations (Figure 1a-top and 

middle panels; Table 2).  The mean emergence phases under ALC were delayed 

compared to SN with early populations emerging at 8.72 h and controls 10.84 h (Figure 

1b-top and middle panels; Table 2).  late populations on the other hand had a delayed 



 

Page | 88  

 

mean emergence phase of 13.24 h with emergence extending into the dark phase (Figure 

1b-top and middle panels; Table 2). 

The phase divergence between early and late populations (βe-l) was significantly 

reduced from 5.76 h in SN to 4.51 h under ALC (Wilcoxon test, p < 0.05).  Similarly, 

divergence between early and control populations (βe-c) was reduced from 3.1 h in SN to 

2.12 h under ALC (Wilcoxon test, p < 0.05) and that between control and late 

populations (βc-l) reduced from 2.75 h in SN to 2.4 h in ALC (Figure 1a, b-top and 

middle panels; Table 2). 

The gate widths of control (gwc = 11.5 h) and late (gwl = 14.5 h) populations was 

significantly wider under ALC compared to SN (F2,6 = 25.8, p < 0.01), while that of 

early populations (gwe = 9 h) did not differ from that in SN (Figure 1a, b-bottom panel; 

Table 2). 

SN thus promotes greater divergence in chronotypes of the three populations by 

(a) increasing phase divergences (β) between the populations, and (b) by tightening the 

gate widths of emergence thereby reducing the extent of overlap between the emergence 

waveforms of early and late populations (Figure 1a, b; Table 2).  Since the extent of 

phase divergence between the populations was less pronounced in ALC compared to 

that under SN, we tested if stepped cycles of light resembling gradual dawn and dusk 

transitions might improve the phase divergence. 

(b) Emergence under stepwise changing light cycles (SLC) 

The mean emergence phases of the three populations under SLC (θe = 8.74 h, θc 

= 10.98 h, θl = 14.26 h) were similar to that in ALC (Figure 1b, c-top and middle panels; 

Tables 1, 2).  While, divergence between early and late populations in SLC (βe-l = 5.51 

h) was similar to SN (Wilcoxon test, p > 0.01), that between early and control (βe-c = 

2.22 h), and control and late (βc-l = 3.3 h) populations were significantly lower 
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compared to SN (Wilcoxon test, p < 0.01; Figure 1c-top and middle panels; Table 2).  In 

comparison to ALC, phase divergence between populations in SLC tended to be greater 

but not statistically significant (Table 2). 

early and late populations exhibited narrower (gwe = 9.5 h) and wider (gwl = 22 

h) gate widths of emergence respectively compared to controls (gwc = 15 h).  In 

comparison with SN, gate widths of control and late populations (F2,6 = 12.72, p < 0.01; 

Figure 1c-botom panel), but not early populations were significantly wider in SLC. 

Therefore, SLC was not effective in reproducing the effects of SN either in terms 

of phase divergence or gate width reduction.  But in comparison with ALC, phase 

divergence between the populations, even though not statistically different, was 

marginally greater in SLC. 
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Figure 1 (previous page):  Emergence waveforms (top panel) and respective polar plots 

(middle panel) (NPTD and Rao’s test for Homogeneity) of early, control, and late 

populations under (a) semi natural conditions (SN), (b) abruptly changing light cycles 

(ALC), and (c) stepwise changing light cycles (SLC).  External time 00 (ExT00) (top 

and middle panels) indicates midpoint of the dark phase (Daan et al. 2002).  Bottom 

panel:  Gate width of emergence of early, control, and late populations under (a) SN, (b) 

ALC, and (c) SLC regimes in comparison with that of SN.  Asterisk indicates significant 

difference (ANOVA followed by Tukey’s HSD).  Error bars represent 95% CI for visual 

hypothesis testing. 
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Table 2 (previous page):  Polar coordinates describing mean phase of emergence (θ) 

(hours) and lengths of polar vectors (r) for emergence of early, control, and late 

populations under different experimental regimes.  Gate width (gw) of emergence 

rhythm indicates the duration during which 90% of total emergence occurs. 

 

(c) Emergence under abruptly changing temperature cycles (ATC) 

Having observed that neither abrupt nor gradual changes in light could reproduce the 

effects of SN, we assessed the effect of temperature which is another robustly cycling 

zeitgeber in nature, using abruptly cycling temperature cues (Table 1). 

The mean emergence phases of the three populations (θe = 4.59 h, θc = 8.06 h, θl 

= 9.79 h) in ATC were advanced (compared to ALC and SLC) and comparable to that 

observed under SN (Figure 2a-top and middle panels; Table 2).  Also, phase divergence 

between early and late populations (βe-l = 5.2 h) was significantly higher in ATC than 

under SN (Wilcoxon test, p < 0.01; Figure 2a-top and middle panels), while phase 

divergence between early and control populations (βe-c = 3.48 h), and control and late 

populations (βc-l = 2.93 h) did not differ significantly from that in SN (Wilcoxon test, p 

> 0.01; Figure 2a-top and middle panels).  Also, gate widths of the three populations 

(gwe = 8 h, gwc = 9 h, gwl = 8.5 h) under ATC did not significantly differ from SN (F2,6 

= 2.28, p > 0.05; Figure 2a-bottom panel). 

Thus, abruptly changing temperature cycles were highly effective in reproducing 

the emergence chronotypes of early and late populations as observed in SN, in all 

aspects including enhanced phase divergence between populations, reduction in gate 

widths, and also overall advancement in emergence.  Additionally, narrow gate widths 

of all the populations under ATC suggested that temperature plays a key role in 

tightening gate width of emergence in the absence of light. 
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(d) Emergence under stepwise changing temperature cycles (STC) 

Even though ATC effectively reproduced the effects of SN, since abrupt transitions in 

temperature are not realistic in terms of what is observed in nature, we further tested if 

stepwise increase and decrease in temperature can also reproduce or further enhance 

phase divergence between the populations. 

When assayed under stepwise changing temperature cycles (STC; Table 1), 

mean phases of emergence of all early and control populations but not late were 

advanced compared to ATC (θe = 2.87 h, θc = 6.18 h, θl = 9.13 h; Figure 2b-top and 

middle panels).  Also, as in ATC, phase divergence of early populations from both late 

and control populations (βe-l = 6.26 h, βe-c = 3.31 h) was significantly greater under STC 

than in SN (Wilcoxon test, p < 0.05; Table 2) while divergence between control and late 

populations was not different from SN (Table 2). 

All three populations exhibited narrower gate widths of emergence (gwe = 8 h, 

gwc = 9 h, gwl = 6.5 h) under STC compared to SN (Figure 2b-bottom panel).  While 

gate widths of control populations were not significantly different from that in SN, gate 

widths of early and late populations were significantly narrower under STC than in SN 

(F2,6 = 18.6, p < 0.05; Figure 2b-bottom panel). 

Thus, stepwise changing temperature cycles also effectively enhanced 

chronotype differences between the three populations similar to, and in some cases more 

than that observed under SN.  Reduced gate widths of emergence in STC further 

strengthen the idea that temperature plays a key role in the reduction of gate widths.  

Additionally, phase divergence was further enhanced by a small magnitude in STC, 

suggesting that, similar to light, stepwise increase and decrease in temperature also 

contribute to the enhancement of phase divergence. 
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Figure 2:  Emergence waveforms (top panel) and respective polar plots (middle panel) 

(NPTD and Rao’s test for Homogeneity) of early, control, and late populations under (a) 

abruptly changing temperature cycles (ATC), and (b) stepwise changing temperature 

cycles (STC).  External time 00 (ExT00) (top and middle panels) indicates midpoint of 

the cryophase (Daan et al. 2002).  Bottom panel:  Gate width of emergence of early, 

control, and late populations under (a) ATC, and (b) STC regimes in comparison with 

that of semi natural conditions (SN).  Asterisk indicates significant difference (ANOVA 

followed by Tukey’s HSD).  Error bars represent 95% CI for visual hypothesis testing. 
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(e) Emergence under abruptly changing in-phase light and temperature cycles 

(ALTC1) 

Further, to test the combined effect of light and temperature, and the role of 

phase difference between the two (as seen in nature), we assayed emergence under 

cycles of abruptly changing in-phase and out-of-phase light and temperature (ALTC1, 

ALTC2; Table 1). 

While early populations emerged earlier (θe = 7.53 h), and late populations 

emerged later than controls (θl = 9.24 h, θc = 9.17 h) in ALTC1, there was a marginal 

advancement in emergence of all the three populations greater than ALC and SLC but 

not to the extent observed in ATC, STC and SN (Figures 1, 2, 3a-top and middle 

panels).  Wilcoxon test revealed that phase divergence between the three populations 

(βe-l = 1.71 h, βe-c = 1.64 h, βc-l = 0.84 h) under ALTC1 was completely disrupted and 

lower compared to all other previous experimental regimes including that of SN (p < 

0.05). 

Interestingly, gate widths of all the three populations (gwe = 4 h, gwc = 4.5 h, gwl 

= 6 h) were significantly narrow under ALTC1 compared to their respective values in 

SN (F2,6 = 21, p < 0.01; Figure 3a-bottom panel). 

While chronotype differences between the three populations were greatly 

attenuated and instead phase convergence was observed under ALTC1, it could only 

partially reproduce the effects of SN by considerably reducing the gate widths of 

emergence rhythm. 
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(f) Emergence under stepwise changing in-phase light and temperature cycles 

(SLTC1) 

We assayed emergence under stepwise changing cycles of light and temperature in-

phase (SLTC1; Table 1) to test if such cycles would minimize or rescue the phase 

converging effects brought about by ALTC1. 

With mean phases - θe = 7.56 h, θc = 8.67, and θl = 10.05 h, emergence of all the three 

populations was phase advanced in SLTC1, compared to light cycles but not to the 

extent observed under ATC, STC and SN (Figures 1, 2, 3b-top and middle panels; Table 

2).  Phase divergence between the three populations (βe-l = 2.48 h, βe-c = 1.10 h, βc-l = 

1.37 h) was also significantly smaller than that observed under SN (Wilcoxon test, p < 

0.05; Table 2). 

The gate widths of emergence (gwe = 4 h, gwc = 5 h, gwl = 6 h) under SLTC1 

were reduced, and significantly narrower than that in SN (F2,6 = 19.19, p < 0.01; Figure 

3b-bottom panel; Table 2). 

Thus, SLTC1 partially reproduced the effects of SN failing to enhance 

chronotype differences between the three populations but significantly reducing gate 

widths.  Contrary to our previous observations, we did not observe any further 

enhancement of phase divergence under SLTC1 in comparison with ALTC1.  This 

indicates that phase divergence promoting effect of stepwise cycles can be overridden 

when the two zeitgebers are in-phase and highlights the importance of phase difference 

between light and temperature in nature. 

(g) Emergence under abruptly changing out-of-phase light and temperature cycles 

(ALTC2) 

With ALTC1 and SLTC1 highlighting the importance of phase difference between light 

and temperature in enhancement of phase divergence, we tested if abruptly changing 
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out-of-phase (light cycles phase leading temperature cycles by 4 h) cycles of light and 

temperature can mimic the effects of SN (ALTC2; Table 1). 

With the mean emergence phases of 7.06 h, 9.16 h, and 11.64 h in early, control, and 

late populations respectively, no phase advance in emergence was observed under 

ALTC2 (Figure 3c-top and middle panels; Table 2).  Comparisons by Wilcoxon’s test 

revealed that phase divergence between early and late populations (βe-l = 4.58 h) under 

ALTC2 did not differ from SN (Wilcoxon test, p > 0.05), but that between early and 

control (βe-c = 2.09 h), and control and late populations (βe-c = 2.48 h) were lower than 

SN (Wilcoxon test, p < 0.05). 

Furthermore, gate widths of late (gwl = 8 h) populations under ALTC2 did not 

differ significantly from SN, whereas those of early (gwe = 3.5 h), and control (gwc = 6 

h) populations were significantly narrower than SN (F2,6 = 26.45, p < 0.01; Figure 3c-

bottom panel; Table 2). 

Therefore, with marginal increase in phase divergence and narrower gate widths 

of emergence of all three populations, ALTC2 was even though more effective than the 

in-phase cycles (ALTC1 and SLTC1) in enhancing phase divergence, was partially 

effective in reproducing the effects of ATC, STC, and SN. 

 

Figure 3 (next page):  Emergence waveforms (top panel) and respective polar plots 

(bottom panel) (NPTD and Rao’s test for Homogeneity) of early, control, and late 

populations under in-phase (a) abruptly changing light and temperature cycles (ALTC1), 

(b) stepwise changing light and temperature cycles (SLTC1), and out-of-phase (c) 

abruptly changing light and temperature cycles (ALTC2), (d) stepwise changing light 

and temperature cycles (SLTC2).  External time 00 (ExT00) (top and middle panels) 

indicates midpoint of the dark phase (Daan et al. 2002).  Bottom panel:  Gate width of 

emergence of early, control, and late populations under (a) ALTC1, (b) SLTC1, (c) 

ALTC2, and (d) SLTC2 regimes in comparison with that of semi natural conditions 

(SN).  Asterisk indicates significant difference (ANOVA followed by Tukey’s HSD).  

Error bars represent 95% CI for visual hypothesis testing. 
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(h) Emergence under stepwise changing out-of-phase light and temperature cycles 

(SLTC2) 

Finally, we assayed emergence under stepwise changing out-of-phase light and 

temperature cycles (SLTC2) which resembled SN in terms of the zeitgeber profiles, with 

both gradual increase and decrease of light and temperature levels, and also a phase 

difference of 4 h between the two zeitgeber cycles (Table 1). 

With no observable phase advance, the mean emergence phases of the three 

populations (θe = 8.48 h, θc = 10.25 h, θl = 12.78 h) in SLTC2 were found to be similar 

to that under ALTC2 (Figure 3d-top and middle panels; Table 2).  Interestingly, analysis 

revealed that phase divergences between the three populations under SLTC2 (βe-l = 4.29 

h, βe-c = 1.76 h, βc-l = 2.53 h) were lower than in SN (Wilcoxon test p < 0.05; Table 2). 

The gate widths of all the three populations (gwe = 4 h; gwc = 6 h; gwl = 6.5 h) 

under SLTC2 were found to be significantly narrower than their respective values in SN 

(F2,6 = 21, p < 0.01; Figure 3d-bottom panel; Table 2). 

Thus, even though SLTC2 enhanced phase divergence between the three 

populations, surprisingly it failed to mimic SN.  Similar to that under ATC, STC and 

SN, the gate widths of emergence were significantly lower under SLTC2. 
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3.4 Discussion 

While recent studies have reported several interesting features of circadian rhythms in 

nature and attributed it to the cycling of multiple zeitgebers (De et al. 2012, 2013; 

Menegazzi et al. 2012, 2013; Vanin et al. 2012; Prabhakaran et al. 2013), what remains 

unclear is the relative contribution of different zeitgebers independently, and in unison, 

to the regulation of rhythmic behaviours.  In addition to addressing the hypotheses (see 

introduction), the experimental regimes we used also allowed us to test the role of (a) 

independent and combined effect of light and temperature, (b) gradual increase and 

decrease of zeitgeber levels simulating nature, and (c) phase difference between light 

and temperature profiles (as observed in nature) in enhancing phase divergence between 

early and late emergence chronotypes, and modulation of gate widths of emergence 

rhythm. 

Since the fly populations used in this study have been reared under LD12:12 

cycles at constant temperature, and based on previous reports of differential temporal 

photosensitivity in these populations (Vaze et al. 2012a), we speculated that light might 

be a primary regulator of early and late chronotypes.  However, when assayed under 

conditions of abrupt light transitions (ALC), the phase-divergence in emergence was 

significantly lower, and gate widths higher compared to semi natural conditions (SN) 

(Figure 1a, b; Table 2).  Even under stepwise cycling of light (SLC), the shape of 

emergence profiles and other characteristics of the rhythm did not match that of SN 

(Figure 1a, c; Table 2).  Thus, cycles involving abrupt or stepwise changes in light could 

not reproduce the effects of SN, suggesting that light cannot independently promote 

phase divergence, and might require the presence of other zeitgebers.  Interestingly 

enough, we observed that phase divergence between early and late populations in SLC 

was enhanced by an hour more than that under ALC (Table 2) indicating that stepwise 
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increase and decrease in light, mimicking twilight transitions contribute to the 

enhancement of phase divergence although only by a small magnitude.  Such twilight 

transitions have been previously reported to enrich entrainment of circadian clocks in 

mammals (Boulos et al. 1996; Sharma et al. 1998; Boulos et al. 2002), although there 

have been contradicting arguments by others (Comas and Hut, 2009). 

Since, temperature is another important zeitgeber that robustly cycles in nature, 

we tested the effect of abruptly (ATC) and stepwise (STC) changing temperature cycles.  

Interestingly, both ATC and STC were highly effective in enhancing phase divergence 

between the populations, and also in significantly reducing gate widths to the extent 

observed in SN (Figures 1a, 2).  These results suggest that most features of the 

emergence rhythm observed under SN are likely to be influenced by temperature cycles.  

Furthermore, similar to light cycles, phase divergence between early and late 

populations in STC was enhanced by about an hour more than ATC (Figure 2; Table 2), 

suggesting that stepwise changing temperature mimicking twilight conditions, 

additionally contribute to promoting phase divergence. 

The cycling of light and temperature in nature is interdependent, and there often 

exists some phase difference between light and temperature with light preceding 

temperature in a season dependent manner.  Therefore, to study the role of combined 

cycles of the two zeitgebers, and also the phase difference between them in promoting 

phase divergence, we assayed emergence under cycles of both light and temperature in-

phase (ALTC1 and SLTC1) and out-of-phase (ALTC2 and SLTC2).  When in-phase, 

neither abrupt nor gradual cycles of light and temperature were effective in enhancing 

phase divergence between the populations, and instead reduced it leading to phase 

convergence (Figure 3a, b; Table 2) but the gate widths of all the three populations were 

significantly reduced, and in some cases even lower than that in SN.  The phase 
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divergence between the populations under ALTC2 and SLTC2 was greater than ALTC1 

and SLTC1, but not comparable to SN (Figures 1a, 3; Table 2) and the gate widths of 

emergence of all three populations were reduced to the extent observed in SN (Figure 3).  

Therefore, ALTC2 and SLTC2 were only partially effective in reproducing the effect of 

SN (ATC and ALC as well).  Nevertheless, both cycles were more effective than 

ALTC1 and SLTC1 in the enhancement of phase divergence thus highlighting the 

importance of phase difference between the zeitgebers in mediating early and late 

emergence chronotypes. 

Since SLTC2 resembles SN better than any other experimental regimes in terms 

of zeitgeber profiles, we expected the features of emergence profiles observed under SN 

to be best expressed under SLTC2.  Quite surprisingly, both ALTC2 and SLTC2 could 

not entirely reproduce the effects of SN.  One possible reason for this discrepancy may 

be the restricted flexibility in programming of experimental fly chambers used due to 

which the light and temperature profiles observed in nature could not be perfectly 

reproduced.  In nature, light intensity changes in orders of 0.1 lux, but due to technical 

limitations, our study employed a rate of 10 lux (approximately 0.04 Wm-2) every 

twenty min which was not identical to nature.  Therefore, the first light that the pupae 

experienced is a direct up-shift from 0 lux to 10 lux unlike that of a 0.1 lux rise in SN.  

Adult emergence in D. melanogaster has been shown to be mediated by (a) circadian 

clocks that time emergence, and (b) a direct masked response to lights-ON (McNabb, 

2008).  Thus, we speculate that the first exposure to 10 lux when lights are turned ON 

could initiate such masked response leading to a burst of emergence immediately 

following lights-ON.  This can be clearly seen in Figure 3 as a sudden increase in 

emergence in both early and control populations within the first two hours following 

lights-ON, and might partially contribute to reduced phase divergence thus highlighting 
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the inadequacy of stepwise cycles of light and temperature employed to mimic SN 

profile.  Additionally, we did not incorporate daily changes in the light quality (changes 

in composition of different wavelengths) and humidity which are likely to promote 

phase divergence between early and late populations in nature, and thus, lack of these 

factors also partially explains the inability of SLTC2 to entirely reproduce the effects of 

SN. 

We find the maximal phase divergence observed under ATC and STC to be 

interesting as it represents a completely novel environment for the populations which 

have evolved under LD12:12 and constant temperature for over 230 generations.  The 

enhanced phase divergence under ATC and STC can be explained under the framework 

of the dual oscillator model proposed by Pittendrigh (Pittendrigh and Bruce, 1959) 

according to which the circadian clock comprises a pace making A oscillator which is 

primarily light sensitive and temperature insensitive while the B oscillator (coupled and 

driven by A but also feeds back onto A) is primarily temperature sensitive and light 

insensitive.  Under light cycles (ALC and SLC), the A oscillator dominates over B and 

utilizes light to phase early and late emergence whereas, under ATC and STC in the 

absence of light, the A oscillator being temperature insensitive, receives feedback from 

the temperature sensitive B oscillator which in turn drives enhanced phase divergence 

under these conditions.  If this is true, it is reasonable to speculate that evolved 

divergence between early and late populations might be driven by differences in the B 

oscillator (this does not negate the possibility of differences in A oscillator) which in 

combination with the A oscillator drives chronotype differences, the maximal expression 

of which is restricted by the dominance of A oscillator under light cycles.  When 

subjected to cycles of both light and temperature (ALTC2 and SLTC2), the combined 

effect results in chronotypes intermediate to that seen under light, and temperature 
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cycles alone (ATC and STC), suggesting antagonistic effects of light and temperature 

(Figure 4).  Even though coupled oscillators have postulated to control morning and 

evening activity in Drosophila (Grima et al. 2004; Stoleru et al. 2004), the above 

explanation remains largely speculative since there are no empirical evidence of the 

differential sensitivity of the two oscillators to light and temperature.  Another 

noticeable aspect is that phase advances in emergence waveform in presence of 

temperature.  We speculate that phase advances might be driven by thermo sensitive 

splicing of period transcripts which has earlier been shown to play an important role in 

timing the activity-rest rhythm in a temperature dependent manner (Majercak et al. 

2004; Low et al. 2012) but needs to be validated in future experiments. 

Furthermore, enhanced gate widths of emergence under ALC and SLC indicate 

that light widens gate widths of emergence rhythm whereas comparisons with 

temperature regimes suggest that temperature has an opposing effect compared to light 

(Figures 1-4).  In addition to significantly reducing gate widths, temperature cycles 

considerably phase advanced emergence thus causing emergence to occur during early 

morning hours (Figures 2, 4).  When in combination, the phase advancing effect of 

temperature is reduced by light and gate widening effect of light is reduced by 

temperature, as a consequence of which, emergence during early morning hours is phase 

delayed and restricted to the morning and day as observed in nature (De et al. 2012; 

Vaze et al. 2012b).  Such antagonistic effects of the light and temperature in mediating 

circadian rhythms have been reported earlier.  A recent study reported that 

cryptochrome, which promotes light entrainment also antagonizes entrainment of 

Drosophila circadian clocks to temperature cycles (Gentile et al. 2013) suggesting that 

molecular mechanisms underlying such antagonistic interactions of zeitgebers with 

circadian clocks can exist.  Additionally, evolution of gated emergence in Drosophila 
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that restricts emergence to morning and day has been hypothesized to be an adaption to 

enhance survivability of newly emerged individuals (Pittendrigh, 1966).  Therefore, it is 

plausible that such antagonistic interaction of light and temperature with circadian 

clocks is essential to restrict emergence during the day in Drosophila. 

 

 

Figure 4:  Schematic of the influence of light and temperature cycles on the timing adult 

emergence rhythm in D. melanogaster. 

 

Results from in- and out-of-phase cycles suggest that the phase difference between light 

and temperature also serves as an essential cue for promoting phase divergence between 

chronotypes.  Coupling of PERIOD and TIMELESS oscillations in Drosophila clock 

neurons has been shown to vary across seasons (Menegazzi et al. 2013).  Taken 

together, these results suggest that information about the phase difference between light 

and temperature might be critical for circadian clocks in mediating chronotype 

differences across seasons; variation of chronotypes across seasons and the relative roles 
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of light and temperature can only be tested by employing combined cycles of varying 

magnitude of phase differences between light and temperature. 

Summarising our results, we find that that when provided independently, temperature is 

more effective than light in enhancing chronotype differences but when together, the 

two zeitgebers interact antagonistically.  Stepwise changing zeitgeber cycles mimicking 

twilight transitions of nature additionally contribute to enhanced phase divergence albeit 

by a small magnitude.  Also, information of phase difference between the two zeitgebers 

serves as an essential cue for circadian clocks to mediate chronotype differences.  Thus, 

our study sheds light on the importance of clock-zeitgeber interaction, and the role of 

different zeitgebers in nature to time behaviour and mediate chronotype divergence. 
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Light sensitivity, amplitude and oscillator 

coupling differences in circadian clocks of 

early and late populations 
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KL Nikhil, KM Vaze, K Ratna and VK Sharma (2016) Circadian clock properties of fruit flies 

Drosophila melanogaster exhibiting early and late emergence chronotypes. Chronobiology 

International. (In press)  
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4.1 Introduction 

Entrainment of circadian rhythms to environmental cycles (zeitgebers) is characterized 

by the establishment of a stable and reproducible phase relationship (ent) with the 

zeitgebers, and chronotypes are characterized by the variation in ent which is widely 

observed across a variety of species (Daan and Aschoff, 1975; Duffy et al. 2001; Rémi 

et al. 2010).  Clock period (τ) is correlated with ent such that individuals with shorter τ 

exhibit an advanced ent ('early' chronotypes) and those with longer τ exhibit a delayed 

ent ('late' chronotypes) (Aschoff, 1965; Aschoff and Pohl, 1978; Wright et al. 2005; 

Rémi et al. 2010; Roenneberg, 2012).  However, attempts to explain this association 

using classical models of entrainment (Aschoff, 1979; Pittendrigh, 1981b) have only 

been partially successful thus invoking a possible role of other clock properties.  

Furthermore, even though several physiological and behavioural differences have been 

found to be associated with morningness-eveningness (chronotypes) in humans (Dijk 

and Lockley, 2002), unlike the assessment of ent in other species which rely primarily 

on controlled experiments, the same in humans is highly variable due to a plethora of 

reasons, and thus correlations of chronotypes with other circadian clock properties are 

generally weak (reviewed in Levandovski et al. 2013) rendering them less reliable for 

the assessment of circadian regulation of ent. 

Previously, laboratory selection and latitudinal cline studies have assessed strains 

of Drosophila pseudoobscura (Pittendrigh, 1967), Pectinophora gossypiella (Pittendrigh 

and Minis, 1971), Drosophila auraria (Pittendrigh and Takamura, 1987) and 

Drosophila subobscura (Lankinen, 1993) differing in ent.  These studies have greatly 

motivated conceptualization of circadian clocks as a network of coupled oscillator 

(reviewed in Bell-Pederson et al. 2005), and extensive studies by Pittendrigh and co-
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workers, and several others have been instrumental in exploring properties of circadian 

clocks associated with ent variation, some of which are discussed below. 

Among the properties known to influence ent are the strength or amplitude of 

the zeitgeber (Az) and intrinsic amplitude of the clock (Ao) (Pittendrigh 1981a; 

Pittendrigh et al. 1991; Vitaterna et al. 2006; Brown et al. 2008), such that higher Az/Ao 

leads to larger phase shift incurred by the clock, and consequently a wider entrainment 

range.  In other words, low amplitude circadian oscillators would have higher zeitgeber 

sensitivity.  Additionally, magnitude of coupling between the constituent oscillators of 

circadian clock also influence ent (Aschoff, 1978; Pittendrigh, 1981a; Pittendrigh et al. 

1991; Abraham et al. 2010; Granada et al. 2013).  “Coupling” refers to the interactions 

between individual neurons or oscillators that form a network referred to as the circadian 

clock, and not to that between clock and zeitgeber, input or output pathways.  Another 

clock property studied in this regard is the relaxation rate, which refers to the propensity 

of the clock or oscillator to converge to its intrinsic limit cycle amplitude (Ao) following 

perturbations.  Oscillators with higher relaxation rates recover faster, and are therefore 

termed rigid, while those with lower relaxation rates take longer to relapse to their 

intrinsic limit cycle, and are termed weak oscillators (Granada and Herzel, 2009; 

Abraham et al. 2010; Granada et al. 2013).  Furthermore, mathematical models based on 

generic Poincaré, Hopf and Becker-Weimann-Bernard oscillators proposed that 

relaxation rate differences among oscillators can influence amplitude, rates of re-

entrainment, entrainment range and ent (Guckenheimer and Holmes, 1983; Becker-

Weimann et al. 2004; Bernard et al. 2007; Abraham et al. 2010; Bordyugov et al. 2011; 

Granada et al. 2013). 
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In this study, we used fruit fly D. melanogaster populations which are products of a long 

term (over 14 years) laboratory selection study for morning (early) and evening (late) 

adult emergence (Kumar et al. 2007a) to explore the circadian clock properties 

underlying ent.  In response to the selection imposed, early populations evolved shorter 

τ (of emergence rhythm) and advanced ent, while late populations evolved longer τ and 

delayed ent, and also shorter and longer τ of activity-rest rhythm respectively (Kumar et 

al. 2007a), implying that the diverged ent stems from a common central circadian clock 

governing the two rhythms.  Based on studies under different photoperiods, we had 

reported that early and late populations might have evolved dominant morning (M) and 

evening (E) oscillators respectively (Kumar et al. 2007b).  A closer look at the same data 

revealed that across photoperiods ranging from light/dark (LD) 08:16 to LD16:08, ent 

of early populations changed by 2 h, while that of late populations by 4 h (twice the 

magnitude) indicating phase sensitivity differences, as also substantiated by ~42% 

greater standard deviation in ent across photoperiods in late as compared to early 

populations.  In another study, we observed that when T = 24 h, and therefore for a 

period mismatch of 0.4 h for early (τ = 23.6 h) and 0.2 h for late (τ = 24.2 h) populations 

(Kumar et al. 2007a), the difference in ent between the two varied considerably from 

1.71 h to 5.8 h depending on zeitgeber conditions (Nikhil et al. 2014).  Even though it is 

well-known that small variation in τ can lead to large variation in ent (Ralph and 

Menaker, 1998; Merrow et al. 1999; Ouyang et al. 1999), high phase sensitivity and 

large variation in the difference of ent between populations for same τ–T mismatch was 

intriguing, and suggested differential entrainment, as also highlighted by Vaze et al 

(2012a).  Therefore, in light of the propositions by Pittendrigh (1981a) regarding 

association of clock properties with ent variation, and that from the above discussed 

observations by Kumar et al (2007b), Vaze et al (2012a) and Nikhil et al (2014), we 
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hypothesized that zeitgeber sensitivity and amplitude of circadian oscillators might be 

associated with ent differences between early and late populations, in addition to 

differences in τ. 

In this regard, we initially tested if early and late populations have evolved 

differences in light sensitivity (the populations were selected under LD12:12 at constant 

temperature and humidity, rendering light as the only zeitgeber) by assaying activity-rest 

rhythm under constant light (LL), and further explored the possible involvement of other 

above mentioned clock properties as well, the results of which will be discussed later. 

4.2 Materials and methods 

(a) Experimental populations:  Details of experimental populations and maintenance 

protocol are provided in chapter 2. 

(b) Activity-rest rhythm assay:  The basic protocol for activity-rest rhythm assay is 

described in chapter 2. 

Recording in LL:  Recording in LL was performed under light intensities of 4 × 10-3 

Wm-2 and 4 × 10-4 Wm-2.  Flies were initially subjected to 4 days of LD12:12 with light 

intensity during the day same as that under the LL regime, and then recorded in LL for 

12 days.  Block wise percentage of flies exhibiting free-running rhythm (presence of a 

single statistically significant period), complex rhythm (presence of two or more 

statistically significant periods) and arrythmicity (absence of any statistically significant 

period) in LL were then calculated.  Statistical analyses of percentage values were 

implemented using a randomised block design mixed model Analysis of Variance 

(ANOVA) with ‘population’ as fixed and ‘block’ as random factors following Shapiro 

Wilk test (Shapiro and Wilk, 1965) for normality.  Unless otherwise specified, block 

wise averages for all measures used henceforth were analysed by ANOVA with 
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population and light regime or phase (whichever applicable) as fixed factors and block 

as random factor.  Post hoc multiple comparisons were performed using Tukey’s HSD 

method (Tukey, 1949) at  of 0.05 in Statistica (StatSoft, USA). 

Recording in T-cycles:  Since pre-adult rearing and virgin collection was in LD12:12, 

flies were initially exposed to T-cycles (T-18: 9 h light and 9 h darkness; T-20, T-28, and 

T-30, with light intensity during the light phase being 4 × 10-4 Wm-2) for 7 days, loaded 

into activity tubes, and recorded for 7 cycles in the respective T-cycle followed by 5 

days in constant darkness (DD) to assess phase control during entrainment.  Activity-

rest behaviour in T-cycles was categorized as 1) free-run: if neither morning nor 

evening activity components were phase locked to the LD cycles, 2) weakly entrained: 

if one of the two components was phase locked to the LD cycles while the other 

exhibited free-run and 3) entrained: if both activity components were phase locked to 

the LD cycles (Figure 1).  For individuals that did not survive till recording in DD, 

phases of activity onsets and offsets were assessed, and the rhythm was considered 

entrained only if phase markers were either advanced or delayed with respect to ZT00.  

Flies with activity onsets coinciding with ZT00 were not considered as it might be 

masked to light.  The percentage of free-running, weakly entrained and entrained flies 

were not found to qualify the assumptions of ANOVA, and hence were analysed by the 

non-parametric Kruskal Wallis test (Kruskal and Wallis, 1952) followed by post hoc 

multiple comparisons using ‘multiple comparisons of mean ranks for all groups’ test.  

This test is based on the Mann Whitney test and is detailed in Siegel and Castellan 

(1988).  All the above mentioned tests were implemented in Statistica (Statsoft, USA). 
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Figure 1: Representative actograms of flies that exhibit free-run (neither morning nor 

evening activity components phase locked to the LD cycle) in T-30, weakly entrained 

(one of the two components phase locked to the LD cycles while the other exhibited 

free-run) in T-18, and entrained (both activity components phase locked to the LD cycle) 

rhythm in T-18. 

 

(c) Adult emergence rhythm assay:  The basic protocol for adult emergence rhythm 

assay is described in chapter 2.  Briefly, adult emergence assay was performed in 

LD12:12 in high (4 × 10-1 Wm-2) and low (4 × 10-4 Wm-2) light intensities in 10 

replicate vials (~300 eggs per vial) for every block.  Following egg collection, vials 

were transferred to respective light regimes for development, and upon initiation of 

emergence, numbers of flies emerging from every vial was recorded at 2 h intervals for 
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5 consecutive days.  Only those vials that exhibited rhythmic emergence (with a 

minimum of 15 flies in a day) for at least 3 consecutive days were considered, and the 

number of flies at each time point was averaged over multiple days independently for 

each block.  Due to differences in modality and gate width of emergence (Kumar et al. 

2007a) between populations, a single reference point could not be used to measure the 

rhythm amplitude.  Instead, the net difference in number of flies emerging across the 

day between the two regimes (number of flies at low – high light intensities) was used as 

a measure. 

(d) Assessing rhythm amplitude:  Due to lack of a standard procedure to assess the 

intrinsic amplitude of the circadian clock directly, we measured the amplitude of 

activity-rest rhythm as a proxy. 

Amplitude in LD (entrained amplitude: Aent):  The activity profile of D. melanogaster in 

LD12:12 is bimodal comprising morning (M) and evening (E) activity peaks.  To 

estimate amplitude of entrainment (Aent), activity-rest data for at least 7 days recorded 

under LD12:12 (light intensity = 4 × 10-4 Wm-2) was used to plot activity profile at 1 h 

bins (activity counts/h) using Microsoft Excel (Microsoft, USA).  From this profile, total 

activity in the morning (ZT22-02) and evening (ZT10-14) was calculated and served as 

the amplitude of morning and evening peaks respectively. 

Amplitude in DD (Intrinsic amplitude: Ao):  Data for activity-rest rhythm recorded in 

DD for 10 days was binned into 1 h intervals, and used to plot the activity profile as 

activity counts/h using Table Curve 2D (Systat Software Inc., USA).  From the profiles 

thus obtained, the highest activity count/h was identified and used to calculate activity 

count/min.  Since activity/min values were obtained from data binned at 1 h intervals, 

highest value indicates that the individual exhibited highest activity for the day in that 1 
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h duration representing the peak of activity, and thus served as a measure of intrinsic 

amplitude (Ao).  The day wise highest activity count/min values were first averaged 

across days for a given individual, and then across replicate individuals of a given block.  

We observed dramatic reduction in amplitude for the first 3 days following transfer from 

LD (in which the flies were initially reared) to DD, and therefore data from the first 

three days in DD was excluded from analysis.  Normalized actograms (modulo τ), were 

used to estimate activity onsets and offsets using ClockLab (Actimetrics, USA) from 

which the total activity during the subjective day and night was calculated. 

(e) Re-entrainment to phase shifted LD cycles:  Activity-rest was recorded in LD12:12 

for the first 5 days following which the flies were subjected to either a 9 h advance or 9 

h delay on day 6, and recorded for next 10 days.  The days taken to re-entrain 

(transients) were estimated by a method similar to that in Sharma and Daan (2002).  The 

phases of activity offsets from day 6 were regressed over the next 10 days to estimate 

the slope and R2 of the regressed line.  R2, also known as the coefficient of 

determination, is a measure of goodness of fit of the regressed line to the data, and 

indicates percentage variation in the data that can be explained by the regression line.  

For instance, R2 = 0.9 indicates that 90% of variability in the data can be explained by 

the regressed line, and therefore higher R2 value would indicate better fit.  After the first 

regression, data from day 6 was removed and those from day 7 were regressed over next 

9 days, followed by 8 days and so on.  This was continued till slope and R2 values of the 

regressed line were closest to zero (complete lack of regression) indicating steady state 

attainment, and therefore complete re-entrainment to new LD cycles.  The number of 

days taken to reach steady state was considered as transients. 

Since re-entrainment rate is known to be a function of the phase of the circadian 

rhythm (limit cycle) at the time of phase shift (Granada and Herzel, 2009), we estimated 



 

Page | 116  

 

block wise re-entrainment rates as follows: (before-shift – after-shift)/transients, and the 

block means were then log transformed and analysed by ANOVA. 

(f) Estimating photic dose response curve (DRC):  The activity of 3 day old flies was 

recorded in LD12:12 (light intensity = 16 × 10-2 Wm-2) for 6 days and transferred to DD 

on day 7.  During the first cycle in DD, different sets of flies were subjected to 5 min 

light pulses of intensities 0, 4 × 10-3, 4 × 10-2, 4 × 10-1 or 4 Wm-2 (0-1000 lux) at 

Circadian Time (CT) 14 and CT22 which represent the phases of maximum phase delay 

and phase advance respectively (Dunlap et al. 2004).  Recording was then continued in 

DD for the next 12 days.  During exposure to light pulse, the activity monitors had to be 

displaced from the recording incubator to the light chamber.  Therefore, to account for 

phase shifts due to physical disturbance during light pulse, additional sets of 

‘disturbance controls’ were maintained, and each set was only physically disturbed at 

the respective phases similar to the experimental flies but were not exposed to light.  

Activity offset of each cycle was marked, a regression line drawn through the activity 

offsets for days 1-6, and extrapolated to predict the phase of offset on day 7 (day of light 

pulse).  Similarly, another regression line was drawn through offsets from days 10-16 

and extrapolated backwards to identify the phase of offset on day 7.  The time difference 

between the phases extrapolated from both the regression lines indicates the magnitude 

of phase shift.  All ‘disturbance controls’ were also analysed in the same way, and the 

phase shift differences between the experimental and disturbance controls were 

considered as the phase shift due to light pulse alone.  This procedure was implemented 

on data from each fly and averaged across flies of a given block to obtain block average. 

Since bright light saturates Drosophila photoreceptors (Juusola and Hardie, 

2001), we reasoned that the light intensity required to elicit maximum phase shift might 

not serve as a reliable measure of photosensitivity, and thus IPS50 was chosen, however, 
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one may also choose IPS25 or IPS75 which represents the first and third quartiles of the 

phase shift distribution.  To estimate the light intensity eliciting 50% of maximum phase 

shift (IPS50 - median of the underlying phase shift distribution), the maximal phase shift 

value for a given block was set to 1, and all other lower phase shift values for that block 

were expressed as the proportion of the maximum phase shift between 0-100% with 

100% being the maximum phase shift.  A nonlinear dose response equation of the form 

Y = 100/(1+10^((LogEC50 – X)*hill – slope)) was fit to the phase shift data using 

simple least squares method in Prism 5 (GraphPad, USA) with phase shift and log (light 

intensity) as ordinate and abscissa respectively.  From this plot, the abscissa 

corresponding to the ordinate value of 50% of maximal phase shift was estimated and 

served as the IPS50.  This procedure was implemented separately for each of the 4 

blocks at two phases (CT14 and CT22).  Details of hill slope calculations can be found 

in Prism 5. 

(g) Estimating area under photic phase response curve (PRC):  Flies were recorded for 

6 days in LD12:12 and on the first day in DD (day 7), they were subjected to a brief 5 

min light pulse of intensity 16 × 10-2 Wm-2s-1 (70 lux) every 4 h starting at CT02, after 

which they were recorded in DD for 12 days.  Phase shift estimation for PRC analysis 

was same as that used for DRC. 

Several nonlinear polynomials were fit to the phase shift data using TableCurve (Systat, 

USA), and from the list of polynomials thus obtained, the polynomial with a 

combination of least number of coefficients and highest R2 (explained earlier) was 

considered (Table 1), and one such polynomial was obtained for every block.  Since we 

were interested in estimating the area under the curve (AUC) and the experimental data 

was obtained at 4 h intervals which is a poor resolution to calculate AUC, we used the 

best fit polynomial to obtain predicted phase shifts at intermediate CT with a resolution 
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of 0.04 h by interpolation.  In other words, from the best fit polynomial of the form y = 

f(x) we calculated the ordinate (y = phase shift) for every increase in abscissa (x = CT) 

by 0.04 h, and the interpolated phase shift values were then used to estimate AUC by 

simple integral under the curve method.  To ensure that the polynomials accurately 

reflected the experimental data, we estimated the sum of squares (SS) values between 

the phase shifts values obtained from the experiment at every 4 h intervals with those of 

the interpolated data from the polynomial.  We found that the SS values were very low 

and did not differ significantly from 0 (t-test at α = 0.01; Figure 2) suggesting that the 

polynomials effectively represented the experimental data.  Block wise AUC values thus 

obtained were subjected to ANOVA and post hoc comparisons. 
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Figure 2: (a)-(c) represent the PRCs plotted from experimental (black line) and 

interpolated (grey line) data from polynomials used to estimate area under the curve for 

the (a) early (b) control and (c) late populations. (d) Sum of squares values indicating 

the goodness of fit between the polynomial and experimental data. All sum of square 

values reported here did not differ significantly from 0 thus indicating the polynomials 

used for AUC analysis reflects the experimental data accurately. 

 

 

 

 

 

Table 1 (next page): Details of polynomials obtained by curve fitting to experimental 

PRC data. The selection of polynomials was based on highest R2 values indicating 

goodness of fit and least number of coefficients. 
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4.3 Results 

(a) late populations exhibit higher arrythmicity under dim constant light (LL) 

To test if early and late populations evolved differential light sensitivity, we assayed 

activity-rest behaviour under dim LL which is known to render the behaviour 

arrhythmic (Konopka et al. 1989). 

Under high light intensity (4 × 10-3 Wm-2), majority of the individuals in all 

populations were arrhythmic (early = 78.29%, control = 90.44%, late = 57.36%; Figure 

3a) and did not differ significantly from each other (F2,6 = 4.97, p > 0.05).  Percentage of 

individuals exhibiting either complex (early = 7.84%, control = 5.83%, late = 20.30%; 

F2,6 = 1.81, p > 0.05; Figure 3a) or free-running rhythm (early = 13.85%, control = 

3.72%, late = 22.32%; F2,6 = 2.62, p > 0.05; Figure 3a) did not differ across populations 

either.  This prompted us to assay the activity-rest rhythm in low light intensity (4 × 10-4 

Wm-2). 

Under dim LL of 4 × 10-4 Wm-2, significantly higher percentage of flies from 

late populations (58.48%) were arrhythmic as compared to early (24.98%) and control 

(21.83%) populations (F2,6 = 22.34, p < 0.001; Figure 3b), while the latter two did not 

differ from each other.  Percentage of individuals exhibiting complex rhythm did not 

differ significantly across early (42.22%), control (43.18%), and late (33.46%) 

populations (F2,6 = 1.19, p > 0.05; Figure 3b), but a significantly lower percentage of 

late populations (8.05%) exhibited free-running rhythm as compared to early (32.75%) 

and control (34.98%; F2,6 = 74.82, p < 0.01; Figure 3b), while the latter two did not 

differ from each other. 

Interestingly, proportion of flies from late populations exhibiting arrhythmic behaviour 

did not differ across the two light intensities but that for early and control increased 
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significantly at high light intensity.  This suggests that besides enhanced light sensitivity 

late populations might have also evolved an oscillator network marked by weak 

coupling, and will be discussed in detail later. 

 

 

Figure 3:  Percentage of early, control and late flies exhibiting arrhythmic (row 1), 

complex (row 2), and rhythmic (row 3) activity-rest behaviour under constant light (LL) 

of high (4 × 10-3 Wm-2; left) and low (4 × 10-4 Wm-2; right) light intensities.  The 

actograms were analysed by Chi-square periodogram and the behaviour was categorized 

as follows.  Free-running rhythm: presence of a single statistically significant period; 

complex rhythm: presence of two or more statistically significant periods and 

arrythmicity: absence of any statistically significant period).  Error bars represent 95% 

CI with asterisks indicating significant differences between populations (p < 0.05).  A 

significantly higher proportion of late populations exhibit behavioural arrythmicity 

under dim LL suggesting that they might have evolved higher light sensitivity. 
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(b) late populations exhibit high amplitude of entrainment (Aent) 

To further confirm if late populations indeed exhibit enhanced light sensitivity, we also 

assessed activity-rest rhythm in LD12:12, the rationale being that higher light sensitivity 

would promote robust entrainment with higher amplitude and power of rhythm. 

ANOVA on activity/h revealed a statistically significant effect of ‘population × 

phase’ interaction (F46,138 = 11.74, p < 0.01), and activity levels of late populations was 

significantly higher at most phases (Figure 4a).  As an additional measure of Aent we 

calculated total activity around the M and E peaks as these are known to be clock 

controlled (Stoleru et al. 2004).  M activity was significantly higher for late populations 

as compared to the other two populations (F2,6 = 9.65, p < 0.05) while the latter two did 

not differ (Figure 4a, b).  Activity around the E peak was also significantly higher for 

late populations (F2,6 = 5.89, p < 0.05) as compared to early populations (Figure 4a, b).  

We also calculated the ratio of daytime/night time activity and found it to be 

significantly higher for late (2.15) populations as compared to that for early (1.72) and 

control (1.93) populations (F2,6 = 20, p < 0.01; Figure 4c).  Further, power of the rhythm 

as estimated by amplitude of the Chi-square periodogram was also significantly higher 

for late (211.64) populations followed by control (202.76) and early (183.34) 

populations (F2,6 = 5.89, p < 0.05; Figure 4d). 

These indicators highlight a relatively robust entrainment in late populations 

even under low intensity LD cycles further suggesting that these populations might have 

evolved higher light sensitivity. 
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Figure 4:  (a) Activity profile expressed as activity counts/h for early, control, and late 

populations under 12:12 h light/dark (LD12:12) cycles.  The shaded region represents 

night phase while the unshaded region represents day.  (b) Total activity around the 

morning (ZT22-02) and evening (ZT10-14) activity peaks for all three populations 

obtained by summing activity counts across the respective windows which span the 

morning and evening peaks respectively.  (c) Ratio of total activity during the day 

(ZT00-12) to that during the night (ZT12-00) for all three populations under LD12:12.  

(d) Amplitude of Chi-square periodogram of activity-rest rhythm for all three 

populations recorded under LD12:12.  Light intensity during the day for all the 

experiments was 4 × 10-4 Wm-2.  Error bars represent 95% CI with asterisks indicating 

significant differences between populations (p < 0.05).  late populations exhibit 

significantly higher amplitude and robust entrainment even under very low light 

intensity. 
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(c) Emergence rhythm in late populations is highly light sensitive 

We further wished to test if the observed effects are restricted to activity-rest rhythm 

alone or if it is manifested in emergence rhythm as well.  Observing similar effects in 

two independent rhythms would strengthen the idea that such differences might stem 

from a common central oscillator governing both the rhythms, and therefore we assayed 

adult emergence of all populations under high and low light intensity LD12:12.  We 

decided to use LD cycles instead of LL because emergence rhythm being a population 

rhythm, it is not meaningful to analyse incidence of arrhythmic and complex phenotypes 

unlike activity rhythm which is studied at the individual level. 

ANOVA on emergence data revealed a statistically significant effect of ‘phase × 

light intensity’ interaction for all three populations (early: F11,33 = 6.85, p < 0.01; 

control: F11,33 = 16.22, p < 0.01; late: F11,33 = 15.81, p < 0.01).  Interestingly, amplitude 

of emergence in early and control populations decreased with reduction in light intensity 

while that for late populations increased significantly (F2,6 = 8.51, p < 0.05; Figure 5a,  

b). 

In addition, Anticipation Index (AI) for late populations increased by 0.33 units 

with decreasing light intensity, significantly higher than early (0.0002) populations 

which exhibited almost no response while control populations responded intermediately 

(0.10) (Figure 5c). 

Similar trends in the differences between population for activity as well as 

emergence rhythms indicate that the observed phenotypes stem from components 

pertaining to a common central clock.  Therefore, we restricted further studies to only 

the activity-rest rhythm. 
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Figure 5:  (a) Adult emergence profile of early, control, and late populations depicting 

number of flies emerging from the pupal case across different times of the day 

(Zeitgeber Time) under two different 12:12 h light/dark (LD12:12) cycles with high (4 × 

10-3 Wm-2) and low (4 × 10-4 Wm-2) light intensities during the day.  (b) Difference in 

entrainment amplitude (Aent) calculated as number of flies at low – high light intensities 

and (c) anticipation index (AI) calculated as (AI at low light intensity – AI at high light 

intensity) of emergence under high and low light intensity LD12:12 for the three 

populations.  AI was calculated as the ratio ‘number of flies emerged 2 h prior to 

ZT00/number of flies emerged 4 h before lights-ON’.  Error bars represent 95% CI with 

asterisks indicating significant differences between populations (p < 0.05).  late 

populations exhibit significantly higher responses to changes in light intensity as can be 

observed in Aent and AI differences.  
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(d) late populations exhibit high intrinsic amplitude (Ao) 

We also reasoned that higher amplitude of entrainment in late populations might not 

necessarily be due to higher light sensitivity but also due to higher intrinsic clock 

amplitude (Ao).  Additionally, previous studies (see introduction) have also reported that 

the ent is correlated with Ao.  To test for these possibilities we estimated the amplitude 

of free-running rhythm (Ao) in all the three populations. 

Ao was found to be significantly higher for late populations (3.02 activity 

counts/min) as compared to early (2.42 activity counts/min) and control (2.41 activity 

counts/min) populations (F2,6 = 24.81, p < 0.01; Figure 6a).  Also, the ratio of activity in 

the subjective day to that of the subjective night was significantly higher in late (5.91) 

populations as opposed to that for early (4.05) and control (3.77) populations (F2,6 = 

13.06, p < 0.01; Figure 6b), while early and control populations did not differ between 

each other for both the measures (Figure 6a, b).  Taken together, these indicators suggest 

that late populations have evolved high amplitude circadian oscillations. 

We further calculated difference in amplitudes of entrained and free-running 

rhythm (amplitude expansion = Aent – Ao).  Amplitude expansion can be influenced by 

both light sensitivity and nature of inter oscillator coupling, and therefore might reveal 

interesting properties of clocks in these populations. 

To facilitate comparison of amplitudes of entrained and free-running rhythm, we 

computed the activity/min values in LD similar to that in DD.  As expected, activity/min 

was found to be highest at the two phases corresponding to the M and E peaks.  

Concordant with earlier results, ANOVA on average activity/min in LD revealed a 

statistically significant effect of population (F1,3 = 31.9, p < 0.001) but not of ‘peak’ or 

‘population × peak’ interaction indicating that the M and E peaks did not differ for a 

given population, and therefore, we averaged the activity/min values across M and E 
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peaks (Figure 7).  The averaged values were then considered as measures of amplitude 

under LD to calculate amplitude expansion. 

While there was a trend of increase in amplitude expansion from early to late, 

ANOVA on ‘amplitude expansion’ values did not reveal any significant effect of 

population (F2,6 = 2.88, p = 0.13) suggesting that the three populations exhibit similar 

amplitude expansion (early = 2.44 activity/min; control = 2.67 activity/min; late = 2.77 

activity/min; Figure 6c).  Therefore, it appears that high amplitude of entrainment in late 

populations is probably driven by high Ao and not necessarily higher light sensitivity. 
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Figure 6:  (a) Intrinsic amplitude (Ao) of early, control, and late populations estimated 

as the highest activity counts/min from 1 h binned average activity profiles across 7 

days.  (b) Ratio of activity during the subjective day to that of the subjective night used 

as an additional measure of amplitude of the rhythm.  (c) Magnitude of amplitude 

expansion calculated as the difference between Aent and Ao of activity-rest rhythm for all 

three populations.  Error bars represent 95% CI with asterisks indicating significant 

differences between populations (p < 0.05).  late populations exhibit significantly higher 

amplitude of free-running rhythm but did not differ in magnitude of amplitude 

expansion. 

 

 

 
Figure 7: Amplitude of entrainment (Aent) estimated as the sum of activity counts 

around the morning (M) and evening (E) peaks averaged across 7 days for all three sets 

of populations under LD12:12 with 4 × 10-4 Wm-2 light intensity during the day.  late 

populations exhibited significantly higher Aent for both M and E peaks as compared to 

the other populations while the M and E peaks did not differ significantly from each 

other for a given population. Asterisks indicate statistically significant differences (p < 

0.05). 
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(e) late populations exhibit reduced rate of re-entrainment 

Ao is inversely related to the phase resetting ability of the clock (see introduction), and 

therefore we tested this proposition by estimating the re-entrainment rates of all 

populations to 9 h phase advance or delay in LD cycles with the rationale that higher Ao 

in late populations would reduce their re-entrainment rate. 

ANOVA on re-entrainment rates revealed a statistically significant effect of 

population for both advance (F2,6 = 10.03, p < 0.05) and delay (F2,6 = 13.03, p < 0.01) 

phase shifts.  The re-entrainment rate of late populations was significantly lower for 

both advance (2.5 h/day) and delay phase shifts (2.5 h/day) as compared to those for 

early (advance = 4.50 h/day; delay = 6.71 h/day) and control (advance = 2.80 h/day; 

delay = 6.30 h/day) populations (Figures 8, 9). 

Had late populations evolved enhanced light sensitivity as suggested by some of 

the earlier results, they would be expected to exhibit high re-entrainment rate as well, 

which is contrary to what we observed.  Therefore, it appears that reduced rates of re-

entrainment in late populations might be driven by their reduced ability to undergo large 

phase shifts due to high Ao value. 
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Figure 8:  Representative actograms depicting re-entrainment of early, control and late 

populations to 9 h phase advanced (column 1) and delayed (column 2) 12:12 h light/dark 

(LD12:12) cycles.  The shaded regions represent night phase.  Bottom panel depicts the 

re-entrainment rates to 9 h phase advanced (left) and delayed (right) LD12:12 cycles.  

Re-entrainment rates were calculated as ‘9 h (magnitude of phase shift)/number of 

transients.  Error bars represent 95% CI with asterisks indicating significant differences 

between populations (p < 0.05).  The figures indicate that late populations take 

significantly longer to re-entrain to both advance and delay phase shifts. 
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Figure 9: Number of days (transients) required for the three sets of populations to re-

entrain to 9 h phase advance and 9 h phase delay in light/dark12:12 cycles.  ANOVA on 

transients revealed a significant effect of population for both advance (F2,6 = 9.52, p < 

0.05) and delay (F2,6 = 6.88, p < 0.05).  In both cases late populations took significantly 

longer to re-entrain as compared to early populations while it significantly differed from 

control for phase advance and not phase delay.  Asterisks indicate statistically 

significant differences (p < 0.05). 

 

(f) late populations exhibit wider entrainment range 

Additionally, we also assessed the entrainment range to test if high Ao in late 

populations would curb its phase resetting ability, and consequently, restrict their 

entrainability to non 24 h T-cycles. 

In T-18, a significantly higher percentage of early (59.85%) populations failed to 

entrain compared to late (20.15%) (Kruskal Wallis H = 8, df = 2, p < 0.05) whereas 

control (30.08%) populations did not differ from either (Figure 10-row 1).  The 

percentage of individuals exhibiting entrainment was almost negligible while 

significantly higher percentage (77.57%) of late populations weakly entrained as 

opposed to 37.86% in early and 69.82% in control populations (Figure 10-row 1). 

In T-20, the percentage of individuals which failed to entrain (free-running) was 

low (early = 8.25%, control = 29.33%, late = 10.01%; Figure 10-row 2) and the 
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populations did not differ significantly (Kruskal Wallis H = 2.59, df = 2, p > 0.05), and 

the same was observed for weakly entrained individuals as well (Figure 10-row 2). 

The percentage of flies exhibiting free-running rhythm in T-28 was 27.30% for 

early, 29.26% for control, and 11.95% for late populations (Figure 10-row 3).  A higher 

percentage of flies weakly entrained (early = 55.00%, control = 59.48%, late = 66.51%) 

as compared to those that entrained (early = 17.70%, control = 11.25%, late = 21.53%; 

Figure 10-row 3), while the populations did not differ in the percentage of flies 

exhibiting free-run (Kruskal Wallis H = 0.58, df = 2, p > 0.05), weak (Kruskal Wallis H 

= 1.65, df = 2, p > 0.05) or complete entrainment (Kruskal Wallis H = 1.82, df = 2, p > 

0.05; Figure 10-row 3). 

When assayed under T-30, a significantly higher proportion of early (70.70%) 

populations failed to entrain as compared to 15.29% of late (Kruskal Wallis H = 6.59, df 

= 2, p < 0.05) whereas close to half of control (48.02%) populations failed to entrain but 

did not significantly differ from the other two (Figure 10-row 4).  The percentage of 

individuals showing weak entrainment did not differ across populations (early = 

25.96%, control = 45.34%, late = 56.25%; Figure 10-row 4), but those that entrained 

was significantly higher for late (28.44%) populations as compared to early (3.33%) and 

control (6.62%) populations (Figure 10-row 4). 

Surprisingly, contrary to our expectation of reduced entrainment range in late 

populations, while both control and late populations entrained to all T-cycles, late 

populations consistently showed higher incidence of entrainment probably driven by 

high zeitgeber sensitivity. 
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Figure 10:  Percentage of early, control, and late populations exhibiting free-run 

(column 1), weakly entrained (column 2) and entrained (column 3) activity-rest rhythm 

in T-18 (row 1), T-20 (row 2), T-28 (row 3) and T-30 (row 4) regimes with light 

intensity during the day being 4 × 10-4 Wm-2.  All actograms were visually analysed and 

the entrained behaviour was categorized based on the following criteria.  Free-run: if 

neither morning nor evening activity components were phase locked to the LD cycles; 

weakly entrained: if one of the two components was phase locked to the LD cycles 

while the other exhibited free-run; entrained: if both activity components were phase 

locked to the LD cycles (Figure 1).  Error bars represent SEM across blocks with 

asterisks indicating significant differences between populations (p < 0.05).  late 

populations appeared to exhibit a wider entrainment range as opposed to the other two 

populations in which lower proportion of individuals entrained to extreme T-cycles. 
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(g) Dose response curves (DRCs) indicate no difference in light induced phase shifts 

In light of the seemingly contradicting results from re-entrainment rate and entrainment 

range assays, we further decided to confirm if late populations actually differ in phase 

resetting ability, and therefore generated DRCs by measuring phase shifts elicited by 

light pulses of increasing intensities at CT14 and CT22. 

As expected, the phase shifts increased with light intensity at both CT14 and 

CT22 (Figure 11a), and ANOVA on IPS50 values reveal a statistically significant effect 

of ‘population’ neither at CT14 (F2,6 = 0.48, p > 0.05; Figure 11a, b) nor CT22 (F2,6 = 

0.78, p > 0.05; Figure 11a, c). 

Therefore, even though high Ao can partly account for reduced re-entrainment 

rate, lack of difference in the DRCs further complicate the interpretability of lower re-

entrainment rate and wider entrainment range in late populations.  Therefore, we 

speculated that the observed differences probably arise from mechanisms apart from 

mere light induced phase resetting. 
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Figure 11 (previous page):  (a) Dose Response Curves depicting phase shifts plotted as 

a function of light intensity (in log units) at CT14 and CT22.  (b) IPS50 (light intensity 

required to elicit 50% of maximal phase shift) values for light exposures at CT14 and (c) 

CT22.  Procedure for estimating IPS50 is detailed in materials and methods.  Briefly, the 

phase shift data was used to fit a nonlinear dose response curve of the form Y = 100/ 

(1+10^ ((LogEC50 – X)*hill – slope)) from which the abscissa value corresponding to 

50% of the maximal phase shift was estimated and served as the IPS50 value.  Error bars 

represent 95% CI.  DRC and IPS50 analysis indicate that the three populations do not 

differ in magnitude of instantaneous phase shifts even across multiple light intensities. 

 

(h) Area under phase response curves (PRCs) suggests continuous effects of light 

Based on the results from previous section, we speculated that wide entrainment range 

might be driven by continuous or tonic effect of light, and not by phasic effects as 

assessed by the DRC.  To test this, we estimated AUC for photic PRCs of all 

populations which is a measure of overall phase shift accumulated over a longer 

duration. 

ANOVA on phase shift values reported a statistically significant effect of 

‘population × phase’ interaction (F10,30 = 2.58, p < 0.05).  late populations exhibited 

larger phase shifts at CT18 as compared to early and control populations (Figure 12a).  

ANOVA on AUC values reported a statistically significant effect of ‘population’ for 

delay phase shifts (F2,6 = 6.22, p < 0.05) and was marginal for advance phase shifts (F2,6 

= 4.48, p = 0.06).  Post hoc comparisons revealed that area under the advance zone was 

considerably smaller for late (19.47 h2) populations as compared to early (33.41 h2) and 

control (169.98 h2) but did not differ statistically (Figure 12b), whereas area under the 

delay zone was significantly greater for late (943.62 h2) populations as compared to 

early (735.76 h2) and control populations (689.66 h2; Figure 12c).  

These results partly suggest that the populations might have evolved differences 

in their ability to integrate light over prolonged durations. 
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Figure 12:  (a) Phase Response Curves depicting magnitude of phase shift elicited by 5 

min light pulse of intensity 16 × 10-2 Wm-2 across different circadian times of the day for 

early, control, and late populations.  (b) and (c) represent the total area under the curve 

(AUC) for advance and delay zones respectively in the three populations.  To estimate 

AUC, the polynomial that best fit to the experimental PRC data was used to interpolate 

phase shift values at intermediate circadian times every 0.04 h.  The interpolated phase 

shift values were then used to estimate the area under the advance and delay zones by 

integral under the curve method.  Error bars represent SEM across blocks with asterisks 

indicating significant differences between populations (p < 0.05).  It can be observed 

that the AUC under the delay zone was significantly higher for late populations 

suggesting a possible role of tonic effects of light on entrainment. 
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4.4 Discussion 

Motivated by the results from our previous studies, in conjunction with those from 

others as discussed in the introduction, we employed populations of D. melanogaster 

selected for early and late emergence to explore the association of circadian clock 

(network) properties with the ent. 

We first assessed if early and late populations might have evolved light 

sensitivity differences.  Significantly higher proportion of late populations were 

observed to exhibit behavioural arrythmicity under dim LL as compared to the other two 

populations which exhibited free-run (Figure 3b), suggesting that late populations might 

have evolved higher light sensitivity.  This was further substantiated by robust high 

amplitude entrainment of both emergence and activity-rest rhythms in late populations 

under low intensity LD cycles (Figures 4, 5).  Alternatively, we reasoned that the high 

amplitude of entrainment in late populations may not necessarily be due to enhanced 

light sensitivity but can also be driven by a high amplitude circadian oscillation, or in 

other words, high amplitude circadian clocks, which turned out to be the case when we 

observed that late populations exhibited high amplitude activity-rest rhythm in DD.  As 

discussed earlier, sensitivity of circadian clocks to zeitgeber is inversely proportional to 

its amplitude.  Therefore, based on the observed higher arrythmicity in late populations 

under dim LL, one would expect circadian clock amplitude in these populations to be 

lower than that of the other populations which is clearly not the case, thus implying that 

higher arrythmicity in late populations might not entirely be due to light sensitivity 

differences but may involve other mechanisms as will be discussed later.  Nevertheless, 

higher Ao in late populations clarifies their reduced re-entrainment rates to both advance 

and delay jetlag (Figure 8).  In other words, higher Ao in late populations would lead to 
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lower Az/Ao thus resulting in small magnitude phase shifts, and consequently reduced re-

entrainment rate which is in accordance with the observed results. 

Having observed divergent clock amplitudes and re-entrainment rates to 

simulated jetlag, we further assessed if such properties were intertwined with phase 

resetting ability of the underlying clocks to gain further insights into how entrainment 

differences might drive early and late emergence chronotypes.  Intriguingly, contrary to 

the observations by Pittendrigh (1967, 1981a) and Pittendrigh and Takamura (1987, 

1989), despite Ao differences, early and late populations did not differ in their phase 

resetting ability even across light intensities spanning orders of 104 (Figures 11, 12); 

whereas late populations exhibited wider entrainment range (Figure 10) which appears 

counterintuitive under the realms of the discrete entrainment model (Pittendrigh, 1960).  

However, the underlying assumption of this model is that light instantaneously shifts the 

clock phase, which even though successfully tested, has been reconsidered multiple 

times motivating the proposal of a modified discrete entrainment model involving 

continuous (tonic) effect of light (Pittendrigh and Daan, 1976b).  Therefore, even though 

late populations do not differ in instantaneous phase shifts, the wider entrainment range 

in these populations might additionally be facilitated by tonic effects of light over longer 

durations.  Previously, Vaze et al (2012a) reported that when entrained to skeleton 

photoperiod comprising 15 min light pulses in the morning and evening, none of the 

populations exhibited their respective ent as observed in LD12:12, but when entrained 

to asymmetric skeleton photoperiods, late populations required longer duration of light 

(6 h) in the morning while early populations required longer light duration in the 

evening to exhibit their respective ent, indicating that these populations integrated light 

information over prolonged durations.  This proposition is further supported by the 

observation that the accumulated phase shifts over longer duration (as estimated by the 
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AUC) in the delay zone of the PRC of late populations is significantly greater as 

compared to the other populations thereby suggesting the role of both phasic and tonic 

effects of light in late populations. 

Previously, we had reported that early and late populations might have evolved 

dominant M and E oscillators or neurons (Kumar et al. 2007b), whose coupling and 

consequently dominance is known to change with photoperiod thus driving seasonal 

adaptations (Grima et al. 2004; Stoleru et al. 2004, 2007).  As a further extension of 

Kumar et al (2007b), most if not all of the results of our study can be explained in the 

framework of dominant E neurons in late populations.  E neurons primarily contribute to 

delay phase shifts (Stoleru et al. 2005), and thus can account for larger AUC in delay 

zone of late populations.  Alternatively, enhanced AUC in the delay zone might also be 

facilitated by higher CRY expression in the E neurons.  This proposition also explains 

several of our observations in late populations.  CRY in E neurons considerably reduces 

the ability of the M neurons to dominate over the E neurons (Zhang et al. 2009) thus 

rendering the latter relatively independent.  Also, E neurons alone have been implicated 

to maintain rhythmicity in LL (Stoleru et al. 2007).  Therefore, higher CRY levels in the 

E neurons of late populations would render them more sensitive to LL thus abolishing 

molecular oscillation, and consequently drive arrythmicity.  Furthermore, dominant E 

neurons might underlie higher evening activity in late populations while PDFR only in 

E neurons can also drive high morning activity (Lear et al. 2009) which might explain 

high amplitude of M peak in late populations (Figures 4, 7).  Alternatively, the morning 

activity can also be due to higher light induced activity or masking.  Either ways, the 

high Aent in late populations can be accounted for by dominant E neurons. 

As discussed earlier, arrhythmic phenotypes observed in late populations even 

though are suggestive of higher light sensitivity, other results do not entirely support this 
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idea.  Furthermore, arrythmicity in late populations did not increase with increasing 

light intensity (Figure 1).  Therefore, it appears that other factors apart from light 

sensitivity might underlie the observed LL phenotypes.  This can alternatively be 

explained in terms of coupling of constituent neuronal oscillators in late populations.  In 

principle light induced decoupling of constituent oscillators can facilitate mutual 

desynchrony and consequently behavioural arrythmicity.  Observations in pdf01 flies 

(Yoshii et al. 2009) suggest that PDF or PDFR driven reduction in coupling can also 

desynchronize individual clock neurons leading to behavioural arrythmicity.  

Additionally, reduction in PDF or PDFR levels can reduce M neurons’ influence over E 

neurons in late populations.  Therefore, reduced coupling strength driven by decrease in 

PDF or PDFR levels can underlie the observed LL phenotypes in late populations. 

Re-entrainment to simulated jetlag in Drosophila is known to involve the E 

neurons which undergo phase shift followed by resynchronization by the M neurons, 

and this resynchronization is weakened when the two sets are rendered independent 

(Lamba et al. 2014).  While enhanced CRY in the E neurons might facilitate large 

magnitude phase resetting in the E neurons, reduced coupling might attenuate 

resynchronization rate of the M neurons, resulting in lower re-entrainment rates in late 

populations. 

Can the hypothesized reduction in coupling in late populations account for the 

observed amplitude changes?  The effect of coupling on amplitude is dependent on the 

nature of coupling.  Pure mean field coupling enhances amplitude by facilitating 

resonance between constituent oscillators, whereas diffusive coupling is known to have 

an opposite effect (Bordyugov et al. 2011).  Moreover, heterogeneous nature of coupling 

rather than pure mean field or diffusive coupling is believed to drive synchronization 

among the circadian clock neurons (reviewed in Welsh et al. 2010), thus making it 
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difficult to attribute the observed amplitude differences in late populations to any 

particular coupling mechanism.  Nevertheless in light of previously reported evolution 

of dominant M and E oscillators in early and late populations (Kumar et al. 2007b), and 

both theoretical and experimental studies reporting coupling strength to be intertwined 

with oscillator amplitude (reviewed in Helfrich-Förster et al. 2005; Welsh et al. 2010; 

Bordyugov et al. 2011), ent and entrainment range (Abraham et al. 2010; Bordyugov et 

al. 2011) all of which differ between early and late populations, it is highly likely that 

coupling differences might underlie the observed late phenotypes, but awaits 

experimental validation.  We acknowledge that the above discussed bases for the 

observed phenotypes are speculative and built entirely on the available information.  

Nevertheless, they provide interesting testable hypotheses that might shed light on the 

M-E oscillator system. 

To summarize, we report that selection for delayed ent of emergence results in 

the coevolution of large amplitude circadian clocks characterized by low relaxation rates 

(weak oscillators), and altered zeitgeber sensitivities (tonic effects of light), and drawing 

inferences from ours as well as from previous studies (Pittendrigh, 1981b; Abraham et 

al. 2010; Bordyugov et al. 2011; Granada et al. 2013) we further hypothesize that ent 

differences can also stem from different coupling strengths between the constituent 

neurons or oscillators.  In addition to these core clock properties, differences in 

downstream pathways are also highly likely to further contribute to ent variation, and 

needs to be addressed.  Having observed that amplitude, zeitgeber sensitivity and 

relaxation rates are associated with emergence chronotype; it would be intriguing to 

explore how these properties influence other aspects of entrainment such as rhythm 

stability and adaptation to seasonal changes in nature. 
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CHAPTER 5 

late populations exhibit higher accuracy of 

entrainment 
 

 

 

 

 

 

 

 

The contents of this chapter is due to be published as the following short communication article:  

KL Nikhil, KM Vaze and VK Sharma (2016) Late emergence chronotypes of fruit flies 

Drosophila melanogaster exhibit higher accuracy of entrainment. Chronobiology International. 

(In press).  
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5.1 Introduction 

Circadian clocks schedule physiology and behavioural processes at favourable times of 

the day via the process of entrainment which is characterized by the establishment of a 

stable and reproducible phase-of-entrainment (Ѱent; Daan and Aschoff, 2001).  The 

ability to consistently exhibit high accuracy (low day to day variability) in Ѱent in the 

face of stochastic zeitgeber fluctuation in nature is considered to be adaptive, and 

therefore genetic mechanisms underlying accuracy of entrainment is likely to experience 

natural selection (Sharma, 2003).  Among the factors presumed to facilitate accuracy of 

entrainment are precision (low cycle to cycle variability in free-running), organisms' 

sensitivity to zeitgebers, and day to day variation in zeitgebers (Beersma et al. 1999).  

Theoretical studies have revealed that linear response characteristics of phase response 

curve (PRC) and gated response to light also facilitate stable entrainment (Stelling et al. 

2004; Rand et al. 2006; Thommen et al. 2010; Pfeuty et al. 2011), but await critical 

empirical validation. 

The term ‘Chronotype(s)’ (Ehret, 1974) refers to inter individual variation in Ѱent 

with some individuals exhibiting advanced and others delayed Ѱent, generally in the 

context of human sleep-wake cycles (Roenneberg, 2012).  However, such variation in 

Ѱent is also widely observed in several other species (Aschoff and Pohl, 1978).  

Chronotype has gained considerable attention due to its predominant influence on 

factors that affect the 'quality of life' such as psychological and neurological well-being 

(Mecacci and Rocchetti, 1998; Giannotti et al. 2002), substance abuse (Adan, 1994; 

Mecacci and Rocchetti, 1998; Taillard, 1999) and cognitive functions (Roenneberg, 

2012).  Late chronotypes in humans with inherent preference to wake up late in the day 

and sleep late at night thus establishing a delayed Ѱent have generally been associated 

with poor quality of life due to their struggle to remain in sync (although misaligned) 
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with the societal schedule; termed as 'social jetlag' (Roenneberg, 2012).  Consequently, 

large differences in the duration and phase of sleep-wake cycles between weekdays and 

weekends are observed in late chronotypes resulting in reduced stability of entrainment 

(Roenneberg et al. 2003; Wittman et al. 2006). 

Chronotype variation has been found to be associated with clock properties such 

as period, amplitude and light sensitivity in several species including humans (Aschoff 

and Pohl, 1978; Pittendrigh and Takamura, 1987; Wright et al. 2005; Rémi et al. 2010) 

thus proposing a causal role for clock properties and entrainment mechanisms in 

chronotype variation.  However, inferences drawn about associations between circadian 

clock properties and chronotypes in humans cannot be generalized considering several 

confounding factors such as inter population genetic differences, age, sex, social 

environment and questionnaires used (reviewed in Levandovski et al. 2013), thus calling 

for a suitable model system for such studies under controlled laboratory setting which 

would also facilitate dissection of the molecular genetic bases of chronotype variation.  

Recently, genetic and molecular bases of chronotype variation have been investigated in 

mouse (reviewed in Pfeffer et al. 2015a; Pfeffer et al. 2015b) and Drosophila (Pegoraro 

et al. 2015).  The study on bmal-/- mice displaying late chronotype in spontaneous 

locomotor activity reported reduced rhythm stability (Pfeffer et al. 2015b).  Such 

individuals also recovered significantly faster from advance and delay jetlag, but did not 

differ in their retinal response to light as compared to controls (Pfeffer et al. 2015b).  In 

a separate study, Pegoraro et al (2015) identified differentially expressed candidate 

genes between two isogenic strains of Drosophila Genetic Reference Panel (DGRP) 

exhibiting early and late chronotypes.  Inferences on molecular genetic bases of 

chronotypes primarily drawn on the basis of association between chronotype and rhythm 

stability (Pfeffer et al. 2015b) or transcriptional landscape variation (Pegoraro et al. 
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2015) may not be appropriate because individuals representing early and late 

chronotypes were not sampled from the same parental strain but belonged to two 

separate highly inbred strains.  Consequently, one cannot rule out the possibility that 

such associations are not spurious genetic correlations arising from (a) unknown genetic 

differences between the ancestral strains, or (b) inbreeding induced random fixation of 

alleles at different loci due to small population sizes during maintenance, and the lack of 

sufficient genetic variation in the founding populations. 

Considering the above discussed concerns we initiated a long term laboratory 

selection on Drosophila melanogaster populations to study the evolution of circadian 

clock properties in response to selection for morning (early) and evening (late) 

emergence, which consequently evolved divergent emergence phases and clock periods 

in addition to several other properties (Kumar et al. 2007a; Nikhil et al. 2014).  

Interestingly, contrary to the findings of Pfeffer et al (2015a), results from our recently 

concluded experiments suggest that late populations have reduced ability to recover 

from advance and delay jetlags.  In light of the above discussed reports, we further asked 

if early and late populations differ in two key clock properties - accuracy and precision 

(Daan and Beersma, 2002; Kannan et al. 2012a), and whether such associations are 

specific to any particular rhythm and environmental condition. 

We report that under light/dark (LD) cycles, accuracy of both emergence and 

activity-rest rhythms is significantly higher in late populations as compared to early 

populations, a trend which is consistently observed across multiple environments 

including thermophase/cryophase (TC) cycles and semi natural (SN) conditions.  

Furthermore, we report that enhanced accuracy does not stem from precision of 

circadian clocks but from differential genotype × environment interaction.  Our results 

thus demonstrate a genetic correlation between accuracy of entrainment and chronotype, 
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suggesting that difference in entrainability and associated clock properties may 

contribute to chronotype variation. 

5.2 Materials and methods 

(a) Experimental populations:  Details of experimental populations and maintenance 

protocol are described in chapter 2. 

(b) Adult emergence rhythm assay:  The basic protocol for adult emergence rhythm 

assay is described in chapter 2.  Briefly, following egg collection, the vials were 

transferred to respective environmental regimes for pre-adult development.  LD 

constituted of 12 h each of light and darkness at 25 oC and TC comprised 12 h each of 

18 oC and 28 oC in constant darkness (DD).  SN comprised an outdoor enclosure in 

JNCASR, Bangalore (12o59′ N 77o35′ E).  Light intensity varied between 1 × 10-3 Wm-2 

at night and ~230 Wm-2 during the day, and temperature varied between 12 oC and 28 

oC.  Detailed description of the same can be found in Vaze et al (2012b).  To account for 

the possibility that the observed accuracy of entrainment does not stem from light 

induced masking, assays were performed at high (4 × 10-1 Wm-2) and low (4 × 10-4 Wm-

2) light intensities. 

(c) Activity-rest rhythm assay:  The basic protocol for activity-rest rhythm assay is 

described in chapter 2.  The activity-rest assay was performed under LD, TC, and SN, 

the data thus obtained was used to calculate day wise phase of activity similar to that for 

emergence rhythm.  Phases of emergence and activity-rest rhythms were computed 

using custom written codes in R (R Development Core Team, 2011) and Matlab (Matlab 

R2011a, The MathWorks Inc., Natick, MA, 2011).  For estimating the precision, period 

of each individual was calculated, and modulo τ actograms were plotted by normalizing 

the free-running rhythm of each individual by its period in ClockLab (Actimetrics, 
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USA).  This modulo τ plot was then used to mark day wise phases of activity onsets and 

offsets using ClockLab, which was then used to calculate precision of respective phase 

markers.  Only individuals whose activity-rest data could be obtained for a minimum of 

4 days were considered for analysis.  With the same rationale as described above for 

emergence, activity-rest rhythm assays were performed at high (4 × 10-1 Wm-2) and low 

(4 × 10-4 Wm-2) light intensities. 

(d) Statistical analyses:  The reciprocal of standard deviation (SD) of day wise phase of 

activity and phase of emergence under different environmental cycles (LD, TC, and SN) 

was used as an estimate of accuracy [accuracy = (SD of daily phases of entrained 

rhythm)-1] while that of activity onset and offset phases in DD were used as an estimate 

of precision [precision = (SD of daily phases of free-running rhythm)-1].  Accuracy and 

precision estimated for each individual was then averaged across individuals of a given 

block, and the block wise mean accuracy and precision thus obtained were analysed by 

randomized block design Analysis of Variance (ANOVA) followed by post hoc multiple 

comparisons by Tukey's HSD method at a significance level of 0.05. 

5.3 Results 

(a) late populations exhibit higher accuracy in light/dark (LD) cycles 

Accuracy of mean emergence phase in LD did not reveal a statistically significant effect 

of population at high light intensity of 4 × 10-1 Wm-2 (F2,6 = 1.08, p > 0.05) suggesting 

that the populations did not differ in accuracy of emergence rhythm.  We speculated that 

high light intensity induced masking might reduce inter population differences, and 

therefore we estimated accuracy of the rhythm under low light intensity of 4 × 10-4 Wm-

2.  At low light intensity, we observed a statistically significant effect of population (F2,6 

= 64.74, p < 0.0001) with late populations exhibiting significantly higher accuracy as 
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compared to both early and control populations which did not differ among each other 

(Figure 1-left panel). 

Similarly, difference in accuracy of the activity-rest rhythm under high light 

intensity was statistically not different between populations (F2,6 = 0.61, p > 0.05), but 

late populations exhibited a significantly higher accuracy (F2,6 = 59.37, p < 0.001) under 

low light intensity as compared to both early and control populations which did not 

differ among each other (Figure 1-right panel). 
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Figure 1:  Daily phases in ZT (ZT00 indicates time of lights-ON) of emergence (left 

panels) and activity-rest (right panels) rhythms in (a) early (circles), (b) control 

(squares), and (c) late (inverted triangles) populations under 12:12 h light/dark (LD) 

cycles.  Grey and black symbols indicate phases under high (4 × 10-1 Wm-2) and low (4 

× 10-4 Wm-2) light intensity LD cycles respectively while grey and black lines indicate 

mean phases across all days of recording under high and low light intensities.  d) 

Accuracy of emergence (left panel) and activity-rest (right panel) rhythms for all three 

populations under high (grey bar) and low (dark bar) light intensity LD cycles.  Error 

bars represent 95% CI, and asterisks indicate statistically significant difference (p < 

0.05). 
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(b) late populations exhibit higher accuracy in thermophase/cryophase (TC) cycles 

We further assayed both the rhythms in TC to examine if enhanced accuracy observed in 

late populations was restricted to LD alone or if it persists under novel environments as 

well. 

A statistically significant effect of population for both emergence (F2,6 = 30.59, p 

< 0.001) and activity-rest (F2,6 = 20.56, p < 0.01) rhythms was observed with late 

populations exhibiting higher accuracy for both the rhythms as compared to early and 

control populations while the latter two did not differ statistically (Figure 2). 
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Figure 2 (previous page):  Daily phases in ZT (ZT00 indicates time of temperature 

upshift from 18 oC to 28 oC) of emergence (left panels) and activity-rest (right panels) 

rhythms in (a) early, (b) control, and (c) late populations under 12:12 h 

thermophase/cryophase (TC) cycles.  (d) Accuracy of emergence (left panel) and 

activity-rest (right panel) rhythms for all three populations under TC.  All other details 

are same as that described in Figure 1. 

 

(c) late populations exhibit higher accuracy in semi natural (SN) conditions 

We then tested if higher accuracy in late populations persists even in SN where 

organisms in addition to experiencing gradual changes in zeitgebers, also face day to 

day stochastic fluctuations in zeitgebers. 

A statistically significant effect of population for both emergence (F2,6 = 11.67, p < 

0.01) and activity-rest rhythms (F2,6 = 10.00, p < 0.05) was observed, and accuracy of 

emergence rhythm for late populations was significantly higher than early but not 

control populations (Figure 3-left panel), while that of activity-rest rhythm was higher in 

late populations than both early and control populations (Figure 3-right panel). 
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Figure 3:  Daily phases in ZT (ZT00 indicates time at which light intensity crossed 0 

Wm-2) of emergence (left panels) and activity-rest (right panels) rhythms in (a) early, (b) 

control, and (c) late populations under semi natural (SN) conditions.  (d) Accuracy of 

emergence (left panel) and activity-rest (right panel) rhythms for all three populations 

under SN.  All other details are same as that described in Figure 1. 

 

(d) early and late populations do not differ in precision of circadian clocks 

We asked if the accuracy differences observed between the populations are attributable 

to differences in precision of their circadian clocks and therefore assayed activity-rest 

rhythm under DD. 
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We did not observe a statistically significant effect of population neither for phase of 

onset (F2,6 = 4.30, p > 0.05) nor phase of offset (F2,6 = 4.23, p > 0.05) suggesting that 

circadian clock precision does not mediate differences in accuracy of entrainment 

between early and late populations (Figure 4). 

 

Figure 4:  Daily phases (normalized by the clock period) of activity onset (dark 

symbols) and offset (grey symbols) for (a) early, (b) control, and (c) late populations in 

constant darkness (DD at 25 oC).  The black and grey lines indicate mean onset and 

offset phases respectively across all days of recording.  (d) Precision of activity onset 

(dark bars) and offsets (grey bars) for all three populations in DD.  All other details are 

same as that described in Figure 1. 
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5.4 Discussion 

Results derived from mathematical models (Beersma et al. 1999; Tommen et al. 2010; 

Pfeuty et al. 2011) partly supported by experimental observations (Pittendrigh and Daan, 

1976; Kannan et al. 2012a, b) suggest that accuracy of entrainment depends on the 

nature of entraining signals, zeitgeber sensitivity, PRC response characteristics, clock 

period and precision.  Since some of these properties are also associated with 

chronotype variation, we hypothesized that such differences might influence accuracy 

and precision of rhythms in early and late populations.  We observed that late 

populations exhibit higher accuracy as compared to early and control populations for 

emergence as well as activity-rest rhythms only under low but not high intensity LD 

cycles (Figure 1).  A closer examination of the data to reason the lack of difference at 

high intensity revealed that accuracy of both the rhythms in early and control 

populations increases at high intensity as compared to low intensity whereas that for late 

populations remains higher under both the intensities.  Thus, late populations exhibit 

higher accuracy regardless of strength of the zeitgeber (Figure 1), whereas the enhanced 

accuracy in the other two populations at high light intensity is probably due to light 

induced masking.  Interestingly, late populations exhibit higher accuracy even under TC 

(Figure 2) thus suggesting that higher accuracy in late populations is unlikely to be 

driven by light sensitivity differences alone but may also involve other mechanisms.  

We further examined if late populations exhibit higher accuracy under SN, which, in 

addition to gradual changes and phase difference between light and temperature cycles, 

is also characterized by daily stochastic fluctuations in environmental variables thus 

posing to be considerably challenging for organisms as compared to the controlled 

laboratory conditions.  Once again, late populations exhibited higher accuracy in both 

the rhythms as compared to early populations (Figure 3).  Previously, Kannan et al 
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(2012b) had reported that populations selected for higher accuracy of emergence rhythm 

in LD also exhibit higher accuracy in TC and SN, similar to that of ours.  Observing 

similar results from multiple studies further suggest that mechanisms governing 

accuracy of entrainment are conserved across rhythms and are not restricted to light 

input pathways alone but constitute core clock mechanisms that integrate information 

from multiple zeitgebers to facilitate stable entrainment to various environmental cycles.  

However, the contribution of clock input and clock output components cannot be 

entirely disregarded. 

Kannan et al (2012a) had reported that D. melanogaster populations selected for 

higher accuracy of emergence rhythm coevolved precise circadian clocks suggesting 

that clock precision might drive enhanced accuracy of entrainment.  Additionally, 

studies have reported correlations between clock period and precision such that clocks 

with periods close to 24 h are more precise (Pittendrigh and Daan, 1976; Lakin, 1985; 

Sharma and Chandrashekaran, 1999; Oklejewickz, 2001), however, other studies fail to 

observe such correlations (Bittman, 2012).  Pittendrigh and Daan (1976) reported that 

accuracy of entrained rhythm is lowest when clock period matches that of the external 

cycle and proposed that natural selection would favour individuals with clock period 

close to but not exactly 24 h.  Therefore, it appears that a collective interplay between 

higher precision and near 24 h clocks facilitates enhanced accuracy of entrainment.  

However, we observe that clock period of early (τ = 23.6 h) and late (τ = 24.2 h) 

populations even though are statistically different (Kumar et al. 2007a), their clock 

precision does not differ (Figure 4).  Furthermore, both control (τ = 23.8 h) and late (τ = 

24.2 h) populations deviate equally from 24 h but control populations do not exhibit 

accuracy comparable to late populations.  These results collectively suggest that higher 
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accuracy in late populations is driven neither by precise circadian clocks nor by the 

period proximity to that of the zeitgeber. 

Previous studies have acknowledged that accuracy of entrainment requires both phase 

and period responses of circadian clocks (Beersma et al. 1999).  Vaze et al (2012a) have 

shown that even though early and late populations entrain to short recurrent light pulses 

during morning and evening (skeleton photoperiods), they could not entirely achieve 

their characteristic LD emergence waveform.  Instead, the populations required light for 

different durations in the morning and evening to achieve their representative emergence 

waveforms (Vaze et al. 2012a).  Additionally, studies in progress in our laboratory 

suggest that the two populations do not differ considerably in instantaneous phase 

responses to light pulses but exhibit differences in integrating light over longer 

durations.  Thus it appears that light sensitivity differences along with both phase and 

period responses underlie accuracy of entrainment in late populations.  While all of the 

above mentioned studies have assessed responses to light alone, observing higher 

accuracy of entrainment in late populations under both TC and SN regimes suggests that 

such response characteristics are conserved across multiple zeitgebers. 

Two interrelated questions that arise from our results are ‘why have late 

populations evolved higher accuracy?’ and ‘what is the ecological relevance of such a 

chronotype-accuracy association?’  The evolution of emergence waveforms in early and 

late populations has shown some clear trends with early populations evolving advanced 

phase and narrow emergence gate while late populations evolved delayed phase and 

wider emergence gate (Kumar et al. 2007a).  Consequently, the narrow gate of 

emergence in early populations may allow the emergence of relatively less accurately 

entraining genotypes within early selection window whereas, the wider gate of 

emergence in late populations would allow emergence of only accurately entraining 
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genotypes in late selection window.  Additionally, the window of selection for early 

populations (ZT21-01) spans the night-day transition while that for late populations is 

12 h later (ZT09-13).  Recent experiments have revealed that a large proportion of flies 

from early populations exhibit enhanced response (masking) to night-day transition 

suggesting that lower accuracy in these populations can probably be compensated by 

masking response.  Additionally, we also observe that area under the delay zone of the 

PRC for early and late populations is significantly greater as compared to that of their 

advance zones.  Therefore, early populations with clock period of 23.6 h would entrain 

by undergoing larger phase delays whereas late populations with 24.2 h period cannot 

stably entrain due to its inability to undergo large phase advances, and thus would 

require additional compensatory mechanisms to facilitate higher accuracy of 

entrainment.  Therefore, since a combination of factors such as reduced gate width and 

masking responses to light, and PRC can facilitate early emergence, early populations 

might not have experienced a strong selection pressure for evolving higher accuracy.  

The onset of rhythmic behaviours in late chronotypes generally occurs post-sunrise (in 

case of diurnal organisms) or post-sunset (in case of nocturnal organisms).  If such 

organisms harbour a less accurate clock, small errors in time keeping in addition to daily 

stochastic variation in environment might considerably advance or delay the behaviour 

either too early or too late which may be maladaptive.  This might further facilitate a 

mismatch between external cycles and behavioural and metabolic cycles which might 

prove detrimental to the organism.  Early chronotypes on the other hand schedule 

behaviours pre-sunrise or sunset depending on diurnality or nocturnality respectively, 

and even if the internal clock fails to accurately track local time, organisms can still 

manage to exhibit rhythmic behaviours during the day or night by masking.  Since 

rhythmic processes in late chronotypes generally occur after sunrise or sunset which 
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does not provide any environmental factors for masking, late chronotypes probably 

require an accurate time keeping mechanism.  While our results suggest that evolving 

mechanisms that ensure higher accuracy is probably critical for late chronotypes, and 

that the more delayed the Ѱent is, the less likely is the possibility that the organisms will 

be aided by masking to dawn and dusk transitions therefore requiring a more accurate 

time keeping mechanism; the same proposition will also hold true for early chronotypes 

as well.  But due to the nature of selection window imposed, which is relatively closer to 

morning (ZT21-01), the selection pressure on early populations is not as strong as that 

for late populations whose selection window is almost 12 h later (ZT09-13), and 

therefore it is not surprising that accuracy of daily rhythm in early populations is similar 

to control populations. 

Even though it is tempting to assume that robustly observed high accuracy in 

late populations might be advantageous over their early counterparts, it is essential to 

consider that such enhanced features might be associated with trade-offs, a universal 

aspect of biological systems (Kitano, 2007).  In principle, while enhanced zeitgeber 

sensitivity and feedback control mechanisms (to correct for day to day variation in 

zeitgebers) can help attain stable entrainment, the same can also be achieved by 

evolving mechanisms that facilitate phase insensitivity.  Nevertheless, evolution of 

either higher zeitgeber sensitivity or phase insensitivity can potentially be associated 

with other trade-offs.  For instance, when organisms are faced with seasonal transitions 

involving large daily changes in environment, higher zeitgeber sensitivity and strong 

feedback mechanisms might lead to phase shift overshoots rendering the system 

unstable.  Alternatively, high phase insensitivity might reduce the ability of the 

organism to reentrain to seasonally changing environment cycles.  This corroborates the 

observed reduction in reentrainment rates to both advance and delay simulated jetlag in 
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late populations as discussed earlier.  Such observations have also been reported in 

humans with extreme chronotypes experiencing higher travel direction dependent jetlag 

induced fatigue but have been attributed to clock period difference alone (Roenneberg, 

2012) whereas the above discussed factors can also underlie such observations.  The 

results from our study can be further extended to understand the possible contributory 

roles of clock precision, PRCs and accuracy of entrainment to better evaluate differences 

in entrainment and its consequences on several factors including the ability to recover 

from jetlag in human chronotypes.  Furthermore, such trade-offs associated with the 

evolution of higher accuracy and possible consequences of phase stability due to minor 

time keeping errors might be maladaptive and can be one of the reasons for observing 

low proportion of individuals with extreme chronotypes in natural populations. 

Thus, in addition to earlier studies that reported clock properties such as period 

and PRC to be associated with chronotype variation, our study provides evidence for the 

existence of genetic correlations between mechanisms underlying accuracy of 

entrainment and that of chronotype variation further suggesting that the establishment of 

a delayed phase-of-entrainment is probably facilitated by or requires a relatively more 

accurate circadian rhythms which may not necessarily stem from inherently precise 

clocks.  Even though period and PRC differences are generally associated with 

chronotype differences, our results suggest that accuracy of entrainment may 

additionally contribute to chronotype variation thus highlighting a complex interplay of 

several clock properties in the determination of Ѱent.  Further studies might help 

elucidate such mechanisms and possible trade-offs associated with the evolution of 

higher accuracy in late populations. 
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CHAPTER 6 

Molecular correlates of circadian clocks in 

early and late populations 
 

 

 

 

 

 

 

 

The contents of this chapter is due to be published as the following research article:  

KL Nikhil, L Abhilash and VK Sharma (2016). Molecular correlates of circadian clocks in fruit fly 

Drosophila melanogaster populations exhibiting early and late emergence chronotypes Journal of 

Biological Rhythms. (In press). 
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6.1 Introduction 

Circadian clocks time rhythmic behaviours in consultation with environmental (zeitgeber) 

cycles by establishing a stable and reproducible phase relationship, a trait known to vary 

considerably across species spanning invertebrates to humans (Aschoff and Pohl, 1978).  

Such variation in ent is also observed across conspecific individuals, a well-known 

example of which is the variation for preferred sleep-wake timing in humans (termed as 

chronotypes; Roenneberg, 2012).  Chronotypes are found to be associated with circadian 

clock period (τ) such that early chronotypes have shorter and late chronotypes longer τ 

(Duffy et al. 1999; Roenneberg, 2012).  Such τ-ent associations have been observed in a 

wide variety of species (Aschoff and Pohl, 1978) thus highlighting its evolutionarily 

conserved nature. 

While it is encouraging that recent studies have proposed the use of mouse models 

for examining circadian clock-chronotype associations (reviewed in Pfeffer et al. 2015a), 

such models do not conform to the widely observed τ-ent associations.  For instance, in 

Wisor et al (2007), mice which exhibited early chronotypes did not have shorter τ.  

Similarly, cry1 and cry2 KO mice, which in spite of having large differences in τ, did not 

show chronotype divergence (Spoelstra et al. 2004).  In yet another study (Pfeffer et al. 

2015b) it was reported that bmal KO mice resemble late chronotypes but were arrhythmic 

under constant darkness (DD).  In a recent study on inbred strains of Drosophila (DGRP), 

large scale differences in transcriptional landscapes were reported between the strains 

exhibiting early and late emergence chronotypes (Pegoraro et al. 2015).  Surprisingly, 

contrary to the widely reported circadian clock-chronotype associations, the authors did not 

report differences in the expression of any of the circadian genes.  While these results raise 



Page | 163  

 

serious doubts regarding the role of circadian clocks in the regulation of chronotype, it is 

also important to note that in several of these studies (Spoelstra et al. 2004; Wisor et al. 

2007; Pegoraro et al. 2015) individuals exhibiting early and late chronotypes were derived 

from genetically different strains and therefore were of different genetic background, which 

is known to considerably modify circadian behaviours (Shimomura et al. 2001; Bittman, 

2012 and citations therein).  Furthermore, some of the mice strains were also deficient in 

one or more core circadian genes, an unlikely scenario in natural populations.  In addition, 

since in many cases the strains were highly inbred (Spoelstra et al. 2004; Pegoraro et al. 

2015; Pfeffer et al. 2015b) and therefore lacked genetic variation, they do not mirror natural 

populations which are likely to be outbred and harbour large genetic variation (reviewed in 

Ellegren and Sheldon, 2008).  Therefore, inferences drawn regarding the molecular genetic 

bases of circadian clock-chronotype associations from such studies cannot be generalized. 

With an intention to study the circadian clock properties underlying ent variation, 

we initiated a long term study wherein 4 populations each of early (selected for emergence 

early in the morning) and late (selected for emergence late in the evening) populations were 

raised by imposing artificial selection on four large (~1200 individuals each) control 

populations of D. melanogaster.  The use of replicate, large populations would negate the 

possibility of the observed phenotypes arising due to random genetic drift and is likely to 

ensure maintenance of large genetic variation mirroring natural populations.  In a previous 

study (Kumar et al. 2007a), we had shown that at generation 55 the populations had 

diverged from each other such that they exhibited relatively higher emergence in the 

morning (early emergence chronotype) or in the evening (late emergence chronotype), and 

in addition, early and late populations evolved shorter and longer τ respectively for both 
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adult emergence and activity-rest rhythms, which is in agreement with the τ-ent 

associations discussed earlier.  Over the years, we have documented evolutionary 

divergence in several circadian clock properties such as photic phase response curves 

(PRCs) for both emergence and activity-rest rhythms, temporal light sensitivity, accuracy of 

entrainment and circadian network coupling between the two populations (Kumar et al. 

2007a; Vaze et al. 2012a; Nikhil et al. 2016a, b).  These results strongly suggest that in 

addition to evolving divergent core circadian oscillators, early and late populations have 

also evolved differences in input and output pathways.  In this study, we intended to explore 

molecular correlates of chronotype differences in early and late populations, and studied 

mRNA expression profiles of some of the core circadian genes - period (per), timeless (tim) 

and clock (clk).  We also assessed mRNA profiles of cryptochrome (cry) and vrille (vri), 

which can be broadly classified as clock input and output components (reviewed in Hardin, 

2011).  Furthermore, in light of earlier studies suggesting the evolution of a weakly coupled 

circadian oscillator network in late populations (discussed in Nikhil et al. 2016b), we also 

examined expression of the neuropeptide pigment dispersing factor (PDF) which is known 

to function as a coupling factor in the Drosophila circadian clock network (reviewed in 

Yoshii et al. 2012).  Since early and late populations have continued to experience selection 

for over 250 generations (14 years), we reassessed their circadian phenotypes to be able to 

better correlate the observed molecular clock differences with the expectation that the 

divergent behavioural phenotypes would be reflected in divergence in molecular 

components as well. 
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6.2 Materials and Methods 

(a) Experimental populations:  Other details of experimental populations and maintenance 

protocol are described in chapter 2. 

(b) Adult emergence rhythm assay:  Adult emergence rhythm assay was performed under 

three photoperiods - LD12:12, LD06:18 (winter type), and LD18:06 (summer type) at 25 oC 

with the light intensity being ~70 lux.  Other details of the assay protocol are same as that 

described in chapter 2.  

(c) Activity-rest rhythm assay:  All activity-rest rhythm assays were performed under light 

regimes same as described for adult emergence rhythm assay.  Other details of the assay 

protocol are same as that described in chapter 2. 

(d) mRNA extraction and quantitative real-time polymerase chain reaction:  The progeny 

of standardized populations were collected and housed in plexi glass cages under LD12:12 

for 3-4 days post-emergence.  On day 5, ~90 flies/block/population were collected and 

frozen every 2 h (starting at ZT00) across a 24 h day from all 12 populations following 

which the 90 flies collected at every time point were randomly distributed into 3 extraction 

replicates (a total of 432 replicates for all the 12 populations) with approximately equal 

number of males and females.  The flies were decapitated using liquid nitrogen and total 

mRNA from the isolated heads was extracted using TRIzol reagent (Invitrogen, USA) as 

per manufacturer’s instruction.  1 µg of the total mRNA was then treated with DNase I for 

the removal of genomic DNA accumulated during the extraction and the DNAse treated 

mRNA served as template for the first strand cDNA synthesis using Maxima first strand 

cDNA synthesis kit (Fermentas, USA).  1 µl of this served as the template for quantitative 
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real time polymerase chain reaction (qRT-PCR) carried out in StepOnePlus Real Time PCR 

system using SYBR Green Real-Time PCR master mix (ABI, USA) with standard reaction 

conditions and primer specific annealing temperatures.  All extraction replicates were 

treated independently and qRT-PCR reactions were set in triplicates from each of the 3 

extraction replicates therefore making a total of 1296 reactions per gene for all the 12 

populations.  The same protocol was used to estimate fold mRNA estimation for the per, 

tim, clk, vri and cry genes relative to the house keeping gene rp49.  3-5 primer sets were 

designed for every gene using NCBI Primer-BLAST with default parameter values barring 

amplicon size, which was restricted to 150 bp.  Annealing temperature and concentration of 

all the primer sets were optimized to ensure minimal primer dimer formation and 

nonspecific amplification, and only the primer sets (sequences provided in Table 1) with 

amplification efficiency of > 90% were selected. 
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Table 1. Details of primer sequences used for qRT-PCR. Up to 5 different sets of primers 

(per gene) were tested for amplification efficiency, and the ones with greater than 90% 

efficiency were selected. 

 

(e) Immunocytochemistry:  5 day old adult male flies were collected at each time point 

(every 2 h between ZT22-10 and at ZT14 and ZT18; n = 6-10 fly brains per time point), 

immediately dissected in cold Phosphate Buffered Saline (PBS) and fixed in 4% 

Paraformaldehyde (PFA) solution for 30 min.  The fixed brains were then washed in 0.5% 

PBT (PBS with 0.5% Triton-X), blocked using blocking solution (10% Horse serum in 

PBT) for 1 h at room temperature (RT) followed by 5 h at 4 oC and incubated with anti-PDF 
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antibody (generated by Nitabach et al. 2006) at 1:30,000 dilution for 24 h at 4 oC.  This was 

followed by six 15 min washes in PBT and incubation with appropriate secondary antibody 

for 1 h at RT and 16 h at 4 oC.  The brains were then washed similarly and mounted onto 

glass slides for imaging.  Brains were imaged using Observer.Z1Axio (Zeiss, Germany) 

microscope, and staining intensity in the small ventral-lateral neuron (sLNv) terminals was 

quantified using ImageJ.  Intensity measurements were performed for each hemisphere 

separately and statistically analysed by ANOVA to test for the effects of population and 

time point.  Quantification and analysis of amplitude and average PDF expression levels 

were performed similar to that for amplitude and average mRNA expression of the core 

clock genes.  However, unlike the mRNA expression experiments, which were performed 

on individuals collected separately from every replicate population, individuals for ICC 

experiments were collected from a pool of all four replicate populations for each of the 

three (early, control, and late) populations.  Due to this reason, data from this experiment 

were bootstrapped (described in the ‘Statistical analyses’ section) in order to facilitate 

statistical comparisons.  ICC staining intensity profiles plotted from the raw experimental 

data closely resembled the bootstrapped data. 

f) Statistical analyses:  The mean phase and  of emergence and activity-rest rhythms were 

estimated separately for all the 12 populations, and served as data for a mixed model 

randomised block design Analysis of Variance (ANOVA) to test for statistically significant 

differences among populations.  All post hoc comparisons were performed using Tukey’s 

HSD at a significance level α = 0.05. 

The threshold cycle (CT) values obtained by qRT-PCR were used to estimate fold 

mRNA expression at a given time point relative to rp49 using comparative CT method 
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(Schmittgen and Livak, 2008).  The mean phase of mRNA expression was also calculated 

similar to that for emergence and activity-rest rhythms.  Prior to calculating the mean phase 

of expression, mRNA levels across the day were subjected to Rayleigh Test (α = 0.05), the 

results of which would help reject the null hypothesis that ‘expression is randomly 

distributed across the day’ thus indicating that there is a mean directionality/phase of 

expression (Batschelet, 1981; Jammalamadaka and SenGupta, 2001; Zar, 2009).  Following 

Rayleigh test, statistical differences in the mean phase of expression between the 

populations were tested by the non-parametric test for dispersion (NPTD) (Batschelet, 

1981) and Rao’s test for homogeneity (Jammalamadaka and SenGupta, 2001), as has 

previously been used to analyse mean phase of the emergence (Nikhil et al. 2014).  To 

ensure that probability of the total family wise error rate does not exceed α = 0.05, all pair 

wise comparisons for differences in the mean phase of expression were performed at α = 

0.01 (99%CI) following Bonferroni corrections. 

In addition to the mean phase, we also estimated the amplitude and average mRNA 

expression levels.  The amplitude of mRNA oscillation was calculated as the difference 

between the peak and trough mRNA levels while the average mRNA level was calculated 

by averaging expression levels across the day.  Both measures were calculated separately 

for each of the 12 populations and analysed as described for emergence rhythm. 

For the analysis of PDF staining intensity data, since the individuals were pooled 

across four replicate populations, the data could not be subjected to a randomized block 

design ANOVA as used for all other experiments.  Therefore, the staining intensity data 

was bootstrapped using R statistical language platform (R Development Core Team, 2011) 

to obtain 500 replicate values that were drawn from the experimental data.  The 



Page | 170  

 

bootstrapped data was then used to statistically analyse the difference in the mean phase, 

amplitude and average levels of PDF expression across populations using factorial ANOVA 

at α = 0.01 (99% CI). 

Calculation of the mean phase of expression, Rayleigh Test, Rao Test and NPTD 

were implemented on R statistical language platform (R Development Core Team, 2011) 

using custom written codes with the aid of “CircStats” (Jammalamadaka and SenGupta, 

2001) and “Circular” packages (Agostinelli and Lund, 2013) while ANOVA and Tukey’s 

HSD were implemented on Statistica (Statsoft, USA). 

6.3 Results 

(a) Emergence chronotypes of early and late populations persist robustly under different 

photoperiods 

As reported earlier (Kumar et al. 2007a), emergence waveforms of early and late 

populations under LD12:12 differed such that early populations exhibited advanced onset of 

emergence with higher morning emergence, while late populations exhibited a delayed 

onset and higher evening emergence, and control populations exhibited an intermediate 

emergence pattern (Figure 1a-top panel).  This is reflected in their mean phase of 

emergence, with early (e = 1.84 h) and late (l = 8.39 h) populations being significantly 

advanced and delayed respectively as compared to control (c = 5.01 h) populations (F2,6 = 

193.92, p < 0.05; Figure 1a-bottom panel). 

We further wished to test if the emergence chronotypes of early and late populations 

persist under winter type (LD06:18) and summer type (LD18:06) photoperiods.  Under 

winter type photoperiod, the mean phase of emergence of early populations was 

significantly advanced (e = 21.98 h) and that of late populations significantly delayed (l = 
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3.48 h) as compared to control populations (c = 0.77 h; F2,6 = 10147.09, p < 0.05; Figure 

1b).  The emergence chronotypes of the two populations were further diverged under 

summer type photoperiod, with the mean phase of emergence for early (e = 4.52 h), 

control (c = 8.66 h), and late (l = 17.60 h) populations being significantly different from 

each other (F2,6 = 173.16, p < 0.05; Figure 1c). 

Thus, early and late populations exhibit phase advanced and phase delayed 

emergence waveforms as compared to control populations and this difference in timing of 

emergence robustly persists under winter and summer type photoperiods. 

(b) The period of emergence rhythm differ between early and late populations 

ANOVA on  of emergence rhythm revealed a statistically significant effect of ‘population’ 

(F2,6 = 30.10, p < 0.001), with early (22.51 h) and control (22.94 h) populations exhibiting 

significantly shorter  as compared to late (23.86 h) populations (Figure 1d), while  of 

early and control populations did not differ.  Interestingly, we observed that the robustness 

of emergence rhythm of late populations diminished over time in DD with the gate width of 

emergence increasing by day 4, and consequently higher subjective night time emergence 

over days 5-6 leading to an apparent disruption of emergence rhythm over time in DD 

(Figure 1d), and will be discussed later. 

Thus, in agreement with the τ-ent associations (see Introduction), selection for early 

and late emergence chronotypes results in the coevolution of divergent  of emergence 

rhythm. 
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Figure 1:  Adult emergence profiles (top panel) and mean phase of emergence rhythm 

(bottom panel) of early, control, and late populations under a) LD12:12, b) LD06:18, and c) 

LD18:06.  d) Time series depicting adult emergence rhythm of all the three populations 

under DD (left) and their respective circadian periods (right).  Error bars depict 95% CI 

calculated by Tukey’s HSD following ANOVA and asterisks (*) indicate statistically 

significant differences (p < 0.05). 
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(c) Activity-rest patterns of early and late populations differ under different photoperiods 

Since common circadian oscillators have been attributed to regulate both emergence and 

activity-rest rhythms, we further wished to test if selection for divergent ent of emergence 

has led to the coevolution of divergent activity-rest rhythm. 

When assayed under LD12:12, the mean phase of activity-rest rhythm of the three 

populations (e = 5.55 h; c = 5.50 h; l = 5.58 h) did not differ statistically (F2,6 = 1.38, p > 

0.05; Figure 2a).  However, activity during the evening peak was significantly higher in late 

populations as compared to early populations (Figure 2a-top panel). 

Under winter type photoperiod, the mean phase of activity-rest rhythm differed 

statistically between the three populations, with early populations (e = 4.73 h) exhibiting a 

significantly advanced phase as compared to late populations (c = 5.47 h), while that for 

control populations (c = 5.13 h) was intermediate (F2,6 = 14.54, p < 0.05; Figure 2b).  This 

probably is a consequence of advanced morning activity in early populations, which was 

delayed in late populations (Figure 2b-top panel).  Activity around the evening peak was 

significantly higher in late populations as compared to early populations (Figure 2b-top 

panel). 

Interestingly, under summer type photoperiod, the mean phase of activity-rest 

rhythm for late (l = 17.47 h) populations was significantly advanced as compared to early 

populations (e = 18.03 h), while that for control (c = 17.75 h) populations was 

intermediate (F2,6 = 24.13, p < 0.05; Figure 2c-bottom panel).  A closer examination of the 

activity profiles revealed that this surprising result stems from a marginally advanced 

evening peak in late populations around the time when activity levels were significantly 

higher in late populations (Figure 2c-top panel). 
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In summary, the mean phase of activity-rest rhythm of early and late populations differ 

significantly under winter and summer type photoperiods but the evening peak of activity of 

late populations was consistently higher than early populations under all the three 

photoperiods, the possible reasons of which will be discussed later. 

(d) The period of activity-rest rhythm differ between early and late populations 

ANOVA on  of activity-rest rhythm revealed a statistically significant effect of 

‘population’ (F2,6 = 29.71, p < 0.0001), with early (23.28 h) populations exhibiting a 

significantly shorter  as compared to control (23.63 h) populations, which in turn had a 

significantly shorter  than late (24.03 h) populations (Figures 2d, 3). 

Thus, consistent with the difference in  of emergence rhythm, selection for early and late 

emergence chronotypes results in the coevolution of divergent  of activity-rest rhythm. 
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Figure 2:  Average activity-rest profiles (top panel) and mean phase of activity-rest rhythm 

(bottom panel) of early, control, and late populations under a) LD12:12, b) LD06:18, and c) 

LD18:06.  The arrow marks in (a) (c) indicate significantly higher evening activity observed 

in late populations compared to early populations.  d) Time series depicting activity-rest 

rhythm of all the three populations under DD (left) and their respective circadian periods 

(right).  All other details are same as in Figure 1. 



Page | 176  

 

 

Figure 3: Representative actograms of male flies (3-5 days old) from early, control, and 

late populations recorded in constant darkness at 25 oC. As a correlated response to 

selection for divergent phase of emergence, early and late populations evolved shorter and 

longer clock periods. 

 

 

(e) early and late populations differ in phase and level of per mRNA expression 

The per mRNA exhibited rhythmic expression in all the three sets of populations with 

relative mRNA levels in both early and control populations rising earlier than that in late 

populations (Figures 4a-top panel, 5).  The mRNA levels in early populations peaked at 

ZT14 followed by control populations at ZT16 and then late populations at ZT18 (Figures 

4a-top panel, 5).  Circular analysis revealed that with l = 16.73 h, the mean phase of per 
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mRNA expression in late populations was significantly delayed by ~2.5 h as compared to 

early populations (e = 14.50 h) and by ~1.5 h as compared to control (e = 15.19 h) 

populations (Figures 4a-bottom panel, 5; Table 2), while the mean phase in early and 

control populations did not differ. 

ANOVA on the amplitude of mRNA oscillation did not differ between the three 

populations (early = 80.98; control = 75.09; late = 80.51; F2,6 = 0.61, p > 0.05; Figure 4b; 

Table 2). 

ANOVA on average mRNA levels revealed a statistically significant effect of 

‘population’ (F2,6 = 6.87, p < 0.05) with late (25.17) populations exhibiting ~16% higher 

levels as compared to early (21.55) and control (21.01) populations while early and control 

populations did not differ (Figure 4c; Table 2). 
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Figure 4:  (a) Top panel:  period (per) mRNA levels (relative to rp49) under LD12:12 in 

early, control, and late populations across the day.  Error bars depict SEM across the four 

replicate blocks. The shaded and unshaded regions represent dark and light phases, and 

dashed lines depict lights-ON and OFF.  Bottom panel:  The mean phase (in ZT) of per 

expression (relative to rp49) in early (14.47 h), control (15.19 h), and late (16.73 h) 

populations.  (b) Amplitude depicting difference between peak and trough, and (c) average 

levels depicting mean per mRNA (relative to rp49) levels across the day in early, control, 

and late populations.  All other details are same as in Figure 1. 
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Figure 5: period mRNA expression (relative to rp49) profiles for each of the 4 replicate 

blocks (R1-R4) of early, control, and late populations. The values at each Zeitgeber Time 

represent an average of 9 reactions (3 extraction replicates with 3 reaction replicates under 

each extraction replicate) with 30 adult heads for each reaction. 
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Table 2: Mean phase (in ZT), amplitude and levels (relative to rp49) of period mRNA 

expression across 4 replicate blocks of early, control, and late populations. The values for 

each of the measures are an average of 9 reactions (3 extraction replicates with 3 reaction 

replicates under each extraction replicate) with 30 adult heads for each reaction. 
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(f) early and late populations differ in phase of tim mRNA expression 

The tim mRNA levels also exhibited an earlier increase as well as decrease in early and 

control populations as compared to late populations, with mRNA levels peaking at ZT14 

and ZT16 in early and control populations while that in late populations peaked at ZT18 

(Figures 6a-top panel, 7).  Accordingly, the mean phase of tim mRNA in late populations 

(l = 16.50 h) was significantly delayed by ~2.5 h as compared to early (e = 14.08 h) and 

control (c = 14.35 h) populations, while the latter two did not differ (Figures 6a-bottom 

panel, 7; Table 3). 

ANOVA revealed that the three populations did not differ in amplitude (early = 

92.28; control = 85.13; late = 94.82; F2,6 = 0.58, p > 0.05; Figure 6b; Table 3) and average 

tim mRNA levels (early = 23.25; control = 23.04; late = 26.99; F2,6 = 1.21, p > 0.05; Figure 

6c; Table 3). 
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Figure 6:  (a) Top panel:  timeless (tim) mRNA levels (relative to rp49) under LD12:12 in 

early, control, and late populations across the day.  Error bars depict SEM across the four 

replicate blocks.  Bottom panel:  The mean phase (in ZT) of tim expression (relative to 

rp49) in early (14.47 h), control (15.19 h), and late (16.73 h) populations.  (b) Amplitude 

depicting difference between peak and trough, and (c) average levels depicting mean tim 

mRNA (relative to rp49) levels across the day for early, control, and late populations.  All 

other details are same as in Figure 1. 
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Figure 7: timeless mRNA expression (relative to rp49) profiles for each of the 4 replicate 

blocks (R1-R4) of early, control, and late populations. The values at each Zeitgeber Time 

represent an average of 9 reactions (3 extraction replicates with 3 reaction replicates under 

each extraction replicate) with 30 adult heads for each reaction. 
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Table 3: Mean phase (in ZT), amplitude and levels (relative to rp49) of timeless mRNA 

expression across 4 replicate blocks of early, control, and late populations. The values for 

each of the measures are an average of 9 reactions (3 extraction replicates with 3 reaction 

replicate under each extraction replicate) with 30 adult heads for each reaction. 
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(g) early and late populations differ in phase and amplitude of clk mRNA expression 

The clk mRNA oscillation was antiphasic to that of per and tim and showed an earlier 

increase in early followed by control and then late populations.  The peak of clk mRNA in 

late populations occurred at ZT04, i.e. 2 h after control (ZT02) and 4 h after early (ZT00) 

populations (Figures 8a-top panel, 9).  Accordingly, the mean phase of clk mRNA 

oscillation in late ( = 4.23 h) populations was significantly delayed by ~2.5 h as compared 

to control and ~3.5 h as compared to early populations (Figures 8a-bottom panel, 9; Table 

4). 

ANOVA on the amplitude values revealed a statistically significant effect of 

‘population’ (F2,6 = 5.84, p < 0.05).  Post hoc multiple comparisons revealed that late 

populations exhibit significantly higher amplitude clk mRNA oscillation (60.53) followed 

by control (55.22) and then early (49.50) populations (Figure 8b; Table 4). 

However, average clk mRNA levels did not differ between the three populations 

(early = 16.78; control = 15.82; late = 15.18; F2,6 = 0.24, p > 0.05; Figure 8c; Table 4). 



Page | 186  

 

 

Figure 8:  (a) Top panel:  clock (clk) mRNA levels (relative to rp49) under LD12:12 in 

early, control, and late populations across the day.  Error bars depict SEM across the four 

replicate blocks.  Bottom panel:  The mean phase (in ZT) of clk expression (relative to 

rp49) in early (14.47 h), control (15.19 h), and late (16.73 h) populations.  (b) Amplitude 

depicting difference between peak and trough, and (c) average levels depicting the mean clk 

mRNA (relative to rp49) levels across the day in early, control, and late populations.  All 

other details are same as in Figure 1.  
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Figure 9: clock mRNA expression (relative to rp49) profiles for each of the 4 replicate 

blocks (R1-R4) of early, control, and late populations. The values at each Zeitgeber Time 

represent an average of 9 reactions (3 extraction replicates with 3 reaction replicates under 

each extraction replicate) with 30 adult heads for each reaction. 
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Table 4. Mean phase (in ZT), amplitude and levels (relative to rp49) of clock mRNA 

expression across 4 replicate blocks of early, control, and late populations. The values for 

each of the measures are an average of 9 reactions (3 extraction replicates with 3 reaction 

replicates under each extraction replicate) with 30 adult heads for each reaction. 

 

(h) early and late populations differ in level and amplitude of cry mRNA expression 

The cry mRNA levels remained high throughout the first half of the day followed by 

gradual decrease late in the evening and first half of the night.  Therefore, no specific peak 

of expression could be detected with all the three populations exhibiting similar expression 

profiles (Figures 10a-top panel, 11).  Consequently, the three populations (e = 4.25 h; c = 
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4.11 h; l = 4.32 h) did not differ statistically in terms of the mean phase of cry mRNA 

oscillation (Figures 10a-bottom panel, 11; Table 5). 

ANOVA revealed a statistically significant effect of ‘population’ for both amplitude 

(F2,6 = 11.96, p < 0.05) and average cry mRNA levels (F2,6 = 20.33, p < 0.05).  The 

amplitude of cry mRNA in late (48.62) populations was significantly lower as compared to 

that of the other two populations (early = 74.99; control = 75.98; Figure 10b; Table 5) while 

early and control populations did not differ.  Additionally, late (21.32) populations 

exhibited significantly attenuated (~35%) cry mRNA levels as compared to both early 

(34.14) and control (27.60) populations, and its levels in control populations were 

significantly lower than that in early populations (Figure 10c; Table 5). 
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Figure 10:  (a) Top panel:  cryptochrome (cry) mRNA levels (relative to rp49) under 

LD12:12 in early, control, and late populations across the day.  Error bars depict SEM 

across the four replicate blocks.  Bottom panel:  The mean phase (in ZT) of cry expression 

(relative to rp49) in early (14.47 h), control (15.19 h), and late (16.73 h) populations.  (b) 

Amplitude depicting difference between peak and trough, and (c) average levels depicting 

mean cry mRNA (relative to rp49) levels across the day in early, control, and late 

populations.  All other details are same as in Figure 1. 
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Figure 11: cryptochrome mRNA expression (relative to rp49) profiles for each of the 4 

replicate blocks (R1-R4) of early, control, and late populations. The values at each ZT 

represent an average of 9 reactions (3 extraction replicates with 3 reaction replicates under 

each extraction replicate) with 30 adult heads for each reaction. 
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Table 5: Mean phase (in ZT), amplitude and levels (relative to rp49) of cryptochrome 

mRNA expression across 4 replicate blocks of early, control, and late populations. The 

values for each of the measures are an average of 9 reactions (3 extraction replicates with 3 

reaction replicates under each extraction replicate) with 30 adult heads for each reaction. 

 

 

(i) early and late populations differ in phase and amplitude of vri mRNA expression 

The vri mRNA levels exhibited a trend similar to that of per and tim with the levels 

remaining low during the day and peaking around the first half of the night.  The peak of vri 

mRNA occurred at ZT12 for early, at ZT14 for control, and at ZT16 for late populations 

(Figures 12a-top panel, 13).  The phase of vri mRNA oscillation in late populations was 
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delayed by ~2.5 h (l = 15.99 h) as compared to that for early (e = 13.25 h) and by ~2 h as 

compared to control (c = 13.83 h) populations (Figures 12a-bottom panel, 13; Table 6). 

In accordance with clk mRNA, amplitude of vri mRNA oscillation was significantly 

higher (~12.5%) in late (118.40) populations as compared to early (104.22) and control 

(106.44) populations (F2,6 = 16.73, p < 0.01), while the latter two did not differ (Figure 12b; 

Table 6); however, the average mRNA levels did not differ among the three populations 

(early = 35.78; control = 36.25; late = 43.38; Figure 12c; Table 6). 

Thus, similar to per, tim and clk, the mean phase and amplitude of vri mRNA 

oscillation have diverged between early and late populations. 
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Figure 12:  (a) Top panel:  vrille (vri) mRNA levels (relative to rp49) under LD12:12 in 

early, control, and late populations across the day.  Error bars depict SEM across the four 

replicate blocks.  Bottom panel:  The mean phase (in ZT) of vri expression (relative to rp49) 

in early (13.25 h), control (13.83 h), and late (15.99 h) populations.  (b) Amplitude 

depicting difference between peak and trough, and (c) average levels depicting mean vri 

mRNA (relative to rp49) levels across the day in early, control, and late populations.  All 

other details are same as in Figure 1. 
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Figure 13: vrille mRNA expression (relative to rp49) profile for each of the 4 replicate 

blocks (R1-R4) of early, control, and late populations. The values at each ZT represent an 

average of 9 reactions (3 extraction replicates with 3 reaction replicates under each 

extraction replicate) with 30 adult heads for each reaction. 
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Table 6:  Mean phase (in ZT), amplitude and levels (relative to rp49) of vrille mRNA 

expression across 4 replicate blocks of early, control, and late populations. The values for 

each of the measures are an average of 9 reactions (3 extraction replicates with 3 reaction 

replicates under each extraction replicate) with 30 adult heads for each reaction. 
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(j) early and late populations differ in phase, amplitude and levels of PDF oscillation 

In agreement with previous reports (Park et al. 2000), PDF levels exhibited clear diurnal 

oscillation in all the three populations (Figures 14a, b-top panel) with peaks around morning 

and gradually fall through the day to low levels at night.  Although, early and late 

populations show a similar trend, PDF levels falls more rapidly in early populations and 

more gradually in late populations (Figures 14b-top panel, 15). 

The mean phase of PDF oscillation in late (l = 4 h) populations was significantly 

delayed as compared to early (e = 3 h) populations while phase of control (c = 4.16 h) 

populations was close to but slightly delayed in comparison to late populations (F2,1497 = 

130294.9, p < 0.01; Figure 14b-bottom panel). 

late (7.57) populations exhibited a significantly higher amplitude PDF oscillation as 

compared to early (4.99) populations while amplitude of control (4.58) populations was 

close to but significantly lower (F2,1497 = 76115.16, p < 0.01; Figure 14c) than early 

populations.  Also, late (5.77) populations showed higher levels of PDF differing 

significantly from both early (4.23) and control (4.94) populations with early populations 

exhibiting the lowest PDF levels (F2,1497 = 362521.7, p < 0.01; Figure 14d). 

Thus, early and late populations have evolved divergent mean phase, amplitude, and 

average PDF levels. 
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Figure 14 (previous page):  (a) Representative images depicting PDF levels in the sLNv 

terminals at ZT02 (top panel) and ZT18 (bottom panel) in individuals sampled from early, 

control, and late populations.  The cell bodies appear to be blurred as they are present on a 

different stack/plane, as the images are focused for clarity of small ventral-lateral neurons 

(sLNv) terminals from which the florescence intensity was quantified.  (b) PDF staining 

intensity in the sLNv terminals across the day (top panel) and corresponding mean phase of 

PDF oscillation (bottom panel) (n = 6-10 brains per time point).  Note that fly brains were 

sampled at 2 h intervals between ZT22-10, and at 4 h intervals between ZT10-22. (c) 

Amplitude depicting difference between peak and trough, and (d) average levels depicting 

mean PDF levels across the day in the brains of individuals sampled from early, control, 

and late populations.  Error bars depict 99% CI calculated by Tukey’s HSD following 

ANOVA, and asterisks (*) indicate statistically significant differences (p < 0.01).  Data 

presented in panels b-d are bootstrapped from experimental raw data (presented in Figure 

15). 

 

 

 

Figure 15: PDF staining intensity profiles in the brains (n = 6-10 brains per time point 

each) for the early, control, and late populations across the day. The intensity values 

presented here were obtained by calculating the fluorescence intensity in the small ventral-

lateral (sLNv) neuron terminals separately for each hemisphere and subtracted from the 

background intensity using ImageJ.  Note that fly brains were sampled at 2 h intervals 

between ZT22-10, and at 4 h intervals between ZT10-22. 
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6.4 Discussion 

In spite of widely observed circadian clock-chronotype associations, our understanding of 

the underlying molecular-genetic bases remains largely elusive primarily due to (a) 

unavoidable shortcomings of the existing methodologies for such studies in humans 

(reviewed in Levandovski et al. 2013), and (b) lack of suitable model systems (see 

Introduction).  With these shortcomings in consideration, we raised D. melanogaster 

populations that exhibit early and late emergence chronotypes, and have reported the 

coevolution of divergent circadian clocks by generation 55 (Kumar et al. 2007a).  To 

examine if the circadian phenotypes of the early and late populations persisted or have 

further diverged over 250 generations, we assayed the emergence rhythm of the three sets of 

populations under LD12:12, winter and summer type photoperiods, and observed that the 

mean phase of emergence rhythm of the early and late populations has diverged by ~4 h 

under LD12:12, and the chronotype differences persist robustly in winter type and summer 

type photoperiods (Figure 1a-c).  However, under summer type photoperiod, gating of 

emergence was drastically affected in late populations with emergence spread throughout 

the day unlike the other two populations, which exhibited clear gating of emergence (Figure 

1c).  In a previous study (Nikhil et al. 2016b), we had reported that under dim LL condition 

late populations exhibit higher incidence of arrythmicity in their activity-rest behaviour as 

compared to the two other sets of populations.  These results collectively suggest that late 

populations have evolved weaker gating/consolidation mechanisms, rendering them more 

vulnerable under unfavourable environments.  The τ of emergence rhythm in the early and 

late populations has diverged by 1.35 h while that of activity-rest rhythm by 0.7 h (~0.1 h 

and ~0.2 h greater than that reported in Kumar et al. 2007a).  Thus, while the phase of 

emergence has drastically diverged between the early and late populations, the circadian 
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period exhibits a relatively smaller divergence.  Interestingly, in spite of divergence in τ of 

activity-rest rhythm, the mean phase of the early and late populations did not differ under 

LD12:12, but were different under winter and summer type photoperiods (Figure 2a, b).  

Under all the three photoperiods, late populations consistently exhibited higher evening 

activity as compared to the early populations (Figure 2c).  An interesting yet intriguing 

result was that of phase advancement of the evening activity peak in late populations under 

summer type photoperiod.  In Drosophila, the activity-rest rhythm is postulated to be 

controlled by a Morning (M) - Evening (E) oscillator network (Stoleru et al. 2007) which is 

coupled by PDF and mediates the morning and evening activity components (reviewed in 

Yoshii et al. 2012).  Such population dependent differences in activity-rest rhythm across 

photoperiods discussed above appear to suggest that the M-E oscillators might be 

differentially coupled in early and late populations and may possibly involve PDF 

(reviewed in Yoshii et al. 2012) as has been hypothesized in our recent study (Nikhil et al. 

2016a). 

We also studied the molecular correlates of early and late emerging populations, and 

found that the mean phase of mRNA expression of per, tim, and clk genes in early and late 

populations have diverged significantly (Figures 4-9).  In accordance with the differences in 

their circadian periods, late populations exhibited a significantly delayed phase of per (~1.5 

h) and tim (~2.5 h) mRNA expression as compared to early populations (Figures 4a, 5a), 

which is consistent with the results of a previous study which reported a delayed phase of 

per and tim mRNA oscillations in the long period mutant of Drosophila (Hardin et al. 1990; 

Rothenfluh et al. 2000).  Accordingly, late populations also exhibited a delayed (by ~2.5 h) 

phase of clk mRNA expression (Figure 8a) as compared to early populations suggesting that 
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the observed differences in the phase of per and tim mRNA oscillations might be due to 

divergent evolution of their transcriptional regulation by CLK.  While CLK in association 

with CYC is known to mediate transcription of per and tim, cyc mRNA expression has not 

been observed to oscillate across the day and therefore we did not assess cyc mRNA 

expression.  We had previously reported that late populations exhibit high amplitude 

activity-rest rhythm under both dim LD and DD conditions, which prompted us to 

hypothesize that these populations might have evolved high amplitude circadian oscillators 

(Nikhil et al. 2016a), and this is corroborated by our findings of high amplitude oscillations 

of per and clk mRNA in late populations as compared to early populations. 

The early and late populations show clear difference in their circadian 

photosensitivity.  To display their characteristic LD12:12 emergence waveform early 

populations require more light in the evening while late populations require more light in 

the morning (Vaze et al. 2012a).  To explore the molecular correlates of the observed 

differences in circadian photosensitivity we assessed cry mRNA expression, and 

interestingly, late populations although did not differ in the mean phase of mRNA 

expression, exhibited significantly lower amplitude oscillation and reduced average levels 

of cry mRNA as compared to early populations (Figure 5).  Lower cry mRNA level in late 

populations is also consistent with the reduced ability of late populations in recovering from 

jetlag (Nikhil et al. 2016a). 

Since the experimental protocol employed to generate early and late emerging 

populations involved selection for timing of an overt circadian behaviour (emergence 

rhythm), divergent evolution of molecular circadian clockwork in early and late populations 

can also arise due to differences in downstream effectors/pathways linking the circadian 
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clocks to emergence rhythm.  Initiation of emergence in insects requires 20-

hydroxyecdysone (20-HE), which acts via the ECR/HSP receptors (Truman et al. 1983; 

Riddiford et al. 1993; Gilbert, 2011).  Furthermore, another nuclear receptor, ecdysone-

induced protein 75 (Eip75/E75) has been implicated in the maintenance of circadian 

rhythms in Drosophila linking the steroid hormone pathways with circadian clocks (Kumar 

et al. 2014).  Since early and late populations exhibit significant differences in their egg-to-

adult developmental rate (Kumar et al. 2006), which is known to be mediated by 

ecdysteroids, these results suggest that neuroendocrine factors might also mediate 

chronotype divergence between early and late populations.  The clock gene vri which is 

under the direct control of CLK and constitutes an additional interlocked loop of core 

molecular clock, has been attributed as a downstream effector of circadian clocks thereby 

mediating rhythmicity in overt behaviours (Cyran et al. 2003; Glossop et al. 2003; Zheng et 

al. 2009).  vri is also one of the direct targets of ECR/HSP (Beckstead et al. 2005), making 

it a putative candidate linking circadian clocks to the timing of emergence.  Therefore, we 

assessed vri mRNA profiles in early and late populations and found that vri expression is 

significantly phase delayed in late populations as compared to early populations (Figure 

12).  Furthermore, in corroboration with the clk mRNA oscillation, late populations also 

exhibited higher amplitude and levels of vri expression as compared to early populations.  

Overexpression of vri is known to lengthen the clock period and causes higher incidence of 

behavioural arrythmicity (Blau and Young, 1999), a phenotype akin to late populations 

(Figures 1, 2; Nikhil et al. 2016a).  These results suggest that selection for altered phase of 

emergence leads to divergent expression of vri (and other possible downstream effectors), 
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which by virtue of its role as transcriptional activator of clk, might have resulted in the 

divergent evolution of molecular circadian clockwork. 

Furthermore, we have previously reported that some of the behavioural phenotypes 

observed in late populations mirror the dynamics of a weakly coupled circadian network 

including that of higher susceptibility to exhibiting complex and arrhythmic activity-rest 

behaviours (Nikhil et al. 2016a).  While we hypothesized that lower PDF levels might drive 

reduced coupling, flies with null mutations for pdf (pdf01) are known to exhibit shorter clock 

period (Renn et al. 1999), which is contrary to that observed in late populations.  

Alternatively, overexpression of PDF has been reported to increase activity levels in DD, 

lengthen clock period (and shorten it in certain neurons), and induce complex and 

arrhythmic behaviours in Drosophila possibly due to mutual desynchronization of the 

constituent oscillators (Wülbeck et al. 2008).  To gain further insights into the possible 

molecular correlates of such hypothesized coupling differences, we assessed PDF levels in 

sLNvs of the three sets of populations.  Interestingly, we observed that late populations 

exhibit significantly higher amplitude oscillation and levels of PDF, which is also phase 

delayed as compared to early populations (Figure 14).  In light of the reported effects of 

enhanced PDF levels by Wülbeck et al (2008), PDF profiles of late populations appear to 

corroborate their behavioural phenotypes including complex and arrhythmic behaviours, 

longer clock period and high amplitude activity-rest behaviour.  Furthermore, Helfrich-

Förster et al (2000) reported that overexpression of PDF leads to loss of gating in 

emergence rhythm shortly following transfer to DD thereby resulting in apparent 

arrhythmic emergence profiles.  Interestingly, we also observe a somewhat similar 

phenotype in late populations with the emergence gate widening by day 4 following transfer 
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to DD and relatively higher subjective night time emergence during days 5-6 (Figure 1d).  

Therefore, higher PDF levels in late populations appear to underlie multiple behavioural 

phenotypes. 

We report that evolutionary divergence of early and late emergence chronotypes is 

associated with correlated changes in the phase, amplitude and average levels of mRNA 

expression of the core clock genes per, tim, clk, and vri.  This is in striking contrast to the 

results of Pegoraro et al (2015) who surprisingly did not observe difference in the 

expression of any circadian genes in another set of early and late emerging Drosophila 

strains, possible reasons for which have been discussed earlier.  In addition, we report 

differences in cry mRNA levels which might underlie differential entrainment to LD cycles 

thus contributing to divergent ent between the two populations.  Thus we report that 

selection for early and late phase of emergence leads to divergent evolution of molecular 

circadian clocks and individuals with advanced and delayed phase-of-entrainment 

(chronotypes) are associated with a similar advanced and delayed phase of entrained 

molecular oscillation of core clock genes, and propose that such differences in entrained 

molecular oscillations might drive an advanced or delayed expression of output components 

such as vri and other downstream factors thereby driving different phases-of-entrainment.  

Furthermore, in accordance with our previously reported behavioural differences, we 

observe that divergent phase-of-entrainment is associated with the coevolution of 

differential photosensitivity and coupling of constituent oscillators which appear to be 

driven by cry and PDF. 

To the best of our knowledge, ours is the first study of its kind to report the 

evolution of divergent molecular circadian clockwork in response to artificial selection for 
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the timing of emergence.  Although it is likely that mRNAs expression may not entirely 

reflect their respective protein profiles as differences in circadian phenotypes can also stem 

from differential post transcriptional and post translational regulations, in light of 

considerable variation exhibited by the outbreeding populations (compare across block 

variation) we adopted a more stringent quantitative method to assay the expression 

differences and therefore decided to assay mRNA and not protein expression as the latter 

would involve a semi quantitative method that might reduce the chance of detecting inter 

population differences.  Therefore, this would remain a caveat of the current study which 

will be addressed in future studies, since the fact that mRNA level differences are by 

themselves statistically significant provides the motivation for future studies.  Nevertheless, 

our study highlights early and late populations as a potential model system for the study of 

chronotypes and underlying molecular genetic correlates, and with the preliminary 

groundwork established in the current study, future studies will help further elucidate 

several other molecular underpinnings of the clock-chronotype associations. 
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Chapter 7 

Differences in life-history traits between early 

and late populations 
 

 

 

 

 

 

 

 

The contents of this chapter has been submitted as the following research article:  

KL Nikhil, K Ratna and VK Sharma (2016). Life-history traits of Drosophila melanogaster 

populations exhibiting early and late eclosion chronotypes. (Submitted manuscript). 
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7.1 Introduction 

It is believed that circadian time keeping mechanisms underlying rhythmic processes 

provide adaptive advantage to organisms (Cloudsley-Thompson, 1960; Aschoff, 1967; 

Pittendrigh, 1993; Fleury et al. 2000; Emerson et al. 2008; Vaze and Sharma, 2013; West 

and Bechtold, 2015), and has prompted studies employing a variety of strategies to examine 

the adaptive benefits of possessing functional circadian clocks.  Surgical ablation of the 

mammalian 'master circadian clock' - suprachiasmatic nucleus (Dunlap et al. 2004), and 

genetic manipulation of circadian clocks in fruit flies Drosophila melanogaster (Saunders, 

2002), which are both known to cause loss of rhythmicity in several key daily behaviours, 

result in reduced longevity (DeCoursey et al. 1997, 1998, 2000; Daan et al. 2011).  

Additionally, environmentally induced, or naturally occurring circadian dysfunction has 

been reported to reduce longevity in D. melanogaster (Allemand et al. 1973; Kumar et al. 

2005).  In separate sets of studies, Beaver et al (2003) reported that D. melanogaster strains 

carrying loss of function mutation in two core clock genes exhibit reduced reproductive 

output.  In addition, studies on organisms inhabiting different latitudes as well as those 

living in constant conditions reported large variation in circadian phenotypes in accordance 

to their local habitats, suggesting that the underlying clocks might have evolved as an 

adaptation to the presence or absence of local cyclic environmental conditions (Blume et al. 

1962; Poulson and White, 1969; Lankinen, 1986, 1993; Pittendrigh and Takamura, 1989; 

Costa et al. 1992; Rosato et al. 1994; Sawyer et al. 1997, 2006; Michael et al. 2003; Tauber 

et al. 2007; Vaze and Sharma, 2013).  Nevertheless, conclusions drawn from such studies 

are limited by the lack of adequate information about the ancestry, population size and 
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history of the environmental conditions pertaining to organisms’ ecology (Vaze and 

Sharma, 2013). 

The emergence waveform of D. melanogaster comprises a primary peak at dawn 

(under natural conditions) or around night-day transition (in the laboratory), which 

gradually reduces through the day with little or no emergence occurring at night (Skopik 

and Pittendrigh, 1967; Saunders, 2002).  The restriction/gating of emergence primarily 

during dawn is hypothesized to be an adaptation to avoid desiccation of pharate adults due 

to high temperature and low humidity prevailing during the rest of the day (Pittendrigh, 

1993), that appears to be partly supported by the results of a recent study (De et al. 2012).  

Laboratory selection approach has been previously adopted to study how circadian clocks 

evolve in response to selection for phasing of adult emergence.  Selection for early and late 

emerging strains of Drosophila pseudoobscura and moth Pectinophora gossypiella under 

LD12:12 resulted in the evolution of divergent phase of emergence (4 h in D. 

pseudoobscura and 5 h in P. gossypiella (Pittendrigh, 1967; Pittendrigh and Minis, 1971).  

As a correlated response to selection, early flies in both studies evolved longer circadian 

clock periods while late flies evolved shorter period.  However, these studies also suffered 

from some major shortcomings such as lack of population level replication and details of 

population ancestry and selection protocols employed (population maintenance 

methodology, population size, and sex ratio) which are known to considerably affect the 

evolutionary trajectories of populations under selection; and thus might have led to 

misinterpretation of the observed responses to selection (reviewed in Vaze and Sharma, 

2013).  Although the studies outlined above suggest that circadian clocks might have 

evolved to ensure temporal order in behaviour and physiology thus enhancing Darwinian 



 

Page | 210  

 

fitness (reviewed in Vaze and Sharma, 2013), our understanding of how selection for timing 

of clock controlled behaviours influences life-history traits remains nominal. 

To explore the evolutionary trajectory of circadian clocks in response to selection 

for timing of adult emergence, we initiated a long term study on D. melanogaster 

populations by imposing selection for emergence during early morning and late evening 

hours, which is in contrast to the usual time of emergence in this species.  From a set of 4 

ancestral control populations we derived a set of 8 populations - 4 replicate early 

populations using flies that emerge early in the morning and 4 replicate late populations 

using flies that emerge late in the evening (see materials and methods for detailed selection 

protocol).  Consequently, early1-4 and late1-4 populations evolved significantly higher 

morning and evening emergence respectively relative to control1-4 populations, and 

exhibited several properties analogous to the well-known 'morning/early' and 'evening/late' 

chronotypes in humans.  Similar to early and late human chronotypes (Duffy et al. 1999, 

2002; Roenneberg et al. 2003), early and late Drosophila populations evolved shorter and 

longer clock periods respectively with control populations exhibiting intermediate period 

(Kumar et al. 2007a), and also exhibited diverged photic phase response curves (PRCs) for 

both adult emergence (Kumar et al. 2007a) and activity-rest rhythms (Nikhil et al. 2016a).  

These results indicate that the circadian clocks of the two sets of populations ‘entrain’ 

differently to light/dark (LD) cycles, or in other words they are differentially 

sensitive/interact differentially with LD cycles.  This is corroborated by previous findings 

that early populations are primarily sensitive to light in the evening while late populations 

are sensitive to light primarily in the morning (Vaze et al. 2012a).  Collectively, these 

results suggest that the divergent correlated evolution of the underlying circadian clocks in 
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early and late populations might further mediate differential interaction/entrainment to 

regulate time of emergence. 

In the present study, we used early and late populations to examine genetic 

correlations between the mechanisms that underlie emergence at specific times of the day 

and various pre-adult (pupariation and development time, egg-to-puparium, egg-to-adult 

survivorship and puparial dry-weight) as well as adult life-history traits (dry-weight at 

emergence, fecundity, dry-weight pre- and post-fecundity assay and longevity).  Pre-adult 

traits such as development time are known to be correlated with circadian clock period, and 

additionally early and late emergence chronotypes have been shown to be associated with 

different circadian clock periods and differential entrainment to LD cycles (Kumar et al. 

2007a; Vaze et al. 2012a).  Therefore, to assess the relative contribution of these two factors 

to possible differences in life-history traits between early and late populations we 

performed some of the experiments under both 12:12 h light/dark cycles (LD12:12) as well 

as constant darkness (DD).  The rationale being that if differences in life-history traits 

between the populations are solely determined by circadian clock period, as can be 

observed under DD when the circadian clock is not under the influence of external LD 

cycles, such differences would either decrease or cease to exist under LD12:12 where clock 

period of all the populations would be held at 24 h by virtue of entrainment (Dunlap et al. 

2004).  Persistence of differences between populations under both light regimes would 

imply that the observed life-history trait differences are also under the influence of clock 

period independent factors. 

As mentioned earlier, since D. melanogaster emerge predominantly during “dawn”, 

emergence at other times of the day is considered to be maladaptive.  If this is true, then the 
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proportion of individuals which normally emerge early in the morning in control 

populations might also differ in terms of fitness from those that emerge late in the evening.  

To test for such a possibility, one generation before the assays we derived 8 additional 

populations from controls - 4 populations comprising individuals emerging early in the 

morning, referred to as early-control, and similarly, 4 populations comprising individuals 

emerging late in the evening, referred to as late-control.  early-control and late-control 

populations are likely to reveal whether the observed differences in fitness between early 

and late populations (if any) are indeed evolved responses to the selection imposed, or are 

merely environment driven. 

We report that late populations have evolved significantly longer pupariation time 

leading to longer development times, are more fecund on day 11 post-emergence which is 

the usual day for egg collection as per the selection protocol (discussed later), and also 

exhibit reduced longevity compared to early populations, whereas no difference in the 

aforesaid life-history traits was observed between early-control and late-control 

populations, suggesting that the observed differences between the selected populations 

(early and late) are evolutionary responses to selection for timing of emergence.  Also, 

early populations even though differed significantly from late; they were similar to control 

populations for most of the traits assayed, the possible reasons for which are discussed later.  

Our results thus highlight possible genetic correlations between emergence chronotypes and 

life-history traits in D. melanogaster populations. 
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7.2 Materials and Methods 

(a) Experimental populations:  Details of experimental populations and maintenance 

protocol are described in chapter 2.  In addition to the four replicate populations each for 

early, control and late, we used four replicates each for the two other populations (early-

control and late-control; see ‘Introduction’).  From control populations, flies emerging in 

the morning window (ZT21-01) were collected to form early-control populations and 

similarly, flies emerging in the evening window (ZT09-13) formed late-control populations.  

This procedure was implemented on all four replicates of control populations, for only one 

generation prior to the assays, and therefore, unlike early and late populations, early-control 

and late-control populations were not subjected to any long term selection protocol. 

To minimize the effects of non-genetic inheritance (reviewed in Garland and 

Adolph, 1991) due to different selection regimes, all populations were subjected to one 

generation of standardization with the maintenance protocol same as that used for control 

populations.  This was achieved by relaxing selection on timing of emergence by collecting 

all flies that emerged throughout the first 4 days similar to that for control populations, and 

the population size was kept constant at ~1200 flies per replicate population.  Since the 

primary purpose of using early-control and late-control populations was to asses if the 

observed differences between early and late populations are evolved responses to selection 

as not merely environmental in origin, these populations were also subjected to 

standardization by deriving them from control populations followed by relaxation of 

selection for one generation as described above.  All assays described in the present study 

were performed on the progeny of the standardized populations at the 242nd generation (~14 
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years) either in LD12:12 or DD, or both, with light intensity, temperature, and humidity 

same as that for the maintenance of populations. 

(b) Pupariation time assay:  Pupariation time for all the populations was assayed under two 

light regimes - LD12:12 and DD.  After having provided yeast paste supplemented media 

for three days, all populations were provided with media plates for 1 h as substrate for 

oviposition.  These plates were then replaced by fresh media plates for the next 1 h.  Eggs 

laid on these plates were collected and 30 eggs were dispensed into each vial.  A total of 10 

such vials were used per replicate population per light regime making a total of 300 eggs 

per population per light regime.  These vials were transferred to respective light regimes 

and monitored for the first pupariation event.  After the first puparium was observed, vials 

were checked every two hours to count the number of puparia formed thereafter, and the 

assay was terminated when no pupariation event was seen for 24 consecutive hours.  It was 

observed that a small proportion of larvae took relatively longer to pupariate, thus rendering 

the pupariation time distribution right skewed (Figures 1a, b, 2).  Mean pupariation time 

cannot be used as a reliable measure for such distributions (Sokal and Rohlf, 1995) and 

therefore, we used median pupariation time (calculated as the time from egg collection for 

50% of total pupariation events in a vial) for the same.  The median pupariation time was 

estimated for every replicate vial and then averaged across vials to obtain average median 

pupariation time for a given replicate population. 

(c) Egg-to-adult development time assay:  Egg collection protocol and environmental 

conditions for the egg-to-adult development time assay were identical to pupariation time 

assay.  After egg collection and transfer to LD12:12 or DD, emergence of the first adult fly 

was monitored following which vials were subjected to two hourly checks to count the 
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number of flies that emerged thereafter.  The assay was terminated when no emergence 

event was observed for 24 h.  To facilitate comparisons between pupariation and 

development times, we used median development time as a measure for analysis.  The 

procedure to estimate median development time was same as that described for median 

pupariation time. 

(d) Estimation of egg-to-puparium and egg-to-adult survivorship:  Egg collection protocol 

and environmental conditions for the survivorship assays were same as that for the 

pupariation and development time assay.  Proportion of 30 eggs (total number of eggs 

dispensed per vial for the assay) that successfully pupariated was used as a measure for egg-

to-puparium survivorship while proportion of adults that successfully emerged was used to 

estimate egg-to-adult survivorship.  Individuals that were stuck in the pupal case and died 

within the pupa were considered as individuals that did not emerge successfully.  

Percentage survivorship was calculated for every replicate vial and then averaged across 

vials to obtain average survivorship per replicate population. 

(e) Dry-weight at pupariation:  The protocol for egg collection and subsequent 

environmental conditions for development under LD12:12 and DD was the same as that 

described for pupariation time assay.  From the initiation of the first pupariation event, 

freshly formed puparia (P1 stage) were collected every 2 h and frozen at -20 oC.  These 

puparia were later sorted into 10 replicate groups with 5 puparia in each group; dried at 70 

oC for 36 h after which their dry weights were assayed.  Dry-weight of each group was 

measured at least thrice to account for instrument error and then normalized by the number 

of puparia (5 puparia).  The dry-weight measurements from 10 such groups were then 

averaged to obtain mean puparium dry-weight per replicate population. 
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(f) Dry-weight at emergence:  The protocol for assaying dry-weight at emergence was the 

same as that for puparium dry-weight assay except that freshly emerged adult flies (within 2 

h of emergence) in LD12:12 or DD were used. 

(g) Fecundity assay:  Fecundity was assayed only under LD12:12 since populations used in 

the present study are maintained on a 21 day discrete generation cycle where eggs for the 

next generation are collected on day 21 post egg collection (average adult age of 11 days).  

Since only eggs laid around this day would determine an individual’s contribution to the 

gene pool for the next generation and consequently to its fitness we estimated fecundity 

only under LD12:12 around day 11 (post-emergence) in the progeny of standardized 

populations, which were collected in plexi glass cages and maintained under LD12:12 in 

mixed sex groups similar to that used for regular maintenance of populations.  On day 8 

(average adult age), flies from plexi glass cages were collected, separated using mild carbon 

di oxide anaesthesia and transferred into vials containing ~4 ml BJ medium for conditioning 

at a density of 10 flies/vial (5 of each sex).  In parallel, additional sets of conditioning vials 

were set aside from which flies for pre-fecundity dry-weight assay were to be collected later 

(described in the following section).  On day 10, flies from the conditioning vials were 

sorted into single male female pairs and transferred into 20 vials/population containing 1 ml 

BJ medium.  After 24 h (day 11), flies were transferred to fresh set of vials and the same 

was repeated on day 12.  Average number of eggs laid per female across days 10-12 was 

used as a measure of mean fecundity/female around day 11.  Only vials from which data 

could be collected for all three days were used and those in which either male or female 

died within the three days were not used for data analysis. 
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(h) Estimation of pre- and post-fecundity dry-weights:  To assess pre-fecundity dry-weight 

of females, 20 females (for every replicate population) from separate sets of conditioning 

vials (which were not used for fecundity assay) as described in the preceding section were 

frozen at -20 oC at the beginning of day 10.  Additionally, at the end of the fecundity assay 

(end of day 12), females used for the assay were collected and frozen.  All flies were then 

dried at 70 oC for 36 h, sorted into groups of 5 individuals each and weighed at least thrice 

to estimate dry-weight/female.  Dry-weight measurements were then averaged across 

groups to calculate mean pre- and post-fecundity dry-weight/female/replicate population.  

Further, dry-weight loss during fecundity assay was estimated by calculating the difference 

in pre- and post-fecundity dry-weights and was used to normalize the fecundity/female 

values to calculate fecundity per unit dry-weight lost as an estimate for biomass to egg 

conversion ratio.  However, this is under the assumption that the biomass lost is entirely 

converted to eggs laid which may not necessarily be the case but nevertheless can be used 

as a proxy for assessment of for biomass to egg conversion ratio. 

(i) Longevity assay:  Longevity of flies was assayed only in LD12:12 with environmental 

conditions same as described previously.  Freshly emerged virgin males and females were 

collected from the progeny of standardized populations every 6 h over three consecutive 

days.  On the fourth day, all flies of a given sex and population were mixed and randomly 

distributed in groups of 10 flies/vial/sex into 10 replicate vials containing ~4 ml BJ 

medium.  Therefore, every replicate population comprised 20 vials in total with 10 vials for 

each sex and each vial housing 10 flies (average age of 2 days).  Thereafter, flies were 

transferred to fresh BJ medium every 3rd day and longevity was estimated by counting the 

number of dead flies in each vial every 24 h.  The assay was continued until all flies were 
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dead.  While care was taken to ensure no flies escaped when they were being transferred to 

fresh vials, a few of them either escaped or were crushed between the cotton plug and the 

vial, and hence were not considered for calculating percentage survivorship for that vial.  

Similar to pupariation time, longevity distribution was also right skewed and therefore, we 

used median longevity (time taken for the death of 50% of individuals in a given vial) as the 

measure of longevity. 

(j) Statistical analyses: All measures of survivorship, pupariation time, development time, 

fecundity, dry-weight and longevity were estimated for every replicate vial and then 

averaged across replicate vials to obtain mean values for all replicate populations.  These 

replicate means served as data for statistical analyses by a randomized block design mixed 

model analysis of variance (ANOVA) with ‘population’, ‘light regime’, ‘stage (at which 

fecundity was assayed)’ or ‘sex’ (whichever was appropriate) as fixed factors and ‘replicate 

population’ as random factor.  All percentage and ratio values were arcsine square root and 

log transformed respectively before subjecting them to ANOVA.  Post hoc multiple 

comparisons were performed at a significance level () of 0.05 by method of Tukey's HSD.  

All statistical analyses were implemented on STATISTICA for Windows, Release 5.0B 

(Statsoft, 1995). 

7.3 Results 

(a) late populations exhibit longer pupariation time under both LD and DD 

ANOVA on median pupariation time showed statistically significant effect of population, 

light regime and population × light regime interaction (Table 1a).  Across light regime 

comparisons revealed that pupariation time for all the populations was significantly longer 
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(8.4 h or 7%) in LD12:12 as compared to DD suggesting that LD cycles have a delaying 

effect on egg-to-pupariation duration (Figures 1a, b, c, 2; Table 2). 

In LD12:12, late populations had a significantly longer (6.5 h or 5.4%) pupariation 

time (129.11 h) compared to all other populations (early = 122.43 h, early-control = 123.01 

h, control = 121.84 h, and late-control = 122.89 h) while pupariation times of the remaining 

four sets of populations did not differ among each other (Figures 1a, c, 2; Table 2). 

In DD, late populations took significantly longer (118.14 h) by 5 h or 3.6% to 

pupariate compared to early (113.57 h) and control (114.47 h) populations but did not differ 

from early-control (114.83 h) and late-control (116.32 h), whereas early, early-control, 

control and late-control populations did not differ among each other (Figures 1b, c, 2b; 

Table 3). 

 

 

Table 1:  Summary of results of ANOVA on (a) median pupariation time and (b) arcsine 

square root transformed egg-to-puparium survivorship values of all populations in LD12:12 

and DD light regimes. 
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Figure 1:  Percentage pupariation as a function of time (in hours) from egg collection in (a) 

LD12:12 and (b) DD for early (E), early-control (EC), control (C), late-control (LC), and 

late (L) populations.  The black and white bars at the bottom represent night and day 

respectively.  (c) Median pupariation time (time taken for 50% of total pupariation events) 

of all populations in LD12:12 and DD, and (d) Percentage egg-to-puparium survivorship 

values in LD12:12 and DD.  Error bars for panels c, d indicate 95% CI calculated by 

method of Tukey’s HSD.  Bars sharing same letters do not differ statistically while those 

with different letters are significantly different from each other. 



 

Page | 221  

 

 

 

Figure 2:  Proportion of individuals pupariated as a function of time from egg collection for 

early (panel 1), early-control (panel 2), control (panel 3), late-control (panel 4), and late 

(panel 5) populations in (a) LD12:12 and (b) DD.  R1-R4 represents the four replicates of 

the respective populations used for the study.  The black and white bars at the bottom 

represent night and day respectively. 
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Table 2:  Median pupariation time in hours (mean ± SD) of all populations in LD12:12 and 

DD light regimes.  Figures within brackets indicate standard deviation of values across 

replicate vials used for each replicate population. 
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(b) The populations do not differ in egg-to-puparium survivorship under LD or DD 

ANOVA on egg-to-puparium survivorship revealed that the effect of population, light 

regime and population × light regime interaction was not statistically significant (Table 1b), 

indicating that the populations did not differ in their egg-to-puparium survivorship both 

within and across light regimes. 

The average egg-to-puparium survivorship across populations was 85.56 ± 1.24% (mean ± 

SD) in LD12:12 (early = 86.86%, early-control = 84.33%, control = 84.60%, late-control = 

85.08%, and late = 86.93%) and 85.35 ± 1.72% (mean ± SD) in DD (early = 83.56%, early-

control = 83.18%, control = 88.03%, late-control = 83.36%, and late = 88.61%; Figure 1d; 

Table 3). 
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Table 3:  Average percentage egg-to-puparium survivorship (mean ± SD) of all populations 

in LD12:12 and DD light regimes.  Figures within brackets indicate standard deviation of 

values across replicate vials used for each replicate population. 
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(c) late populations exhibit longer development time under both LD and DD 

ANOVA on median development time revealed statistically significant effect of population, 

light regime and population × light regime interaction (Table 4a).  As observed for 

pupariation time, development time in LD12:12 was also significantly longer (16 h or 7.5%) 

for all populations as compared to that in DD (Figures 3a-c, 4). 

In LD12:12, development time of late population (239.15 h) was significantly 

longer by 4 h or 1.9% than all populations (early = 234.69 h, early-control = 235.70 h, and 

late-control = 234.68 h) except for control (236.44 h) populations whereas development 

time of all other populations (early, early-control, control, and late-control) did not differ 

significantly among each other (Figures 3a, c, 4; Table 5). 

The trend of late populations exhibiting longer (by 8 h or 3.5%) development time 

(226.41 h) as compared to all other populations was also observed in DD (early = 218.90 h, 

early-control = 217.96 h, control = 219.18 h, and late-control = 217.79 h; Figures 3b, c, 4; 

Table 5). 

 

Table 4:  Summary of results of ANOVA on (a) median development time and (b) arcsine 

square root transformed egg-to-adult survivorship values of all populations in LD12:12 and 

DD light regimes. 
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Figure 3:  Percentage of individuals emerging as a function of time (in hours) from egg 

collection in (a) LD12:12 and (b) DD for early (E), early-control (EC), control (C), late-

control (LC), and late (L) populations.  The black and white bars at the bottom represent 

night and day respectively.  (c) Median egg-to-adult development time of all populations in 

LD12:12 and DD, and (d) Percentage egg-to-adult survivorship values of all populations in 

LD12:12 and DD.  Error bars for panels c, d indicate 95% CI calculated by method of 

Tukey’s HSD.  Bars sharing same letters do not differ statistically while those with different 

letters are significantly different from each other. 
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Figure 4:  Proportion of individuals emerged as a function of time from egg collection for 

early (panel 1), early-control (panel 2), control (panel 3), late-control (panel 4), and late 

(panel 5) populations in (a) LD12:12 and (b) DD.  R1-R4 represents the four replicates of 

the respective populations used for the study.  The black and white bars at the bottom 

represent night and day respectively. 
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Table 5:  Median development time in hours (mean ± SD) of all populations in LD12:12 

and DD light regimes.  Figures within brackets indicate standard deviation of values across 

replicate vials used for each replicate population. 
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(d) The populations do not differ in egg-to-adult survivorship under LD or DD 

ANOVA on egg-to-adult survivorship revealed statistically significant effect of light regime 

and population × light regime interaction but not of population (Table 4b).  However, post 

hoc multiple comparisons using Tukey’s HSD did not reveal any statistically significant 

difference in egg-to-adult survivorships across LD12:12 (early = 85.33%, early-control = 

86.38%, control = 84.51%, late-control = 84.50%, and late = 86.48%) and DD (early = 

82.74%, early-control = 82.37%, control = 86.82%, late-control = 82.52%, and late = 

82.76%) light regimes or across populations within a light regime (Figure 3d; Table 6). 
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Table 6:  Average percentage egg-to-adult survivorship (mean ± SD) of all populations in 

LD12:12 and DD light regimes.  Figures within brackets indicate standard deviation of 

values across replicate vials used for each replicate population. 
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(e) The populations do not differ in dry-weights at pupariation or emergence 

Since late populations exhibited significantly longer pupariation and development times, we 

further tested if this delay in developmental rate manifested in higher dry-weight at 

pupariation and adult emergence. 

ANOVA on pupal dry-weight revealed statistically significant effect of population 

and light regime but not of population × light regime interaction (Table 7a).  In accordance 

with their pupariation time difference between light regimes, the pupal dry-weights were 

found to be significantly higher (on an average 6.3%) in LD (early = 576.16 μg, early-

control = 570.53 μg, control = 572.17 μg, late-control = 575.11 μg, and late = 580.16 μg) 

as compared to that of DD (early = 533.52 μg, early-control = 536.46 μg, control = 533.33 

μg, late-control = 544.07 μg, and late = 544.83 μg; Figure 5a; Table 8) whereas no 

differences were observed between populations within either of the light regimes. 

ANOVA on dry-weight at emergence reported statistically significant effect of light 

regime but not of population or population × light regime interaction (Table 7b).  In 

accordance with development time differences across light regimes, the dry-weight at 

emergence was also found to be significantly higher (on an average by 4.35%) in LD (early 

= 359.39 μg, early-control = 358.30 μg, control = 361.71 μg, late-control = 362.64 μg, and 

late = 369.94 μg) as compared to that in DD (early = 342.63 μg, early-control = 347.85 μg, 

control = 346.19 μg, late-control = 348.12 μg, and late = 348.06 μg; Figure 5b; Table 9) 

whereas no differences were observed between populations within either of the light 

regimes. 
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Table 7:  Summary of results of ANOVA on (a) dry-weight at pupariation and (b) dry-

weight at emergence values of all populations in LD12:12 and DD light regimes. 

 

 

Figure 5:  (a) Dry-weight per individual at pupariation, and (b) dry-weight per individual at 

emergence for early (E), early-control (EC), control (C), late-control (LC), and late (L) 

populations in LD12:12 and DD regimes.  Error bars indicate 95% CI calculated by method 

of Tukey’s HSD.  Bars sharing same letters do not differ statistically while those with 

different letters are significantly different from each other. 
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Table 8:  Average dry-weight at pupariation in μg (mean ± SD) of all populations in 

LD12:12 and DD light regimes.  Figures within brackets indicate standard deviation of 

values across replicate vials used for each replicate population. 
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Table 9:  Average dry-weight at emergence in μg (mean ± SD) of all populations in 

LD12:12 and DD light regimes.  Figures within brackets indicate standard deviation of 

values across replicate vials used for each replicate population. 
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(f) Females of late populations exhibit higher fecundity 

ANOVA on average fecundity on day 11 (post-emergence) revealed a statistically 

significant effect of population (Table 10a).  Fecundity of late populations (10.80 eggs/fly) 

was significantly higher (by 32%) as compared to that of the other populations (early = 7.32 

eggs/fly, early-control = 7.74 eggs/fly, control = 7.01 eggs/fly, and late-control = 7.68 

eggs/fly), whereas none of the other populations differed significantly among each other 

(Figure 6a; Table 11). 

(g) Pre-fecundity dry-weight does not differ between populations whereas late 

populations exhibit lower post-fecundity dry-weight 

ANOVA on female dry-weight measurements at pre- and post-fecundity assay stages 

showed statistically significant effect of ‘stage’ (pre/post-fecundity assay) and population × 

stage interaction but not of population (Table 10b).  Post-hoc multiple comparisons revealed 

that post-fecundity dry-weight of all the populations was reduced by about 52.40 μg (22%; 

Figure 6b) as compared to the pre-fecundity dry-weight.  Pre-fecundity dry-weight did not 

differ statistically between populations (early = 231.95 μg, early-control = 233.62 μg, 

control = 229.95 μg, late-control = 232.87 μg, and late = 238.45 μg) but post-fecundity 

dry-weight of late populations was significantly lower (167.16 μg) by 17 μg or ~10% as 

compared to all other populations (early = 182.79 μg, early-control = 184.30 μg, control = 

188.41 μg, and late-control =182.16 μg; Figure 6b; Table 12). 

(h) The populations do not differ in fecundity per unit loss in dry-weight  

When normalized by the dry-weight lost (difference in pre- and post-fecundity dry-weight), 

fecundity per unit dry-weight lost did not differ statistically (Table 10c) across populations 

(early = 0.15 eggs/μg, early-control = 0.16 eggs/μg, control = 0.17 eggs/μg, late-control = 
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0.15 eggs/μg, and late = 0.15 eggs/μg; Figure 6c), suggesting that late populations even 

though have higher fecundity, lose more dry-weight post-fecundity probably due to higher 

number of eggs laid.  To further confirm this, we performed a linear correlation between 

egg output and dry-weight loss by pooling data from all the populations and found that the 

two variables were significantly positively correlated (r = +0.75, p < 0.0001; Figure 6d). 

 

 

Table 10:  Summary of results of ANOVA on (a) average eggs laid/female, (b) dry-weight 

at pre- and post-fecundity assay stages, and (c) log transformed fecundity per unit dry-

weight loss of all populations in LD12:12. 
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Figure 6:  (a) Average fecundity per female on day 11 (post-emergence), (b) dry-weight per 

female at pre- and post-fecundity stages, and (c) fecundity per unit dry-weight loss 

(difference in pre- and post-fecundity dry-weight) for early (E), early-control (EC), control 

(C), late-control (LC), and late (L) populations in LD12:12.  Error bars indicate 95% CI 

calculated by method of Tukey’s HSD.  (d) Pearson correlation of average fecundity/female 

with that of dry-weight lost during the fecundity assay (r = +0.75, p < 0.0001).  The data 

points for correlation were obtained by pooling values across all 20 populations.  The dotted 

line indicates 95% CI.  Fecundity and dry-weight measurements assays were performed 

only in LD12:12.  Bars sharing same letters do not differ statistically while those with 

different letters are significantly different from each other. 



 

Page | 238  

 

 

Table 11:  Average eggs laid /female (mean ± SD) on day 11 post-emergence of all 

populations in LD12:12.  Figures within brackets indicate standard deviation of values 

across replicate vials used for each replicate population. 
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Table 12:  Average dry-weight in μg (mean ± SD) at pre- and post-fecundity stages for all 

populations in LD12:12.  Figures within brackets indicate standard deviation of values 

across replicate vials used for each replicate population. 
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(i) Females of late populations exhibit reduced median longevity 

ANOVA on median longevity reported statistically significant effect of population, sex, and 

population × sex interaction (Table 13).  With the exception of late populations where 

individuals of both the sexes had an average median longevity of 41.89 ± 0.004 (mean ± 

SD) days, the average female longevity of all the other populations (early = 47.5 days, 

early-control = 46.38 days, control = 47.81 days, and late-control = 45.22 days) was ~7% 

higher than the males (early = 41.41 days, early-control = 42.67 days, control = 44.25 days, 

and late-control = 44.13 days; Figure 7; Table 14). 

Within sex comparisons revealed that the females of late populations exhibited 

significantly shorter (~12%) median longevity as compared to females of all the other 

populations with the exception of late-control which did not differ statistically from late 

populations.  No significant difference in median longevity was observed for males across 

populations (Figure 7; Table 14). 

 

 

Table 13:  Summary of results of ANOVA on median longevity of virgin males and 

females of all populations in LD12:12. 
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Figure 7:  Survivorship curves of (a) virgin males and (b) virgin females of early (E), 

early-control (EC), control (C), late-control (LC), and late (L) populations in LD12:12.  (c) 

Median longevity (time taken for 50% of individuals to die) of virgin males and females of 

all populations in LD12:12.  Error bars indicate 95% CI calculated by method of Tukey’s 

HSD.  Bars sharing same letters do not differ statistically while those with different letters 

are significantly different from each other. 
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Table 14:  Median longevity in days (mean ± SD) of virgin males and females of all 

populations in LD12:12.  Figures within brackets indicate standard deviation of values 

across replicate vials used for each replicate population. 
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7.4 Discussion 

early and late populations in our study were selected to emerge at different ‘gates’/times of 

the day, and were not under direct selection for faster and slower egg-to-puparium or egg-

to-adult development; nevertheless, late populations evolved delayed pre-adult pupariation 

and development times (Figures 1a-c, 3a-c).  A closer look at the data reveals that the 

difference in pupariation time between populations is of the same order as that for 

development time (compare Figures 1a-c, 3a-c) suggesting that selection for evening 

emergence has primarily resulted in coevolution of delayed egg-to-puparium development 

rate, which consequently lead to the egg-to-adult development time differences.  The egg-

to-adult development time differences in these populations after 242 generations of 

selection are consistent with those reported in a previous study on the same populations 

after 55 generations of selection (Kumar et al. 2006).  Furthermore, in addition to divergent 

phase of emergence early and late populations have evolved shorter and longer clock 

periods differing by 40 min (Kumar et al. 2007a; Nikhil et al. 2016a).  Small magnitude 

correlations between clock period and development time have been reported earlier in 

insects melon flies Bactrocera cucurbitae (Miyatake, 1997; Shimizu et al. 1997), and 

between clock period and pupariation and development time in fruit flies D. melanogaster 

(Kyriacou et al. 1990; Takahashi et al. 2013; Yadav and Sharma, 2013), suggesting that 

clock period differences influence developmental rates, albeit weakly.  In DD, pupariation 

time of late populations was 118.14 h (4.9 days) and development time was 226.41 h (9.4 

days) as opposed to 113.56 h (4.7 days) and 218.90 h (9.1 days) respectively in early 

populations.  If the differences in pupariation and development time were entirely driven by 

circadian clock period difference, early and late populations would drift apart by 0.66 h (40 
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min) every day under DD, and consequently the two populations would be expected to 

show 3.12 h difference in pupariation time (in 4.7 days which is equal to the time taken for 

early population to pupariate) and 6.01 h difference in development time (in 9.12 days) 

which is lower than that observed (Figures 1c, 3c).  In addition, pupariation time of late 

populations in LD12:12 was 6.68 h and development time 4.46 h longer than early 

populations (Figures 1c, 3c), which is same as the 4.5 h difference in the mean chronotypes 

of the two populations (Nikhil et al. 2014).  Furthermore, the magnitude of difference in 

pupariation and development times between populations was considerably enhanced under 

LD cycles as compared to that of DD (Figures 1c, 3c) suggesting that such differences 

might be primarily driven by differential interaction of the populations with the LD cycles 

(significant population × light regime interaction reported in Tables 1a, 4a).  Taken together 

these results suggest that difference in pre-adult developmental rates is not entirely 

circadian clock driven and may involve both clock dependent and independent mechanisms.  

Since eggs for the pupariation and development time assays were collected from all the 

twenty populations at the same time of the day (thus were age matched), the observed 

differences in pupariation and development time between early and late populations are 

unlikely to be due to the differences in the age of eggs.  Moreover, the time of egg 

collection or the age of eggs does not affect difference in developmental time between early 

and late populations (Kumar et al. 2006).  Light mediated reduction in the developmental 

rates is apparent as both pupariation and development times of all the populations were 7%-

7.5% longer in LD12:12 as compared to DD (Figures 1a-c, 3a-c).  While effects of light on 

pupariation and development time have been documented earlier (Paranjpe et al. 2005; 

Yadav et al. 2014), precise mechanisms underlying the action of LD12:12 on 



 

Page | 245  

 

developmental rate are still not explored.  The timing of adult emergence in Drosophila 

depends upon the developmental state of the fly, the phase and period of circadian rhythm, 

hormonal cascade, and environmental conditions (Qui and Hardin, 1996; Mukherjee et al. 

2012).  It is believed that LD cycles interact with the circadian clock controlled gate of 

emergence such that even if adult flies have completed development, they are allowed to 

emerge only during certain time of the day, and not merely in accordance with their 

developmental state and circadian clocks (as would be the case in DD), and consequently 

the developmental time would be delayed in LD12:12 compared to DD by virtue of gating 

(Pittendrigh and Skopik, 1970; Qui and Hardin, 1996; Mukherjee et al. 2012; Yadav et al. 

2014).  Additionally, the time of emergence in a given day is also a function of the circadian 

clock period such that individuals with shorter period emerge earlier than those with longer 

period (Konopka and Benzer, 1971).  This further supports the idea that pre-adult 

development is probably mediated by the interaction of circadian clock with the LD cycles 

and that such an interaction is a function of clock period as well. 

Pupariation and developmental rates in early and late populations did not seem to 

influence egg-to-puparium and egg-to-adult survivorship between populations; nor did the 

light regime appear to differentially influence survivorships (Figures 1d, 3d).  It is plausible 

that the magnitude of difference in pupariation and development times between populations 

within a light regime might not be large enough to influence egg-to-puparium and egg-to-

adult survivorships.  However, not surprisingly LD cycles significantly influenced both 

pupariation and development times but not that of egg-to adult and egg-to-puparium 

survivorship (Figures 1, 3).  These results are in accordance with earlier reports suggesting 

that the developmental rates as has been reported earlier are relatively labile and thus 
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sensitive to LD cycles (Markow, 1981; Qui and Hardin, 1996; Paranjpe et al. 2004, 2005) 

while egg-to-puparium and egg-to-adult survivorships do not seem to be influenced strongly 

by LD cycles. 

Although late populations have evolved significantly longer pupariation and 

development times, their body-weight at pupariation and adult emergence did not differ 

from all the other populations (Figure 3).  However, dry-weight of puparia and adults were 

found to be significantly higher for all populations in LD compared to DD (Figure 5) which 

is not surprising as pupariation and development time is significantly reduced in DD 

(Figures 1, 3). 

Coevolution of pre-adult life-history traits in response to selection for timing of 

emergence is intuitive, as changes in pre-adult stages can directly affect the time course and 

waveform of adult emergence.  It would be important to know whether selection for 

emergence at different times of the day also led to correlated changes in adult life-history 

traits that may not necessarily influence emergence time but would highlight the underlying 

genetic correlations.  In this regard we observed that late populations exhibited significantly 

higher fecundity compared to all other populations (Figure 6a).  Pre-adult traits such as 

development time are known to be highly correlated with fecundity as delayed development 

is associated with higher dry-weight, which consequently enhances fecundity in D. 

melanogaster (Robertson, 1960, 1963; Hillesheim and Stearns, 1992).  This did not appear 

to be the case in late populations since neither their dry-weight at emergence nor pre-

fecundity dry-weight differed from that of the other populations (Figures 5b, 6b).  The post-

fecundity assay dry-weight of late populations was significantly lower as compared to that 

of the other populations (Figure 6b), and when normalized by the loss in dry-weight 
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(difference in pre- and post-fecundity dry-weights), the fecundity per unit dry-weight lost 

was similar for all populations (Figure 6c).  Therefore, significant reduction in post-

fecundity dry-weight in late populations appears to be a consequence of higher number of 

eggs laid which is also substantiated by a significant correlation observed between number 

of eggs laid and dry-weight lost (Figure 6d).  Therefore, contrary to the well-known positive 

correlations between development time, dry-weight and fecundity, our results suggest that 

the observed higher fecundity in late populations is not due to higher dry-weight attained by 

delay in development time, but different mechanisms might underlie such phenomena.  

However, we also acknowledge the possibility that higher fecundity in late populations 

might have evolved as an artefact of the nature of selection protocol employed.  For 

instance, to ensure that the number of adults in all populations is ~1200 every generation, 

we collect a larger number of eggs for late followed by relatively smaller number of eggs 

for early as compared to control populations (see materials and methods), which is 24 vials 

per replicate population for early populations, 48 vials for late populations as opposed to 16 

vials for control populations with each vial housing approximately 300 eggs.  Therefore, the 

number of eggs collected from late populations (~14400 eggs) is approximately twice that 

of early (~7200 eggs) and thrice that of control (~4800 eggs) populations.  This would lead 

to an inadvertent selection for higher fecundity in late populations, and also possibly as a 

consequence of higher effective population sizes (Ne) because of which late populations 

might experience relatively lower extent of inbreeding depression followed by early 

populations with control populations experiencing highest degree of inbreeding depression.  

If this were to be true, then early populations would be expected to exhibit higher fecundity 

compared to control, but does not seem to be the case.  Therefore, it is unlikely that this 
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might be the reason for evolution of higher fecundity in late populations even though its 

effects cannot be entirely disregarded.  Additionally, given that fecundity in drosophila is 

not constant across lifespan, the evolved changes in fecundity on day 11 ± 1 post emergence 

might also have influenced early life and late life fecundity.  However, as discussed earlier 

the nature of selection protocol imposes in a direct selection for fecundity on day 11 which 

determines the fitness in this regime and therefore fecundity during other life-stages were 

not assayed but nevertheless will be interesting to study. 

Further, we found that females of late populations live significantly shorter as 

compared to those from early and control populations, while no differences was observed 

for males (Figure 7).  In the light of fecundity and dry-weight results, the observed 

reduction in longevity might represent a classic trade-off between fecundity and lifespan 

due to the antagonistic pleiotropic effects of underlying genes (Rose, 1984; Chippindale et 

al. 1993; Partridge and Barton, 1993).  However, since the results presented here are of 

virgin males and females, the observed reduction in longevity might entirely be a trade-off 

for higher fecundity.  Therefore, even though higher reproductive output might have 

evolved as an artefact of selection protocol, reduced longevity in late populations compared 

to early and control populations may have evolved as a correlated response to selection for 

late evening emergence and not directly as a consequence of higher fecundity. 

Thus, we report that selection for late evening emergence in fruit flies D. melanogaster, in 

addition to driving the evolutionary divergence of circadian clocks (Kumar et al. 2007a), is 

also associated with in the coevolution of several life-history traits while no differences 

were observed in early, control, early-control, and late-control populations.  Most of the 

differences observed correspond to late populations relative to control populations, while 
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very little difference was observed between early and control populations.  Also, most of 

the life-history traits assayed in late populations differ by a small magnitude varying from 

2-10% compared to early and control populations.  This is not surprising considering the 

larger time difference between the selection windows of late populations from the 

emergence peak of control populations, and proximity of the selection window of early 

populations from the emergence peak of control populations.  Since evening emergence is 

not predominantly seen in control populations, late populations would experience much 

stronger selection pressure compared to early populations, which in turn might drive 

stronger coevolution of life-history traits. 

In summary, selection for late evening emergence leads to delay in pre-adult 

development time without any increase in body-weight at emergence, increased fecundity 

associated with greater post-fecundity dry-weight loss and reduced virgin female lifespan.  

The observed life-history traits in late populations being evolved responses to selection are 

further supported by early-control and late-control populations.  Life-history traits of early-

control and late-control populations did not differ significantly from each other and 

between early and late populations in most cases, the results suggest that the observed life-

history trait differences between early populations and late populations are indeed 

evolutionary responses to the imposed selection pressure and are not merely 

environmentally driven.  Further, since the pre-adult and adult life-history traits studied here 

are known to be highly correlated, enhanced fecundity in late populations does not seem to 

be a consequence of higher biomass attained by delayed development time.  Thus the 

differences in adult traits do not seem to be associated with pre-adult trait differences and 
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the two appear to be driven by independent mechanisms evolved as a consequence of 

selection. 

Thus, in contrast with studies which demonstrated the effect of direct manipulation 

of circadian clock on fitness aspects, we report evolution of life-history traits differences in 

independently evolving replicate populations of D. melanogaster exhibiting early and late 

emergence chronotypes suggesting that the genetic architecture underlying emergence 

gate/emergence at specific times of the day (emergence chronotypes) appears to be 

correlated with several life-history traits; and these correlations are mediated by both clock 

dependent and independent mechanisms.  While the difference in the assayed life-history 

traits of these populations appear to be correlated with altered sensitivity/differential 

interaction with the LD cycles, the extent of circadian clocks’ influence (if any) in 

mediating such interactions, and the underlying genetic architecture remains to be explored. 

 



Page | 251  
 

 

 

 

 

References 



Page | 252  
 

Abraham U, Granada AE and Westermark PO, Heine M, Kramer A and Herzel H (2010) 

Coupling governs entrainment range of circadian clocks. Mol Sys Biol 6:1–13. 

Adan A (1994) Chronotype and personality factors in the daily consumptions of alcohol and 

psychostimulants. Addiction 89:455–462. 

Agostinelli C and Lund U (2013) R package ‘circular’: Circular Statistics (version 0.4-7). 

https://r forge.rproject. org/projects/circular/ 

Agrawal A (2008) Phototactic behavior in cave populations of Nemacheilus evezardi with 

special reference to light intensity and feeding schedules. Biol Rhythm Res 39:439–447. 

Akhtar RA, Reddy AB, Maywood ES, Clayton JD, King VM, Smith AG, Gant TW, Hastings 

MH and Kyriacou CP (2002) Circadian cycling of the mouse liver transcriptome, as revealed by 

cDNA microarray, is driven by the suprachiasmatic nucleus. Curr Biol 12:540–550. 

Allemand R and David JR (1976) The circadian rhythm of oviposition in Drosophila 

melanogaster: a genetic latitudinal cline in wild populations. Experientia 32:1403–1405. 

Allemand R, Cohet Y and David J (1973) Increase in the longevity of adult Drosophila 

melanogaster kept in permanent darkness. Exp Gerontol 8:279–283. 

Archer SN, Laing EE, Moller-Levet CS, van der Veen DR, Bucca G Lazar, AS Santhi, N Slak, 

A Kabijo, R von Schantz, M Smith CP and Dijk DJ (2014) Mistimed sleep disrupts circadian 

regulation of the human transcriptome. Proc Natl Acad Sci USA 111:E682–691. 

Aschoff J (1965) Circadian rhythms in man. Science 148:1427–1432. 

Aschoff J (1967) Adaptive cycles: their significance for defining environmental hazards. Int J 

Biometeorol 11:255–278. 

Aschoff J (1979) Circadian rhythms: Influences of internal and external factors on the period 

measured in constant conditions. Z Tierpsychol 49:225–249. 

Aschoff J and Pohl H (1978) Phase relations between a circadian rhythm and its zeitgeber within 

the range of entrainment. Die Naturwissenschaften 65:80–84. 

Barker JSF (2009) Defining fitness in natural and domesticated populations, In: Adaptation and 

Fitness in Animal Populations, (Eds: van der Werf J, Frankham HU, Gondrp C). Springer-

Verlag, Heidelberg, Germany. 

Barlow N (Ed) (1958). The autobiography of Charles Darwin 1809-1882. With the original 

omissions restored. Edited and with appendix and notes by his grand-daughter Nora Barlow. 

Collins, London, UK.  

Barnard AR and Nolan PM (2008) When clocks go bad: neurobehavioral consequences of 

disrupted circadian timing. PLoS Genetics 4:e1000040 



Page | 253  
 

Bartkowiak D, Tscharntke T and Weber F (1991) Effects of stabilizing selections on the 

regressive evolution of compound eyes in hypogean carabid beetles. Memoires de Biospeologie 

18:19–24. 

Bateman MA (1955) The effect of light and temperature on the rhythm of pupal ecdysis in the 

Queensland fruit-fly, Dacus (Strumeta) tryoni (Frogg.). Aust J Zool 3:22–33. 

Batschelet E (1981) Circular Statistics in Biology. London, UK: Academic Press. 

Beaver LM, Gvakharia BO, Vollintine TS, Hege DM, Stanewsky R and Giebultowicz JM 

(2002) Loss of circadian clock function decreases reproductive fitness in males of Drosophila 

melanogaster. Proc Natl Acad Sci USA 99:2134–2139. 

Beaver LM, Rush BL, Gvakharia BO and Giebultowicz JM (2003) Non–circadian regulation 

and function of clock genes period and timeless in oogenesis of Drosophila melanogaster. J Biol 

Rhythms 18:463–472. 

Becker-Weimann S, Wolf J, Herzel H and Kramer A (2004) Modeling feedback loops of the 

mammalian circadian oscillator. Biophys J 87:3023–3034. 

Beckstead RB, Lam G and Thummel CS (2005) The genomic response to 20-Hydroxyecdysone 

at the onset of Drosophila metamorphosis. Gen Biol 12:R99. 

Beersma DG, Daan S and Hut RA (1999) Accuracy of circadian entrainment under fluctuating 

light conditions: contributions of phase and period responses. J Biol Rhythms 14:320–329. 

Berman-Frank, I, Lundgren, P, Chen, Y B, Kupper, H, Kolber Z, Bergman, B and Falkowski, P 

(2001) Segregation of nitrogen fixation and oxygenic photosynthesis in the marine 

cyanobacterium Trichodesmium. Science 294:1534–1537. 

Bernard S, Gonze D, Cajavec B, Herzel H and Kramer A (2007) Synchronization-induced 

rhythmicity of circadian oscillators in the suprachiasmatic nucleus. PLoS Comput Biol 

3e68:0667–0679. 

Biswas J and Ramteke A K (2008) Timed feeding synchronizes circadian rhythm in vertical 

swimming activity in cave loach, Nemacheilus evezardi. Biol Rhythm Res 39:405–412. 

Biswas J, Pati A and Pradhan R (1990a) Circadian and circannual rhythms in air gulping 

behaviour of cave fish. Biol Rhythm Res 21:257–268. 

Biswas J, Pradhan R and Pati A (1990b) Studies on burying behaviour in epigean and hypogean 

fish, Oreonectus evezardi: an example of behavioural divergence. Memoires de Biospeleologie 

17:33–41. 

Bittman EL (2012) Does the precision of a biological clock depend upon its period? Effects of 

the duper and tau mutations in Syrian hamsters. PLoS ONE 7:e36119. 

Blanchong JA, McElhinny TL, Mahoney MM and Smale L (1999) Nocturnal and diurnal 

rhythms in the unstriped Nile rat, Arvicanthis niloticus. J Biol Rhythms 14:364–77. 



Page | 254  
 

Blau J and Young MW (1999) Cycling vrille expression is required for a functional Drosophila 

clock. Cell 99:661–671. 

Blomberg SP, Garland Jr T and Ives AR (2003) Testing for phylogenetic signal in comparative 

data: behavioral traits are more labile. Evolution 57:717–745. 

Blume J, Bünning E and Gunzler E (1962) Zur aktivitätsperiodik bei höhlentieren. 

Naturwissenschaften 49:525–525. 

Bock WJ (1979) The synthetic explanation of macroevolutionary change-a reductionist 

approach. Bull Carnegie Museum 13:20–69. 

Bonduriansky R and Day T (2009) Nongenetic inheritance and its evolutionary implications. 

Annu Rev Ecol Evol Syst 40:103–125. 

Bordyugov G, Granada AE and Herzel H (2011) How coupling determines the entrainment of 

circadian clocks. Eur Phys J B 82:227–234. 

Boulos Z, Macchi M and Terman M (1996) Twilight transitions promote circadian entrainment 

to lengthening light-dark cycles. Am J Physiol 271:813–818. 

Boulos Z, Macchi M and Terman M (2002) Twilights widen the range of photic entrainment in 

hamsters. J Biol Rhythms 17:353–363. 

Bradshaw WE, Quebodeaux MC and Holzapfel CM (2003) Circadian rhythmicity and 

photoperiodism in the pitcher-plant mosquito: adaptive response to the photic environment or 

correlated response to the seasonal environment? Am Nat 161:735–748. 

Bremer H (1926) Uber die tageszeitliche Konstanz im Schlupftermine der Imagines einiger 

Insekten und ihre experimentelle Beeinflussbarkeit. Z wiss Insektenbiol 21:209–216. 

Briegleb W and Schatz A (1974) Der Extrembiotop Höhle als Informationslieferant fur die 

allgemeine Physiologie am Beispiel des Grottenolms (Proteus anguinus Laur). Acta Carsologica 

4:287–297. 

Brown FA (1961) Diurnal rhythm in cave crayfish. Nature 191:929–930. 

Brown SA, Kunz D, Dumas A, Westermark PO, Vanselow K, Tilmann-Wahnschaffe, Herzel H 

and Kramer A (2008) Molecular insights into human daily behavior. Proc Natl Acad Sci USA 

105:1602–1607. 

Bünning E (1932) Über die Erblichket der Tagesperiodizitat bei den Phaseolus-Blättern. 

Jahrbiicher fur Wissenschaftliche Botanik 77:283–320. 

Callahan PS (1958) Behavior of the imago of the corn earworm, Heliothis zea (Boddie), with 

special reference to emergence and reproduction. Ann Ent Soc Am 51:271–283. 

Cavallari N, Frigato E, Vallone D, Fröhlich,N, Lopez-Olmeda JF, Foà A, Berti R, Sánchez-

Vázquez FJ, Bertolucci C and Foulkes NS (2011) A blind circadian clock in cavefish reveals 

that opsins mediate peripheral clock photoreception. PLoS Biology 9:e1001142. 



Page | 255  
 

Charlesworth D (2003) Effects of inbreeding on the genetic diversity of populations. Philos T 

Roy Soc B 358:1050–1070. 

Chippindale AK, Leroi A, Kim SB and Rose MR (1993) Phenotypic plasticity and selection in 

Drosophila life history evolution 1 Nutrition and the cost of reproduction. J Evol Biol 6:171–

193. 

Christensen S and Silverthorne J (2001) Origins of phytochrome-modulated Lhcb mRNA 

expression in seed plants. Plant Physiol 126:1609–1618. 

Ciarleglio CM, Ryckman KK, Servick SV, Hida A, Robbins S, Wells N, Hicks J, Larson SA, 

Wiedermann JP, Carver K, Hamilton N, Kidd KK, Kidd JR, Smith JR, Friedlaender J, 

McMahon DG, Williams SM, Summar ML and Johnson CH (2008) Genetic differences in 

human circadian clock genes among worldwide populations. J Biol Rhythms 23:330–340. 

Clayton DL and Paietta JV (1972) Selection for circadian eclosion time in Drosophila 

melanogaster. Science 178:994–995. 

Cloudsley-Thompson JL (1951) On the responses to environmental stimuli and the sensory 

physiology of millipedes (Diplopoda). P Roy Soc Lond B 121:253–277. 

Cloudsley-Thompson JL (1952) Studies in diurnal rhythms II Changes in the physiological 

responses of the woodlouse Oniscus asellus (L) to environmental stimuli. J Exp Biol 29:295–

303. 

Cloudsley-Thompson JL (1960) Adaptive functions of circadian rhythms. Cold Spring Harbour 

Symp Quant Biol 25:345–355. 

Coddington JA (1988) Cladistic tests of adaptational hypotheses. Cladistics 4:3–22. 

Colli L, Paglianti A, Berti R, Gandolfi G and Tagliavini J (2008) Molecular phylogeny of the 

blind cavefish Phreatichthys andruzzii and Garra barreimiae within the family Cyprinidae. 

Environ Biol Fish 84:95–107. 

Comas M and Hut RA (2009) Twilight and photoperiod affect behavioral entrainment in the 

house mouse (Mus musculus). J Biol Rhythms 24:403–412. 

Costa R, Peixoto AA, Barbujani G and Kyriacou CP (1992) A latitudinal cline in a Drosophila 

clock gene. P Roy Soc Lond B 250:43–49. 

Covington M, Maloof J, Straume M, Kay S and Harmer S (2008) Global transcriptome analysis 

reveals circadian regulation of key pathways in plant growth and development. Genome Biol 

9:R130. 

Cruciani F, Trombetta B, Labuda D, Modiano D, Torroni A, Costa R and Scozzari R (2008) 

Genetic diversity patterns at the human clock gene period2 are suggestive of population-specific 

positive selection. Eur J Human Genet 16:1526–1534. 

Cushing PH (1951) The vertical migration of planktonic Crustacea. Biological Rev 26:158–192. 



Page | 256  
 

Cyran SA, Buchsbaum AM, Reddy KL, Lin MC, Glossop NR, Hardin PE, Young MW, Storti 

RV and Blau J (2003) vrille, Pdp1, and dClock form a second feedback loop in the Drosophila 

circadian clock. Cell 112:329–341. 

Czeisler CA (1978) Human circadian physiology: internal organization of temperature, sleep-

wake and neuroendocrine rhythms monitored in an environment free of time cues. PhD Thesis, 

Stanford University. 

Daan S (1981) Adaptive daily strategies in behaviour. In: Biological rhythms, (Ed: Aschoff J). 

Springer. USA. 

Daan S (2010) A history of chronobiological concepts. In: The circadian clock, (Ed: Albrecht 

U). Springer, New York. 

Daan S and Aschoff J (1975) Circadian rhythms of locomotor activity in captive birds and 

mammals their variations with season and latitude. Oecologia 18:269–316. 

Daan S and Aschoff J (2001) The entrainment of circadian systems. In: Handbook of Behavioral 

Neurobiology, Volume 12: Circadian Clocks, (Eds: Takahashi JS, Turek FW, Moore RY). 

Kluwer Plenum, New York, USA. 

Daan S and Beersma DGM (2002) Circadian frequency and its variability. In: Biological 

Rhythms, (Ed: Kumar V). Narosa and Springer Publishers, Berlin, Germany, New Delhi, India. 

Daan S, Merrow M and Roenneberg T (2002) External time-internal time. J Biol Rhythms 

17:107-109. 

Daan S, Spoelstra K, Albrecht U, Schmutz I, Daan M, Daan M, Rienks F, Poletaeva I, Dell'Omo 

G, Vyssotski A and Lipp HP (2011) Lab mice in the field: unorthodox daily activity and effects 

of a dysfunctional circadian clock allele. J Biol Rhythms 26:118–129. 

Daniel X, Sugano S and Tobin EM (2004) CK2 phosphorylation of CCA1 is necessary for its 

circadian oscillator function in Arabidopsis. Proc Nat Acad Sci USA 101:3292–3297. 

Darwin CR (1859) On the origin of species by means of natural selection, or the preservation of 

favoured races in the struggle for life. First Edition, John Murray, London, UK.  

Dassarma S, Kennedy SP, Berquist B, Victor NgW, Baliga NS, Spudich JL, Krebs MP, Eisen 

JA, Johnson CH and Hood L (2001) Genomic perspective on the photobiology of Halobacterium 

species NRC-1, a phototrophic, phototactic and UV-tolerant haloarchaeon. Photosynth Res 

70:3–17. 

De J, Varma V and Sharma VK (2012) Adult emergence rhythm of fruit flies Drosophila 

melanogaster under seminatural conditions. J Biol Rhythms 27:280-286. 

De J, Varma V, Saha S, Sheeba V and Sharma VK (2013) Significance of activity peaks in fruit 

flies, Drosophila melanogaster, under seminatural conditions. Proc Natl Acad Sci USA 

110:8984–8989. 



Page | 257  
 

DeCoursey PJ and Krulas JR (1998) Behavior of SCN-lesioned chipmunks in natural habitat: a 

pilot study. J Biol Rhythms 13:229–244. 

DeCoursey PJ, Krulas JR, Mele G and Holley DC (1997) Circadian performance of 

suprachiasmatic nuclei (SCN)-lesioned antelope ground squirrels in a desert enclosure. Physiol 

Behav 62:1099–1108. 

DeCoursey PJ, Walker JK and Smith SA (2000) A circadian pacemaker in free-living 

chipmunks: essential for survival? J Comp Physiol A 186:169–180. 

Delezie, J, Dumont, S, Dardente, H, Oudart, H, Gréchez-Cassiau, A, Klosen, P Teboul, M, 

Delaunay F, Pévet P and Challet E (2012) The nuclear receptor REV-ERB is required for the 

daily balance of carbohydrate and lipid metabolism. Fed Am Soc Exp Biol 26:3321–3335. 

Dijk D and Lockley SW (2002) Integration of human sleep-wake regulation and circadian 

rhythmicity. J Appl Physiol 92:852–862. 

Dijk DJ and Czeisler CA (1995) Contribution of the circadian pacemaker and the sleep 

homeostat to sleep propensity, sleep structure, electroencephalographic slow waves and sleep 

spindle activity in humans. J Neurosci 15:3526–3538. 

Dijk DJ, Duffy JF and Czeisler CA (1992) Circadian and sleep/wake dependent aspects of 

subjective alertness and cognitive performance. J Sleep Res 1:112–117. 

Ditty JL, Williams SB and Golden SS (2003) A cyanobacterial circadian timing mechanism. An 

Rev Genet 37:513–543. 

Dodd AN, Salathia N, Hall A, Kévei E, Tóth R, Nagy F, Hibberd JM, Millar AJ and Webb AA 

(2005) Plant circadian clocks increase photosynthesis, growth, survival and competitive 

advantage. Science 309:630–633. 

Dor R, Cooper CB, Lovette IJ, Massoni V, Bulit F, Liljesthrom M and Winkler DW (2012) 

Clock gene variation in Tachycineta swallows. Ecol Evol 2:95–105. 

Dor R, Lovette IJ, Safran RJ, Billerman SM, Huber GH, Vortman Y, Lotem A, McGowan A, 

Evans MR, Cooper CB and Winkler DW (2011) Low variation in the polymorphic clock gene 

poly-Q region despite population genetic structure across barn swallow (Hirundo rustica) 

populations. PLoS ONE 6:e28843.  

Duffy JF, Dijk DJ, Hall EF and Czeisler CA (1999) Relationship of endogenous circadian 

melatonin and temperature rhythms to self-reported preference for morning or evening activity 

in young and older people. J Invest Med 47:141–150. 

Duffy JF, Rimmer DW and Czeisler CA (2001) Association of intrinsic circadian period with 

morningness-eveningness usual wake time and circadian phase. Behav Neurosci 115:895–899 

Dunlap JC, Loros JJ and DeCoursey PJ (2004) Chronobiology: Biological Timekeeping. Sinauer 

Associates Inc. Sunderland, USA.  



Page | 258  
 

Dushay MS, Konopka RJ, Orr D, Greenacre ML, Kyriacou CP, Rosbash M and Hall JC (1990) 

Phenotypic and genetic analysis of Clock, a new circadian rhythm mutant in Drosophila 

melanogaster. Genetics 125:557–578. 

Dvornyk V, Vinogradova O and Nevo E (2003) Origin and evolution of circadian clock genes in 

prokaryotes. Proc Nat Acad Sci 100:2495–2500. 

Edmunds LN (1988) Cellular and Molecular Bases of Biological Clocks. Springer-Verlag, New 

York, USA. 

Ehret CF (1974) The sense of time: evidence for its molecular basis in the eukaryotic gene-

action system. Adv Biol Med Phys 15:47–77. 

Ellegren H and Sheldon BC (2008) Genetic basis of fitness differences in natural populations. 

Nature 452:169–175. 

Emerson KJ, Bradshaw WE and Holzapfel CM (2008) Concordance of the circadian clock with 

the environment is necessary to maximize fitness in natural populations. Evolution 62:979–983. 

Ercolini A and Berti R (1975) Light sensitivity experiments and morphology studies of the blind 

phreatic fish Phreatichthys andruzzii Vinciguerra from Somalia. Monitore Zoologico Italiano 

Suppl 6:29–43. 

Fidler AE and Gwinner E (2003) Comparative analysis of avian BMAL1 and CLOCK protein 

sequences: a search for features associated with owl nocturnal behaviour. Comp Biochem 

Physiol B 136:861–874. 

Fleury F, Allemand R, Vavre F, Fouillet P and Boulétreau M (2000) Adaptive significance of a 

circadian clock: temporal segregation of activities reduces intrinsic competitive inferiority in 

Drosophila parasitoids. Proc R Soc B 267:1005–1010. 

Fowler SG, Cook D and Thomashow ME (2005) Low temperature induction of Arabidopsis 

CBF1, 2 and 3 is gated by the circadian clock. Plant Physiol 137:961–968. 

Fraenkel GS and Gunn DL (1940) The orientation of animals: Kinesis, Taxes and Compass 

Reactions. Oxford University Press, London, UK. 

Friedrich M (2013) Biological clocks and visual systems in cave-adapted animals at the dawn of 

speleogenomics. Int Comp Biol 53:50-67. 

Fu L, Patel MS, Bradley A, Wagner EF and Karsenty G (2005) The molecular clock mediates 

leptin-regulated bone formation. Cell 122:803–815. 

Fu L, Pelicano H, Liu J, Huang P and Lee C (2002) The circadian gene Period2 plays an 

important role in tumor suppression and DNA damage response in vivo. Cell 111:41–50. 

Fuller CA, Sulzman FM and Moore-Ede MC (1987a) Active and Passive responses of circadian 

rhythms in body temperature to light-dark cycles.  Fed Proc Fed Am Soc Exp Biol 37:832. 



Page | 259  
 

Fuller CA, Sulzman FM and Moore-Ede MC (1987b) Thermoregulation is impaired in an 

environment without circadian cues. Science 199:794–796. 

Futuyma DJ (1998) Evolutionary Biology. Third Edition, Sinauer Associates Inc, Sunderland, 

MA, USA. 

Garland T Jr and Adolph SC (1991) Physiological differentiation of vertebrate populations. 

Annu Rev Ecol Evol Syst 22:193–228. 

Garland T, Rose MR (eds) (2009) Experimental evolution: concepts, methods, and applications 

of selection experiments. University of California Press, Berkeley; Los Angeles. USA. 

Gehring W and Rosbash M (2003) The coevolution of blue-light photoreception and circadian 

rhythms. J Mol Evol 57:Suppl-1 S286–289. 

Gentile C, Sehadova H, Simoni A, Chen C and Stanewsky R (2013) Cryptochrome antagonizes 

synchronization of Drosophila's circadian clock to temperature cycles. Curr Biol 23:185–195. 

Gerhart-Hines Z, Feng D, Emmett MJ, Everett LJ, Loro E, Briggs ER, Bugge A, Hou C, Ferrara 

C, Seale P, Pryma DA, Khurana TS and Lazar MA (2013) The nuclear receptor REV-ERB 

controls circadian thermogenic plasticity. Nature 503:410–413. 

Giannotti F, Cortesi F, Sebastiani T, and Ottaviano S (2002) Circadian preference, sleep and 

daytime behaviour in adolescence. Sleep Res 11:191–199. 

Gibbs FP and Van Brunt TG (1975) Correlation of plasma corticosterone (“B”) with running 

activity in blinded rats.  Fed Proc Fed Am Soc Exp Biol 34:301. 

Gilbert L (2011) Insect Endocrinology. Waltham, Massachusetts: Academic Press Inc. 

Glossop NR, Houl JH, Zheng H, Ng FS, Dudek SM and Hardin PE (2003) VRILLE feeds back 

to control circadian transcription of Clock in the Drosophila circadian oscillator. Neuron 

37:249–261. 

Gould S and Lewontin R (1979) The spandrels of San Marco and the Panglossian paradigm:a 

critique of the adaptationist programme. P Roy Soc Lond B 205:581–598. 

Gould SJ and Vrba ES (1982) Exaptation; a missing term in the science of form. Paleobiology 

8:4-15. 

Goulet G, Mongrain V, Desrosiers C, Paquet J and Dumont M (2007) Daily light exposure in 

morning-type and evening-type individuals. J Biol Rhythms 22:151–158. 

Granada AE and Herzel H (2009) How to achieve fast entrainment? The timescale to 

synchronization. PLoS ONE 4:e7057. 

Granada AE, Bordyugov G, Kramer A and Herzel H (2013) Human chronotypes from a 

theoretical perspective. PloS ONE 8e59464:1–10. 



Page | 260  
 

Green RM, Tingay S, Wang ZY and Tobin EM (2002) Circadian rhythms confer a higher level 

of fitness to Arabidopsis plants. Plant Physiol 129:576–84. 

Grima B, Chelot E, Xia R and Rouyer F (2004). Morning and evening peaks of activity rely on 

different clock neurons of the Drosophila brain. Nature 431:869–873. 

Guckenheimer J and Holmes P (1983) Nonlinear Oscillations Dynamical Systems and 

Bifurcations of Vector Fields. New York: Springer-Verlag. 

Gunn DL (1937) The humidity reactions of the woodlouse Porcellio scaber (Latreille). J Exp 

Biol 14:178–186. 

Günzler E (1964) Über den Verlust der endogenen Tagesrhythmik bei dem Höhlenkrebs 

Niphargus puteanus puteanus (Koch). Eberhard-Karls-Universität zu, Tübingen, Germany. 

Han B and Denlinger DL (2009a) Length variation in a specific region of the period gene 

correlates with differences in pupal diapause incidence in the flesh fly, Sarcophaga bullata. J 

Insect Physiol 55:415–418.  

Han B and Denlinger DL (2009b) Mendelian inheritance of pupal diapause in the flesh fly 

Sarcophaga bullata. J Hered 100:251–255. 

Hand LE, Usan P, Cooper GJ, Xu LY, Ammori B, Cunningham PS, Aghamohammadzadeh R, 

Soran H, Greenstein A, Loudon AS, Bechtold DA and Ray DW (2015) Adiponectin induces a20 

expression in adipose tissue to confer metabolic benefit. Diabetes 64:128–136. 

Hankey A (2010) Establishing the scientific validity of Tridosha part 1: Doshas Subdoshas and 

Dosha Prakritis. Ancient science of life 29:6–18. 

Hardin PE (2011) Molecular genetic analysis of circadian timekeeping in Drosophila. Adv 

Genet 74:141–173. 

Hardin PE, Hall JC and Rosbash M (1990) Feedback of the Drosophila period gene product on 

circadian cycling of its messenger RNA levels. Nature 343:536–540. 

Hardy A (1956) The open sea-Its natural history. The world of plankton. Collins, London. 

Harker JE (1958) Experimental production of midgut tumors in Periplaneta Ameracana. J Exp 

Biol 35:251–259. 

Helfrich-Förster C (2005) Neurobiology of the fruit fly's circadian clock. Genes Brain Behav 

4:65–76. 

Helfrich-Förster C, Täuber M, Park JH, Mühlig-Versen M, Schneuwly S and Hofbauer A (2000) 

Ectopic expression of the neuropeptide pigment-dispersing factor alters behavioral rhythms in 

Drosophila melanogaster. J Neurosci 20:3339–3353. 

Hendricks JC, Lu S, Kume K, Yin JCP, Yang Z and Sehgal A (2003) Gender dimorphism in the 

role of cycle (BMAL1) in rest, rest regulation, and longevity in Drosophila melanogaster. J Biol 

Rhythms 18:12–25. 



Page | 261  
 

Hendrischk AK, Frühwirth SW, Moldt J, Pokorny R, Metz S, Kaiser G, Jäger A, Batschauer A 

and Klug G (2009) A cryptochrome-like protein is involved in the regulation of photosynthesis 

genes in Rhodobacter sphaeroides. Mol Microbiol 74:990–1003. 

Hervant F, Mathieu J and Durand J (2001) Behavioural physiological and metabolic responses 

to long-term starvation and refeeding in a blind cave-dwelling (Proteus anguinus) and a surface-

dwelling (Euproctus asper) salamander. J Exp Biol 204:269–281. 

Hicks KA, Millar AJ, Carre IA, Somers DE, Straume M, Meeks-Wagner DR and Kay S (1996) 

Conditional circadian dysfunction of the Arabidopsis early-flowering 3 mutant. Science 

274:790–792. 

Highkin HR and Hanson JB (1954) Possible interaction between light-dark cycles and 

endogenous daily rhythms on the growth of tomato plants. Plant Physiol 29:301–302. 

Hillesheim E and Stearns SC (1992) Correlated responses in life-history traits to artificial 

selection for body weight in Drosophila melanogaster. Evolution 46:745–752. 

Hillman WS (1956) Injury of tomato plants by continuous light and unfavourable photoperiodic 

cycles. Am J Bot 43:89–96. 

Hitomi K, Okamoto K, Daiyasu H, Miyashita H, Iwai S, Toh H, Ishiura M and Todo T (2000) 

Bacterial cryptochrome and photolyase: Characterization of two photolyase-like genes of 

Synechocystis sp. Nucleic Acid Res 28:2353–2362. 

Hobbs HH III and Barr TC (1972) Origins and affinities of the troglobitic crayfishes of North 

America (Decapoda: Astacidae) II: Genus Orconectes. Smithsonian Cont Zool 105:1–84. 

Honma K, Honma S and Hiroshige T (1985) Response curve, free-running period and activity 

time in circadian locomotor rhythm of rats. Jpn J Physiol 35:643–658. 

Hume D (1779) Dialogues Concerning Natural Religion First Edition (Ed D Coleman) 

Cambridge: Cambridge University Press UK. 

Hurd MW and Ralph MR (1998) The significance of circadian organization for longevity in the 

golden hamster. J Biol Rhythms 13:430–436. 

Hut RA and Beersma DG (2011) Evolution of time-keeping mechanisms: early emergence and 

adaptation to photoperiod. Philos T Roy SocB 366:2141–2154. 

Hut RA, Paolucci S, Dor R, Kyriacou CP and Daan S (2013) Latitudinal clines: an evolutionary 

view on biological rhythms. P Roy Soc Lond B: 280:20130433. 

Ikeno T, Numata H and Goto SG (2011) Circadian clock genes period and cycle regulate 

photoperiodic diapause in the bean bug Riptortus pedestris males. J Insect Physiol 57:935–938. 

Imafuku M and Haramura T (2011) Activity rhythm of Drosophila kept in complete darkness 

for 1300 generations. Zool Sci 28:195–198. 



Page | 262  
 

Ishiura M, Kutsuna S, Aoki S, Iwasaki H, Andersson CR, Tanabe A, Golden SS, Johnson CH 

and Kondo T (1998) Expression of a gene cluster kaiABC as a circadian feedback process in 

cyanobacteria. Science 281:1519–1523. 

Jacobs GH (1993) The distribution and nature of color vision among the mammals. Biol Rev 

68:413–71. 

Jammalamadaka SR and SenGupta A (2001) Topics in circular statistics. World Scientific 

Publishers, USA.  

Jegla TC and Poulson TL (1968) Evidence of circadian rhythms in a cave crayfish. J Exp Zool 

168:273–282. 

Johnson CH and Golden SS (1999) Circadian programs in cyanobacteria: adaptiveness and 

mechanism. An Rev Microbiol 53:389–409. 

Johnson CH and Kyriacou CP (2005) Clock evolution and adaptation: whence and whither? In: 

Endogenous Plant Rhythms (Eds A J W Hall and H McWatters) Blackwell Publishing Ltd 

Oxford pp 237–260. 

Juusola M and Hardie RC (2001) Light adaptation in Drosophila photoreceptors: I. Response 

dynamics and signalling efficiency at 25 oC. J Gen Physiol 117:3–25. 

Kannan NN, Vaze KM and Sharma VK (2012a) Clock accuracy and precision evolve as a 

consequence of selection for adult emergence in a narrow window of time in fruit flies 

Drosophila melanogaster. J Exp Biol 215:3527–3534. 

Kannan NN, Mukherjee N and Sharma VK (2012b) Robustness of circadian timing systems 

evolves in fruit flies Drosophila melanogaster as a correlated response to selection for adult 

emergence in a narrow window of time. Chronobiol Int 29:1312–1328. 

Kannan NN, Varma V, De J and Sharma VK (2012c) Stability of Adult Emergence and 

Activity/Rest Rhythms in fruit flies Drosophila melanogaster under semi-natural condition. 

PLoS ONE 7:e50379. 

Kant I (1970) Kant’s Critique of Judgement translated with Introduction and Notes by JH 

Bernard. Macmillan, London, UK. 

Kas MJH and Edgar DM (1999) A nonphotic stimulus inverts the diurnal-nocturnal phase 

preference in Octodon degus. J Neurosci 19:328–333. 

Kikuchi K (1930) Diurnal migrations of planktonic Crustacea. Quart Rev Biol 5:189–206. 

Kippert F (1986) Endocytobiotic coordination intracellular calcium signaling and the origin of 

endogenous rhythms. Ann New York Acad Sci 503:476–495. 

Kitano H (2007) Towards a theory of biological robustness. Mol Sys Biol 3:137–142. 

Klarsfeld A and Rouyer F (1998) Effects of circadian mutations and LD periodicity on the life 

span of Drosophila melanogaster. J Biol Rhythms 13:471–478. 



Page | 263  
 

Koilraj AJ, Sharma VK, Marimuthu G and Chandrashekaran MK (2000) Presence of circadian 

rhythms in the locomotor activity of a cave dwelling millipede Glyphiulus cavernicolus sulu 

(Cambalidae Spirostreptida). Chronobiol Int 17:757–765. 

Kondratov RV, Kondratova AA, Gorbacheva VY, Vykhovanets OV and Antoch MP (2006) 

Early aging and age-related pathologies in mice deficient in BMAL1 the core component of the 

circadian clock. Genes Dev 20:1868–1873. 

Konopka RJ and Benzer S (1971) Clock mutants of Drosophila melanogaster. Proc Natl Acad 

Sci USA 68:2112–2116 

Konopka RJ, Pittendrigh CS and Orr D (1989) Reciprocal behaviour associated with altered 

homeostasis and photosensitivity of Drosophila clock mutants. J Neurogenet 6:1–10. 

Kos M, Bulog B, Szél Á and Röhlich P (2001) Immunocytochemical demonstration of visual 

pigments in the degenerate retinal and pineal photoreceptors of the blind cave salamander 

(Proteus anguinus). Cell Tissue Res 303:15–25. 

Krasinsky G (2002) Dynamical history of the Earth-Moon system. Celest Mech Dyn Astr 

84:27–55. 

Kronfeld-Schor N and Dayan T (2003) Partitioning of time as an ecological resource. An Rev 

Ecol Evol Syst 34:153–181. 

Kruskal WH and Wallis WA (1952) Use of ranks in one-criterion variance analysis. J Am Stat 

Assoc 47:584–618. 

Kumar S, Chen D, Jang C, Nall A, Zheng X and Sehgal A (2014) An ecdysone-responsive 

nuclear receptor regulates circadian rhythms in Drosophila. Nat Commun 5:5697–5723. 

Kumar S, Kumar D, Paranjpe DA, Akash CR and Sharma VK (2007a) Selection on the timing 

of adult emergence results in altered circadian clocks in fruit flies Drosophila melanogaster. J 

Exp Biol 210:906–918. 

Kumar S, Kumar D, Harish VS, Divya S and Sharma VK (2007b) Possible evidence for 

morning and evening oscillators in Drosophila melanogaster populations selected for early and 

late adult emergence. J Insect Physiol 53:332–342. 

Kumar S, Mohan A and Sharma VK (2005) Circadian dysfunction reduces lifespan in 

Drosophila melanogaster. Chronobiol Int 22:641–653. 

Kumar S, Vaze KM, Kumar D and Sharma VK (2006) Selection for early and late adult 

emergence alters the rate of pre-adult development in Drosophila melanogaster. BMC Dev Biol 

6:57–71. 

Kyriacou CP, Oldroyd M, Wood J, Sharp M and Hill M (1990) Clock mutations alter 

developmental timing in Drosophila. Heredity 64:395–401. 

Lakin-Thomas PL and Brody S (1985) Circadian rhythms in Neurospora crassa: Interactions 

between clock mutations. Genetics 109:49–66. 



Page | 264  
 

Lamba P, Bilodeau-Wentworth D, Emery P and Zhang Y (2014) Morning and evening 

oscillators cooperate to reset circadian behavior in response to light input. Cell Rep 7:601–608. 

Lamia KA, Storch KF and Weitz CJ (2008) Physiological significance of a peripheral tissue 

circadian clock. Proc Natl Acad Sci USA 105:15172–15177. 

Lamprecht G and Weber F (1977) Die Lichtempfindlichkeit der circadianen Rhythmik dreier 

Höhlenkafer-Arten der Gattung Laemostenus. J Insect Physiol 23:445–452. 

Lankinen P (1986) Geographical variation in circadian eclosion rhythm and photoperiodic adult 

diapause in Drosophila littoralis. J Comp Physiol A 159:123–142. 

Lankinen P (1993) North–south differences in circadian eclosion rhythm in European 

populations of Drosophila subobscura. Heredity 71:210–218. 

Larimer FW, Chain P, Hauser L, Lamerdin J, Malfatti S, Do L, Land ML, Pelletier DA, Beatty 

JT, Lang AS, Tabita FR, Gibson JL, Hanson TE, Bobst C, Torres JL, Peres C, Harrison FH, 

Gibson J and Harwood CS (2004) Complete genome sequence of the metabolically versatile 

photosynthetic bacterium Rhodopseudomonas palustris. Nat Biotechnol 22:55–61. 

Laskar J (1999) The limits of Earth orbital calculations for geological time-scale use. Phil T Roy 

Soc A 357:1735–1759. 

Lathe R (2004) Fast tidal cycling and the origin of life. Icarus 168:18–22. 

Lauder GV, Leroi A and Rose MR (1993) Adaptations and history. TREE 8:294–297. 

Lear BC, Zhang L and Allada R (2009) The neuropeptide PDF acts directly on evening 

pacemaker neurons to regulate multiple features of circadian behavior. PLoS Biol 7:e1000154. 

Leproult R, Holmback U and Van Cauter E (2014) Circadian misalignment augments markers of 

insulin resistance and inflammation independently of sleep loss. Diabetes 63:1860–1869. 

Levandovski R, Sasso E and Hidalgo MP (2013) Chronotype: a review of the advances, limits 

and applicability of the main instruments used in the literature to assess human phenotype. 

Trends Psychiatry Psychother 35:3–11. 

Levandowsky M (1981) Endosymbionts biogenic amines and a heterodyne hypothesis for 

circadian rhythms. Ann New York Acad Sci 361:369–375. 

Lewis CB and Bletchley JD (1943) The emergence rhythm of the dung-fly Scopeuma 

Scatophaga stercoraria (L.). J Anim Ecol 12:11–18. 

Litinski M, Scheer FA and Shea SA (2009) Influence of the circadian system on disease 

severity. Sleep Medicine Clinics 4:143–163. 

Lone SR, Ilangovan V, Murugan M and Sharma VK (2010) Circadian resonance in the 

development of two sympatric species of Camponotus ants. J Insect Physiol 56:1611–1616. 



Page | 265  
 

Low KH, Chen W-F, Yildirim E and Edery I (2012) Natural variation in the Drosophila 

melanogaster clock gene period modulates splicing of its 3′-terminal intron and mid-day siesta. 

PLoS One 11:e49536. 

Majercak J, Chen WF and Edery I (2004) Splicing of the period gene 3'-terminal intron is 

regulated by light, circadian clock factors and phospholipase C. Mol Cell Biol 24:3359–3372. 

Markow TA (1981) Light dependent pupation site in Drosophila. Behav Neural Biol 31:348–

353. 

Masashi S, Kazuhiro I and Aoki S (2004) Photoperiod-regulated expression of the PpCOL1 

gene encoding a homolog of CO/COL proteins in the moss Physcomitrella patens. Biochem 

Biophys Res Com 324:1296–1301. 

Mathias D, Jacky L, Bradshaw WE and Holzapfel CM (2007) Quantitative trait loci associated 

with photoperiodic response and stage of diapause in the pitcher-plant mosquito Wyeomyia 

smithii. Genetics 176:391–402. 

Mayer W (1966) Besonderheiten der circadianen Rhythmik bei Pflanzen verschiedener 

geographischer Breiten. Planta 70:237–256. 

Mayr E (1958) Behavior and Systematics. In: Behavior and Evolution (Eds: Roe A and Simpson 

JJ). Yale University Press, New Haven, USA. 

Mayr E (1982) The Growth of Biological Thought: Diversity Evolution and Inheritance The 

Belknap Press of Harvard University Press, Cambridge, MA, London, UK. 

Mayr E (1988) Toward a new philosophy of biology observations of an evolutionist The Belknap 

Press of Harvard University Press, Cambridge, MA, London, UK. 

McNabb SL and Truman JW (2008) Light and peptidergic eclosion hormone neurons stimulate a 

rapid eclosion response that masks circadian emergence in Drosophila. J Exp Biol 211:2263–

2274. 

McWatters HG, Bastow RM, Hall A and Millar A (2000) The ELF3 zeitnehmer regulates light 

signaling to the circadian clock. Nature 408:716–720. 

Mecacci L and Rocchetti G (1998) Morning and evening types: stress‐related personality 

aspects. Personal Individ Diff 25:537–542. 

Menegazzi P, Vanin S, Yoshii T, Rieger D, Hermann C, Dusik V, Kyriacou CP, Helfrich-Förster 

C and Costa R (2013) Drosophila clock neurons under natural conditions. J Biol Rhythms 28:3–

14. 

Menegazzi P, Yoshii T and Helfrich-Förster C (2012) Laboratory versus nature: the two sides of 

the Drosophila circadian clock. J Biol Rhythms 27:433–442. 

Merrow M, Brunner M and Roenneberg T (1999) Assignment of circadian function for the 

Neurospora clock gene frequency. Nature 399:584–586. 

http://www.ncbi.nlm.nih.gov/pubmed?term=Majercak%20J%5BAuthor%5D&cauthor=true&cauthor_uid=15060157
http://www.ncbi.nlm.nih.gov/pubmed?term=Chen%20WF%5BAuthor%5D&cauthor=true&cauthor_uid=15060157
http://www.ncbi.nlm.nih.gov/pubmed?term=Edery%20I%5BAuthor%5D&cauthor=true&cauthor_uid=15060157


Page | 266  
 

Michael TP, Salomé PA, Yu HJ, Spencer TR, Sharp EL, McPeek MA, Alonso JM, Ecker JR and 

McClung CR (2003) Enhanced fitness conferred by naturally occurring variation in the circadian 

clock. Science 302:1049–1053. 

Mitchell WA and Valone TJ (1990) The optimization research program: studying adaptations by 

their function. Quant Rev Biol 65:43–52. 

Mitsui A, Kumazawa S, Takahashi A, Ikemoto H and Arai T (1986) Strategy by which nitrogen-

fixing unicellular cyanobacteria grow photoautotrophically. Nature 323:720–722. 

Mittag M, Kiaulehn S and Johnson CH (2005) The circadian clock in Chlamydomonas 

reinhardtii: What is it for? What is it similar to? Plant Physiol 137:399–409. 

Miyatake T (1997) Correlated responses to selection for developmental period in Bactrocera 

cucurbitae (Diptera: Tephritidae): time of mating and daily activity rhythms. Behav Genet 

27:489–498. 

Miyatake T (2002) Circadian rhythm and time of mating in Bactrocera cucurbitae (Diptera: 

Tephritidae) selected for age at reproduction. Heredity 88:302–306. 

Moriatry F (1959) The 24-hr rhythm of emergence of Ephestia kuhniella Zell. from the pupa. J 

Insect Physiol 3:357–366. 

Moritz A (2005) Timeless Secrets of Health and Rejuvenation. Ener-Chi Wellness Center 

publishers, USA. 

Morris CJ, Aeschbach D and Scheer FA (2012) Circadian system sleep and endocrinology. Mol 

Cell Endocrin 349:91–104. 

Mukherjee N, Kannan NN, Yadav P, Sharma VK (2012) A model based on the oscillatory 

threshold and build-up of a developmental substance can explain gating of adult emergence in 

fruit flies Drosophila melanogaster. J Exp Biol 215:2960–2968. 

Myers K (1952) Rhythms in emergence and other aspects of behaviour of the Queensland fruit-

fly (Dacus (Strumeta) tryoni Frogg.) and the solanum fruit-fly (Dacus (Strumeta) cacuminatus 

Hering). Aust J Sci 15:101–102. 

Narayanaswamy V (1981) Origin and development of Ayurveda: A brief history. Anc Sci Life 

1:1–7. 

Nikaido SS and Johnson CH (2000) Daily and circadian variation in survival from ultraviolet 

radiation in Chlamydomonas reinhardtii. Photochem Photobiol 71:758–765. 

Nikhil KL, Goirik G, Ratna K and Sharma VK (2014) Role of temperature in mediating morning 

and evening emergence chronotypes in fruit flies Drosophila melanogaster. J Biol Rhythms 

29:427–441. 

Nikhil KL, Vaze KM and Sharma VK (2016a) Late emergence chronotypes of fruit flies 

Drosophila melanogaster exhibit higher accuracy of entrainment. Chronobiol Int (in press). 



Page | 267  
 

Nikhil KL, Vaze KM, Ratna K and Sharma VK (2016b) Circadian clock properties of fruit flies 

Drosophila melanogaster exhibiting early and late emergence chronotypes. Chronobiol Int (in 

press). 

Nitabach MN, Wu Y, Sheeba V, Lemon WC, Strumbos J, Zelensky PK, White BH and Holmes 

TC (2006) Electrical hyperexcitation of lateral ventral pacemaker neurons desynchronizes 

downstream circadian oscillators in the fly circadian circuit and induces multiple behavioral 

periods. J Neurosci 26:479–489. 

O’Malley KG and Banks MA (2008) A latitudinal cline in the Chinook salmon (Oncorhynchus 

tshawytscha) Clock gene: evidence for selection on PolyQ length variants. P Roy Soc Lond B 

275:2813–2821. 

O’Malley KG, Ford MJ and Hard JJ (2010) Clock polymorphism in Pacific salmon: evidence for 

variable selection along a latitudinal gradient. P Roy Soc Lond B 277:3703–3714. 

Oatley K and Goodwin BC (1971) The explanation and investigation of biological rhythms In: 

Biological rhythms and human performance (Ed W P Colquhoun) New York pp 1–38. 

Oklejewicz M (2001) The rate of living in tau mutant Syrian hamsters. PhD thesis, Department 

of Animal Behavior, University of Gronningen, Haren, The Netherlands. 

Ouyang Y, Andersson CR, Kondo T, Golden SS and Johnson CH (1998) Resonating circadian 

clocks enhance fitness in cyanobacteria. Proc Nat Acad Sci 95:8660–8664. 

Oztürk N, Song SH, Ozgür S, Selby CP, Morrison L, Partch C, Zhong D and Sancar A (2007) 

Structure and function of animal cryptochromes. Cold Spring Harbour Symp Quant Biol 

72:119–31. 

Paley W (1802) Natural Theology: or Evidences of the Existence and Attributes of the Deity. 

First Edition, London, UK. 

Palmen E (1955) Diel periodicity of pupal emergence in natural populations of some 

chironomids (Diptera). Ann Zool Soc Zool Bot Fennicae Vonamo 17:1–30. 

Panda S, Antoch MP, Miller BH, Su AI, Schook AB, Straume M, Schultz PG, Kay SA, 

Takahashi JS and Hogenesch JB (2002) Coordinated transcription of key pathways in the mouse 

by the circadian clock. Cell 109:307–320. 

Panella G (1972) Paleontological evidence on the earth's rotational history since early 

Precambrian. Astrophy Space Sci 16:212–237. 

Paranjpe DA, Anitha D, Chandrashekaran MK, Joshi A and Sharma VK (2005) Possible role of 

eclosion rhythm in mediating the effects of light-dark environments on pre-adult development in 

Drosophila melanogaster. BMC Dev Biol 5:5. 

Paranjpe DA, Anitha D, Sharma VK and Joshi A (2004) Circadian clocks and life-history 

related traits: is pupation height affected by circadian organization in Drosophila 

melanogaster?.J Gen 83:73–77. 



Page | 268  
 

Park JH, Helfrich-Förster C, Lee G, Liu L, Rosbash M and Hall JC (2000) Differential 

regulation of circadian pacemaker output by separate clock genes in Drosophila. Proc Natl Acad 

Sci USA 97:3608–3613. 

Park O, Roberts T and Harris S (1941) Preliminary analysis of activity of the cave crayfish 

Cambarus pellucidus. Am Nat 75:54–171. 

Partridge L and Barton NH (1993) Evolution of aging: Testing the theory using Drosophila. 

Genetica 91:89–98. 

Pati AK (2001) Temporal organization in locomotor activity of the hypogean loach Nemacheilus 

evezardi and its epigean ancestor. Dev Env Biol Fish 21:119–129. 

Pegoraro M, Picot E, Hansen CN, Kyriacou CP, Rosato E and Tauber E (2015) Gene expression 

associated with early and late chronotypes in Drosophila melanogaster. Front Neurol 6:100–

108. 

Pfeffer M, Korf HW and von Gall C (2015b) Chronotype and stability of spontaneous locomotor 

activity rhythm in BMAL1-deficient mice. Chronobiol Int 32:81–91. 

Pfeffer M, Wicht H, von Gall C and Korf HW (2015a) Owls and larks in mice. Front Neurol 

6:101–107. 

Pfeffer M, Wicht H, von Gall C and Korf HW (2015a) Owls and larks in mice. Front Neurol 

6:101–107. 

Pfeuty B, Thommen Q and Lefranc M (2011) Robust entrainment of circadian oscillators 

requires specific phase response curves. Biophysical J 100:2557–2565. 

Pittendrigh CS (1954) On temperature independence in the clock system controlling emergence 

time in Drosophila. Proc Nat Acad Sci USA 40:1018–1029. 

Pittendrigh CS (1960) Circadian rhythms and the circadian organization of living systems. Cold 

Spring Harbor Symp Quant Biol 25:159–184. 

Pittendrigh CS (1965) Biological clocks: the functions ancient and modern of circadian 

oscillations. Science in the Sixties In: Proc Cloudcroft Symp Air Force Office of Scientific 

Research pp 95–111. 

Pittendrigh CS (1966) The circadian oscillation in Drosophila pseudoobscura pupae: a model 

for the photoperiodic clock. Z Pflanzenphysiol 54:275–307. 

Pittendrigh CS (1967) Circadian systems I: The driving oscillation and its assay in Drosophila 

pseudoobscura. Proc Nat Acad Sci USA 58:1762–1767. 

Pittendrigh CS (1981a) Circadian organization and the photoperiodic phenomena. In: 

Biological Clocks in Seasonal Reproductive Cycles, (Eds: Follett BK and Follett DE). Wright 

Publishers, Bristol, UK. 



Page | 269  
 

Pittendrigh CS (1981b) Circadian Systems: Entrainment. In: Handbook of Behavioral 

Neurobiology, Biological rhythms, (Ed: King FA). Plenum Press, New York, USA. 

Pittendrigh CS (1993) Temporal organisation: reflections of a Darwinian clock-watcher. An Rev 

Physiol 55:17–54.  

Pittendrigh CS and Bruce VG (1959) Daily rhythms as coupled oscillator systems and their 

relation to thermoperiodism and photoperiodism Photoperiodism and related phenomena in 

plants and animals (Ed R B Withrow) Proc Conf photoperiodism pp 475–505. 

Pittendrigh CS and Daan S (1976a) A functional analysis of circadian pacemakers in nocturnal 

rodents I. The stability and lability of spontaneous frequency J Comp Physiol 106:223–252. 

Pittendrigh CS and Daan S (1976b) A functional analysis of circadian pacemakers in nocturnal 

rodents IV Entrainment: pacemaker as clock. J Comp Physiol 106:291–331. 

Pittendrigh CS and Minis DH (1964) The entrainment of circadian oscillations by light and their 

role as photoperiodic clocks. Am Nat 98:261–294. 

Pittendrigh CS and Minis DH (1971) The photoperiodic time measurement in Pectinophora 

gossypiella and its relation to the circadian system in that species. In: Biochronometry (Ed M 

Menaker) Nat Acad Sci, Washington DC pp 212–250. 

Pittendrigh CS and Minis DH (1972) Circadian systems: longevity as a function of circadian 

resonance in Drosophila melanogaster. Proc Nat Acad Sci USA 69:1537–1539. 

Pittendrigh CS and Skopik SK (1970) Circadian systems V: The driving oscillation and the 

temporal sequence of development. Proc Natl Acad Sci USA 65:500–507. 

Pittendrigh CS and Takamura T (1987) Temperature dependence and evolutionary adjustment of 

critical night length in insect photoperiodism. Proc Nat Acad Sci USA 84:7169–7173. 

Pittendrigh CS and Takamura T (1987) Temperature dependence and evolutionary adjustment of 

critical night length in insect photoperiodism. Proc Natl Acad Sci USA 84:7169–7173. 

Pittendrigh CS and Takamura T (1989) Latitudinal clines in the properties of a circadian 

pacemaker. J Biol Rhythms 4:217–235. 

Pittendrigh CS, Bruce V and Kaus P (1958) On the significance of transients in daily rhythms. 

Proc Natl Acad Sci USA 4:965–973. 

Pittendrigh CS, Kyner Wt and Takamura J (1991) The amplitude of circadian oscillations: 

temperature dependence, latitudinal clines, and the photoperiodic time measurement. J Biol 

Rhythms 6:299–313. 

Pittendrigh, C. S. 1993. Temporal organization: reflections of a Darwinian clock–watcher. 

Annu. Rev. Physiol. 55:17–54. 

Poulson TL and White WB (1969) The cave environment. Science 165:971–981. 



Page | 270  
 

Prabhakaran PM, De J and Sheeba V (2013) Natural conditions override differences in 

emergence rhythm among closely related drosophilids. PLoS One 8:e83048. 

Pradhan R and Biswas J (1994) The influence of photoperiods on the air-gulping behaviour of 

the cave fish Nemacheilus evezardi (Day). Proc Nat Acad Sci India 64:373–380. 

Pradhan RK, Pati AK and Agarwal SM (1989) Meal scheduling modulation of circadian rhythm 

of phototactic behaviour in cave dwelling fish. Chronobiol Int 6:245–249. 

Prasad NG and Joshi A (2003) What have two decades of laboratory life-history evolution on 

Drosophila melanogaster taught us? J Genet 82:45–76. 

Qiu J and Hardin PE (1996) Developmental state and the circadian clock interact to influence 

the timing of eclosion in Drosophila melanogaster. J Biol Rhythms 11:75–86. 

R Development Core Team (2011). R: A language and environment for statistical computing. R 

Foundation for Statistical Computing, Vienna, Austria. 

Rajesh P, Rastogi R, Kumar A, Tyagi MB and Sinha RP (2010) Molecular mechanisms of 

ultraviolet radiation-induced DNA damage and repair. J Nucleic Acids 592980. 

Ralph MR and Menaker M (1988) A mutation of the circadian system in golden hamsters. 

Science 241:1225–1227. 

Rand DA, Shulgin BV, Salazar JD and Miller AJ (2006) Uncovering the design principles of 

circadian clocks: mathematical analysis of flexibility and evolutionary goals. J Theor Biol 

238:616–635. 

Ravanat JL, Douki T and Cadet J (2001) Direct and indirect effects of UV radiation on DNA 

and its components. J Photochem Photobiol B: Biology 63:88–102. 

Reeve HK and Sherman PW (1993) Adaptation and the goals of evolutionary research. Quart 

Rev Biol 68:1–32. 

Refinetti R, Cornélissen G and Halberg F (2007) Procedures for numerical analysis of circadian 

rhythms. Biol Rhythm Res 38:275–325. 

Rémi J, Merrow M and Roenneberg T (2010) A circadian surface of entrainment: varying T, τ 

and photoperiod in Neurospora crassa. J Biol Rhythm 25:318–328. 

Renn SC, Park JH, Rosbash M, Hall JC and Taghert PH (1999) A pdf neuropeptide gene 

mutation and ablation of PDF neurons each cause severe abnormalities of behavioral circadian 

rhythms in Drosophila. Cell 99:791–802. 

Riddiford LM (1993) Hormones and Drosophila development. In: The Development of 

Drosophila melanogaster, (Eds: Bate M, Arias AM). Cold Spring Harbor Press, New York, 

USA. 



Page | 271  
 

Rikin A, Dillwith JW and Bergman DK (1993) Correlation between the circadian rhythm of 

resistance to extreme temperatures and changes in fatty acid composition in cotton seedlings. 

Plant Physiol 101:31–36. 

Robertson FW (1960) The ecological genetics of growth in Drosophila 1 Body size and 

development time on different diets. Genet Res Camb 1:288–304. 

Robertson FW (1963) The ecological genetics of growth in Drosophila 6 The genetic correlation 

between the duration of the larval period and body size in relation to larval diet. Genet Res 

Camb 4:74–92. 

Roenneberg T (2012) Internal time: Chronotypes Social Jet-lag and Why You're So Tired. 

Harvard University Press, Cambridge, MA, USA. 

Roenneberg T, Daan S and Merrow M (2003b) The art of entrainment. J Biol Rhythms 18:183–

194. 

Roenneberg T, Wirz-Justice A and Merrow M (2003) Life between clocks: daily temporal 

patterns of human chronotypes. J Biol Rhythms 18:80–90. 

Rosato E, Peixoto AA, Barbujani G, Costa R and Kyriacou CP (1994) Molecular polymorphism 

in the period gene of Drosophila simulans. Genetics 138:693–707. 

Rosato E, Trevisan A, Sandrelli F, Zordan M, Kyriacou CP and Costa R (1997) Conceptual 

translation of timeless reveals alternative initiating methionines in Drosophila. Nucleic Acids 

Res 25:455–458. 

Rose M (1925) Contribution à l’étude de la biologie du plankton: le problème des migrations 

verticals journalieres. Archives de zoologie expérimentale et générale 64:387–542. 

Rose M R and Lauder G V (1996) Adaptation. Academic Press New York 

Rose MR (1984) Laboratory evolution of postponed senescence in Drosophila melanogaster. 

Evolution 38:1004–1010. 

Rothenfluh A, Abodeely M and Young MW (2000) Short-period mutations of period affect a 

double-time-dependent step in the Drosophila circadian clock. Curr Biol 10:1399–1402. 

Rubin EB, Shemesh Y, Cohen M, Elgavish S, Robertson HM and Bloch G (2006) Molecular 

and phylogenetic analyses reveal mammalian-like clockwork in the honey bee (Apis mellifera) 

and shed new light on the molecular evolution of the circadian clock. Genome Res 16:1352–

1365. 

Ruby NF, Dark J, Heller HC and Zucker I (1996) Ablation of suprachiasmatic nucleus alters 

timing of hibernation in ground squirrels. Proc Nat Acad Sci USA 93:9864–9868. 

Russel FS (1927) The vertical distribution of plankton in the sea. Biol Bull 73:185–196. 

Sathyanarayanan S, Zheng X, Xiao R and Sehgal A (2004) Post-translational regulation of 

Drosophila PERIOD protein by protein phosphatase 2A. Cell 116:603–615. 



Page | 272  
 

Saunders DS (1972) Circadian control of larval growth rate in Sarcophaga argyrostoma. Proc 

Nat Acad Sci USA 69:2738–2740. 

Saunders DS (2002) Insect clocks, Elsevier, Amsterdam, The Netherlands. 

Savolainen P, Zhang YP, Luo J, Lundeberg J and Leitner T (2002) Genetic evidence for an East 

Asian origin of domestic dogs. Science. 298:1610-1613. 

Sawyer LA, Hennessy JM, Peixoto AA, Rosato E, Parkinson H, Costa R and Kyriacou CP 

(1997) Natural variation in a Drosophila clock gene and temperature compensation. Science 

278:2117–2120. 

Sawyer LA, Sandrelli F, Pasetto C, Peixoto AA, Rosato E, Costa R and Kyriacou CP (2006) The 

period gene Thr-Gly polymorphism in Australian and African Drosophila melanogaster 

populations: implications for selection. Genetics 174:465–480. 

Schaffer R, Ramsay N, Samach A, Corden S, Putterill J, Carré IA and Coupland G (1998) The 

late elongated hypocotyl mutation of Arabidopsis disrupts circadian rhythms and the 

photoperiodic control of flowering. Cell 93:1219–1229. 

Schatz A, Briegleb W, Sinapius F and Neubert J (1977) Rhythmic locomotor activity of the 

grottenolm (Proteus anguinus Laur) and the gold fish (Carassius sp) measured in a mine. J 

Interdiscipl Cycle 8:347–349. 

Scheer FA, Hilton MF, Mantzoros CS and Shea SA (2009) Adverse metabolic and 

cardiovascular consequences of circadian misalignment. Proc Natl Acad Sci USA 106:4453–

4458. 

Schmidt PS and Conde DR (2006) Environmental heterogeneity and the maintenance of genetic 

variation for reproductive diapause in Drosophila melanogaster. Evolution 60:1602–1611. 

Schmidt PS, Matzkin L, Ippolito M and Eanes WF (2005) Geographic variation in diapause 

incidence, lifehistory traits and climatic adaptation in Drosophila melanogaster. Evolution 

59:1721–1732. 

Schmittgen TD and Livak KJ (2008) Analyzing real-time PCR data by the comparative C(T) 

method. Nat Protoc 3:1101–1108. 

Schoener TW (1974) Resource partitioning in ecological communities. Science 185:27– 38. 

Scott WN (1936) An experimental analysis of the factors governing the hour of emergence of 

adult insect from their pupae. Trans R Ent Soc Lond 85:303–329. 

Sehgal A, Price JL, Man B and Young MW (1994) Loss of circadian behavioral rhythms and 

per RNA oscillations in Drosophila mutant timeless. Science 263:1603–1606. 

Shapiro SS and Wilk MB (1965) Analysis of variance test for normality (complete samples). 

Biometrika 52:591–611. 

Sharma VK (2003) Adaptive significance of circadian clocks. Chronobiol Int 20:901–919. 



Page | 273  
 

Sharma VK and Chandrashekaran MK (1999) Precision of a mammalian circadian clock. 

Naturwissenschaften 8:333–335. 

Sharma VK and Daan S (2002) Circadian phase and period responses to light stimuli in two 

nocturnal rodents. Chronobiol Int 19:659–670. 

Sharma VK and Joshi A (2002) Clocks, genes and evolution: The evolution of circadian 

organization. In: Biological rhythms, (Ed: Kumar V). Springer-Verlag Berlin Heidelberg 

GmbH, Germany. 

Sharma VK, Chandrashekaran MK and Singaravel M (1998) Relationship between period and 

phase-angle differences in the tropical field mouse Mus booduga under gradual and abrupt light-

dark transitions. Naturwissenschaften 85:183–185. 

Sheeba V, Sharma VK, Chandrashekaran MK and Joshi A (1999). Persistence of eclosion 

rhythm in Drosophila melanogaster after 600 generations in an aperiodic environment. 

Naturwissenschaften. 86:448-449. 

Sheeba V, Chandrashekaran MK, Joshi A and Sharma VK (2001a) Persistence of oviposition 

rhythm in individuals of Drosophila melanogaster reared in an aperiodic environment for 

several hundred generations. J Exp Biol 290:541–549. 

Sheeba V, Chandrashekaran MK, Joshi A and Sharma VK (2001b) A case for multiple 

oscillators controlling different circadian rhythms in Drosophila melanogaster. J Insect Physiol 

47:1217–1225. 

Sheeba V, Chandrashekaran MK, Joshi A and Sharma VK (2002) Locomotor activity rhythm in 

Drosophila melanogaster after 600 generations in an aperiodic environment. 

Naturwissenschaften 89:512–514. 

Shimizu M, Ichikawa K and Aoki S (2004) Circadian expression of the PpLhcb2 gene encoding 

a major light-harvesting chlorophyll a/b-binding protein in the moss Physcomitrella patens. 

Plant Cell Physiol 45:68–76. 

Shimizu T, Miyatake T, Watari Y and Arai T (1997) A gene pleiotropically controlling 

developmental and circadian periods in the melon fly, Bactrocera cucurbitae (Diptera: 

Tephritidae). Heredity 70:600–605. 

Shimomura K, Low-Zeddies SS, King DP, Steeves TD, Whiteley A, Kushla J, Zemenides PD, 

Lin A, Vitaterna MH, Chruchill GA and Takahashi JS (2001) Genome-wide epistatic interaction 

analysis reveals complex genetic determinants of circadian behavior in mice. Gen Res 11:959–

980. 

Siegel S and Castellan NJ Jr (1988) Nonparametric Statistics for the Behavioral Sciences. 

McGraw-Hill, New York, USA. 

Skopik SD and Pittendrigh CS (1967) Circadian systems II: The oscillation in the individual 

Drosophila pupa; its independence of developmental stage. Proc Natl Acad Sci USA 58:1862–

1869. 



Page | 274  
 

Sober E (1984) The nature of selection The MIT Press, Cambridge. 

Sokal RR and Rohlf FJ (1995) Biometry: The principles and practices of statistics in biological 

research. W H Freeman, New York, USA. 

Sorensen JG and Loeschcke V (2002) Natural adaptation to environmental stress via 

physiological clock-regulation of stress resistance in Drosophila. Ecol Lett 5:16–19. 

Spoelstra K, Albrecht U, van der Horst GTJ, Brauer V and Daan S (2004) Phase responses to 

light pulses in mice lacking functional per or cry genes. J Biol Rhythms 6:518–529. 

Stehlik J, Zavodska R, Shimada K, Sauman I and Kostal V (2008) Photoperiodic induction of 

diapause requires regulated transcription of timeless in the larval brain of Chymomyza costata. J 

Biol Rhythms 23:129–139. 

Stelling J, Gilles ED and Doyle FJ III (2004) Robustness properties of circadian clock 

architectures. Proc Natl Acad Sci USA 101:13210–13215. 

Stevenson M, Deatherage G and LaVaque TJ, (1968) Effect of light-dark reversal on the activity 

cycle of Sigmodon hispidus. Ecology 49:1162–1163 

Stoleru D, Nawathean P, Fernández MP, Menet JS, Ceriani MF and Rosbash M (2007) The 

Drosophila circadian network is a seasonal timer. Cell 129:207–219. 

Stoleru D, Peng Y, Agosto J and Rosbash M (2004) Coupled oscillators control morning and 

evening locomotor behavior of Drosophila. Nature 431:862–868. 

Stoleru D, Peng Y, Nawathean P and Rosbash M (2005) A resetting signal between Drosophila 

pacemakers synchronizes morning and evening activity. Nature 438:238–242. 

Sulzman F, Mm Fuller CA and Moore-Ede MC (1979) Tonic effects of light on circadian 

system of squirrel monkey. J Comp Physiol 129:43–50. 

Taillard JPP and Bioulac B (1999). Morningness/eveningness and the need for sleep. J Sleep 

Res 8:291–295. 

Takahashi KH, Teramura K, Muraoka S, Okada Y and Miyatake T (2013) Genetic correlation 

between the pre-adult developmental period and locomotor activity rhythm in Drosophila 

melanogaster. Heredity 110:312–320. 

Tarttelin EE, Frigato E, Bellingham J, Di Rosa V, Berti R, Foulkes NS, Lucas RJ and Bertolucci 

C (2012) Encephalic photoreception and phototactic response in the troglobiont Somalian blind 

cavefish Phreatichthys andruzzii. J Exp Biol 215:2898–2903. 

Tauber E, Last KS, Olive PJW and Kyriacou CP (2004) Clock gene evolution and functional 

divergence. J Biol Rhythms 19:445–458. 

Tauber E, Zordan M, Sandrelli F, Pegoraro M, Osterwalder N, Breda C, Daga A, Selmin A, 

Monger K, Benna C, Rosato E, Kyriacou CP and Costa R (2007) Natural selection favors a 

newly derived timeless allele in Drosophila melanogaster. Science 316:1895–1898. 



Page | 275  
 

Tauber, E, Zordan, M, Sandrelli, F, Pegoraro, M, Osterwalder, N, Breda, C, Daga, A, Selmin, A, 

Monger K, Benna C, Rosato E, Kyriacou CP and Costa R (2007) Natural selection favours a 

newly derived timeless allele in Drosophila melanogaster. Science 316:1895–1898. 

Thommen Q, Pfeuty B, Morant PE, Corellou F, Bouget FY and Lefranc M (2010) Robustness of 

circadian clocks to daylight fluctuations: Hints from the Picoeucaryote Ostreococcus tauri. 

PLoS Comput Biol 6:e1000990. 

Thompson CL and Sancar A (2002) Photolyase/cryptochrome blue-light photoreceptors use 

photon energy to repair DNA and reset the circadian clock. Oncogene 21:9043–9056. 

Trajano E and Menna-Barreto L (1996) Free-running locomotor activity rhythms in cave-

dwelling catfishes, Trichomycterus sp, from Brazil (Teleostei, Siluriformes). Biol Rhythm Res 

27:329–335. 

Trajano E, Carvalho M, Duarte L and Menna-Barreto L (2009) Comparative study on free-

running locomotor activity circadian rhythms in Brazilian subterranean fishes with different 

degrees of specialization to the hypogean life (Teleostei: Siluriformes; Characiformes). Biol 

Rhythm Res 40:477–489. 

Trajano E, Ueno J and Menna-Barreto L (2012) Evolution of time-control mechanisms in 

subterranean organisms: cave fishes under light-dark cycles (Teleostei: Siluriformes, 

Characiformes). Biol Rhythm Res 43:191–203. 

Truman JW, Rountree DB, Reiss SE and Schwartz LM (1983) Ecdysteroids regulate the release 

and activity of eclosion hormone in the tobacco hornworm Manduca Sexta. J Insect Physiol 

29:895–900. 

Tukey JW (1949) Comparing individual means in the analysis of variance. Biometrics 5:99–114. 

Turcotte DL, Cisne JL and Nordmann JC (1977) On the evolution of the lunar orbit. Icarus 

30:254–266. 

Turek FW, Joshu C, Kohsaka A, Lin E, Ivanova G, McDearmon E, Laposky A, Losee-Olson S, 

Easton A, Jensen DR, Eckel RH, Takahashi JS and Bass J (2005) Obesity and metabolic 

syndrome in circadian Clock mutant mice. Science 308:1043–1045. 

Vanin S, Bhutani S, Montelli S, Menegazzi P, Green EW, Pegoraro M, Sandrelli F, Costa R and 

Kyriacou CP (2012) Unexpected features of Drosophila circadian behavioural rhythms under 

natural conditions. Nature 484:371–375. 

vanSchaik CP and Griffiths M (1996) Activity periods of Indonesian rain forest mammals. 

Biotropica 28:105–12. 

Varma V, Kannan NN and Sharma VK (2014) Selection for narrow gate of emergence results in 

correlated sex-specific changes in life history of Drosophila melanogaster. Biol Open 3:606–

613. 

Vaze KM and Sharma VK (2013) On the adaptive significance of circadian clocks for their 

owners. Chronobiol Int 30:413–433. 



Page | 276  
 

Vaze KM, Kannan NN, Abhilash L and Sharma VK (2012b) Chronotype differences in 

Drosophila are enhanced by semi-natural conditions. Naturwissenschaften 99:967–971. 

Vaze KM, Nikhil KL, Abhilash L and Sharma VK (2012a) Early- and late emerging Drosophila 

melanogaster fruit flies differ in their sensitivity to light during morning and evening. 

Chronobiol Int 29:674–682. 

Vitaterna MH, Ko CH, Chang AM, Buhr ED, Fruechte EM, Schook A, Antoch MP, Turek FW 

and Takahashi JS  (2006) The mouse Clock mutation reduces circadian pacemaker amplitude 

and enhances efficacy of resetting stimuli and phase-response curve amplitude. Proc Natl Acad 

Sci USA 103:9327–9332. 

Vogelbaum MA, Galef J and Menaker M (1993) Factors determining the restoration of circadian 

behavior by hypothalamic transplants. Neural Plasticity 4:239–256. 

vonSaint Paul U and Aschoff J (1978) Longevity among blowflies Phormia terranovae R D 

kept in non-24 hour light-dark cycles. J Comp Physiol A 127:191–195 

Waloff N (1941) The mechanisms of humidity reactions of terrestrial arthropods. J Exp Biol 

18:115–135 

Wang ZY and Tobin EM (1998) Constitutive expression of the Circadian Clock Associated 1 

(CCA1) gene disrupts circadian rhythms and suppresses its own expression. Cell 93:1207–1217. 

Weber F (1980) Die regressive Evolution des Zeitmessvermögens bei Höhlen-Arthropoden. 

Memoires de Biospeleologie 7:287–312 

Weeks AR, McKechnie SW and Hoffmann AA (2006) In search of clinal variation in the period 

and clock timing genes in Australian Drosophila melanogaster populations. J Evol Biol 19:551–

557. 

Wells JW (1963) Coral growth and geochronometry. Nature 197:948–950. 

Welsh DK, Takahashi JS and Kay SA (2010) Suprachiasmatic nucleus: cell autonomy and 

network properties. Annu Rev Physiol 72:551–577. 

Welsh JH, Chace FA and Nunnemacher RF (1937) The diurnal migration of deep-water animals. 

Biol Bull 73:185–196. 

Went FW (1960) Photo- and thermo-periodic effects in plant growth. Cold Spring Harbour 

Symp Quant Biol 25:221–230. 

West AC and Bechtold DA (2015) The cost of circadian desynchrony: Evidence, insights and 

open questions. Bioessays 37:777–788. 

Wiley SBA (1973) A comparison of respiration and activity in four species of cavernicolous 

beetles (Carabidae, Rhadine) MS thesis Texas Tech University. 

Williams GC (1966) Adaptation and natural selection Princeton University Press, Princeton, N 

J. 



Page | 277  
 

Wisor JP, Striz M, DeVoss J, Murphy GM Jr, Edgar DM and O’Hara BF (2007) A novel 

quantitative trait locus on mouse chromosome 18, “era1” modifies the entrainment of circadian 

rhythms. Sleep 30:1255–1263. 

Withrow AP and Withrow RB (1949) Photoperiodic chlorosis in tomato. Plant Physiol 24:657–

663. 

Wittmann M, Dinich J, Merrow M and Roenneberg T (2006) Social jetlag: misalignment of 

biological and social time. Chronobiol Int 23:497–509. 

Woelfle MA, Ouyang Y, Phanvijhitsiri K and Johnson CH (2004) The adaptive value of 

circadian clocks: an experimental assessment in cyanobacteria. Curr Biol 14:1481–1486 

Wright KP Jr, Gronfier C, Duffy JF and Czeisler CA (2005) Intrinsic period and light-intensity 

determine the phase relationship between melatonin and sleep in humans. J Biol Rhythms 

20:168–177. 

Wülbeck C, Grieshaber E and Helfrich-Förster C (2008) Pigment-dispersing factor (PDF) has 

different effects on Drosophila’s circadian clocks in the accessory medulla and in the dorsal 

brain. J Biol Rhythms 23:409–424. 

Yadav P and Sharma VK (2013) Circadian clocks of faster developing fruit fly populations also 

age faster. Biogerontology 15:33–45. 

Yadav P, Thandapani M, Sharma VK (2014) Interaction of light-regimes and circadian clocks 

modulate timing of pre–adult developmental events in Drosophila. BMC Dev Biol 14:19–31. 

Yamada H and Yamamoto MT (2011) Association between circadian clock genes and diapause 

incidence in Drosophila triauraria. PLoS ONE 6:e27493 

Yang S, Liu A, Weidenhammer A, Cooksey RC, McClain D, Kim MK, Aguilera G, Abel ED 

and Chung JH (2009) The role of mPer2 clock gene in glucocorticoid and feeding rhythms. 

Endocrinology 150:2153–2160 

Yang Y, He Q, Cheng P, Wrage P, Yarden O and Liu Y (2004) Distinct roles for PP1 and PP2A 

in the Neurospora circadian clock. Gene Dev 18:255–260 

Yerushalmi S, Yakir E and Green RM (2011) Circadian clocks and adaptation in Arabidopsis. 

Mol Ecol 20:1155–1165. 

Yoshii T, Rieger D and Helfrich-Förster C (2012) Two clocks in the brain – an update of the 

Morning and Evening oscillator model in Drosophila. In: Progress in Brain Research, Vol. 199, 

Neurobiology of Circadian Timing, (Eds: Kalsbeek A, Merrow M, Roenneberg T and Foster 

RG). Elsevier, Amsterdam, The Netherlands. 

Yoshii T, Wülbeck C, Sehadova H,  Veleri S, Bichler D, Stanewsky R and Helfrih-Forster C 

(2009) The neuropeptide Pigment-Dispersing factor adjusts period and phase of Drosophila’s 

Clock. J Neurosci 29:2597–2610. 

Zar JH (2009) Biostatistical analysis. Pearson Education Inc. India. 



Page | 278  
 

Zhang EE, Liu Y, Dentin R, Pongsawakul PY, Liu AC, Hirota T, Nusinow DA, Sun X, Landais 

S, Kodama Y, Brenner DA, Montminy M and Kay S (2010) Cryptochrome mediates circadian 

regulation of cAMP signaling and hepatic gluconeogenesis. Nat Med 16:1152–1156. 

Zhang L, Lear BC, Seluzicki A and Allada R (2009) The cryptochrome photoreceptor gates PDF 

neuropeptide signalling to set circadian network hierarchy in Drosophila. Curr Biol 19:2050–

2055. 

Zhang Q, Li H, Li R, Hu R, Fan C, Chen F, Wang Z, Liu X, Fu Y and Lin C (2008) Association 

of the circadian rhythmic expression of GmCRY1a with a latitudinal cline in photoperiodic 

flowering of soybean. Proc Natl Acad Sci USA 105:21028–21033. 

Zhang R, Lahens NF, Ballance HI, Hughes ME and Hogenesch JB (2014) A circadian gene 

expression atlas in mammals: implications for biology and medicine. Proc Nat Acad Sci USA 

111:16219–16224. 

Zheng X, Koh K, Sowcik M, Smith CJ, Chen D, Wu MN and Sehgal A (2009) An isoform-

specific mutant reveals a role of PDP1ε in the circadian oscillator. J Neurosci 29:10920–10927. 

Zhu H, Yuan Q, Froy O, Casselman A and Reppert SM (2005) The two CRYs of the butterfly. 

Curr Biol 15:953–954 

Zimmerman, W F, Pittendrigh, C S and Pavlidis, T 1968 Temperature compensation of the 

circadian oscillation in Drosophila pseudoobscura and its entrainment by temperature cycles. J 

Insect Physiol 14:669–684 



Page | 279  
 

List of Publications 

KL Nikhil, L Abhilash and VK Sharma (2016). Molecular correlates of circadian clocks 

in fruit flies Drosophila melanogaster populations exhibiting early and late emergence 

chronotypes. Journal of Biological Rhythms. (In press). 

KL Nikhil, KM Vaze and VK Sharma (2016) Late emergence chronotypes of fruit flies 

Drosophila melanogaster exhibit higher accuracy of entrainment. Chronobiology 

International. (In press). 

KL Nikhil, KM Vaze, K Ratna and VK Sharma (2016) Circadian clock properties of 

fruit flies Drosophila melanogaster exhibiting early and late emergence chronotypes. 

Chronobiology International. (In press). 

KL Nikhil, G Goirik,  K Ratna and VK Sharma (2014) Role of temperature in 

mediating morning and evening emergence chronotypes in fruit flies Drosophila 

melanogaster. Journal of Biological Rhythms. 29:427-441. 

KL Nikhil, K Ratna and VK Sharma Life-history traits of Drosophila melanogaster 

populations exhibiting early and late eclosion chronotypes. (Manuscript submitted). 

KM Vaze, KL Nikhil and VK Sharma (2013) Genetic architecture underlying morning 

and evening circadian phenotypes in fruit flies Drosophila melanogaster. Heredity. 

111:265-274. 

KM Vaze, KL Nikhil, L Abhilash and VK Sharma (2012). Early-and late-emerging 

Drosophila melanogaster fruit flies differ in their sensitivity to light during morning and 

evening. Chronobiology International. 29:674-82. 

KM Vaze, KL Nikhil and VK Sharma (2014) Circadian rhythms: why do living 

organisms have them? Resonance (Springer India, Indian Academy of Sciences). 

19:175-189. 

KL Nikhil and VK Sharma (2013) Circadian rhythms- The underlying molecular 

mechanisms. Resonance (Springer India, Indian Academy of Sciences). 18:832-844.  

 


