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Preface 

 

Interface between two materials plays a very significant role in determining the materials 

property. In case of quantum dots (QDs) heterostructures it becomes even more critical due 

to quantum confinement and high surface volume ratio. In this thesis we have modeled the 

interface of heterostructured QDs from core shell to graded alloy to uniformly doped 

system and studied their optical, electronic and magnetic properties. 

Chapter 1 gives a literature overview of interface engineering from bulk heterostructures 

to QD heterostructures. Further the localization of the optical charge carriers and magnetic 

domain walls are discussed in presence of various interfaces ranging from sharp interface 

to graded to completely diffuse interface specifically in the case of quantum dot 

heterostructures.  Towards the end of chapter, the challenges and difficulties involved in 

the synthesis of QD heterostructures, specifically with the required interface has been 

discussed.  

Chapter 2 describes the general synthesis methodologies used in this thesis to obtain 

heterostructure QDs, different characterization techniques used to characterise these QDs 

and other relevant experimental details. 

Part 1. Heterostructure quantum dots for optical applications: Introduction of core shell 

QDs and engineering their interface can make them more efficient for various optical 

applications.Here, we have shown, that the control of interfacial defects in core-shell 

QDscan be used to enhance the photo physical properties, device performance and provide 

efficient applications for contrasting properties from same materials. These studies are 

discussed in next two chapters. 

Chapter 3 introduces the interface modification in type-I heterostructure to develop high 

quantum yield QDs. Controlling the interfacial defects in CdSe/CdS, near unity quantum 

yield has been achieved. We showed that quantum yield of these QDs increase with the 

decrease of defects in the microstructure. Apart from that, these high QY(94%) QDs when 

used as an active layer, even in an un-optimized LED, shows luminescence above 7000 

Cd/m
2 
with a power conversion efficiency 1.5 lm/ W. 



Chapter 4 demonstrates that interface alloying in type-II heterostructure can transform a 

well known photovoltaic material into a good photo emitting materials. Controlling the 

surface passivation in the core nanocrystals and tuning the synthesis parameter we 

demonstrate that CdTe/CdS core shell and graded alloy QDs shows completely contrasting 

properties. We study the local environment to confirm the internal structure and showed 

that X-ray absorption fine structure (XAFS) spectroscopy can be a very useful tool to study 

the internal structure in heterostructured QDs and their application. 

Part II. Modifying the internal structure for magnetic properties: Hybrid 

ferromagnetic/semiconductor or ferromagnetic/antiferromagnetic materials are the 

potential candidates for emerging spin based electronic devises due to the opportunities to 

manipulate charge and electron spin in these systems. Controlled diffusion of a magnetic 

core in a semiconductor matrix can exhibit multifunctionality like room temperature 

ferromagnetism, exchange anisotropy, photoluminescence etc. Next three chapters 

discusses about the correspondence between internal structure and their multifunctional 

properties of these materials. 

Chapter 5 deals with the diffusion of magnetic core in semiconductor heterostructure. It is 

divided into four sections.  

Section-A demonstrates the extreme case of interface modeling i.e. the complete diffusion 

of a magnetic core (Fe3O4) inside CdS matrix to obtain highly crystalline, single domain 

Fe-doped CdS, where Fe is uniformly distributed inside CdS matrix. We show that, this 

technique rules out the well known problem of clustering of magnetic ions in dilute 

magnetic semiconductor (DMS) and opens up a new possibility to understand the origin of 

magnetism in DMS QDs. In addition, the versatility of this technique can be utilized in 

synthesizing uniformly doped nanocrystals with ultra-large size variation (~5-60 nm) by 

the modification of core size and reaction conditions using wet chemical method. 

Section B deals with the variation local structure of Fe during the evolution from core shell 

to doped QDs during overcoating of Fe3O4 core with CdS.  Studies reveal the presence of 

Fe3O4/CdS core-shell structure, followed by an alloying at the interface eventually forming 

to homogeneously Fe-doped CdS QDs with excellent control over size and size 

distribution. 
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Section C probes the variation of magnetic property of the core-shell Fe3O4/CdS QDs 

specifically at the interface during thin shell growth. We identify an unusual exchange bias 

phenomenon manifested at the interface of a magnetic/nonmagnetic heterostructure for thin 

CdS shells. Local structure study using XAFS reveals the formation of an 

antiferromagnetic exchange pinning layer at the interface, identified here as FeS which 

arises at the initial stage of CdS overcoating due to interface alloying. We showed that 

interface alteration for an optimized core size can give rise to significant exchange bias 

from a magnetic/nonmagnetic heterostructure. 

Section D describes the effect of particle size and magnetic ion concentration on their 

magnetic property in magnetic semiconductor QDs. Here, we demonstrate 

magnetization/ion and blocking temperature in Fe-doped CdS nanocrystal (Fe-5%) 

increases with the increasing particles size due to increase of domain size and decrease of 

canted spin on the surface. While magnetization/ion and blocking temperature remains 

almost constant with the increasing dopant (12 nm size) concentration upto a concentration 

of 10%, identified as dilute doping regime, above which magnetization as well as blocking 

temperature changes due to clustering of magnetic ions inside the semiconducting matrix. 

Chapter 6 deals with the synthesis of multifunctional doped QDs and the role of 

thermodynamics in diffusion doping. It contains two different sections.  

In Section Awe demonstrate that bond dissociation energy of the core and the diffusivity 

of the magnetic ions inside the semiconducting matrix are the two important factors in 

diffusion doping to achieve a very small size doped nanocrystals. By modulating these two 

factors we have shown the formation of small size (6-10 nm) uniformly doped 

(Fe/Ni/Co/Mn doped CdS) nanocrystals with controlled dopant concentration (<5%) and 

having superior optical and magnetic properties compared to earlier literature report. 

Section B demonstrates the synthesis of transition metal co-doped nanocrystals and its 

effect on magnetic property in competition with doped nanocrystals. We have synthesized 

Mn, Ni co-doped CdS by following diffusion doping and a comparison of magnetic 

property with Mn doped CdS and Ni-doped CdS having similar percentage of doping 

showed an enhancement in the magnetization due to co-doping effect.  

Chapter 7 demonstrates a strong exchange bias effect, which is commonly manifested by 

the hysteresis loop shift observed in a ferromagnetic/antiferromagnetic heterojunction. This 



effect is a cornerstone of the design and development of spin valve, magnetic storage 

devices. Here, we show that a sharp core shell interface between an antiferromagnetic CoO 

and a ferrimagnetic CoFe2O4 gives rise to a strong exchange shift of about 5.5kOe, similar 

with the highest observed values in literature for quantum dots. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xiii 
 

 

 

          

 

        Abbreviations 

 

AFM-Antiferromagnetic  
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DMSQDS-Dilute magnetic semiconductor quantum dots 

FM- Ferromagnetic 
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NQDs- Nanocrystal Quantum Dots 

ODE- Octadecene 

ODA- Octadecylamine 

OlAm- Oleylamine 

QY- Quantum Yield  

SILAR- Successive ionic layer adsorption and reaction  
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Chapter. 1 

 
 

1.1 Interface 

An interface is a common boundary or layer that separates two condensed phases, exists 

usually in molecular dimension, composed of chemical compounds from the two surrounding 

phases. It has a great effect in determining materials physical and chemical properties, such as 

carrier dynamics,
1,2

 electrics,
1
 magnetism

3,4
 etc. Various physical properties of materials in 

technological applications are determined by interfaces.
5-7

  All these properties can be tuned by 

engineering the interface of heterostructure materials. A comprehensive understanding and 

optimization of the microstructure of the interface and precise control over it provides 

opportunities to develop technical advances in device architectures. With the advances of 

experimental and theoretical sciences, interface study and engineering have turned out to be 

one of the most interesting branch of material research.
6,8

 The ability of designing engineered 

interfaces and obtaining desired properties in heterostructure materials have become an 

indispensable goal in material science. The structure, interaction between two different phases 

i.e. adhesion, interaction between same phases i.e. cohesion, thermodynamics, charge and spin 

dynamics of solid interfaces are the areas of recent research with far reaching applications. For 

example, spin injection across ferromagnetic/semiconductor junction in the field of 

spintronics,
9-11

 charge dynamics between two semiconductors phases in semiconductor physics 

or the current dynamics in most of the Josephson junction used in sensor or other electronics 

devices rely on the interface.
12,13

 Therefore a complete study and a comprehensive 

understanding would be necessary to achieve new heterostructure with desirable properties.  

Interface can be classified as liquid/vapor, solid/vapor, solid/liquid, liquid/liquid and solid/solid 

interfaces depending of the physical state of maters. In this thesis, we will be discussing only 

about solid-solid interface in detail.  

Properties: Formation of the interface in heterojunction materials gives rise to interesting 

phenomena by effecting materials property depending on the nature of the materials. These 

effects are known to alter the effective behavior dramatically. When two crystalline solids form 

an interface, the following phenomena occur:- 

(i) Strain at the interface due to different lattice constant. 

(ii) Formation of new compound if the two solids react. 

(iii) Inter-diffusion between two phases at high temperature. 
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The above mentioned phenomena affect various materials properties like thermodynamics, 

crystal structure, electronic structure and charge dynamics, conductivity, magnetoresistance etc. 

Thermodynamics: Formation of interface in general changes the Gibbs free energy. Free 

energy at the interface becomes ΔG = ΔW = 2σA                                                                  (1.1) 

That is, energy required to change the interface is a free energy G, meaning work done W, 

which is proportional to σ interfacial tension and area of interfacial contact. 

Crystal Structure: When two crystalline solids with different lattice constants form an 

interface, the lattice mismatch between the two surface leads to high strain at the interface. 

Depending on the lattice planes and lattice constant interfaces can be classified as (i) coherent 

interface, where the planes are continuous, (ii) incoherent interface, wherein there is no 

continuity between the planes and (iii) semi-coherent interface when it is neither fully coherent 

nor completely incoherent. The interfacial strain energy can lead to crystal defects such 

dislocations, stacking faults, which retains throughout the crystal lattice and alter the materials 

physical property. For example, the creation of dislocations in semiconductor heterostructure 

results in the formation of defect states, which act as a non-radiative recombination pathway for 

exciton carriers.  Evelyn et al.
14

 showed a spontaneous formation of a misfit dislocation arrays 

(as shown in figure 1.1) resulting a periodically varying strain field due to lattice mismatch at 

the interface in II-VI semiconductors (PbTe/ PbSe) give rise to an unusual pseudo magnetic 

field in the structure. 

 

Figure 1.1: Formation of crystal strain and dislocation due to lattice mismatch. (Reprint 

by permission from ref
14

 Nature Publishing Group, License No. 4000100347857)  
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Electronic Structure and Charge Dynamics: Formation of heterojunction between 

semiconductor / semiconductor or semiconductor / metal hybrid structure can alter the 

electronic states and charge dynamics at the interface. 

Semiconductor / Semiconductor interface. When a p-type semiconductor is sandwiched with 

an n-type semiconductor, it creates a large charge density gradient resulting diffusion of charge 

carrier until the Fermi level of both the p and n-type semiconductor comes to equilibrium. This 

influences the band offsets and Fermi level position, as shown in Figure 1.2 (a), wherein the 

electron diffuses from p-side to n-side while hole diffuses from n-side to p-side. 

e-

h+

Fermi level

p-type 

semiconductor

n-type 

semiconductor

CB

VB

(a)

E0

EF

CB

VB

φm
φs

Semiconductor

(n-type) 
Metal

e-

h+

(b)

 

Figure 1.2 Schematic energy band diagrams of (a) semiconductor /semiconductor and (b) 

metal /semiconductor heterostructure and charge carrier dynamics at their interfaces. E0 is the 

vacuum energy level, φm metal work function and φs semiconductor work function. 

Metal / Semiconductor. Band bending effect can also be observed when a metal and an n-type 

semiconductor from a junction. Figure 1.2 (b) shows the band energy diagram of a metal 

semiconductor junction (Schottky junction), in which free electrons will traverse between metal 

and semiconductor due to the difference in work function. When metal work function (φm) is 

higher than the semiconductor (φs) as shown in Figure 1.2 (b), the electrons will flow from 

semiconductor to metal and when metal work function is lower than the semiconductor the 

electron will flow from semiconductor to metal. This charge flow continues until the Fermi 

level of both metal and semiconductor comes to an equilibrium. This charge imbalance gives 

rise to band bending at the interface. The energy bands move upward when φm > φs , while 

bend downward when φs> φm .
7
 

Conductivity and Magnetoresistance: Formations of an interface, sometimes, can result in 

high conductivity or magnetoresistance even in non-magnetic insulating materials. Electronic 
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reconstruction at the interface of SrTiO3 and LaAlO3, which are well-known to be non-

magnetic, insulating perovskite oxides, gives rise to high conductance and large negative 

magnetoresistance.
2,15

 It was shown that formation of atomic interface presents an extra half 

electron or hole per unit shell, which takes part in conductivity and results high carrier mobility 

at the interface. 

Hence, it is very important to study the interface effect, especially when the particle size 

approaches the quantum limit where the effects are enhanced and new properties arise. Here, in 

this thesis we have studied various hybrid quantum heterostructures and their interfaces. By 

engineering these interfaces we have shown their optical, electronic and magnetic properties 

can be tuned depending on the type of materials. Now a days, there is a great interest among the 

scientists to explore the materials properties with smaller and smaller dimension. This interest 

is due to the facts that as materials size approaches the quantum limit, new properties arises and 

materials gain potentials in wide range of efficient applications. The most effective example is 

Moore’s law in integrated circuit, where it was predicted that the number of transistors doubles 

every two years. Another example is tunability of optical properties in various applications like 

optoelectronics,
16,17

 photovoltaic
18-21

 and bioimaging.
22-25

 Moreover increase in surface area 

becomes beneficial for catalytic applications.
26,27

 

The effects that are predominant with decrease in particle dimension from bulk to quantum dots 

are 

(i) A large increase in surface to volume ratio giving rise to variation of surface 

phenomena. 

(ii) In the case of semiconductor material when particles size is below excitonic Bohr 

radius, particles become confined in all three special directions due to quantum-

confined effect. 

(iii) For ferromagnetic materials, multidomain structure in bulk material becomes single 

domain below a critical size in nano regime and show superparamagnetism.
28,29

 

(iv) For heterostructure QDs, the interface curvature increases; giving rise to enhanced 

interface effect and dislocations at the interface creates defects states.  

   However, one of the properties that has not been extensively studied in these materials is the 

effect if interfaces on their materials properties. Interfaces have been shown to induce 
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interesting properties in bulk materials. Specifically, we have focused on optically and 

magnetically active nanostructures and engineered their interfaces for novel properties. 

1.2 Interface Engineering in Optically Active Semiconductor QD 

Heterostructures 

QDs are zero dimensional semiconducting nanoparticles having size lesser than the excitonic 

Bohr radius (2-10 nm). It was first discovered by Alexi Ekimov
30,31

 in semiconductor doped 

glasses and Louis Brus in solution.
32

 Due to extremely small size, the excitons inside the QDs 

are confined in all the three spatial direction resulting size tunable photoluminescence spectra 

with narrow bandwidth.  This quantum confined effect made QDs unique from bulk 

semiconductors and discreet molecules. The high luminescence, large absorption coefficient 

and size dependent optical property in QDs offers unprecedented opportunities in application 

from light emitting devices, photovoltaics and bioimaging.   

e- trap

h+  trap

e- trap

h+  trap

Core/shell QD

defect states

Core QD

 

Figure 1.3 Variation of electronic structure and trap states from core to core-shell QDs. 

    However, due to very low dimension QDs properties suffer from major effects on these 

properties, as the surface to volume ratio is extremely high. Increase in surface area gives rise 

to a higher fraction of unsaturated dangling bonds which results in surface related defect or trap 

states between the valance and conduction band, providing a faster non-radiative de-excitation 

pathways for photogenerated charge carriers, thereby reduce the PL efficiency as shown in 

Figure 1.3. Trapping of electron or hole by the surface trap states under a constant 
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illuminescence results in charged QDs consequently giving rise to fluorescence intermittency 

or the so called blinking
33-37

 in QDs. This effect further reduces the quantum efficiency. To 

avoid these detrimental effects a generic strategy is the overgrowth of a larger band gap 

semiconductor on the core QDs. For example CdSe, CdTe, ZnSe QDs overcoated with ZnS 

shell on top.
38-40

 Use of larger band gap materials pushes the electron or hole trap states, 

associated with the surface, energetically far from the band gap of the core making them 

inaccessible for the photogenerated excitons pairs inside the core as demonstrated in Figure 1.3. 

This way, though it has been possible to improve the quantum efficiency, the lattice mismatch 

between the core and the shell materials introduce strain across the interface giving rise to 

defect states which again provides a non-radiative decay channel competing with the excitonic 

recombination.  Another detrimental phenomenon, which reduces the quantum efficiency in 

these nanocrystals, is Auger recombination.
41,42

 When these nanocrystals are illuminated with 

intense light source, it creates multi-excitons and the recombination energy of one exciton pair 

is used to promote the other electron or hole to reach to the continuum leaving out from the 

QDs instead of radiative emission. This way the QDs becomes charged and looses it emission 

efficiency. It has been observe from previous literature that at the barrier between the two 

semiconductors, their crystal structures and band edge discontinuities at the interface play a 

crucial role in determining their optical properties. Thus it has been observed theoretically that 

the only way to improve this problem is tuning their heterojunction by manipulating the 

interface and internal structure with atomic precision during shell growth. It has been studied 

extensively and found that slow compositional grading from core to shell at the interface is an 

effective way to control these two difficulties.
43

 Firstly, this method eliminates the abruptness 

in the crystal lattice at the interface and thereby reduces the defect at the interface. Secondly, 

the effect of graded alloy structure reduces the discontinuities of band edge and effectively 

stops the Auger recombination as demonstrated in Figure 1.4. The figure shows a comparison 

between a sharp core-shell and a graded alloy structure and their effect on corresponding 

barrier potential. In case of sharp core shell structure, the variation of the potential at the 

interface is very abrupt and when an electron reflects back from the interface it suffers from a 

large change in momentum Δk = k-(-k) = 2k as depicted in figure. However in case of smooth 

interface, the potential changes very smoothly and thus change in momentum at the interface is 

much lesser (Δk ~0). Now, when there is trion formation in sharp core-shell heterostructure 
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QDs due to the recombination of e-h pair as depicted in Figure 1.4 (a-b), large change in k 

value and the recombination energy during one exciton pair recombination allows the extra 

electron to go out to the continuum and giving rise to the Auger process.  On the other hand, in 

case of graded alloy heterostructure as the change in k value is very small, momentum 

conservation principle does not allow the extra electron to go out of the QDs (Figure 1.4 b). So, 

less change in k value due to smooth interfacial potential suppresses the Auger recombination 

and consequently stops blinking in graded alloy QDs. Therefore, overcoating a core QDs with a 

larger bandgap semiconductor shell and engineering its interface can results blinking free 

highly luminescence QDs which can be very useful materials for light emitting applications 

like LED, LASER etc.  

Eg

E

k

Eg

E

k

Eg

Eg

E

k

k

-k

Δk = 2k Δk ~ 0

(a)

(b)

Core-shell Graded alloy

 

Figure 1.4: (a) Schematic of sharp and smooth interface potential in core-shell 

heterostructures. (b) Schematic of band diagram for large and very less change in k value. 
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Figure 1.5 Schematic of band alignment for (a) core-shell and (b) and graded alloyed 

CdTe/CdS QDs. 

      However, overcoating the core QDs using another semiconductor such that their band edges 

are interspersed, as shown in Figure 1.5 can provide opportunities to spatially separate electron 

hole pair from each other and thereby can be used as a very good photovoltaic material. For 

example, CdTe QDs overcoated with CdS or CdSe forms this kind of band alignment, in which 

the hole remains localized inside core CdTe while the electron gets delocalized in shell. This 

type of band alignment provides extended exciton lifetime with low emission efficiency, 

however provides large absorption crosssection both from core and shell materials and 

enhances the carrier extraction probability for photovoltaic application. Understanding the 

electronic structure and interface engineering in this type of QDs heterostructure can lead to an 

excellent luminescent material for solid state light emitting application. Figure 1.5 shows the 

interface modification of CdTe/CdS graded alloy heterostructure resulting a more direct and 

easy recombination leading to high quantum efficiency. So, interface engineering can tune the 

properties of nano-heterostructures, which results a competing and contrasting properties from 

same materials, depending on the nature of the two QDs which is classified into different types 

based on their relative band alignment. 

1.2.1 Classification of core-shell QDs 

Depending on the band gap and relative band alignments of the semiconductors, core-shell 

heterostructured QDs can be classified into majorly three different categories namely type- I, 
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reverse type-I and type-II heterostructure. However, interfacial modeling of heterostructure can 

give rise to various other heterostructures like quasi type-II, core/shell/shell heterostructure etc. 

Type I

Type II Quasi type II

Type I

Reverse type I

(a) (b)

(d)(c)

 

Figure 1.6:  Schematic of various core-shell heterostructure and their band alignment for (a) 

type-I, (b) reverse type-I, (c) type-II and (d) quasi type-II. 

Type-I Core-shell QDs:  In this type of heterostructure, the band gap of the shell material is 

larger than the core band gap and both the band edges of core materials fall in between the band 

edges of the shell (described earlier) as demonstrated in the figure 1.6 (a). This typical 

arrangement of the band edges results in both the electron and hole wavefunctions of exciton 

pairs to be localized inside the core, while the shell acts a potential barrier. The shell material 

reduces the dangling bonds and energetically separates the surface traps from the optically 

active core and physically separates from its surrounding medium like oxygen or water 

molecule. As a consequence, type –I semiconductor heterostructure demonstrates enhanced 

luminescence as the exciton pair is spatially confined inside the core and recombines 

radiatively, giving rise to enhanced luminescence. CdSe/ZnS,
39

 ZnSe/ZnS
38

 core-shell QDs are 

the examples of type –I semiconductor heterostructure. 

Reverse Type-I Core-shell QDs: In this type of heterostructure, the band gap of the shell 

material is smaller than the core band gap and both the band edges of the shell materials falls in 
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between the core band edges as shown in Figure 1.6 (b). This kind of band alignment results 

the electron and hole wavefunctions localized inside the shell, leading to tunability of the 

excitonic recombination energy. CdS/CdSe, ZnS/ZnSe core-shell structures are the example of 

reverse type-I semiconductor heterostructure. 

Type-II Core-shell QDs: In this type, either the valence-band edge or the conduction band 

edge of the shell material is located within the band edges of the core as demonstrated in the 

Figure 1.6 (c). This staggered band alignment gives rise to spatial separation of electron and 

hole wavefunction in different region of core shell structure and the transition happens at lower 

energies than both the band gap of the semiconductors involved. Moreover, due to spatial 

separation in thicker shell QDs, the recombination probability decreases with an increase in 

lifetime increased. CdTe/CdSe, CdTe/CdS core-shell structures are the example of type-II 

semiconductor heterostructure. 

Quasi Type-II QDs: This type of heterostructures allows either electron or hole to be 

delocalized throughout the nanocrystal, whereas the other to be localized inside the core due to 

one band edges of both the semiconductors fall on similar energy level (Figure 1.6 (d). 

CdSe/CdS with small CdSe seed as core forms quasi type–II heterostructure where the lowest 

energy hole wavefunction is localized in the core CdSe while the electron wavefunction is 

delocalized throughout the nanocrystals. 

Core/Shell/Shell QDs:  In this type heterostructure, core QD is overcoated with two different 

shell materials for example CdSe/ZnSe/ZnS
44

 or CdSe/CdS/ZnS.
44,45

 The large band gap outer 

shell stops the penetration of exciton carrier towards the surface while the intermediate shell 

reduces the lattice mismatch. An interesting example of core/shell/shell heterostructure is the so 

called quantum dot-quantum well structure,
46-48

 in which a large band gap core is encapsulated 

with two shell material, the outer one with large band gap and the inner one with small band 

gap materials. This heterostructure provides high quantum yield under UV radiation. 

   Interface engineering of all these heterostructure QDs shows very high luminescence which 

are being used as solid state light emitting devices and bioimaging
49

 or good charge separation 

which are being used in photovoltaics.
50
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1.3  Interface Engineering in Magnetic-Non-magnetic Semiconductor 

Nano-heterostructures 

Introduction of magnetic materials with the semiconductors in integrated electronic devices has 

attracted a great attention of the scientific community and gave birth to a new exciting field, 

namely spintronics. The next generation electronics device combines the advantage of both 

magnetic spins and charge and paves the way towards non-volatile, fast and high capacity 

storage devices with very less energy consumption. The study of spin injection and electron 

transport property has been extensively carried out in ferromagnetic metal/semiconductor 

hybrid system.
51,52

 This kind of heterostructure was first demonstrated in Fe/GaAs thin films
53-

55
 and thereafter many such systems like Fe/InAs,

56-58
 Fe/MgO,

3,52
 Fe/ZnO

59
 thin films have 

been studied which showed high spin injection, mobility and magnetoresistance effect. Specific 

study by tuning their interface in these systems showed that the interface modeling can 

modulate their magnetic and semiconductor properties and provide valuable information for 

future electronic devices. Recently core-shell ferromagnetic/semiconductor heterostructure 

QDs have shown potential
43

 in this research field due to quantum confinement effect on 

electronic states. In such systems, compared to bulk heterostructure the magnetic exchange 

interaction should be perturbed by the spatial confinement, which may affect the electronic 

structure and can give rise to the exchange of charge carriers between ferromagnetic and 

semiconducting phases by injecting spins from ferromagnetic to semiconducting phase. Also, 

the high surface to volume ratio enhances various interface-induced phenomena like 

magnetoresistance, exchange bias, electron transport.  For example, Talapin’s group has 

reported high mobility in charge transport and novel magnetic properties from FePt/PbX
60

 

(X=S or Se) and FePt/CdX
61

 (X= S or Se) magnet/semiconductor core-shell nano-

heterostructures with inorganic surface ligands. By controlling the spin, they have also 

demonstrated a large magnetoresistance from these heterostructure. Engineering the internal 

structure and interface in such system can give more insights into these studies. 

1.4   Interface of hybrid magnetic/magnetic QD heterostructure 

Similar to magnetic/semiconductor heterostructure, magnetic/magnetic hybrid heterostructure 

also receive much attention due to their fundamental scientific and technological importance. 

Formation of heterostructure with two different type of magnetism gives rise to new magnetic 
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phenomena due to exchange interaction at the interface. For example, presence of paramagnetic 

layer between two ferromagnetic layer show oscillatory exchange interaction as a function of 

paramagnetic layer thickness. However, the most attractive phenomena due to the proximity 

effect in magnetic heterostructure are the exchange coupling at the interface of a ferromagnetic 

and antiferromagnetic layer or the so called exchange bias effect. 

1.4.1. Exchange Bias 

The exchange coupling between a ferromagnetic (FM)/antiferromagnetic (AFM) interface 

gives rise to an unidirectional anisotropy in ferromagnetic layer below the Neel temperature 

(TN) of the AFM material, causing coercivity increase of hysteresis loop, and a shift of the loop 

along the magnetic field axis, known as exchange bias effect. This effect was first observed by 

Meiklejohn and Bean
62,63

 in the year of 1956, when studying Co nanoparticles embedded with 

CoO antiferromagnetic layer.  The high anisotropy of the CoO AFM shell was considered to be 

the cause of increasing anisotropy of FM layer and the loop shift and it was recognized as a 

complete interfacial exchange phenomenon.  

Phenomenology:  The macroscopic origin of hysteresis loop shift is due to the pinning of 

domain wall on the surface of the ferromagnetic layer. A typical hysteresis loop shift along 

with different spin orientation at different stages of FM/AFM coupling has been depicted in the 

Figure 1.7. The measurement temperature should be below the Neel temperature of the 

antiferromagnetic layer. Above TN, AFM spins remain randomly oriented and there is no 

proximity effect by the AFM layer. After field cooling below TN, the pins of both orient 

parallel to each other at the interface (Figure 1.7). With the increase of reverse magnetic field 

the FM spins starts orient themselves with the field. However due to high anisotropy of AFM 

layer, the AFM spins remain unchanged. The AFM spins at the interface interact with the FM 

spins and do not allow their rotation with the reverse field. Thus the magnetic field required to 

change the orientation of FM spins is much higher than uncoupled FM materials. Conversely, 

when the magnetic field applied back to the forward direction, the spin rotation occurs very 

easily as the AFM spins are then in favor of magnetization reversal. So, the field needed is 

much less comparing to the uncoupled FM materials. As a result, the coercivity along the 

negative magnetic field axis is more, while it is less along the positive axis resulting an overall 

displacement of hysteresis loop along the negative field axis. This shift of the hysteresis loop 

from the origin is called the exchange bias field (HE).   
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Figure 1.7 Schematic of spin configuration of FM/AFM heterostructure at different stages of applied 

magnetic field. 

Exchange Bias in Core-shell Nano-heterostructure: Exchange bias effect has been mostly 

studied in thin films,
64,65

 however recently there have been many reports on exchange bias in 

core shell heterostructure also.
66-69

 Due to high surface to the volume ratio extremely high 

radius of curvature, the interface of FM/AFM nanostructure has become a subject of high 

interest to study the exchange bias. More interestingly in the case of core-shell QD 

heterostructure both the FM and AFM phases exist as single domain due to finite size effect, so 

the exchange interaction is solely the effect from two magnetic domains. The way to observe 

FM/AFM coupling is by overcoating a FM core with a distinct AFM shell with sharp core shell 

interface. The ability to control the internal structure and modifying the interface by chemical 

methods has important significance in understanding exchange bias in nanoparticles. After the 

discovery of exchange bias in Co/CoO
62,63

 core-shell nanoparticle there have been many reports 

from various FM/AFM combination were observed.
67-71

 Various core-shell structure having Co 

and Fe based core and other oxide as shell have been studied such as Co/MnO,
72
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NiCo/NiCoO,
73

 Fe3O4/FeO,
74

 Fe/Cr
75

. There are also reports on inverted AFM/FM core shell 

structure showing strong exchange bias effect such as FeO/Fe3O4,
71

 MnO/Mn3O4.
66

 

   However, the interest in exchange bias study of nanoparticles is increasing due to its potential 

in nanotechnology and biological applications. The appearance of high coercivity due to 

exchange coupling leads to the development of rare-earth free permanent magnets in 

nanoparticles, which would be important for nanoparticle, based data storage devices. 

Moreover, large hysteresis loop area due to high coercivity from nanoparticles gives rise to 

more heat dissipation under high frequency alternating magnetic field has great promise in 

hyperthermia treatment.
28,76,77

 

1.5 Magnetically Doped Semiconductor Nanostructure 

The extreme case of interface modeling of magnetic core with semiconductor shell nano-

heterostructure can be the complete diffusion of core and resulting magnetic ion doped 

semiconductor nanocrystals. Doped semiconductor materials with magnetic impurities or the so 

called “dilute magnetic semiconductor” (DMS) is one of the most interesting and emerging 

class of materials due to the existence of room temperature ferromagnetism and semiconductor 

properties and promise their potential use in spintronics, magnetic memory devices and other 

spin based information technologies. The idea of dilute magnetic semiconductor came from the 

“giant Zeeman splitting”
78

 observed usually in semiconductors excitonic levels. It was observed 

that this effect could be enhanced significantly by dilute doping of paramagnetic impurities.
78-80

 

This high spin splitting in semiconductor leads to spin-resolved transport channels providing 

control over spin along with the charge of the electron. These novel characteristics made dilute 

magnetic semiconductor as a potential candidate for researchers to develop spin base electronic 

devices.  

However, there are two key issues, which limit the DMS material to be used in practical 

application. Firstly, the Curie temperature of the DMS material is usually below room 

temperature; secondly, the origin of ferromagnetism mostly arises from secondary phase 

formation
81-83

 or defects
84,85

 and not due to dopant interaction with the host. Ideally, DMS 

material show ferromagnetism due to the sp-d exchange interaction between paramagnetic 

dopant ions and the host semiconductor charge carrier which gives rise to various effect such as 

“giant excitonic Zeeman splitting”,
78,86

 “Faraday effect”,
87

 zero field magnetization
88

 etc. This 
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type of carrier mediated magnetic behavior has been demonstrated successfully in few DMS 

materials, like Mn doped GaAs,
89-91

 Mn doped InAs,
92,93

 however the Curie temperature in 

these system is far below the room temperature. Now a days, there are many reports claiming 

room temperature ferromagnetism from various DMS materials but the origin of 

ferromagnetism is not very clear due to the thermodynamic instability of the transition metal 

ions inside the semiconductor that leads to cluster formation. This cluster formation or the 

inhomogeneous dopant distribution has proved to be a bane for their application in spin 

injection and leads to many discrepancies in their fundamental properties.
78,94

 

     While the bulk DMS materials have already received much attention, now a day’s its nano 

counterpart namely, diluted magnetic semiconductor quantum dots (DMSQDs) are in focus due 

to their capability of control over long spin coherence and spin polarization even under weak 

magnetic field. Along with the charge and spin manipulation, quantum confinement in DMS 

QDs also effects on impurity carrier binding energy
95

 and magnetic exchange energies.
96

 

Moreover, the magnetic properties of the DMS QDs are strongly influenced by the doping 

site.
97,98

 The influence of quantum confinement in DMS QDs’ by probing their magnetic 

property with size variation below quantum confinement regime is a fascinating  field of 

nanoscale research. However, synthesis of DMS QDs has become a major challenge in this 

field due large surface energy, finite size effect and self-purification.
99,100

  In recent studies, 

though there have been many doping strategies reported, however the detection of phase 

separation is still very challenging.  

1.6  Present Study 

We observe that interplay between various heterostructure and their interfaces provide 

opportunities to play with nanocrystals properties. However it is nontrivial to engineer desired 

interface and heterostructure as high energetics involve due to finite size effect. The work in the 

present thesis focuses on three different aspects, namely (i) interface modeling in 

semiconductor/non-magnetic QD heterostructure for optical application, (ii) Interface modeling 

of magnetic/semiconductor hybrid structure and magnetic ion doped semiconductor for optical 

and magnetic properties and (iii) interface modeling for magnetic/magnetic heterostructure for 

magnetic properties. These studies are divided into two parts containing five chapters that 

follow a description of theoretical and experimental methods given in Chapter 2. 
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In Part-I of this thesis, we discuss the effect on electronic and optical properties of 

heterostructure QDs due to different kind of interface formation. It contains two chapters. 

Chapter 3 discusses a technique to synthesize graded alloy structure in type-I core-shell QDs. 

It shows how to control the interfacial defects and alloying at the interface using different 

cores, having different amount of surface passivation can show a direction to synthesis of near 

unity quantum yield at room temperature. Further we show the high potentiality of these QDs 

in light emitting application by using them as an active layer of light emitting diode (LED). In 

Chapter 4 we have shown how different internal structure type-II heterostructure can show 

different optical properties for competing and contrasting application like LED and 

photovoltaics. 

In Part-II, we studied the synthesis and magnetic properties of various magnetic/ non-magnetic 

and magnetic/magnetic hybrid nano-heterostructures. It contains three Chapters. In Chapter 5 

we demonstrate a technique to synthesize uniformly doped dilute magnetic semiconductor QDs 

by diffusing the magnetic core into a non-magnetic semiconductor and studied the complete 

evolution from a core/shell heterostructure to doped semiconductor by probing the local 

structure using XAFS.  We studied the evolution of magnetic property at different stages of 

evolution. Using this technique we synthesized DMS QDs varying percentage of magnetic ions 

and with controlled size or same magnetic ion concentration and established a correlation 

between the physical entities (size, doping concentration) with their magnetic properties. 

Universality of this diffusion doping has been shown in Chapter 6, where we have synthesized 

various optically as well as magnetically active doped and co-doped (Mn, Ni, Co) DMS QDs. 

Here, we discussed two factors, the core stability and the diffusion coefficient of the magnetic 

ions, which are very important to achieve desirable doping concentration or size of the doped 

nanocrystals. In Chapter 7 we discussed the synthesis and characterization of an AFM/FM 

core-shell heterostructure and studied the magnetic exchange bias effect.  
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2.1  Experimental Equipments and Principles 

There are several types of experimental set ups and characterization techniques, which have 

been employed to study the various nanocrystal systems in present work: X-ray diffraction 

(XRD), transmission electron microscopy (TEM), UV-VIS absorption spectroscopy, 

Photoluminescence Spectroscopy, SQUID magnetometry and X-ray absorption of fine structure 

spectroscopy (XAFS). In this chapter, the details of all these techniques have be described. 

2.1.1 X-ray diffraction 

X-ray diffraction is most commonly used technique
1
 for the determination of crystal structure 

and symmetry. In addition, this technique also provides an estimate of nanocrystal size. X-ray 

diffraction is based on constructive interference of monochromator radiation coming from 

different diffraction planes of the crystalline sample. X-rays are generated by a cathode ray 

tube, filtered to produce monochromatic radiation, collimated to concentrate and directed 

toward the sample. X-ray diffraction obeys Bragg‟s law which states that constructive 

interference would occur if the path difference between the x-rays scattered from parallel 

planes is an integer number of the wavelength of radiation. If the planes of atoms, separated by 

a distance„d‟, make an angle θ with incident beam as shown in figure, then the path difference 

would be 2dsinθ. So, for constructive interference, the Braggs law must be satisfied  

                             i.e.                    nλ= 2dsinθ                           n= 1, 2, 3, ….                        (2.1) 

                                              where λ= wavelength of the x-ray radiation 

The particle size can be calculated using Scherrer equation,
2
 which can be derived from 

Bragg‟s law of optical diffraction. 

Lets consider a crystal having p number of planes, (hkl) of spacing „d‟ parallel to each other. 

So, the thickness of the crystal is Dhkl = pd.  

Now, from Bragg‟s law the amplitude of the diffracted ray will be maximum when  

                                                                Δl = 2dsinθ = nλ                                                           (2.2) 
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Figure 2.1: A schematic of X-ray diffraction. 

When the incident angle θ changes by a small amount φ the path difference will be  

                                                     Δl = 2dsin (θ+φ)                                                                

                                              = 2d [sinθcosφ + cosθsinφ] 

                                                    = nλ cosφ + sinφ.2dcosθ                                                      (2.3) 

As φ is very small then cosφ ~ 1, sinφ ~ φ 

                                                         Δl = nλ + 2φdcosθ                                                                (2.4) 

The corresponding phase difference 

                                              
2 4

2 cosl n d
 

  
 

    

                                                     
4 cosd 


                                                                        (2.5) 

Now if n equal vectors differ in phase by successive uniform increments, the resultant 

amplitude is                                        
sin

an



                                                                      (2.6) 

where α is the half phase difference between the first and the last vectors of the series. 

Now the phase difference of the first and the p th planes is  

                                                     
4 cosp d  




                                                                (2.7) 

θ+φθ+φ
1

3

2

p-1

p

.

.

.

. Δl/2Δl/2

d

pd



29 

Chapter. 2 

 
 

 

From equation (2.6) the resultant amplitude  

                                                                       

2 cos
sin( )

2 cos

p d
ap

A
p d

  


  



                                             (2.8) 

The amplitude of the reflected rays from all p planes are in phase A0=ap 

The full width at the half maximum intensity can be calculated 

                                                                  

2
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This equation is satisfied when                    1.40
2


   

Therefore                                                
4 cos

1.40
2

p d  


                                          (2.10) 

The full angular width at half maximum intensity of the reflection 

                                                    
4 1.40

4
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0.89 0.89
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 
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Therefore                                                    
0.89

cos
hkl

hkl

D


 
                                                                 (2.11) 

This is known as Sherrer equation. We used this equation in many cases to get an estimate of 

nanocrystal size in this thesis. 

We have carried out powder X-ray diffraction experiments on the samples using Bruker D8 

Advance diffractometer using Cu-Kα radiation having wavelength 1.5406 Å. Powder or 

precipitates of sample were placed on a glass plate sample holder during measurement. As the 

diffraction peak intensity from the nanocrystal is very weak, we have taken scan for sufficiently 

long time to get a reasonable signal to noise ratio. 
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2.1.2 Transmission Electron Microscopy 

The transmission electron microscopy (TEM) is one of the important tools in material science 

for characterization of microscopic structure of nanomaterials. A TEM image represents a two-

dimensional projection of a three-dimensional (3D) object. TEM operates on the same 

principles as the visible light microscope, however uses electrons instead of light, having much 

lower wavelength, which makes it possible to get a resolution of about thousand times better 

than a visible light microscope. When the electron beam passes through a thin specimen, it get 

absorbed or diffracted by the specimen. The variation of intensity of electron diffraction across 

the specimen called the „diffraction constant‟ is used in imaging of defects such as dislocation, 

interfaces and secondary phase particles. An image is formed from the interaction of the 

electrons transmitted through the specimen. The image is magnified and focused onto a 

fluorescent screen or a photographic film. Now a days, CCD camera is used to record the TEM 

images. TEM can be used in recording electron diffraction pattern. Although the XRD pattern 

provides more quantitative information than electron diffraction pattern, TEM has a greater 

advantage that the electron beam can be focused easily to any part of specimen. So this electron 

diffraction data from different area of specimen can give us more details about the accurate 

local structure of the sample study. 

    Samples for TEM were prepared by drop casting very dilute solution of the nanocrystal 

dissolved in a solvent (hexane) onto a carbon-coated copper grid. The grids were then dried 

under IR lamp for 2 hrs before taken imaging. TEM was carried out using Technai F30 UHR 

version electron microscope, using a field emission gun (FEG) operating at an acceleration 

voltage of 200 kV. High resolution transmission microscope (HRTEM) images were obtained 

from the FEI TITAN (cube) 80-300 kV double aberration corrected transmission electron 

microscope with a negative spherical aberration coefficient of Cs ~-30 µm to see the 

microstructure of core-shell QDs.  

2.1.3 Scanning Transmission Electron Microscope- Energy-Dispersive X-ray 

Spectroscopy (STEM-EDX) 

STEM-EDX is a technique which uses to characterize elemental distribution of materials. It 

combines principles of transmission electron microscopy and scanning electron microscopy. 

Here in this thesis we used STEM-EDX mapping inbuilt with Technai F30 UHR version 

electron microscope, to visualize the distribution of Fe ions in Fe-doped CdS QDs.   
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2.1.4 Electron Energy Loss Spectroscopy (EELS) 

EELS is an analytical technique that measures the energy distribution of electron after they 

interact with a thin specimen and lost energy due to inelastic scattering.  It provides information 

about the interacting atoms, including elemental identity, chemical bonding, valence and 

conduction band electronic properties. Chemical analysis in nanometer scale is a standard 

feature of Electron Energy Loss Spectroscopy (EELS). The strong points of EELS are the high 

spatial resolution of < 1 nm, the low detection limit of a few atoms.  

Here in this thesis we used EELS with a gun monochromator in a FEI TITAN
3TM

 80-300 KV 

aberration corrected transmission electron microscope and record the fine structures in the Fe 

L2,3 absorption edge to determine the valance state of Fe in Fe3O4 and Fe-doped CdS QDs. 

2.1.5 UV-VIS Absorption Spectroscopy 

UV-VIS absorption spectroscopy is a powerful technique for the characterization of 

semiconductor nanocrystals. Absorption of ultraviolet and visible ray is associated with the 

excitation of electron from lower to higher energy level, specifically from valence band to 

conduction band in case of semiconductor. Beer-Lamberts law is used to determine the 

concentration of sample and it is given by  

                                                                   A = ε.c.l                                                               (2.12) 

 ε = molar absorption co-efficient, c = concentration, l = sample thickness 

When light passes through a sample the Absorbance can be measured by the photodetector 

using formula                                     A = log (I0/I)                                                              (2.13 ) 

The molar absorptivity can be calculated using the Beer-Lambert law.                                                                                             

The energy of the radiation should be equal or more than the band gap of the semiconductor 

nanocrystal. Semiconductor QDs shows size dependent confinement effect i.e. the band gap 

increases with the decrease of particle size. This change in band gap can be detected by the 

shift of the absorption edge.  

In this work UV-Vis absorption spectroscopy has been used to monitor the band gap and 

absorption characteristics of different QDs. The measurements were carried out in Agilent 8453 

UV-visible spectrometer.  
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2.1.6 Photoluminescence Spectroscopy  

When a molecule or fluorophores absorbs a light, the molecule gets excited and creates exciton 

(electron-hole pair). The recombination of this exciton pairs results emission light known as 

photoluminescence (PL). PL spectroscopy is a kind of powerful and nondestructive technique 

which detects the intensity of emission at different wavelength. Here in this thesis, we used PL 

spectroscopy for analysis of optoelectronic properties of semiconductor QDs. Steady state PL 

spectra were obtained using a 450 W xenon lamp as the source on the FLSP920 spectrometer, 

Edinburgh instrument, while the photoluminescence decay dynamics (Time resolved PL) 

measurements were carried out using the EPL-405 ps pulsed diode laser.  

    Photoluminescence is defined as the spontaneous emission of light from material under 

optical excitation. The whole process occurs in three stages as described below (Figure 2.2). 

 

Figure 2.2: Schematic of Photoluminescence process. Reprinted with permission from ref 
3
 

Copyright 2010 American Chemical Society. 

Excitation: Excitation of molecule inside the materials occurs when an external light with 

energy hνex> Eg (Eg is the band gap) incident on it. This process excites the electron to higher 

energy states in a time scale of 10
-15

 sec. 

Non-radiative relaxation: The excited state exists for a finite time (typically picosecond). The 

excited electron slowly relaxed to the lowest level of first excited state. This process occurs in a 

time scale of 10
-11

-10
-14

 sec and the electron loses energy in absence of any light radiation. The 

energy released in the forms of heat that absorb by the surroundings. 
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Fluorescence Emission: In this process the excited electron recombines with the ground state 

hole and releases a photon of energy hνem. This process occurs in 10
-9

-10
-7

 sec. As the excited 

electron dissipates some energy in form of heat, the energy of the emitted photon (hνem) is 

always less than the excitation photon (hνex). This difference in energy or wavelength is called 

stokes shift. 

Time Resolved Photoluminescence (TrPL): Time Resolved Photo-Luminescence (TrPL) is 

an experimental technique that provides the relaxation dynamics of charge carrier as a function 

of time after excitation using a short laser pulse. The time resolution can be obtained in a 

number of ways which depends on the required sensitivity and time resolution. TCSPC (Time-

Correlated Single Photon Counting) is one of them and it is a digital counting technique which 

counts photons that are time-correlated in relation to a short excitation light pulse. This 

provides radiative and non-radiative lifetimes of exciton pairs in semiconductor materials. In 

this thesis, we have extensively used this technique to obtain average lifetimes of different  

QDs. Average lifetime is the time taken for the population of excited state molecules to become 

37% of its original intensity after the excitation of QDs at time, t=0. 

PL Quantum Yield: The photoluminescence quantum yield (PL QY) is the ratio of photons 

absorbed to photons emitted through fluorescence. It gives the information how the excited QD 

be deactivated either through radiative or non-radiative processes. PL QY will be 100% if all 

the excited photons decay radiatively to the ground state. 

PL QY= 
Number  of  photons  emitted

Number  of  photons  absorbed
 

Experimentally, PL QY can be used measured by comparative method
4
 or absolute method.

5
 

“Comparative method” involves the use of well characterized standard samples with known 

QY values. This method is widely used and suitable for weakly absorbing samples in dilute 

solutions. The solutions of the reference and test samples with identical absorbance at the same 

excitation wavelength can be assumed to be absorbing the same number of photons. Hence, the 

ratio of the integrated PL intensities of the two solutions (recorded under same slit width, dwell 

time and other conditions) will yield the ratio of the QY values. Since QY for the reference 

sample is already known, it is straight forward to calculate the QY for the sample under 

measurement from the equation given below. 
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2

2

ref

ref

ref ref

AI
QY QY

A I




  

where, I= integrated PL Intensity 

A=absorbance at excitation wavelength 

η= refractive index of the solvent 

    This method strongly relies on the reference sample and there are only few reference samples 

that are available in longer wavelengths which limit this method for measuring PL QY as the 

method requires similar optical properties for the standard as that of the sample. 

    These limitations can be overcome by use of integrating sphere which collects all the 

emission from the sample and this method is known as “Absolute method”. We have used this 

method to calculate the PL QY of the QD samples in this thesis. The method involves 

measuring the scattering spectra of solvent and samples along with the emission spectrum of 

sample. The intensity of the scattering spectrum of the sample is less than that of solvent as the 

QDs present in the sample absorbs the incident light. The intensity difference in the scattering 

spectra of solvent and sample gives the number of photons absorbed by the sample. Then with 

the help of emission spectrum which gives the number of photons emitted and the intensity 

difference in the scattering spectra, the measurement of PL QY of the sample is trivial.  

2.1.7  Inductively Coupled Plasma Optical Emission Spectrometry (ICP-

OES) 

 ICP-OES is one of the most useful technique used in analytical laboratories to determine the 

composition of elements in a sample using plasma and a detector. It is based on Atomic 

Emission Spectroscopy in which the sample is excited with high temperature plasma (up to 

8000 K), generated at the end of a quartz torch. When the excited electron returned to lower 

energy state, energy released as light and the corresponding photon wavelength is measured. 

Every element has its own characteristics emission spectrum. The element type is determined 

based on the wavelength of the photon rays, and the concentration of each element is 

determined based on the rays' intensity. 

Sample introduced into the ICP should be liquid form.  For solid samples, sample should be 

dissolved completely in Millipore water in acidic medium (2-5%). The plasma torch can be 

operated in vertical position, so that the observations though the plasma are done radially (side-
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on viewing), or the torch can be put horizontally, allowing axial measurement (end-on 

viewing). Radial ICP‟s are less sensitive, but more robust and better resistant to the matrix, 

while axial ICPs are more sensitive, also to matrices.  

Here, we have used Perkin Elmer optima 7000 DV ICP-OES machine to determine the 

elemental concentration in our samples.  Samples were dissolved in 2-5% of HNO3 solution, 

and different elemental concentrations were measured against high purity known standards. 

2.1.8 SQUID Magnetometer 

Samples magnetization vs. magnetic field and D. C. susceptibility measurement, presented in 

this thesis, were performed using Superconducting Quantum Interference Device (Quantum 

Design) at JNCASR, Bangalore. 

 

Figure 2.3: Schematic of SQUID device. 

     SQUID magnetometer
6
 works on the principle of Faraday‟s law of electromagnetic 

induction, which states that a change in magnetic flux in a coil will induce an electromotive 

force (voltage) in the coil, which is equal to the rate of change of flux. SQUID magnetometer 

consists of a superconducting ring with two very narrow insulating gap, called Josephson 

junction, exists parallel to each other (shown in Figure 2.3). A superconducting current tunnel 

through the both junctions.  A small change in magnetic flux can induce a voltage (Faraday‟s 

law), which increase the current in one side and decrease in the other side of the Josephson 

A

B
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Superconductor
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junction. This results in appearance of a voltage between A and B points. So, change in each 

flux across the boundary of the rings gives rise to a voltage step. This SQUID device is usually 

kept inside helium bath and is linked to a superconducting pick up coil that detect the magnetic 

flux change due sample vibration (vertical) inside it. A superconducting magnet, which is used 

to generate the magnetic field, is equipped around the pickup coil. This coil along with the 

SQUID antenna transfers the magnetic flux from the sample to the SQUID device, which acts 

as a magnetic flux to voltage converter. This voltage is then amplified and read out by the 

electronics circuit attached with the device. As the SQUID device is very sensitive to the 

fluctuation of the magnetic field, it is kept inside a superconducting shielding to prevent from 

magnetic flux of superconducting magnet and the laboratory environment. 

     For M vs. H hysteresis curves presented in this thesis, the magnetizations of the samples 

were recorded at room temperature and at 2K as a function of swiping magnetic field. For DC 

susceptibility measurement, samples are first heated above their ordering temperature and then 

cooled down to low temperature (2K) without field (zero field cooled) or with field (field 

cooled) condition. The magnetization data due to a small magnetic field are then recorded 

during heating for both the cases. The blocking temperature is determined from the peak of the 

ZFC curve. 

2.1.9  X-ray Absorption Fine Structure (XAFS) Spectroscopy 

X-ray absorption fine structure spectroscopy
7-9

 is an important tool to characterize the local 

structure of nanocrystals. This technique has been extensively used to probe the evolution of 

the local structure of various heterostructure and doped nanocrystal system in this thesis. 

      XAFS was developed in the early 1970 (Sayer et. al)
7
 and is being widely used for 

characterizing various materials local atomic structure. It gives information about how X-rays 

are absorbed by a specific element (atoms) of its near and above the core binding energy 

through “photoelectric effect”. Usually, the energy range of X-ray used for the XAFS covers 

from 500 eV to 50 keV. When high energy X-rays incident on the sample (X-ray energy higher 

than the binding energy), the oscillating electric field of the electromagnetic radiation interacts 

with bound electrons of the absorbing atom and remove from its quantum level to the 

continuum. This results in absorption of X-ray energy and an emission of a photoelectron, from 

the atom. In XAFS we study the probability of X-ray absorption co-efficient (µ) as a function 

of X-ray energy. 
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According to Beer-Lambert law the energy absorption, 

                                                                     I=I0 e
-µt

                                                              (2.14) 

Where I0 and I are incident and transmitted x-ray intensity respectively, t is sample thickness as 

shown in Figure 2.4(a). 

Usually the absorption co-efficient µ is can be expressed as, 

                                                                   
4

3

z

AE


                                                               (2.15) 

Where ρ sample density, z atomic number, A atomic mass E energy of X-ray 

      XAFS measures the absorption coefficient as a function X-ray energy. At a certain energy 

where the X-ray energy matches with the binding energy of the core-electron, the absorption 

increased drastically giving rise to absorption edge. At this energy, the core electron is excited 

to the continuum state and produces a photoelectron. Thus the absorbed edges correspond to 

the binding energies of the electron in the K, L, M etc, shells of the specific absorbing atoms. 

The absorption edges are labelled as K, LI, LII, MI… with the different energies. 

 

Figure 2.4: (a) A schematic of transmission of X-rat through a sample. (b) Schematic of X-ray 

fluorescence and Auger effect. (Adopted from Fundamental of XAFS, Matthew Newville).
10

 

    After the absorption process occurs, the atom goes to the excited state, having a core level 

empty and ejection of photoelectron as shown in Figure 2.4 (b). Thereafter two major processes 

occur, Firstly an electron from higher energy level comes down and fills the empty core level 

releasing an well-defined energy (kα, kβ) known as X-ray fluorescence. The fluorescence 

energies are characteristic of the particular atom and can be used to identify atom. Secondly, as 

the electron from the higher level comes down to the empty core level, the relaxation energy 

II0

t
(a) (b)
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transferred to any other second electron in the same higher energy level. Absorbing the energy 

the second electron gets excited to the continuum or leaves the sample. This is known as Auger 

effect. In case of high energy, X-ray fluorescence dominates while at lower energy Auger 

process dominates. 

       XAFS is usually a measured in transmission or fluorescence mode geometries.  The 

dependence of attenuation of absorption co-efficient µ(E) in transmission mode is  

                                                              µ(E)= log(I0/I)                                          (2.16) 

or in fluorescence mode is  

                                                             µ(E)= log(If/I0)                                           (2.17) 

where, I0 = incident X-ray intensity, I= transmitted X-ray intensity and If = fluorescence X-ray 

intensity. 

 

Figure 2.5 XAFS spectrum of Fe3O4 showing different region of energy. 

     A typical XAFS spectrum is shown in figure 2.5. It is generally divided into two sections (i) 

X-ray absorption near edge structure (XANES) which extend from just below the edge to about 

30 eV and (ii) extended X-ray absorption fine structure spectroscopy (EXAFS) which starts 

after XANES and continues up to 1000 eV above the edge. As, XANES occurs at lower 

energy, when the transition happens, it provides information about electronic properties, 

oxidation states, the density available states etc. However, the EXAFS provides the most useful 
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information about the local structure around the absorbing atom. Moreover, it also gives the 

information about local defects and can extract site resolve structural information.  

     EXAFS represents an oscillatory behavior of absorption coefficient (µ) as a function of X-

ray energy. Above the absorption edge, the X-ray energy used to excite a core level electron 

and the remaining energy is transformed to the photoelectron in form of kinetic energy (KE). 

So, the KE of the photoelectron is KE= E-E0     where E= energy of X-ray, and E0 =binding 

energy of the core electron. The photoelectron propagates outward from the absorbing atoms as 

spherical waves and interacts with the neighboring atoms and scatters from it. The relative 

phase of outgoing and scattered photoelectron changes the probability of absorption by the 

absorbing atoms. The constructing and destructing interference between the outgoing and 

backscattered photoelectron wave forms the oscillatory behavior of the XAFS spectra as shown 

in Figure 2.6. 

 

Figure 2.6 A schematic of XAFS oscillation formation due to interference of photoelectron and 

backscattered photoelectron. (Adopted from Fundamental of XAFS, Matthew Newville)
10

  

All the atoms surrounding the absorbing atom take part in EXAFS signal formation. The 

nearest atoms form the first shell and the number of atoms in the first shell is called co-

ordination number. This way it forms 2
nd

, 3
rd

 nth number of shells having different co-

ordination numbers.  
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The EXAFS spectra is defined as fine structure function  

                                                                         0

0
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
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
                                           (2.18) 

     where, µ(E) is experimental absorption coefficient, µ0(E) is slowly varying absorption from 

an isolated atom and Δµ0(E) is jump in the absorption co-efficient µ(E) at the threshold.                                       

       XAFS is an interference effect and depends on the wave nature of photoelectron. Therefore 

it is best to represent X-ray energy in terms of wave number k, of the photoelectron that can be 

defined as  

                                                

1

0 2
2

2 ( )
( )

m E E
k





                                                              (2.19) 

Where E0 is absorption edge energy and m is mass of electron. 

So, EXAFS can be represented as primary quantity χ(k), the oscillatory variation of 

photoelectron wavenumber. To emphasize the oscillation,  χ(k) is often represented as k
2 

or k
3
. 

Scattering from different surrounding neighbouring atoms give rise to different frequencies and 

the EXAFS oscillation χ(k) can be expressed as  

                                     

2 22
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j j

j j
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N f k e
k k R k
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

 



                                    (2.20)       

where f(k) and δ(k) are scattering properties of the neighbouring atoms, R is the distance of the 

interacting neighbor, N is the coordination number and σ
2 

is the Debye-Waller factor. By 

appropriate modeling of EXAFS spectra one can determine N, R, ζ
2
 from this equation 

knowing the scattering amplitude f(k) and phase shift δ(k).  

XAFS data processing: The obtained data from synchrotron beamline represent the variation 

of µ as a function of energy which can be transformed in wavevector in k-space by changing 

energy to photoelectron wavenumber k [ k= (2m(E-E0)/ħ
2
)
1/2

]. This spectrum has more physical 

consequence than when it represent in terms of radial function (R) i.e. in R-space by applying 

Fourier transformation on the k-space EXAFS. 

However in this thesis we followed the following steps to process our data-  

1. Pre-edge background correction. Due to intensity of the incident X-ray and detector 

efficiency there always exist some background intensity before absorption edge. This pre-
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edge background should be removed before processing the data. The pre-edge spectrum 

should be fitted with some functional form and extrapolating this function into the post 

edge. 

2. Deglitching.
11

 The post absorption edge or the EXAFS region of the raw spectrum often 

consist of some sharp spikes due to reflection (Bragg scatter) from crystalline 

monochromator or the diffraction from the sample. These sharp spikes contributes a lot in 

Fourier transformed R-space spectrum and hence it is necessary to remove or deglitch them 

before processing further. This glitches can be removed by removing those defecting points 

carefully and fitting with a polynomial to interpolate the region of glitch. 

3. Normalization. The EXAFS spectra recorded is contribution from multiple absorbing 

atoms. To obtain the contribution from a single atom and more quantitative information the 

data should be normalized. Normalization is usually done by following equation (2.18). 

Normalize µ(E) to go from 0 to 1, so that the EXAFS spectra is then normalized to an edge 

jump of 1. 

4. Conversion to k-space. To convert the E-space spectrum to k-space χ(E) need to convert 

into χ(k). It can be changed by changing the x-axis using the relation k= [ (2m(E-E0)/ħ
2
)
1/2

]. 

5. Conversion to R-space. The k-space spectrum can be converted to R-space by Fourier 

transformation. The R-space spectrum represents the radial position of the neibouring atom. 

It should be noted that the peak position does not give exactly the bond length due to the 

phase shift term δ(k) in EXAFS equation 2.20. Typically the bond length is 0.3-0.5 Å 

shorter than the peak position. 

6. Fitting. Finally the R-space data is modeled by providing known crystal structure 

information using known crystal structure information using abinitio calculation of FEFF 

code.
9
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3.1  Summary 

Core/shell nanocrystal QDs have shown great potential as efficient electroluminescent 

materials in devices like down conversion phosphors and light emitting diodes (LEDs).  The 

efficiency of these devices is non-linearly enhanced by the use of high QY materials.  Though 

relatively high QY materials with inherent advantages for use in device applications are 

achieved by thick shell CdSe/CdS NQDs, their QY is not anywhere near unity, due to lack of 

correlation of microstructure with their photo-physical properties.   Here, in this report, we 

show that the control of interfacial defects are crucial to achieve near unity QY using 

microstructure studies of CdSe/CdS NQDs. Simple un-optimized LEDs obtained from these 

NQDs as active layer demonstrate performances in excess of 7,000 Cd/m
2
 with power 

conversion efficiency of ~ 1.5 lm/W that is comparable to the best NQD based LEDs (1-3%) in 

spite of the absence of electron injecting buffer layer.  

3.2  Introduction 

Structural engineering of semiconducting nanocrystals have shown a lot of potential in 

improving various properties of the nanocrystals, specifically, the optical properties.
1-4 

 For 

example, the growth of a higher band gap shell material is known to be extensively used to 

passivate the core leading to high QY structures.
5
  The high photoluminescence

6
 (PL) QY 

without electric field induced charging in NQDs is a trade-off  between the surface defects
7
 and 

the core-shell interface.
8
  However, among the multitude of methods available to obtain such 

core/shell
9
 structures, the properties of the final materials obtained depends sensitively on 

various factors like the actual total coverage of the shell and if all nanocrystals are equally 

coated in addition to defects on the surface and/or at the shell interface.
8,10,11

  Besides the lattice 

mismatch between the core and shell materials that is known to play an important role in the 

design of robust core/shell NQDs, in most cases the optical properties are mainly dominated by 

surface defects.
7,8

 Core/shell NQDs have shown great potential as efficient electroluminescent 

materials in devices like down conversion phosphors and LEDs. The efficiency of these devices 

is non-linearly enhanced by the use of high QY materials. Though relatively high QY materials 

with inherent advantages, for use in device applications are achieved by thick shell CdSe/CdS 

NQDs, their QY is not anywhere near unity, due to lack of correlation of microstructure with 

their photo-physical properties. Recently, this frustrating dependence of optical properties on 
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surface chemistry and chemical environment was overcome by the growth of ultra thick 

inorganic shell of CdS over CdSe core particles.
12-15

  Surprisingly, these particles were found to 

not only rid the dots of the detrimental effects of labile nature of organic ligands but were also 

shown to suppress a more intrinsic phenomenon, known as Auger recombination,
13,16-18

 

believed to give rise to blinking in NQDs.
12,15,19-21

  Since then various advantages inherent in 

these ultra thick shell Auger engineered CdSe/CdS  NQDs have been extensively studied and 

have justifiably drawn a lot of attention as prospective lasing materials,
17

 efficient 

electroluminescent materials
22

 and stable down conversion phosphors.
23,24

  In the last couple of 

years, the properties of these compounds have been extensively studied starting from blinking 

statistics
15,20

 to photostability to optical gain performance
17

 as well as demonstration of 

LEDs.
22,24

  Due to the large number of potential applications, modifying the chemistry in an 

effort to further optimize the QY is underway.
25

  However in spite of a large effort, though 

incremental improvements in QY are reported, not surprisingly, recipe for high QY material is 

unknown. Specifically, the QY of these thick shell compounds have not improved much more 

than 30% except in a few rare cases leading up to 50% though high QY in thinner shell 

materials is now routine.
26

  However, in spite of the fact that NQDs of single material or 

core/shell structures with a thin shell material have shown close to near unity QY,
26

 the 

efficiency of devices have not improved substantially. 

Latest efforts along this direction have attributed the low QY to the poor control of the crystal 

structure resulting in wurtzite rather than zinc-blende structure.
27

 However, several 

fundamental theoretical studies on the electronic structure have emphasized that the crucial 

component is to suppress the Auger recombination in these materials.  Calculations have shown 

that smoothening out the confinement potential reduces the efficiency of the Auger processes in 

low dimensional heterostructures
28

 by several orders of magnitude compared to that in 

structures with abrupt boundaries and hence improve the QY.
28-30

  Since then extended efforts 

have shown that it is non-trivial to translate such a theoretical demand to materials, specifically 

in a uniform defect-free manner, that would lead to nanocrystals with excellent photo-physical 

properties.  Though it is well known that the effects of a single defect
7
 or interface

28
 on the 

properties of NQDs could have far-reaching consequences due to the high defect density, the 

control of defects in NQDs is very challenging as a result of the large number thermodynamic 

and kinetic factors involved.   
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Our studies in this direction have shown that the lack of a logical understanding and 

correlation of the microstructure with the photo physical properties of these core/shell 

structures is responsible for the sustained absence of high QY materials. In this chapter, we 

report for the first time an experimental correlation of the evolution of defects in NQDs to their 

photophysical properties.  The control and minimization/elimination of the defects at the 

core/shell interface in CdSe/CdS NQDs leads to Auger-engineered
13,17

 highly emissive QDs 

with excellent optical properties of near-unity QY.  In the case of CdSe/CdS, a lattice mismatch 

of 3.9 % between CdSe and CdS poses a serious challenge in controlling defects at the interface 

of the core-shell during the synthesis of a thick uniform shell.  Defect free graded alloy at 

interface was achieved using a counter-intuitive approach of a highly surface defective core that 

is demonstrated using PL lifetime studies and high resolution microscopy.  This unusual 

observation can not only be explained using the well-studied sharp/smooth interface model, but 

a direct correlation between the QY and number of defective particles has been established by 

studying samples with varying QY. So, this work discusses a very counter-intuitive mechanism 

of decreasing defect density and shows that contradictory to the expected belief, high quality 

cores with low or nil surface defects are not ideally suited to yield high QY core/shell particles 

even in low lattice mismatch core and shell materials.  In fact, we show that cores with large 

number of surface defects are better suited to obtain high QY materials.  

Further the advantages of these NQDs could be directly translated into device performance in 

LED.  A proof of concept verification of device efficiency was carried out by fabricating a 

simple LED using near unity QY nanocrystals as the active layer.  As anticipated, the 

performance of these un-optimized simple devices was comparable to the best NQD based 

LED devices (1-3%) in spite of the absence of electron injecting buffer layer.  The devices 

retained all the advantages of the earlier devices like remarkably low turn on voltage as well as 

possibility of driving the device to yield luminance to a range of 7,000 Cd/m
2
. The sizable 

luminance at low input power leading to efficient devices (~ 1.5 Lm/W) is comparable to the 

efficiency of that obtained for solution processed LEDs;  2.4 Lm/W for cross-linked colloidal 

dots
31

 and 4.2 lm/W for a transfer printed LED.
32
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3.3  Experimental Details 

3.3.1 Synthesis 

The successive ion layer adsorption and reaction (SILAR) technique was used to 

synthesize a thick uniform shell of CdS on CdSe nanocrystals while retaining the 

crystallinity of the samples.  The defects in these nanocrystals were controlled by 

varying extent of surface passivation of the CdSe cores. 

Synthesis of CdSe cores. Cadmium oleate (CdOl2) was prepared using modified 

literature methods and 2 M TOP/Se solution by dissolving Se in TOP inside a glove box.  

In a typical synthetic method, 500 mg of TOPO, 5ml of ODE and 1 ml of 0.2 M CdOl2 

were taken in a 50 ml round-bottom flask equipped with a temperature controller probe 

and degassed in vacuum under constant stirring.  After 1h of evacuation at 80°C the 

temperature of the reaction mixture was raised to 290°C under Ar atmosphere.   1 ml of 

2 M TOP/Se, mixed with 1.5 ml of OlAm and 0.5 ml of ODE, was quickly injected into 

the reaction system at high temperature.  For the growth of nanocrystals, the temperature 

of the system was then lowered to 260°C.  After 1 minute, the solution was cooled down 

to room temperature to get NQDs of 3 nm size.  Samples were washed by centrifugation 

once with acetone and followed by hexane/methanol mixture and redispersed in hexane. 

Highly defective CdSe cores were prepared by reducing the amount of TOPO (~300 mg) 

and OlAm (~1 ml).  

Synthesis of CdSe/CdS core-shell QDs. The core-shell CdSe/CdS QDs were synthesized 

using the successive ionic layer adsorption and reaction (SILAR) technique.  The 

amount of Cd and S precursors required for each individual layer were calculated 

considering CdSe and CdS being present in wurtzite structure and the average thickness 

of each monolayer was assumed to be 0.35 nm.  In a typical experiment ~2×10
-7

 mol 

CdSe cores (size ~ 3 nm), 5ml of ODE and 5ml of OlAm were taken into a round-

bottom flask and degassed at 80°C.  After 1 h of evacuation the temperature was raised 

to 240°C under Ar flow.  0.2 M of sulfur dissolved in ODE and 0.2 M CdOl2 were used 

as S and Cd precursors respectively.  At 240°C the required amounts of CdOl2 followed 

by S precursor were injected into the reaction mixture for each cycle of monolayer (ML) 

formation and the sample aliquots were taken out after the completion of each cycle.  
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After the addition of Cd precursors, the sample was annealed for 2.5 hrs and 1 h after the 

S precursor addition.  All the samples were washed using a hexane methanol mixture 

and centrifuged to obtain precipitation and then redissolved in distilled hexane. 

 3.3.2  LED Fabrication 

   Poly(3,4-ethylenedioxythiophene): polystyrene sulphonate (PEDOT:PSS) (Baytron P) 

(~50 nm) was spin coated on to pre-cleaned indium tin oxide anode (ITO) substrate and 

annealed at 150
o
C for 1 hour under low vacuum (0.1 Torr.).  A layer of poly(3-

hexylthiophene) (P3HT) (~40 nm) was spin coated on top of the PEDOT:PSS layer and 

annealed at 140
o
C for 1 hour under N2 atmosphere.  The emissive layer of CdSe/CdS 

NQDs (~120 nm) was then spin coated on the P3HT layer followed by 12 h drying 

under N2, the device was completed by depositing aluminium top electrode (~100 nm) 

by physical vapour deposition. 

3.3.3  LED Characterization    

 Current-voltage characteristics were acquired using a Keithley 2400 Source Measure Unit as 

the voltage source and a Keithley 6512 electrometer.  Spectral measurements were done using a 

fiber coupled Hamamatsu mini spectrophotometer (Model: TM-VIS/NIR).  Luminance 

measurements were done using a calibrated silicon photodiode, which collected the emission 

from the ITO side of the device.  The light lost through wave guiding and absorption in the 

various layers within the device was not accounted for in the estimation of luminescence. 

3.4  Results and Discussion 

The 3 nm cores of nanocrystals were synthesized using different concentrations of surface 

ligands as tabulated in Table 3.1.  Starting from these cores, the growth of a shell of CdS was 

carried out by identical multiple steps of sequential addition of Cd and S precursors followed 

by annealing at high temperatures as shown in the scheme in Figure 3.1(a).  A typical TEM of 

the large NQDs  is shown in Figure 3.1(b) depicting presence of large spherical nanocrystals 

with relatively small size distribution (< 10%).  The inset to Figure 3.1(b) shows the absorption 

and steady state PL data of the core as well as the overcoated nanocrystals showing the 

presence of highly emitting nanocrystal in the red region.  The X-ray diffraction patterns, 

shown in Figure 3.1(c), on comparison with the bulk wurtzite and zinc blende CdSe and CdS 
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patterns reveal the formation of wurtzite core and core/shell nanostructures obtained both from 

cores with low as well as with high surface passivation with no traces of zinc-blende structure. 

 

Figure 3.1: Synthesis and characterization of core-shell QDs: (a) Schematic showing the 

synthesis technique followed for obtaining high QY core/shell nanocrystals. (b) Typical TEM 

image of the core/shell nanocrystals showing the formation of spherical nanocrystals with a 

small size distribution.  The inset shows the typical absorption and PL of the core and the 

core/shell nanocrystals.  (c) Typical X-ray diffraction patterns obtained for the core and the 

core/shell nanocrystals for the case of defective surface (CdSe-4) and a smooth surface (CdSe-

8) of the core along with the bulk CdS and CdSe. 
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Table 3.1  Influence of ligand concentration on average lifetime 

 

 

 

 

 

 

   

3.4.1  Optical Properties      

The QY of the CdSe cores and the core/shell NQDs are characterized using steady state and 

time resolved PL studies.  In recent literature
7
 the relatively low QY in these thick shell NQDs 

has been attributed to the presence of high rate of non-radiative recombination through Auger 

process
30

 and it is proposed that an effective means of reducing Auger recombination is to 

efficiently form an alloy layer at the interface to smoothen the potential.  Here, in this study, we 

deliberately prepared 3 nm CdSe cores with differing extent of surface defects by modifying 

the concentration of surface ligands.
33

  The extent of surface defects was characterized by time 

resolved fluorescence at the emission maxima as shown in Figure 3.2.  The decrease in average 

lifetime is taken as a measure of increase in the non-radiative decay channels and hence an 

increase in the number of surface defects as shown for the case CdSe-4 to CdSe-16 in the Table 

3.1.  The lifetime decay plots for the case of less defective core (CdSe-8) and the core/shell 

structure obtained from this core (CdSe-8/CdS) is shown in Figure 3.3(a) while the 

corresponding steady state PL data is shown in the inset to the figure.  From the Figure 3.3(a), 

it is evident that CdSe-8 nanocrystals show a nearly single exponential decay and the QY of 

these cores were found to be ~7-8 % while that in Figure 3.3(b) (CdSe-4) showed a large 

percentage of non-radiative decay channels as well as the <5% QY.  This is not surprising since 

the CdSe-4 nanocrystals were made highly defective by purposely lowering the concentration 

of surface ligands.  However, upon overcoating the material with a thick shell of CdS for both 

high and low surface defective CdSe (respectively shown in Figure 3.3(a) and 3.3(b)), the QY  

Core TOPO 

(mmol) 

OlAm 

(mmol) 

TOP 

(mmol) 

Avg. 

Lifetime (ns) 

QY (%) 

CdSe-4 0.08 3 2.2 8.08 4 

CdSe-6.5 0.10 4 2.2 24.2 6.5 

CdSe-8 0.13 4.5 2.2 27 8 

CdSe-14 0.13 3 (ODA) 2.5 28.1 14 

CdSe-16 0.076 2.8 (ODA) 1.5 (TBP) 29 16 
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increased to greater than 50% and unexpectedly > 90% respectively. Along with the earlier 

claims of interesting optical properties like high stability, reduced Auger recombination and 

suppressed blinking, to our knowledge, this is the first claim to near unity QY in thick shell 

CdSe based QDs although near unity QY has been obtained for thinner shell NQDs.
26

 The 

advantages of thick shell QDs, as will be shown later in the report is clearly in being able to 

translate this efficiency into device.   

 

Figure 3.2: Lifetime decay of various core CdSe QDs prepared by changing ligand/ ligand 

concentrations. Solid lines show a bi-exponential fits to these data. 

    In order to verify the validity of the QY measurement, we excited the sample as well as 

known dye, Rhodamine-101 in ethanol (QY > 95%) with a 520 nm light and measure the QY 

using an integrating sphere.  The results of this measurement are shown in the main panel of 

Figure 3.3(c) while the photograph of this emission is shown in the inset.  From the figure, it is 

evident that not only the brightness of the NQDs is similar to that of the dye, but for a similar 

absorption, the area under the curve for the NQD and dye emission are identical thus verifying 

the QY of this sample.    
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Figure 3.3: Engineering of core-shell interface and its effect on QY: The main panel shows the 

lifetime decay plots for CdSe-8 (a) and CdSe-4 (b) (black circles) and their corresponding 

core/shell structure (Green circles). Red lines show a bi-exponential fit to the corresponding 

data. The insets in both (a) and (b) shows the steady state PL plots of these samples in relative 

units of QY showing an increase in the QY of the core/shell structure on comparison with the 

core. (c) The absolute QY of the sample as well as the Rhodamine-101 dye obtained using 

integrating sphere measurements.  The inset shows the photograph of the fluorescence of the 

dye as well as CdSe-4/CdS nanostructure obtained using excitation light of 520 nm showing 

similar brightness.  (d) The variation of the QY as a function of shell thickness starting from 

three different cores with decreasing defects (CdSe-4 (Black), CdSe-8 (green), CdSe-16 (red) 

(Dots are experimental points and the curves are a guide to the eye).  

      The variation of QY as a function of shell thickness both for the surface defective (CdSe-4) 

and smooth core (CdSe-8) is shown in Figure 3.3(d) suggesting that the core with lower 

concentration of ligands produces more efficient core/shell structures.  Consistent with this 

surprising trend, as is seen from the compiled results in Table 3.2, CdSe-16 that had a highest 

QY of 16% produced a rather low QY of 40% when overcoated with thick CdS shell material.  
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In addition, it is also interesting to note that the QY increases with the increasing thickness of 

the shell material followed by a decrease.  This is not surprising given that PL QY is a complex 

interplay between various ligands.  This is already evident in Figure 3.3(d) where the QY peaks 

at about 7.5 nm when the ligands tri-butylphosphine and octadecylamine were used, while this 

was shifted to much higher sizes upon the use of appropriate amounts trioctylphosphine, 

trioctylphosphine oxide and oleylamine. In fact, our own studies have shown that with different 

shell overcoating procedures we can only reach a maximum of 30% QY by varying the 

concentration of the ligands.  This has been already studied in recent literature
25

 
27

and  the 

optimal concentration of the ligands have been obtained.  However the most counterintuitive 

observation that is so far not explained is the high QY of core/shell structure starting from low 

QY cores in spite of exactly similar overcoating procedures with identical ligands. In order to 

understand these unforeseen results we performed a study of microstructure to explore the 

interfacial defects and correlate their physical properties to these defects. Though low PL 

efficiency in presence of surface defects is well documented and it is well known that large 

lattice mismatch between the core and the shell material is instrumental for the absence of 

improvement in PL efficiency, the effect of a sharp interface in the presence of a rather low 

lattice mismatch of 3.9% on the PL efficiency has not been studied till now.  

Table 3.2:  Influence of different CdSe cores on its shell formation. 

Core Avg. lifetime 

of core (ns) 

QY of the 

core (%) 

Avg. lifetime of 

core/shell (ns) 

QY of core/shell 

(10.6 nm) (%) 

CdSe-4 8.08 4 30.2 94 

CdSe-8 27 8 26 60 

CdSe-16 29 16 25.1 40 

3.4.2  Microstructure Study  

While it is not possible to microscopically observe structural defects at the surface, the 

consequences of surface defects would be easily visible when overcoated with a thin CdS layer.  

When CdS is overcoated on a highly surface defective core, the random direction of the defects 

is reflected even after overcoating giving rise to internal defects radiating in random directions.   
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Figure 3.4: Study of defects: The high resolution TEM images of (a) CdSe-8/2ML CdS 

showing interface defects, (b)  CdSe-4/ 2ML CdS showing defects in random directions, (c) 

CdSe-8/12ML CdS showing interface defects and (d) CdSe-4/12ML CdS showing a perfect 

defect free crystal. Defects are shown by red arrows. 

However, when the surface is relatively smooth, we observe only a uni-directional defect at the 

interface of core and shell.  The high resolution image of the two monolayers CdS overcoated 

material obtained from low surface defective core (CdSe-8) is observed to have a large 

percentage of nanostructures characterized by line defects along one single direction as shown 

by the red arrows in Figure 3.4(a).  On the other hand the HRTEM image obtained after 

overcoating 2 monolayers of CdS on surface defective core (CdSe-4) shows defects radiating in 

random directions as shown by the red arrows in Figure 3.4(b).  Not surprisingly, the line 

defects present in the case of CdSe-8 shown in Figure 3.4(a) were retained in spite of further 

overcoating with a thick shell of CdS followed by annealing as shown by the image in Figure 

3.4(c).  However, a similar procedure carried out for the case of CdSe-4 shown in Figure 3.4(b) 

2nm
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amazingly shows that most of the NQDs were found to be perfectly defect free as shown in 

Figure 3.4(d).  

 

Figure 3.5:  (a-d) High resolution TEM images showing the formation of defective and non-

defective thick shell core/shell nanostructures.  The insets show the size distribution histogram 

obtained by measuring the sizes of about 300-400 nanostructures. Circles show the defective 

particles. 

      In order to make sure that this is not just an anomaly but indeed the statistical trend, we 

performed a defect analysis on 350-400 particles. Moreover, an analysis of the HRTEM images 

as a function of shell thickness (shown in Figure 3.5 and Table 3.3) shows that the defects 

indeed are annealed out, paving way for the increase in QY as a function of shell thickness as 

well. Thus both the observations in Figure 3.3(d) can be explained by studying the 

microstructure.  However, though microstructure is shown to dictate the PL QY in these 

materials, it is known that obtaining a defect-free crystal is a delicate balance between long 

annealing time at high temperature and optimal retention of the ligands on the surface at this 

high temperature. 
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Table 3.3: Results from the particles in Figure 3.5 showing the various sizes, size distribution, 

percentage of non-defective particles as well as the quantum yield.  

Panel (a) (b) (c) (d) 

monolayer core 4 11 16 

size (nm) 3 5.5 9.01 12.5 

σ 0.36 0.56 0.62 0.62 

non-defective particle (%) 49 63 79 85 

QY (%) 4 24 86 51 

  

     From a fundamental perspective, though the results discussed above proves that the defect 

free NQDs gives near unity QY, the defective particles may either be completely "dark" or 

have a lower than unity QY.  A direct correlation of defects with the QY of the sample with 

similar shell thicknesses but with different number of defective particles may be expected to 

provide more insight into this fundamental issue.  Accordingly, we used the different CdSe 3 

nm cores defined in Table 3.1 and overcoated them with CdS shell to obtain a total size of 

about 8.5 +/- 1 nm particles.  The results of this study are summarized in various panels of 

Figure 3.6 and in Table 3.3.  The panels of Figure 3.6(a)-(d) shows the typical HRTEM images 

of samples obtained from thick shell samples with differing defective particles (CdSe-14, 

CdSe-16, CdSe-8, CdSe-4 respectively). The size and size distribution obtained from the 

analysis of about 300-350 particles in every case is shown in the corresponding insets.  The 

percentage of size distribution in all cases is found to be below 10% and mostly spherical 

particles.  The percentage size distribution as well as the number of defective particles and the 

QY of the sample is tabulated in Table 3.3.  Similar to the studies discussed earlier, the extent 

of surface defects, as quantified by the percentage of non-radiative decay was proportional to 

the number of defective particles.  CdSe-14 was overcoated using slightly different overcoating 

procedure resulting in particles with defects along different directions as seen in the HRTEM 

image in Figure 3.6(a).  This is indicative of low crystallinity of the nanostructure that is also 

reflected in the extremely low QY (~ 8%) of these samples. Nevertheless, more interestingly, 

from the Table 3.3, it appears that though the particles have almost same size of core and shell, 

with a small decrease in the percentage of defective particles, we observe a rather large change 

in the QY of the samples. While this information seems indicative of not completely dark 

defective particle, this cannot be assumed to be completely convincing.   Statistically only 
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about 27% of defective particles are normally in the right orientation to observe these defects.  

With small changes like 25% to 20% defective particles as observed from our data here, due of 

the statistical error bar, it would be difficult to exactly estimate the number of defective 

structures and hence a direct quantitative correlation to QY is not possible. Thus from our 

analysis of the emission properties we show that the defects of different types form a major 

contribution to the quenching of QY, although it is known that QY is a convoluted response of 

various factors.  The defect-free core/shell NQDs obtained from a surface defective core have 

been shown for the first time to have highly stable, near unity QY, in spite of their wurtzite 

crystal structure. 

 

Figure  3.6:  Nanostructure characterization using high resolution TEM: High resolution TEM 

images showing the formation of defective and non-defective thick shell core/shell 

nanostructures for (a) CdSe-14/CdS (b) CdSe16/CdS (c) CdSe-8/CdS and (d) CdSe-4/CdS.  

Red arrows in Figure 3.6 (a) point to the directions of the defects. The insets show the size 

distribution histogram obtained by measuring the sizes of about 300-400 nanostructures. 

5 nm5 nm

5 nm5 nm

5 nm5 nm

5nm 5nm

5nm5nm

5 nm5 nm5nm

(a) (b)

(d)(c)

CdSe-14/CdS

CdSe-4/ CdS

CdSe-16/CdS

CdSe-8/CdS



59 

Chapter. 3 

 
 

3.4.3 Application in LED 

These high QY materials, combined with low Auger recombination rate that has already been 

shown in literature for these samples,
13

 present substantial improvements over the 

commercially available nanocrystals.  Since the discovery of high QY, narrow band emission 

of NQDs, these materials have been explored for the possibility of use as active layer in LEDs. 

However, nanocrystal charging under LED operation renders NQDs optically inactive 

consequently reducing the efficiency of these devices.  Recently, it has been shown that these 

thick shell NQDs, even with only 10-20% QY are quite efficient in LEDs.
22

  Our materials 

retain all the previously observed advantages along with near unity QY.  Specifically, the 

stability of the PL quantum efficiency under intense UV radiation light is shown in Figure 3.7.  

 

Figure 3.7:  The stability of the PL quantum efficiency under intense UV radiation light. Dots 

show the experimental points and the curve indicates guide to the eye.   

Table 3.4:  The various sizes, size distribution, percentage of non-defective particles as well as 

the QY for the particles found panel (a) - (d) in Figure 3.6. 

Panel (a) (b) (c) (d) 

core CdSe-14 CdSe-16 CdSe-8 CdSe-4 

core/shell size (nm) 9.5 7.5 9 8 

Size distribution (%) 10.5 8.1 7 7.4 

non-defective particles 58.5 75 79 86 

QY (%) 8 40 60 94 
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Figure 3.8:  LED characterization: (a) The schematic of the device architecture.  The inset 

shows the photograph of the LED under operation, (b) Spectral profile of the LED device and 

comparison with the PL of the QD film on glass, (c) LED emission spectrum with various 

driving voltages and (d) J-V characteristics of devices obtained from  40% (CdSe-16) and 60% 

(CdSe-8) QY materials in comparison with that of near unity QY (CdSe-4) materials.  

Maximum luminance output from 60% sample was ~20 Cd/m
2
 and the luminance from 40% 

sample was very low. The inset shows typical J-V characteristics for the 94% QY sample 

(CdSe-4/CdS) and emission intensity as a function of the bias for the 

ITO|PEDOT:PSS|P3HT|QD|Al device. 

        Hence in order to translate the QY into device efficiency, we fabricated simple 

architecture proof-of-concept LED devices using these NQDs with different QYs (shown in 

Figure 3.8) as the active layer.  The device architecture used in these devices is shown in Figure 

3.8(a).   The P3HT layer, introduced as a hole transport layer
34

 (as shown from band offsets in 

Figure 3.9), assisted in the decrease of the threshold voltage from > 8 V to ~3 V with no change 

in spectral characteristics but substantial increase in the emission magnitude and stability.  
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Emission from a typical device is shown in the inset to Figure 3.8(a).  The emission band 

obtained from electroluminescence (EL) was identical to that obtained from PL and was 

centred at 628 nm with a full width at half maximum (FWHM) < 45 nm (Figure 3.8(b)). This 

equivalence of PL and EL emission indicates common excitonic origin with the NQD layer as 

the source of emission. All the devices tested in this device configuration exhibited light 

emission and the emission flux showed linear dependence with current density (Figure 3.8(c)).  

The current density vs. voltage (J(V)) characteristics of these NQD based active layer devices 

are shown in the inset to Figure 3.8(d) and exhibited typical diode characteristics.  It was 

possible to drive some devices to 9 V with injection current density of 0.3 A/cm
2
 to result in 

emission exceeding 7,000 Cd/m
2
.  Similar devices made out of lower QY materials of identical 

composition were highly unstable and inefficient as shown in the main panel of Figure 3.8(d).  

These trends in our observations points out that the improvement in PL yields are translatable 

to the LED attributes. It should be pointed out that a very simple device obtained using these 

near unity QDs shown in this work with no state of the art, trial and error processes have shown 

high efficiency in every device that is tried in our laboratory so far.  That is a remarkable 

achievement of the field of nanocrystal or other organic devices and cannot be achieved with a 

thin coating of CdS shell
26

 though the QY can be close to unity.  Further optimization of the 

device with a choice of different thickness of the active layers, hole injecting layers and 

cathodes would be expected to yield improved device characteristics. 

 
Figure 3.8: Band offsets of materials

35
 used for LED discussed in the main text. The band 

offset for the CdS and CdSe nanoparticles were obtained from recent literature
36

 for the sizes 

observed here.  
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3.5 Conclusion 

We have shown for the first time that the QY of the NQDs is highly sensitive to crystal 

structure defects within the NQDs and that near unity QY can be obtained by synthesizing 

defect free nanostructures.  This also establishes the relationship between the quality of the 

microstructure and electronic properties of the NQDs.  We have also shown that these defect 

free core/shell structures with a smooth alloy interface can be obtained quite counter-

intuitively, using cores that are highly surface defective.  From a fundamental perspective, we 

have studied the role of defective particles in emission and find that the defect density and 

direction determine the efficiency of emission.  These high QY NQDs have been used as an 

active layer in fabricating a proof of concept LED device that is shown to be quite efficient, in 

fact, comparable with the organic-nanocrystal hybrid device efficiencies. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 



63 

Chapter. 3 

 
 

Bibliography 

(1) Hoy, J.; Morrison, P. J.; Steinberg, L. K.; Buhro, W. E.; Loomis, R. A. J. Phys. Chem. 

Lett. 2013, 4, 2053. 

(2) Frederick, M. T.; Amin, V. A.; Weiss, E. A. J. Phys. Chem. Lett. 2013, 4, 634. 

(3) Klimov, V. I.; Ivanov, S. A.; Nanda, J.; Achermann, M.; Bezel, I.; McGuire, J. A.; 

Piryatinski, A. Nature 2007, 447, 441. 

(4) Aldeek, F.; Balan, L.; Medjahdi, G.; Roques-Carmes, T.; Malval, J.-P.; Mustin, C.; 

Ghanbaja, J.; Schneider, R. J. Phys. Chem. C 2009, 113, 19458. 

(5) Peng, X.; Schlamp, M. C.; Kadavanich, A. V.; Alivisatos, A. P. J. Am. Chem. Soc. 

1997, 119, 7019. 

(6) She, C.; Demortiere, A.; Shevchenko, E. V.; Pelton, M. J. Phys. Chem. Lett. 2011, 2, 

1469. 

(7) Gomez-Campos, F. M.; Califano, M. Nano Lett. 2012, 12, 4508. 

(8) Eijt, S. W. H.; van Veen, A. T.; Schut, H.; Mijnarends, P. E.; Denison, A. B.; 

Barbiellini, B.; Bansil, A. Nat. Mater. 2005, 5, 23. 

(9) Hoy, J.; Morrison, P. J.; Steinberg, L. K.; Buhro, W. E.; Loomis, R. A. J. Phys.Chem. 

Lett. 2013, 4, 2053. 

(10) Becerra, L. R.; Murray, C. B.; Griffin, R. G.; Bawendi, M. G. J. Chem. Phys. 1994, 100, 

3297. 

(11) McBride, J.; Treadway, J.; Feldman, L. C.; Pennycook, S. J.; Rosenthal, S. J. Nano Lett. 

2006, 6, 1496. 

(12) Chen, Y.; Vela, J.; Htoon, H.; Casson, J.; Werder, D.; Bussian, D.; Klimov, V.; 

Hollingsworth, J. J. Am. Chem. Soc. 2008, 130, 5026. 

(13) García-Santamaría, F.; Brovelli, S.; Viswanatha, R.; Hollingsworth, J. A.; Htoon, H.; 

Crooker, S. A.; Klimov, V. I. Nano Lett. 2011, 11, 687. 

(14) Brovelli, S.; Schaller, R. D.; Crooker, S. A.; Garcia-Santamaria, F.; Chen, Y.; 

Viswanatha, R.; Hollingsworth, J. A.; Htoon, H.; Klimov, V. I. Nat. Commun. 2011, 2, 280. 

(15) Mahler, B.; Spinicelli, P.; Buil, S.; Quelin, X.; Hermier, J. P.; Dubertret, B. Nat. Mater. 

2008, 7, 659. 

(16) Spinicelli, P.; Buil, S.; Quelin, X.; Mahler, B.; Dubertret, B.; Hermier, J. P. Phys. Rev. 

Lett. 2009, 102, 136801. 



64 
 Near Unity Quantum Yield in Semiconducting Quantum Dots… 

 
 

(17) Garcia-Santamaria, F.; Chen, Y.; Vela, J.; Schaller, R. D.; Hollingsworth, J. A.; 

Klimov, V. I. Nano Lett. 2009, 9, 3482. 

(18) Fu, Y.; Zhou, Y. H.; Su, H.; Boey, F. Y. C.; Agren, H. J. Phys. Chem. C 2010, 114, 

3743. 

(19) Nirmal, M.; Dabbousi, B. O.; Bawendi, M. G.; Macklin, J. J.; Trautman, J. K.; Harris, 

T. D.; Brus, L. E. Nature 1996, 383, 802. 

(20) Park, Y. S.; Malko, A. V.; Vela, J.; Chen, Y.; Ghosh, Y.; Garcia-Santamaria, F.; 

Hollingsworth, J. A.; Klimov, V. I.; Htoon, H. Phys. Rev. Lett. 2011, 106, 187401. 

(21) Krauss, T. D.; Peterson, J. J. J. Phys. Chem. Lett. 2010, 1, 1377. 

(22) Pal, B. N.; Ghosh, Y.; Brovelli, S.; Laocharoensuk, R.; Klimov, V. I.; Hollingsworth, J. 

A.; Htoon, H. Nano Lett. 2012, 12, 331. 

(23) Kundu, J.; Ghosh, Y.; Dennis, A. M.; Htoon, H.; Hollingsworth, J. A. Nano Lett. 2012, 

12, 3031. 

(24) Lin, C. C.; Liu, R.-S. J. Phys. Chem. Lett. 2011, 2, 1268. 

(25) Ghosh, Y.; Mangum, B. D.; Casson, J. L.; Williams, D. J.; Htoon, H.; Hollingsworth, J. 

A. J. Am. Chem. Soc. 2012, 134, 9634. 

(26) Chen, O.; Zhao, J.; Chauhan, V. P.; Cui, J.; Wong, C.; Harris, D. K.; Wei, H.; Han, H.-

S.; Fukumura, D.; Jain, R. K.; Bawendi, M. G. Nat. Mater. 2013, 12, 445. 

(27) Nan, W.; Niu, Y.; Qin, H.; Cui, F.; Yang, Y.; Lai, R.; Lin, W.; Peng, X. J. Am. Chem. 

Soc. 2012, 134, 19685. 

(28) Cragg, G. E.; Efros, A. L. Nano Lett. 2009, 10, 313. 

(29) Wang, X.; Ren, X.; Kahen, K.; Hahn, M. A.; Rajeswaran, M.; Maccagnano-Zacher, S.; 

Silcox, J.; Cragg, G. E.; Efros, A. L.; Krauss, T. D. Nature 2009, 459, 686. 

(30) Efros, A. L. Nat. Mater. 2008, 7, 612. 

(31) Cho, K. S.; Lee, E. K.; Joo, W. J.; Jang, E.; Kim, T. H.; Lee, S. J.; Kwon, S. J.; Han, J. 

Y.; Kim, B. K.; Choi, B. L. Nat. Photonics 2009, 3, 341. 

(32) Kim, T. H.; Cho, K. S.; Lee, E. K.; Lee, S. J.; Chae, J.; Kim, J. W.; Kwon, J. Y.; 

Amaratunga, G.; Lee, S. Y.; Choi, B. L. Nat. Photonics 2011, 5, 176. 

(33) Ning, Z.; Molnar, M.; Chen, Y.; Friberg, P.; Gan, L.; Agren, H.; Fu, Y. Phys. Chem. 

Chem. Phys. 2011, 13, 5848. 



65 

Chapter. 3 

 
 

(34) Zhao, J.; Bardecker, J. A.; Munro, A. M.; Liu, M. S.; Niu, Y.; Ding, I. K.; Luo, J.; 

Chen, B.; Jen, A. K. Y.; Ginger, D. S. Nano Lett. 2006, 6, 463. 

(35) Kim, J. Y.; Lee, K.; Coates, N. E.; Moses, D.; Nguyen, T.-Q.; Dante, M.; Heeger, A. J. 

Science 2007, 317, 222. 

(36) Grandhi, G. K.; Tomar, R.; Viswanatha, R. ACS Nano 2012, 6, 9751. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



66 
 Near Unity Quantum Yield in Semiconducting Quantum Dots… 

 
 

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The following papers have been published based on the work presented here. 

   J. Mater. Chem. C, 2014, 2, 3868. 

 

 

 

 

Chapter 4 

Interface Modeling: 
Photoabsorption vs. 

Photoemission 



68 

 Interface Modeling: Photoabsorption vs. Photoemission 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



69 

Chapter 4 

 
 

4.1  Summary 

The potential of nanomaterials arises from the fine tuning of material properties by changing 

composition, size and shape. Internal structure of semiconductor heterostructures has so far 

been only lightly explored. Herein, we show that by varying the local Cd and Te/S environment  

using CdTe/CdS as the host, a highly promising photovoltaic material can easily be converted 

to an efficient  photo-emitting material. Thus we demonstrate for the first time that internal 

structure is extremely important in determining the properties of the semiconductor 

nanocrystals and can be used to tune the properties of the nanomaterial leading to competing 

and contrasting applications.  

4.2  Introduction 

The Nanocrystal quantum dots (NQDs), with an emphasis to develop novel colloidal 

nanomaterials for energy harvesting
1,2

 and conversion applications
3
, has been the subject 

of current research.  Size, shape and composition
4
 dependence of the chemical and 

physical properties of NQDs
5
 have shown potential as promising materials for a diverse 

set of applications including as active materials in photovoltaics
6,7

 and as size tunable 

phosphors
8,9

 in lighting and displays.
10-13

 This has propelled efforts toward controlled 

synthesis and in-depth characterization with programmable composition and geometric 

features.  However, until recently, the effect of internal crystal structure of NQDs on the 

properties of the material is not systematically studied. In recent times, with the 

introduction of  ultra-high resolution TEM
14

 as well as X-ray photoemission,
15

 the 

dramatic effect of lattice defects on the photo-physical properties like quantum yield, 

blinking etc. have come to light. Here in this chapter, we show that lattice defect 

engineering provides a playground to regulate the electron hole overlap
16

 particularly in 

type II semiconductor interfaces
17

 leading to efficient photo-absorber as well as a photo-

emitter obtained from the same material.  This is interesting given that photovoltaics
18

 

ultimately aim to absorb light, and convert the photogenerated excitons into spatially 

separate electrons and holes.  On the other hand, the quality of the photoemitter
11,12,19

 is 

regulated by the efficiency of the recombination of the electron-hole pair leading to the 

emission of the absorbed energy.  This naturally implies that photo-absorptive materials 

are in general not efficient as active materials for a photo-emitting device and vice versa.   
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CdTe, with high optical absorption coefficient and optimum bandgap for solar 

photovoltaics,
20

 is suitable for photovoltaic applications. A perfect match of electron 

affinity of CdS
21

 in addition to the type II bandgap at the heterojunction of the CdTe and 

CdS have led to the widespread use of CdTe/CdS as active materials for photovoltaic 

devices
22

 with cell efficiencies as high as 16%.
23

  However, it is so far, not extensively 

used as a photo-emissive material for the well known reason of low quantum yield.  

Nevertheless, in this chapter, we observe that CdTe core NQDs synthesis dictates the 

photophysical properties giving rise to both photo-emitting high quantum yield (QY) 

materials as well as low QY, long lifetime materials suitable for photovoltaic 

applications.  We use XRD and XAFS spectroscopy to study the long range and short 

range structure respectively explaining the photoluminescence properties of QY and 

excited state lifetime obtained from time resolved photoluminescence (TrPL). 

4.3  Experimental Details 

4.3.1  Synthesis 

The synthesis of CdTe cores (CdTe-A and CdTe-C) were carried out using two different 

synthesis methods described below.  Further overcoating of these core NQDs with CdS 

was carried out using SILAR technique
24

 with alternate addition of Cd and S precursors 

followed by annealing at high temperature. 

Synthesis of CdTe core QDs for CdTe-C:  CdTe-C NQDs were synthesized after 

minor modification of literature method.
25

  Briefly, 0.4 M TOP/Te solution was prepared 

by dissolving Te shots in TOP inside a glove box. In a typical synthesis method, 0.2 

mmol (25.6 mg) of CdO, 0.2 ml of oleic acid, 8 ml of ODE were taken in a three necked 

round bottom flask. The temperature was maintained at 80°C for degassing under 

vigorous stirring. After degassing, temperature of the reaction mixture was raised to 

310°C under constant Ar flow. After 30-40 min, as soon as a gray coloured precipitate 

appeared, the temperature was brought down to 290°C and a solution containing 0.13 ml 

of TOP/Te diluted with 1ml of TOP and 1.12 ml of ODE was quickly injected into the 

hot mixture. After a few seconds, the temperature was quickly quenched down to room 

temperature using ice bath. Samples were washed twice by centrifugation using hexane 

and methanol mixture. 
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Synthesis of CdTe core QDs for CdTe-A:  In a typical synthesis, 20 mg (0.075 mmol) 

Cadmium acetate dihydrate, 0.3 ml of oleic acid, 0.4 g of TOPO and 5ml of ODE were 

taken in a three necked flask and degassed at 80°C under constant stirring. 3 ml TOP 

was added into this reaction mixture during this procedure. Te precursor was prepared 

using 0.1 ml of 0.4 M TOP/Te solution mixed with 0.9 ml of TOP and 1ml of ODE. 

After degassing, the temperature was raised to 320°C under steady Ar flow. At 320°C 

the TOP/Te was injected to the hot reaction mixture and the temperature was quenched 

down to room temperature using ice bath after a few seconds. Similar to the previous 

CdTe core, samples were washed and preserved for further use. 

Overcoating of CdS shell on CdTe (CdTe-C/shell and CdTe-A/shell):  SILAR 

technique
24

 was followed to synthesize these core/shell NQDs.  Firstly, 0.2 M cadmium 

oleate (Cd(OA)2) and 0.2 M sulphur precursor were prepared using well known 

literature methods.  The stoichiometric amount of Cd and S precursor required for each 

individual layer was calculated and added in a stepwise addition.  In a typical 

experiment, CdTe cores (1×10
-7

 mol), 3 ml of OlAm and 4 ml of ODE were taken into a 

round bottom flask and degassed under vacuum with the temperature gradually 

increased to 70°C.  After degassing the reaction flask was backfilled with Ar and the 

temperature was raised to 170°C and required amount of Cd(OA)2 for the first shell was 

injected into the reaction mixture.  After 10/15 min, the temperature was further raised 

to 220°C and same amount of S precursor was injected into the reaction.  After 5/10 

min, cycles of Cd followed by S precursors were injected and annealed at this 

temperature for all subsequent shell formation.  The annealing conditions were very 

similar for both CdTe-A and CdTe-C NQDs except small changes in annealing time that 

was done to further exemplify the results.  In both the cases, aliquots were taken out 

after completion of each monolayer addition. All the samples were washed by 

centrifugation using hexane methanol mixture and redissolved in hexane. 

4.3.2  XAFS Experimental Setup 

Local structure of all the samples was determined using XAFS. The Cd K-edge (26711 eV) and 

Te K-edge (31814 eV) XAFS measurements were carried out at the MRCAT 10-ID beam line 

at the Advanced Photon Source, Argonne National Laboratory.
26

 The data was collected in 
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fluorescence Stern-Heald geometry with samples loaded in cylindrical cuvettes. Cd foil and Te 

powder tapes were measured in transmission geometry with help of the reference ion chamber 

for every scan taken at Cd edge and Te edge respectively.  The spot size of the incident x-ray 

beam on the sample was 500 micron by 500 micron.  Platinum mirror was used for harmonic 

rejection. Incident ion chamber had full nitrogen gas; transmission and reference ion chambers 

were filled with 80% Argon mixed with 20% nitrogen.  Fluorescence ion chamber had Krypton 

gas.  Data collected was processed using Athena software
27

 by extracting the EXAFS 

oscillations (k) as a function of photoelectron wave number k. The theoretical paths were 

generated using FEFF6
28

 and the models were done in the conventional way using the fitting 

program called Artemis.
29

 Fitting parameters were obtained by modeling the EXAFS data of 

each sample in R-space until a satisfactory fit describing the system was obtained. Data sets 

were simultaneously fitted in R-space with k-weights of 1, 2 and 3. 

4.4  Results and Discussion 

4.4.1  Microstructure Study 

10 nm10 nm10nm

CdTe-A

10 nm10 nm10nm

CdTe-C

10 nm10 nm
10nm

CdTe-A/CdS

(a)

(d)

10 nm10 nm10nm

CdTe-C/CdS(b)

(c) (d)

 

Figure 4.1. TEM images of (a) 4.5 nm CdTe-C and (b) 6.8 nm CdTe-C/CdS (c) 4.1 nm CdTe-

A (d) 6.4 nm CdTe-A/CdS NQDs and their size distributions are shown in the corresponding 

insets showing the formation of spherical NQDs of specified sizes.   
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TEM images of the cores and the CdS overcoated materials along with their size distribution 

analysis are shown in Figure 4.1.  From the figure it is evident that both the sizes of the two 

cores (4.1 nm and 4.5 nm) and the overcoated materials (6.4 nm and 6.8 nm) are very similar. 

In order to obtain the actual concentration of Te to S ratio, we performed ICP-OES 

measurements and found that the Te/S ratios in the two materials are very similar. 

4.4.2   Optical Properties 
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Figure 4.2:  (a) Absorption (dotted line) and PL (solid lines) of CdTe-C core and CdTe-C/CdS 

nanocrystals with increasing CdS shell. (b) Lifetime decay plots for core CdTe-C and CdTe-

C/CdS nanocrystals. (c) The variation of QY (black) and average lifetime (red) as a function of 

size starting from core CdTe-C to CdTe-C/CdS nanocrystals. (Dots show experimental points 

and lines show guide to the eye).  

However, in spite of similar particle size, the absorption and photoluminescence characteristics 

of the two materials were unexpectedly found to be dramatically different.  Figure 4.2(a) shows 

the evolution of absorption (dotted line) and emission spectra (solid line) of the NQDs during 

the growth of the CdS shell on CdTe-C cores emitting at 2.09 eV with a sharp absorption peak 

at 2.15 eV. As expected, CdS shell leads to broadening eventually smearing out of the 
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absorption feature completely along with a shift of emission peak to lower energies. The 

smearing is also accompanied by a significant increase in the Stoke's shift between the 

absorption feature and the emission energy. This observation of lower energy transitions due to 

weak spatially indirect transitions is consistent with the formation of a type-II structure as 

expected from the alignment of the energy states.   Further signatures of type II semiconductors 

is observed in the TrPL data shown in Figure 4.2(b) as well as the evolution of QY as a 

function of shell formation as shown in Figure 4.2(c). The electron-hole recombination lifetime 

increases with increasing shell thickness as shown in Figure 4.2(b) and the average lifetime 

(red) plotted in Figure 4.2(c).  Though the QY initially increases due to the surface protection 

of CdTe, it eventually decreases due to the "spatially indirect" nature of the electron-hole pair 

leading to lower efficiency of radiative recombination.  From this it is evident that this 

CdTe/CdS indeed forms a type-II interface.  
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Figure 4.3: (a) Absorption (dotted lines) and PL (solid lines) of CdTe-A core and CdTe-A/CdS 

nanocrystals with increasing CdS. (b) Lifetime decay plots for core CdTe-A and CdTe-A/CdS 

nanocrystals. (c) The variation of QY (black) and average lifetime (red) as a function of size 

starting from core CdTe-A to CdTe-A/CdS nanocrystals. (Dots show experimental points and 

lines show guide to the eye) 
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     In contrast, the optical characterization obtained from CdTe-A samples show unexpectedly 

different behaviour as shown in Figure 4.3.  Figure 4.3(a) shows the evolution of absorption 

(dotted line) and emission spectra (solid line) of the NQDs during the growth of the CdS shell 

on CdTe-A cores. However it is obvious that the absorption edge is much sharper in CdTe-

A/CdS samples compared to the CdTe-C/CdS samples, as shown by a typical example in 

Figure 4.4.  Nevertheless, it is interesting to note that the Stokes shift in the case of CdTe-

A/CdS is not as high as expected for type II systems and is contributed from both, a minute red 

shift of the absorption edge and a tiny blue shift of emission peak as observed in Figure 4.3(a).  

In addition the difference in the emission energy of 1.8 eV in 6.4 nm CdTe-A/CdS  (Figure 

4.3(a)) compared to 1.4 eV in 6.8 nm CdTe-C/CdS (Figure 4.2(a)) cannot be explained either 

by experimental error or as a consequence of small changes in the size of the nanocrystals (~0.4 

nm).  In fact, the small Stokes shift is suggestive of a direct transition instead of the expected 

indirect transition.  More interestingly, the lifetime and quantum yield of these materials show 

drastic changes as seen in Figures 4.2(b), 4.2(c), 4.3(b) and 4.3(c).   From the Figure 4.3(b) and 

3c, it is apparent that the lifetime of the excitonic recombination of CdTe-A/CdS does not 

increase with increasing shell thickness and retains a high QY of ~ 80% in the thickest shell 

sample consistent with the absorption and the emission data. These changes in the absorption 

and emission energy as well as lifetime and QY measurements provide clear signatures of 

spatially direct recombination of the charge carriers within the heterostructure in an established 

type-II band structure alignment.
30
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Figure 4.4. Absorption features of similar size CdTe-C/CdS (black line) and CdTe-A/CdS (red 

line) nanoparticles.  
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4.4.3 Electronic Structure 

(a) CdTe1-xSxCdSCdTe (b) (c)
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Figure 4.5. Schematics of CdTe/CdS (a) core/shell structure with spatially non-overlapping 

and (b) alloy interface with spatially overlapping electron (blue) and hole (red) wavefunction 

and their relative bandgap alignment
31

 for the bulk CdTe/CdS.  (c) XRD patterns of the 

different CdTe cores, CdTe-A/CdS and CdTe-C/CdS nanocrystals along with the bulk cubic 

CdTe and CdS.  

These qualitative differences in the nature of the optical properties based on quantitative 

changes in the synthesis parameters is remarkable and could have far-reaching consequences in 

applications if the origin of this anomalous effect can be understood from a fundamental 

perspective.  The recent study of the internal structures of NQDs,
14

 so far only lightly explored, 

have shown the potential of such a study to understand these unusual photo-physical properties.  

In the present case, our study of the properties of the core with an average lifetime of 22.6 ns 

and a QY of 30.5% in CdTe-C and 18.5 ns and 18% respectively for CdTe-A suggests that 

CdTe-C has a lower percentage of non-radiative decay pathways and higher QY compared to 

CdTe-A suggesting the presence of more surface defects in CdTe-A cores. In fact, detailed 

analysis of the synthesis procedure suggests that in the case of CdTe-C, the cores were 

synthesized by heating at 310
°
C for 30-45 minutes until a cloudy gray precipitate of 

Cd
0
 nanoparticles forms which reacts with TOP/Te and forms high quality QDs. This formation  

of Cd
0
 nanoparticles in a thermodynamically slow process ensures that the surface is properly 

formed and well passivated upon injection of Te complex.  However, in case of CdTe-A cores, 
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Te complex is injected as soon as the temperature of the Cd precursor reaches 320°C. In this 

case TOP-Te reacts with Cd-oleate complex rather than Cd
0
 nanoparticles which gives rise to 

comparatively more surface defects than CdTe-C. However, this is only one of the factors and 

the formation of surface defects in NQDs depends on various factors including temperature, 

anealing time at high temperature, ligands
32

 used and its concentration. Surface defective cores 

are known to be viable for efficient alloy formation
14

 at the interfaces. Analogous judgment in 

the current scenario would lead to the formation of alloyed interface
33

 in the case of CdTe-

A/CdS.  The results of such a variation in structure can be elucidated as shown in the schematic 

in the schematic in Figure 4.5(a) and 4.5(b). Formation of a sharp interface combined with a 

type-II alignment
31

 leads to the lower overlap of e-h wavefunction resulting a "spatially 

indirect" recombination.  However, formation of an alloy at the interface leads to a more 

"spatially direct" recombination due to the greater e-h wavefunction overlap.  This conjecture is 

verified using long-range and short range crystal structure analysis as shown in Figure 4.5(c) 

and Figure 4.6 using X-ray diffraction and EXAFS spectroscopy.  The XRD patterns shown in 

Figure 4.5(c) illustrate that while the crystal structures of CdTe-A and CdTe-C matches with 

that of cubic CdTe (bulk), the peaks of CdTe-A/CdS is only slightly shifted compared to CdTe-

A with no characteristic Cd-S peaks.  Contrastingly, clear signatures of both CdS and CdTe 

lattices are observed in CdTe-C/CdS.  These observations are in agreement with an alloyed 

interface in CdTe-A/CdS as discussed earlier in the text.  

 4.4.4  Local Structure 

 Formation of sharp core-shell and alloyed interface was further confirmed by the local 

structure analysis around the Cd and Te atoms using EXAFS spectroscopy. The Fourier 

transform (FT) of the Cd and Te K-edge EXAFS with their corresponding fitting is shown in 

Figure 4.6(a) and 4.6(b) respectively while the Cd and Te K-edges with evidences of surface 

oxidation are shown in Figure 4.7(a) and 4.7(b) respectively.  The fitting parameters are shown 

in Table 4.1 and 4.2.  The presence of Cd-Te bond (~2.5 Å, green line) and the Cd-S (1.9 Å, 

magenta line) in CdTe-C/CdS (shown in Figure 4.6(a) compared to a single major peak in 

CdTe-A/CdS with a slightly larger bond length is in agreement with the XRD data. This 

suggests that CdTe-A/CdS is most likely an alloy of CdTe and CdS with its bond length close 

to CdS structure.   
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Figure 4.6: Fourier transform of (a) Cd K-edge and (b) Te K-edge EXAFS spectra (circles) and 

their fits (solid lines) for CdTe-C/CdS and CdTe-A/CdS. Dotted lines are different fitting paths. 

       This is further validated by the Te K-edge in these samples as shown in Figure 4.6(b) and 

Figure 4.7.  CdTe-A/CdS is most likely an alloy of CdTe and CdS with its bond length close to 

CdS structure.   The local environment around the Te in CdTe-C/CdS can be simply explained 

with Cd-Te bond and Te-Te bond, while Te oxidation is evident in CdTe-A/CdS suggesting 

that Te is exposed to the atmosphere. Figure 4.7(a) shows that the white line for the Cd edge of 

the alloy sample and core shell sample is higher than the Cd edge of CdS and CdTe standard 

samples because in both these samples, Cd atoms are slightly oxidized as some of the Cd atoms 

are on the surface. However, the white line for the Te edge of the alloy sample is higher than 

the Te edge of CdTe standard sample because this sample is slightly oxidized as shown in the 

table of fit parameters since some of the Te atoms of the alloy are on the surface suggesting the 

formation of alloy. Thus the various signatures in EXAFS are consistent with the formation of 

an alloy structure in CdTe-A/CdS.   
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Figure 4.7: (a) Cd K-edge (b) Te K-edge X-ray Absorption Near Edge Structure (XANES) of 

both CdTe/CdS core/shell and alloy quantum dots.   

Table 4.1: Theoretical bond lengths generated using FEFF and used for fit.  

Path Bond Length (Å) Coordination Number (N) 

TeO2 (Te-O) 1.90 2 

CdS (Cd-S1) 2.52 1 

CdS (Cd-S2) 2.53 3 

CdS (Cd-Cd1) 4.12 6 

CdS (Cd-Cd2) 4.13 6 

CdTe (Cd-Te) 2.81 4 

CdTe (Cd-Cd) 4.58 12 

CdTe (Te-Cd) 2.81 4 

CdTe (Te-Te) 4.58 12 
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 Table 4.2: List of fit parameters obtained from modeling the data for Cd and Te edges. 

 

Edge 

 

Sample Name 

 

Paths 

 

Bond 

length 

R (Å) 

 

 

Coordination 

Number 

(N) 

 

Debye 

Waller 

Factor 

 

Energy 

Shift  E 

(eV) 

Cd 

edge 

 

So
2
= 

0.97 

 

 

CdTe-A/CdS 

R=1.0-4.5 Å 

k= 3.3-12.0 Å
-1

 

 

Cd-S 2.50  0.01 4.1  0.3 0.009  0.001  

-1.7  0.7 

Cd-Cd 4.14 0.03 5.6  3.8 0.02  0.01 

CdTe-C/CdS 

R=1.2-3 Å 

k= 3.4-10.4 Å
-1

 

Cd-S 2.48  0.01 4.5  0.8 0.016  0.002  

-4.2  1.0 
Cd-Te 2.77  0.01 1.3  0.3 0.008  0.002 

Te 

edge 

 

So
2
= 

0.98 

 

CdTe-A/CdS 
R=1.0-3.2 Å 

k= 2.7-9.3 Å
-1

 

Te-O 1.90  0.02 2.3  0.3 0.003  0.002  

7.6  1.4 
Te-Cd 2.79  0.03 1.2  0.3 0.007 

CdTe-C/CdS 
R=1-4.8 Å 

k= 3.1-9.0 Å
-1

 

 

Te-Cd 2.77  0.01 3.6  0.4 0.008  0.002  

3.7  0.9 
Te-Te 4.51  0.06 12 0.03  0.01 

 

4.5  Conclusion 

Thus these data conclusively proves that surface defects in NQDs can be used to 

radically alter the properties of the NQDs leading to contrasting applications like 

photoemission and photoabsorption. Consequently, the synthesis parameters can be 

tuned to obtain properties necessary for the applications. These origins can be 

successfully traced to the lattice defects as obtained from spectroscopic techniques like 

EXAFS, X-ray photoemission and diffraction methods.  In conclusion, we have shown 

in this work that lattice defects can indeed play a very important role in determining the 

properties of the nanomaterials and is as strong a handle as that of the size or shape of 

NQDs to tune the material properties. We then demonstrated this principle for specific 

case of CdTe/CdS semiconductor heterostructures.  
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5.1 Introduction 

Tunability of physical and chemical properties of QD QDs with their size leads to a wide 

range of applications, including optoelectronics,
1
 magneto optics,

2
 data storage,

2,3
 

bioimaging
4-6

 and even biomedicine.
7
 Hybrid QD heterostructure and doped QDs are an 

emerging class of NCs where two or more intrinsic properties can be obtained from same 

materials. Magnetic semiconductors are one of the best representatives in which both 

magnetic and semiconductor properties can be achieved from the same material. 

Engineering the internal structure of magnetic semiconductor QDs provides new 

opportunities to tune their properties. For example, magnetic/semiconductor sharp core 

shell heterostructure QDs
8,9

 have shown properties like magneto-resistance,
10,11

 high 

electron mobility
10

 and compatibility in bio-application,
12

 while a complete diffusion of 

magnetic core can lead to magnetic ion doped semiconductor QDs or the so called dilute 

magnetic semiconductor
13-16

 (DMS) QDs that offers opportunities in spintronics 

application. 

     Now a days, there has been a pronounced interest in synthesis of various types of 

magnetic QDs and understanding their property modulation with size, shape, composition 

and internal structure. While there are many synthesis techniques developed to synthesize 

core-shell heterostructure or magnetic impurity doped QDs, the bridge between these two 

by changing their internal structure is missing due to lack of precise control during 

synthesis. Moreover, the doped QDs suffer from phase segregation of magnetic ions 

inside the QDs
17-19

 due to thermodynamic instability, which complicates the basic 

understanding of their magnetic origin and thereby tunability of magnetic properties. It is 

interesting to note that the study of property tunability due to change in internal structure 

in quantum confined regime are few, even though there have obvious importance both in 

application and fundamental understanding. The primary bottle neck to such 

investigations is the lack of appropriate characterization technique to probe the internal 

structure evolution. While high resolution TEM and elemental mapping is the most direct 

probe to detect the size and morphology, the resolution is not good enough to detect 

minute changes in internal structure or cluster phase. In contrast to the direct probe of the 

structural evolution via HRTEM, QD internal structure can also be determined by high 

energy synchrotron X-ray absorption spectroscopy by studying the local environment.                                                                                                                
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     In this chapter, we discuss about engineering the internal structure of a 

magnetic/semiconductor core-shell QDs and convert it into a uniformly doped DMS 

QDs. A complete investigation of various stages during the structural evolution and their 

corresponding magnetic properties has been discussed here. The chapter is divided into 

four sections. In section-A, we describe synthesis of uniformly doped DMS QDs by 

complete diffusion of magnetic core inside a semiconductor. The effects of uniform 

doping on QDs magnetic property in comparison with previous literature reports have 

also been compared. In section-B the evolution of core-shell to doped QDs has been 

probed by studying the local environment using XAFS. The variation of magnetic 

property in hybrid core-shell ferrimagnetic semiconductor heterostructure has been 

discussed in section-C. The role of interface in determining the properties in magnetic/ 

semiconductor nano-heterostructure has been discussed here. The versatility of diffusion 

doping technique to obtain wide size and concentration variation has been shown in 

section-D. Herein, we have demonstrated the effect of size and magnetic concentration in 

magnetic property of DMS QDs. 
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5.2  Summary 

Effective manipulation of magnetic spin within a semiconductor leading to a search for 

ferromagnets with semiconducting properties has evolved into an important field of DMS.  

While a lot of research is focused on understanding, the still controversial origin of magnetism, 

efforts are also underway to develop new materials with higher magnetic temperatures for 

spintronics applications.  However, so far, efforts towards QDs based DMS materials are 

plagued with problems of phase separation leading to non-uniform distribution of dopant ions.  

In this work, we have developed a  strategy to synthesize  highly  crystalline,  single  domain 

DMS system starting from a small  magnetic  core and allowing  it to diffuse  uniformly  inside  

a thick CdS semiconductor matrix and achieve DMS QDs. XAFS spectroscopy and STEM-

EDX indicates the homogeneous distribution of magnetic impurities inside the semiconductor 

QDs leading to superior magnetic property.  Further, the versatility of this technique was 

demonstrated by obtaining ultra large particles (~60 nm) with uniform doping concentration as 

well as demonstrating the high quality magnetic response.  

5.3  Introduction 

Incorporation of impurities or defects into semiconductor lattices has been realized as the 

primary means of controlling electrical conductivity,
20

 and may also have an immense effect on 

the optical,
21

  magnetic,
22,23

 or other physical properties of the semiconductor.  Transition metal 

doped DMS systems,
22-24

 obtained by combining semiconductors and magnetic ions are a 

renowned class of materials known for their distinct magnetic phases ranging from anti-

ferromagnetism to ferromagnetism as a function of magnetic ion concentration
25

 as well as 

interesting low-temperature functionalities.
14

  The possibility of the onset of an exchange 

interaction between the host and the partially-filled d levels of the magnetic ion allows for the 

control of the electronic, magnetic and optical properties of the DMS material, using external 

fields.  Thus, these materials have attracted a lot of attention both from the viewpoint of 

fundamental understanding as well as applied research perspective.  They have garnered 

comprehensive attention ranging from study of intriguing long range spin interactions to 

potential applications in spintronics,
26,27

 magnetic recording
28

 and switching.
27

  However, so 

far, most of these experiments as well as theories have been mainly formulated for bulk 

materials.
27,29
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With the advent of QDs, the study of DMS properties in these QDs has been a natural 

extension of study.  Efforts to understand extended spin interactions in the quantum confined 

regime has led to the revelation of host of rich physical phenomena including giant Zeeman 

splitting,
30,31

 magnetic polaron
32

 and zero field magnetizations.
33

  Theory
24,32

 and experiments
34

 

on low dimensional DMS have shown very interesting size dependent properties, specifically in 

achieving control over long range spin coherence and spin polarization under weak magnetic 

field.
35,36

  In spite of this success, properties of DMS QDs have been quite controversial as it is 

often plagued with matters related to the uniformity of dopant incorporation and hence the 

origin of the ferromagnetism from the magnetic clusters.   In fact, several studies in bulk, thin 

films and in nanowires have shown the importance of uniform magnetic ion distribution.
37-39

  

Though, similar studies in QDs are unavailable, statistical analysis of doping with non-uniform 

distribution of magnetic ions shows that the cluster formation of magnetic elements on the 

surface or inside the semiconductor QDs results in poor magnetic response from these QDs.  In 

fact, few reports on QDs which claim to show DMS property have not shown any clear 

evidence of dopant distribution inside the QDs.
18,19

   Instead, the low magnetic response from 

these materials supports the fact of secondary phase formation.
17

 

Hence, though delicate engineering of quantum confinement to mediate carrier-spin 

interactions by altering the size and shape has been recognized as a possibility in solution 

processed QDs, it has so far been non-trivial to ensure uniform distribution of the dopants in 

the bulk of the QDs rather than the surface.  This is further enhanced by the presence of self-

purification mechanisms
36,40-42

 in these QDs.  Hence, even the presence of 2 mol% or lower 

concentration of the dopant has often proved to be detrimental to the magnetism in doped 

materials.  Hence, there is a need to devise more effective and universal synthesis methods that 

would ensure uniform dopant concentration to understand the rich physics of DMS QDs.   

In this study, we have reported a technique to produce transition metal doped DMS QDs.  It 

is well known that the diffusion of dopants out of the host matrix, also known as self 

purification, has been the major deterrent in the earlier efforts.  Hence extensive efforts have 

been invested to recognize and avoid this process like the reduction of lattice mismatch
41,43

, 

lowering of temperature of the synthesis
42

 and so on.  However, in the current work, we have 

demonstrated the constructive use of the same process to diffuse a magnetic core into the 

semiconducting matrix to obtain a uniformly doped DMS QDs.  We first synthesize a small QD 
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core containing oxides or sulfides of magnetic ions, like for example magnetite (Fe3O4), 

followed by high temperature annealing and growth of the semiconducting matrix. It has been 

seen earlier, that high temperature annealing increases the entropy of the system and provides 

the kinetic energy to defects and impurities to be leeched out from the QDs.
40,41

  During this 

process of annealing, we expect ions in the magnetic core to diffuse out of the lattice due to 

self-purification with reduction in the core size. We carefully engineer the annealing 

temperature as well as the reaction coefficient of precursors such that the diffusion of the 

magnetic ions is slower than the growth of the semiconductor lattice leading to controlled 

diffusion of the magnetic ions. The controlled diffusion of Fe ions inside the thick matrix of 

CdS nanostructure, grown by successive ionic layer adsorption and reaction (SILAR) 

technique,
44

 followed by the arrest of the diffusion before the complete expulsion of the dopant 

ions leads to formation of Fe-doped CdS QDs with excellent control over their size distribution, 

uniformity of dopant ions and percentage of doping. A similar principle has also been 

demonstrated earlier to achieve graded alloy architecture from core-shell heterostructures by 

varying the synthesis conditions described in chapter 3 and chapter 4. In fact, the origin of high 

PL quantum yields of Mn in “nucleation doping” by Peng and co-workers,
45

 though claimed as 

a quasi core/shell structure, can be traced back to similar diffusion process.
46

  However, oxides 

provide an interesting alternative to the sulfides and selenides due to two major reasons.  Firstly 

the diversity of oxides that can be made into QDs is quite large and secondly the enhanced 

stability of the oxides plays a critical role in the growth of larger particles as well as in control 

of doping percentage over a larger range that will be discussed in the next chapter. However 

one of major hindrant to this is the stability of the Fe-O and Cd-S bonds and hence the 

difficulty to break these bonds and diffuse into the CdS matrix.  Secondly, there exists a non-

negligible lattice mismatch (4.4%) between Fe3O4 and CdS that creates a highly strained 

interface as has also been shown in earlier literature. 
9,8

  However, in this case, the strained 

interface as well as the high temperature annealing acts as the driving force to break the strong 

Fe-O bond and diffuse into CdS lattice and converts from an initial core-shell structure to a 

diffused Fe-doped CdS structure. 

We used X-ray diffraction (XRD) for crystal structure information and STEM-EDX, EXAFS, 

XANES and electron energy loss spectroscopy (EELS) to probe the local atomic environment 

and study its direct correlation with magnetic property.  Thermo-gravimetric analysis (TGA) 
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was used to obtain the weight percentage of ligands and magnetic measurements were obtained 

using superconducting quantum interference device SQUID magnetometer.  The magnetic 

moment per ion was then calculated.  The structural uniformity correlates with superior 

magnetic property from these materials which is at least an order of magnitude higher than 

previously reported systems.
17,18,47

   

5.4  Experimental Details  

5.4.1  Synthesis 

Synthesis of core Fe3O4.  Core Fe3O4 was prepared by high temperature decomposition of 

Fe(ac)2 with oleic acid and oleylamine.
48

  In a typical preparation 0.35 g of Fe(ac)2, 2.5 ml oleic 

acid and 5 ml of oleylamine were taken in a three necked flask and degassed at 120°C under 

constant stirring. Then the temperature was raised to 220°C under constant Ar flow.  After 20 

min, the temperature of the reaction mixture was raised to 300°C very slowly (4K/min). This 

temperature was maintained for 5 min and then the reaction mixture was cooled downed to 

room temperature. Then the QDs were washed twice by addition of hexane-ethanol mixture and 

followed by centrifugation.  

Synthesis of Fe doped CdS QDs.  0.2 M cadmium oleate (Cd(Ol)2) was prepared using 

modified literature methods and 0.2 M S/ODE solution by dissolving S in ODE in inert 

atmosphere. SILAR technique
44

 was used to synthesize these doped QDs. 12 mg of pre-

synthesized iron oxide QDs (powder form), 3 ml of OlAm and 5 ml of ODE were taken in a 

three necked flask and degassed under vacuum at 80°C.  After 2 h of degassing the reaction 

flask was backfilled with Ar and the temperature was raised to 250°C.  The stoichiometric 

amount of Cd(Ol)2 required for first shell formation (assumed to be a monolayer of CdS) was 

injected to the reaction mixture.  After 40 min same amount of S precursor was injected into the 

system and annealed for 20 min.  This cycle of Cd and followed S precursors addition were 

continued until an ultra thick CdS shell formed.  Annealing at high temperature (250°C) for 

long time (1h for every CdS monolayer) along with the CdS shell formation allows the core to 

diffuse inside it.    

Synthesis of undoped CdS QDs. Undoped CdS was synthesized using similar experimental 

condition described in experimental section.  Here, we use CdS as core and overcoated with 

CdS multilayer.  0.2 M Cd(Ol)2  and ODE was taken in a three necked flask and degassed at 

80°C.  After 90 min, temperature was raised to 280°C under constant Ar flow and required 
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amount of S/ODE was quickly injected into the reaction mixture.  Temperature was quickly 

brought down to 250°C and 3 ml of OlAm was added into the reaction mixture and then CdS 

layers were grown similarly like other overcoating techniques. 

5.4.2 XAFS Characterization 

EXAFS and XANES spectroscopy were employed to probe the local structure around Fe and 

Cd atoms during for the Fe doped CdS QDs.  Fe K-edge (7112 eV) and Cd K-edge (26711 eV) 

for the samples were measured at 10ID beamline at Advance Photon Source, Argonne National 

Laboratory.
49

 

5.5  Results and discussion 

While the brief method of synthesis is discussed in the experimental section, it is important to 

note here that the overcoating procedure was performed by annealing at high temperature (240-

260°C) for long time allowing the Fe atoms to diffuse into the CdS matrix. Here, we have used 

so called self-purification that has been observed in several cases in literature
40-42,50

 to different 

extents, as the driving force to diffuse the magnetic core into the semiconductor matrix. Fe3O4 

is a stable oxide and requires long time annealing at high temperature to diffuse inside the CdS 

matrix. During annealing, transition metal ions is expected to diffuse out slowly through the 

thick CdS shell matrix while the diffusion of oxygen out of the matrix is much faster leading to 

a decrease and eventual absence of the oxygen content in our final QDs.  We carefully monitor 

the reaction to stop the annealing when the magnetic ions are diffused uniformly inside the 

CdS. While we make sure that the transition metal has not completely reached the surface of 

the CdS QDs, it is clear that some of the metal ions have indeed escaped the QDs lattice as can 

be observed from our ICP-OES data shown in Table 5.1 and as discussed later in the text. This 

process provides both uniform doping as well as control over dopant percentage depending on 

annealing time and temperature. So the dopant incorporation depends both on kinetics as well 

as thermodynamics that is essential to control the amount of Fe incorporation. We have 

collected samples after each Cd and S cycles with differing thicknesses of CdS overcoating that 

is henceforth depicted as “Fe-nCdS” where n is the number of Cd and S cycles. 

5.5.1 Microstructure Study 

Figure 5.1 shows the representative TEM images at various stages of CdS growth of these QDs.  

Sizes obtained from TEM analysis as a function of growth of CdS QDs around the core range 

from 4.5 nm for the core Fe3O4 QDs (Figure 5.1(a)) to 8.5 nm, 12.6 nm and 15.4 nm (Figure 
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5.1(b), 5.1(c), 5.1(d)) respectively.  It can be seen from Figure 5.1 that the particles are 

spherical and have a fairly uniform size distribution signifying a uniform growth of QDs. The 

high quality of these QDs with no evidence of lattice mismatch between the core and the shell 

are evident from the crystalline nature of these particles as shown by the HRTEM images in the 

insets of Figure 5.1.    

20 nm20 nm

5  n m5  n m

20 nm

(a)

20 nm20 nm

5 nm5 nm

20 nm

(b)

20 nm20 nm
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5 nm 5nm
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Figure 5.1: TEM images showing (a) 4.5 nm Fe3O4 core (b) Fe-5CdS (c) Fe-10CdS (d) Fe-14 

CdS and their representative high resolution TEM in the insets. 

      However, as has been extensively studied earlier, HRTEM and lattice spacings do not 

conclusively determine the differences between alloys and/or core/shell formation in these 

QDs. Especially in presence of two semiconductors with no drastic differences in their TEM 

contrast. For comparison, CdS QDs of similar size were prepared using similar methods 

without doping Fe and the TEM image of the same is shown in Figure 5.2.  It is shown that 

there is no noticeable difference between the TEM images as well as the lattice spacing of 

undoped CdS and Fe-doped CdS QDs. Elemental analysis using ICP-OES for all these samples 

at different stages along with the expected Fe percentage for a core/shell structure with 4.5 nm 

core and the total size as obtained from TEM have been tabulated in Table 5.1.  Results show 
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that iron percentage monotonically decreased reaching down to 5.6% and 2.3% after 10 and 14 

cycles of Cd and S additions respectively.  These percentages of doping levels can now be 

considered to be in the dilute doping regime.  Our magnetic measurement studies are going to 

be mainly focused on these low percentages of Fe-CdS QDs which are henceforth referred to as 

Fe-doped CdS QDs. In addition, it is important to note that the actual percentages are usually 

less than the theoretical expected percentages indicative of the leaching of the Fe atoms out of 

the QDs.  This can be attributed to the process of self purification indicating that the Fe atoms 

are indeed diffusing into and out of the CdS matrix.  

20 nm20 nm
5  n m5  n m 20 nm5 nm 

 

Figure 5.2: TEM image of undoped CdS QDs after 10 monolayer. Inset shows HRTEM of a 

single particle.  

Table 5.1. Elemental analysis of Fe-CdS nanoparticles using ICP-OES. 

Sample Size (nm) Fe (%) Calculated Fe (%) 

Core Fe3O4 4.5 100 100 

Fe-1CdS 5.4 94.2 82.8 

Fe-2CdS 6 57.7 68.5 

Fe-3CdS 6.6 29.7 55.8 

Fe-4CdS 7.2 20 46 

Fe-5CdS 8.5 17.8 30.8 

Fe-10CdS 12.6 5.6 10.6 

Fe-14CdS 15.4 2.3 5.96 

CdS 12 0 0 
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5.5.2  XRD and UV-VIS spectroscopy 
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Figure 5.3: (a) X-ray diffraction patterns of Fe3O4 NCs core and then after different cycles (1, 

4, 5, 10, 14) of Cd an S precursors additions in comparison to the XRD spectra of bulk Fe3O4 

and CdS. (b) UV-VIS optical absorption spectra for Fe-CdS samples with increasing CdS in 

comparison to core Fe3O4 and un-doped CdS showing the evolution change from Fe3O4 core to 

doped CdS.  

However a more direct evidence of the presence of Fe3O4 and Fe doped CdS can be studied 

from the XRD of these materials. In order to explore the composition and crystal structure of 

these QDs XRD measurements were carried out.  The changes in the crystal structure of the 

QDs during the overcoating of CdS on core Fe3O4 QDs is shown in Figure 5.3.  XRD pattern in 

Figure 5.3(a) shows that Fe3O4 core QDs are formed in inverse spinel structure similar to that 

of the bulk (also shown in the figure) as observed from the inorganic crystal structure database.  

The broadening of the XRD peaks is consistent with the size of the QDs as obtained from the 

Scherrer formula.  Subsequently, with the growth of thin layers of CdS, we observe the 

formation of wurtzite CdS structure along with the existent inverse spinel structure of Fe3O4 as 

observed in Fe-1CdS and Fe-4CdS due to existence of core shell structure at the initial stages.  
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Eventually in presence of sufficiently thick shell of CdS and adequately long annealing time, 

signatures of spinel structure of Fe3O4 are completely absent.  This systematic structural change 

from Fe3O4 to CdS is indicative of a diffusion of Fe from the core to the surface through the 

CdS matrix.  In fact, unlike in other cases in literature,
45

 the structures of the core and shell are 

substantially different, leading to clearly observable peaks in presence of iron oxide clusters or 

core as observed in the case Fe-4CdS.  Absence of inverse spinel peaks in thicker shell CdS 

structures, suggest the absence of iron oxide clusters.  However, it is still possible to have small 

clusters that are beyond the resolution of XRD, especially in such small sizes and hence cannot 

be a conclusive proof for absence of clustering.  It is also notable that the XRD peaks, 

consistent with the increase in particle size have sharpened with the additions of Cd and S 

precursors indicating the growth of CdS shell over the existent cores rather than an independent 

nucleation.  

The qualitative difference in the nature of optical absorption with the growth of the particles 

was studied using UV-VIS spectroscopy.  Figure 5.3(b) shows the changes in optical 

absorption starting from a core to thick shell large particles in comparison to un-doped CdS.  

As expected, Fe3O4 does not absorb in this energy range.  However, with the successive 

additions of Cd and S precursors at high temperature, CdS 1se-1sh transition feature starts 

arising and gets pronounced after a thick CdS shell formation.  Undoped thick shelled CdS also 

show similar absorption features as that of Fe-CdS QDs as shown by the dotted line in Figure 

5.3(b). 

5.5.3 Etching Experiment 

In order to further confirm the distribution of Fe in CdS matrix,
51

 a 15 nm Fe doped CdS QDs 

was etched slightly with hydrogen peroxide to remove the outermost shell of the QDs.  TEM 

images of the samples before and after etching (Figure 5.4) shows that the average size of the 

QDs have reduced from 15 nm to about 11 nm.  However, the ICP before and after etching to 

obtain the ratio of Fe to Cd show that the percentage of Fe are respectively 3.4% and 3.5%.  

This suggests that the percentage of Fe is unchanged within experimental error even after 

etching the outer shell and hence demonstrating that Fe is indeed uniformly distributed in the 

CdS matrix. 
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Figure 5.4: Surface etching of Fe doped CdS nanoparticles by H2O2 treatment. Fe doped CdS 

(a), (c) before etching and (b), (d) after etching. 

5.5.4 Local Structure  

However the ultimate proof for the distribution of Fe is obtained from the local structure 

investigation of the Fe atom using XAFS.
52,53

  XAFS can reveal the local bonding around the 

atom of interest by measuring the absorption coefficient below, at and above the absorption 

edge of the element.  

XAFS Analysis: X-ray absorption scans were collected at Fe-K edge in fluorescence mode for 

both Fe3O4 core and Fe-doped CdS (Fe-14CdS) and Cd-K edge for Fe-doped CdS QDs.  The 

data was processed using ATHENA
54

  and the Fourier transformation of Fe and Cd K-edge 

EXAFS spectra in real (R) space for Fe3O4 and Fe-doped CdS sample are respectively shown 

by solid lines in Figure 5.5(a) and 5.5(b).  Visual inspection of the two plots makes it apparent 

that the local structure around Fe in Fe-CdS is very different than that of Fe3O4.  The EXAFS 

of Fe in Fe3O4 has been extensively analysed in literature
52,55

 and the various paths 

corresponding to Fe-O in tetrahedral and octahedral holes as well as second nearest neighbour 

Fe-Fe have been shown to give rise to the EXAFS pattern similar to one observed here in 
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Figure 5.5(a).  However, EXAFS data from Fe-CdS shown in Figure 5.5(b) shows completely 

different pattern.  In fact, upon observation of the similar data for the Cd edge, also shown in 

Figure 5.5(b), it is apparent that the structure around the Cd atom in Fe-CdS is very similar to 

that of Fe.  Further verification of the absence of the clusters of iron oxide was obtained by the 

complete absence of the second nearest neighbour Fe-Fe contribution.    
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Figure 5.5: Magnitude of Fourier-transformed Fe-Kedge EXAFS spectra (open symbols) for 

Fe3O4 (a) and a comparison of Fe and Cd–K edge Fe-doped CdS (b). The linear combination fit 

(black solid line) of Fe-K edge XANES spectra (open symbols) with FeS (blue solid line) and 

FeO standard (red solid line) is shown in the inset. 
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The XANES spectrum of the Fe edge in the Fe-CdS is shown in the inset to Figure 5.5(b).  

From the figure, it is apparent that the spectra can be deconvoluted into a linear combination of 

Fe3O4 and FeS edges (also shown in Figure 5.5) with the dominant contribution arising from 

the FeS.  This suggests that the iron has been reduced from an average oxidation state of +2.66 

to +2.  While this reduction in oxidation state is not surprising in presence of several reducing 

ligands like oleic acid, it is interesting to note that the iron has indeed reduced the oxidation 

state to accommodate into the CdS matrix as a dopant atom.   
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Figure 5.6: Fe L2,3 edge electron energy loss near edge structure of core Fe3O4 (black line) and 

Fe-doped CdS (red line). The data have been normalized to the integral L2,3 edge intensity. 

Reduction in oxidation state is further confirmed by studying the ratio of L2,3 edge in the 

Fe3O4 core as well as Fe doped CdS using EELS spectroscopy.  Figure 5.6 shows the Fe L2,3 

near edge spectra after background subtraction for Fe3O4 core and Fe-doped CdS QDs.  

Consistent with the earlier literature,
56,57

  we find that the Fe L3/L2 white line intensity ratio for 

the Fe doped CdS sample has reduced significantly from that of Fe3O4, due to a decrease in the 

oxidation state of Fe. 
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5.5.5   Elemental Mapping 

However, a more direct evidence of Fe ion distribution inside these large CdS matrix has been 

observed by EDX elemental mapping images shown in Figure 5.7 (a-d). Large sizes of these 

particles allow us to capture significant resolution (STEM resolution ~1 nm) during imaging.  

From the spatial distribution of the elements Cd, S and Fe it is not only apparent that Fe is 

distributed throughout the CdS lattice, but that Cd atoms also span the complete area of the QD 

with no evidence of the iron oxide core suggesting the formation of uniformly distributed Fe 

doped CdS.  

(a) STEM Bright Field (b) Cd

(c) S (d) Fe

 

Figure 5.7: TEM elemental map of large size Fe doped CdS showing STEM (a) Bright field 

image (b) Cd map (c) S map (d) Fe map. 

 It has been seen that this technique, not only provides uniformity in dopant ions distribution, 

but also provides a pathway to achieve a long range size variation by controlling the reaction 

conditions.  By appropriately tuning the core size, annealing time and other synthesis condition 

we have shown that it is possible to synthesize 5% Fe-doped CdS QDs with the sizes as large as 

~60 nm (Figure 5.8(a)).  Figure 5.8(a) and 5.8(b) showing TEM and HRTEM images 

respectively demonstrate that QDs have formed uniformly with no agglomeration and without 

any independent nucleation. Figure 5.8(c) shows the XRD pattern for these large size Fe-doped 

CdS QDs which matches well with bulk wurtzite structure.  Absorption spectrum shown in 
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inset of Figure 5(c) depicts bulk CdS like absorption feature.  Finally, it is worth noting that 

synthesis of such a large size, uniformly doped QDs having very less size distribution using a 

solution processed bottom up technique has not yet reported by any other group. It should also 

be noted that even though optical properties are sensitive to size in the quantum confined 

regime, magnetic properties are dictated by domain sizes.  Typical domain sizes vary from 

about 50 nm to a few microns.  Hence we obtained particles ranging upto 60 nm to study the 

confinement effects on the magnetic properties of the QDs.  The magnetic measurement on this 

sample shows a large saturation magnetization as shown in Figure 5.8(d) thus substantiating the 

presence of confinement effects within the single domain in smaller QDs.   
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Figure 5.8: (a) and (b) are respectively TEM and HRTEM images for a large size (~60 nm) Fe-

doped CdS (Fe-5%) QDs prepared by controlled synthesis. (c) X-ray diffraction patterns of 

these particles. Inset of (c) shows UV-VIS optical absorption spectra for the representative 

particles. (d) Magnetization (M) vs. field (H) hysteresis loop measured at 2 K (red symbols) 

and room temperature (blue symbols) for these particles.  
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5.5.6  Magnetic Properties 

Magnetic properties in these materials are known to be influenced by the exchange coupling of 

3d orbital electrons with the host semiconductor QDs’ electronic levels.
58

 Coey et al
59

 showed 

that while conventional superexchange or double exchange cannot create long range magnetic 

ordering in case of dilute doping limit of transition materials inside the semiconductors,  it is 

usually mediated by sp-d exchange interaction through the formation of magnetic bound 

polarons in the bulk systems.  There have also been limited studies in the literature
35,60

 on sp-d 

exchange interaction in semiconducting nanomaterials.  However, a systematic understanding 

of these results have not been possible with varying concentrations of dopants and sizes as most 

of the magnetically doped QDs in the literature have a size smaller than 5 nm and very low 

dopant concentration (< 1%).  These DMS QDs in the past have also shown several 

inconsistencies that is believed to be majorly due to the inhomogeneous distribution of 

paramagnetic dopants inside the semiconductor QDs. For example, enhanced excitonic Zeeman 

splitting has been observed in Mn
2+

 doped ZnSe
61

 but reduced splitting has observed in Mn
2+

 

doped CdS QDs
62

, Co
2+

 doped ZnSe.
31

 These discrepancies have been explained as due to 

inhomogeneous doping of magnetic ions inside DMS QDs. Gamelin group have studied the sp-

d exchange interaction in Co
2+

 doped ZnSe QDs
13

 prepared by hot injection technique and 

shown that excitonic Zeeman splitting is substantially smaller than its bulk counterpart which is 

again attributed to the absence of dopant ions inside the core or lack of homogeneous doping.   

It has been extensively studied and seen that, in most of the cases, these magnetic ions form 

magnetic islands where the spins couple anti-ferromagnetically resulting in reduced magnetic 

moments.
63

 So, controlled synthesis and uniform doping of magnetic impurities is crucial to 

study magnetization leading to better magnetic properties than previously observed.  So far, 

there have been many reports on DMS system and the observation of room temperature 

ferromagnetism in several of them due to magnetic impurities.
16,47,64

 But the development has 

not improved much due to reproducibility of these materials.   The lack of synthetic control 

leading to cluster formation in these materials results in low magnetic response as well as turn 

out to be useless for device applications.  Our samples, shown to have a more uniform 

distribution with excellent control over size and dopant concentration using this synthetic 

technique can open up a new horizon to study the origin of magnetic interaction in DMS 
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systems.  We performed a magnetization measurement of Fe-doped CdS obtained from this 

study to observe the consequences of the homogeneous distribution of dopant ions. 
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Figure 5.9: Magnetization vs. field plot (a) at Room temperature and (b) at 2 K for 0% (black 

symbols), 2.3% (blue symbols) and 5.6% (red symbols) Fe doped CdS QDs in comparison with 

un-doped CdS (black symbols). The solid blue (Fe-5.6%) and red (Fe-2.3%) lines are the 

simulated Brillouin function fit for the paramagnetic behavior of Fe-doped samples. 

The results are compiled in Figure 5.9(a) and 5.9(b) showing the magnetization (M) vs. 

applied field (H) at room-temperature and at 2 K respectively for Fe doped CdS with two 

different percentages of Fe along with undoped CdS.  The expected paramagnetic behavior of 

these ions simulated using Brillouin function at room temperature are also shown in Figure 
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5.9(a) clearly demonstrating the presence of ferromagnetic ordering rather than paramagnetic 

behavior.  In fact, the shape of the magnetic hysteresis loop at room temperature is 

characteristic of the superparamagnetic behavior that arises due to the small size and single 

domain formation.  Earlier reports
65,66

 showed the presence of defect related magnetism in an 

otherwise non-magnetic system.  Hence we studied undoped CdS QDs of similar size and the 

magnetic response obtained from these QDs is also shown in Figure 5.9 (a-b).  Evidently the 

magnetism obtained in these QDs arise out of magnetic ion doping that overrides the earlier 

observation of defect related magnetism
65

 by several orders of magnitude.  Hence we tried to 

understand the origin of this magnetism by first studying the previously reported literature and 

putting our data in perspective.  The results of the comparative study with other available 

literature reports, as expected, show almost an order of magnitude higher magnetization in 

these QDs compared to earlier results.
17,18

  This dramatic increase should be closely related to 

the magnetic exchange interactions
24

 between band carriers of the host CdS and magnetic ions 

or between magnetic ions and magnetic ions, since they control the optical, electronic, and 

magnetic properties of the DMS materials. 
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Figure 5.10: FC/ZFC magnetization curve for Fe3O4 core and Fe-doped CdS QDs using a field 

of 500 Oe. 

The next step in understanding was to obtain the magnitude of this data with respect to the 

bulk data.  Unfortunately, magnetism in quantum dots have posed a difficult challenge not only 

to synthesize uniformly doped QDs devoid of magnetic ion clusters but also to analyze due to 

the inability to express as magnetization per ion unlike in the bulk as one is not aware of the 
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amount of ligands attached to the QD.  In addition, the size effects are also expected to 

decrease the magnetization though so far a systematic study of size effects is not available due 

to the above mentioned shortfalls.  In this study, we have used TGA to study the amount of 

organic ligands present per gram of the sample.  From these data, we have obtained an 

approximate value of the magnetization per ion and the saturation magnetization corresponding 

to the saturation value of each of these systems is indicated in the Figure 5.9 as well as 

tabulated in Table 5.2. It is well known that the size of the QDs contributes significantly in 

magnetization due to the change in domain size.
67

  From the Table it is evident that as expected 

the magnetization increases from 0.42 µB/ion to 2.0 µB/ion at 2 K for 5% Fe as the size 

increases from 12.4 nm to 60 nm whereas no change is observed on changing the concentration 

of ions from 5% to 2.3% keeping size constant.  This scaling of magnetism proportional to the 

concentration also provides further evidence that the magnetism is not due to the clustering 

effects. While this is an interesting observation, more in-depth studies with size and 

concentration controlled measurements have to be performed to understand the origin of this 

magnetism in dilute magnetic systems and will be discussed in later part of this chapter. 

 Finally the nature of magnetism has been studied from DC magnetic susceptibility by 

measuring ZFC and FC magnetization. It is observed from the Figure 5.10 that the nature of 

FC/ZFC curves of Fe-doped CdS QD are completely different from Fe3O4 core. Fe3O4 QDs 

show a clear blocking temperature at ~54 K which is a signature of transition from blocked 

state to superparamagnetic state. But, In the case of Fe-doped CdS FC/ZFC curves meet at very 

low temperature (~2K).  This further tells the fact that Fe3O4 cluster does not exist anymore 

inside the CdS matrix.    

Table 5.2: Magnetization value in Bohr Magneton per magnetic ion 

Sample  Ms per magnetic ion at 

300K (µB) 

Ms per magnetic ion at 2K 

(µB) 

Fe3O4 core (4.5nm ) 0.64 (46.5 memu/g) 0.9 (64.1 memu/g) 

Fe-10CdS (5.6%, 12.6 nm) 0.09 (0.10 memu/g) 0.42 (0.45 memu/g) 

Fe-14CdS (2.3%, 15.4 nm) 0.08 (0.034 memu/g) 0.44 (0.23 memu/g) 

Fe3O4 ( 7.2 nm) 1.01 (72.9 memu/g) 1.21 (87.9 memu/g) 

Fe-CdS (5%, 60nm) 0.68 (0.67 memu/g) 2.0 (1.99 memu/g) 
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5.6  Conclusion 

In conclusion, our results show a direct correlation between synthetic control and magnetic 

properties in magnetic semiconductor. Using the principle of self purification to our advantage, 

we have introduced a new generic synthesis technique to obtain uniform, doped semiconductor 

QDs with transition metal ions that are rid of clustering effects.  We have used XAFS and XRD 

to prove the absence of magnetic islands in these QDs.  We have also shown that this leads to 

better magnetic response paving way for future applications. We have chosen Fe-doped CdS 

quantum dot nanostructure as a model system for most of our study. This opens up a new 

possibility to first understand the origin of magnetism in DMS quantum dots followed by 

effective manipulation of the magnetic spin interaction inside any semiconductor materials.  

These findings will have far reaching consequence in potential application of these materials 

for future spintronics device. 
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5.7 Summary 

Internal structure study at an atomic level is a challenging task with far reaching consequences 

to its material properties, specifically in the field of transition metal doping in quantum dots.  

Diffusion of transition metal ions in and out of quantum dots forming magnetic clusters has 

been a major bottleneck in this class of materials. Diffusion of the magnetic ions from the core 

into the non-magnetic shell in a core/shell heterostructure architecture to attain uniform doping 

has been discussed in the earlier chapter and yet to be understood.  In this part, we have studied 

the local structure variation of Fe as a function of CdS matrix thickness and annealing time 

during the overcoating of Fe3O4 core with CdS using X-ray absorption spectroscopy.  The data 

reveals that Fe3O4 core initially forms a core/shell structure with CdS followed by alloying at 

the interface eventually completely diffusing all the way through the CdS matrix to form 

homogeneously Fe doped CdS QDs with excellent control over size and size distribution. Study 

of Fe K-edge shows a complete change of Fe local environment from Fe-O to Fe-S. 

5.8  Introduction 

Interest in dilute magnetic semiconductors (DMS) in bulk and quantum confined materials have 

increased dramatically in the past decade with its potential for applications in spintronics and 

other magneto-optical applications.
14,68

  In this aspect, DMS quantum dots (DMSQDs) have 

emerged as a new class of materials having shown several interesting DMS properties like 

Faraday effect, giant Zeeman effect.
30,31

 However, these properties, specifically their size 

dependence, have not been well studied in the literature as doping in QDs is rather non-trivial.  

Specifically, most of the QDs synthesized so far are of the order of 5 nm and larger QDs that 

are smaller than typical domain sizes, i.e., between 5-30 nm, have proven to be elusive. The 

bottleneck in the study of these systems has been the uniform distribution of transition metal 

within the QD.  Several strategies for QD doping,
41

 have been extensively studied and some 

techniques like nucleation doping,
69

 dopant insertion at growth stage
70

 or optimal use of 

temperature to retain the dopant,
42

 interplay between the thermodynamic versus kinetic 

control
71

 have evolved over a period of time with reasonable success in the quantum size 

regime.  However, DMSQDs prepared using these techniques are quite small, typically around 

5 nm, by the time the dopant atom is expelled from the host.  Hence size dependences ranging 

upto typical domain sizes have not been possible.  In addition, these materials are often plagued 

with impurity phase or clustering leading to erroneous magnetic properties.
18,47,72,73

 So the 
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introduction of reliable synthesis strategies and proper characterization techniques are essential 

to study the internal microstructure of DMSQDs which is known to show significant changes in 

optical
50,74

 and magnetic properties.
24,37

 

In an effort to probe this elusive size regime, we employed the method of diffusion of 

dopants from inside out.  It is known that core-shell QDs and modification of their interface 

through long time annealing show superior optical properties and promising device 

applications.
50,75,76

 In this work, we have employed the use of magnetic cores with 

semiconducting shell heterostructures along with long time annealing at high temperature.  

Specifically, we started with a small Fe3O4 cluster and used high temperature to create self-

diffusion 
36,77,78

 to diffuse it out into a thick CdS semiconductor matrix and obtain uniformly 

distributed Fe doped CdS QDs.  It is expected that the magnetic dopant diffuses within the 

semiconductor matrix giving rise to uniformly doped large sized QDs as discussed in the 

previous section of this chapter.  However, so far it has been a challenge to follow the internal 

structure evolution during synthesis of these systems.  While X-ray diffraction can trace the 

change in crystal structure, smaller impurity clusters of the magnetic core cannot be detected, 

especially due to the broadening of the peaks due to their finite size.  High resolution TEM, and 

elemental mapping have also failed to probe within the length scale of interest.  Hence in this 

scenario, the investigation of the micro structural evolution by probing the local environment 

around impurity atoms would provide excellent insight into the local structure.   

XAFS analysis is a powerful tool for the determination of local environment around the 

specific atoms.
20,79-81

 We focused on two typical X-ray energy regions of XAFS spectrum, 

namely XANES and EXAFS.  The XANES spectrum extends from just below absorption edge 

to 50 eV above and serves as a site specific probe of the local charge state and coordination 

geometries of the absorbing atom.  Above this energy, the EXAFS is manifested as oscillations 

in the absorption cross section arising from constructive and destructive interference of 

outgoing photoelectron wave and the incoming photoelectron wave backscattered from 

neighboring atom, which provides quantitative information about average local coordination 

number, bond lengths and their distribution between the absorbing and surrounding atoms.  In 

this section, we report a detailed analysis of local structure evolution on Fe3O4-CdS 

nanoparticles starting from core-shell heterostructure to doped systems and we correlate these 

findings with X-ray diffraction results.  
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5.9 Experimental Details 

5.9.1 Synthesis 

Synthesis of  Fe3O4 core has been described in section 5.4.1 and the core has been overcoated 

with Cd and S precursors using SILAR method
44

 at high temperature to form Fe-nCdS where n 

denotes the number of CdS monolayers. Aliquots were collected after completion of each 

monolayer for characterization.   

5.9.2 XAFS Measurement  

EXAFS and XANES spectroscopy were employed to probe the local structure around Fe and 

Cd atoms during for the Fe doped CdS QDs.  Fe K-edge (7112 eV) and Cd K-edge (26711 eV) 

for the samples were measured at 10ID beamline at Advance Photon Source, Argonne National 

Laboratory.
49

  Rhodium coated harmonic rejection mirror and Pt mirror were used to eliminate 

the higher energy photons for Fe edge and Cd edge respectively.  Experiments were performed 

in fluorescence mode using ion chamber with Stern Heald geometry.  The gases in the ion 

chambers were optimized for adequate absorption of photons and linearity was ensured.  A 

mixture of 80% helium and 20% nitrogen gas was used in the initial ion chamber Io placed 

before the sample and full nitrogen gas in transmission and reference ion chambers.  Argon gas 

was used for fluorescence ion chamber. For Cd edge, pure nitrogen was used in the Io ion 

chamber and a mixture of 10% nitrogen and 90% argon gas in the transmission and reference 

ion chambers. Kr gas was used in the fluorescence ion chamber when latter was used. 

X-Ray energy was calibrated to 7112 eV with Fe metal foil before measurements were done.  

Relevant iron standards were measured in transmission geometry with Fe foil in front of the 

reference ion chamber.  The spot size of the incident X-ray beam on the sample was 800 by 800 

microns. The samples were initially mapped and ensured for homogeneity of particles 

distributions before the EXAFS measurements.  Measurements were done in quick scanning 

mode, where undulator gap and taper were fixed for each of the edges while Bragg angle of 

double crystal monochromator (with Si (111)crystal) was scanned with constant speed.  The 

EXAFS scans were taken from 6900 eV to 7900 eV with a step size of 0.35 eV and 0.03 second 

per step.  Several scans were taken for each sample to ensure the absence of degradation of 

samples and averaged before fitting was done for statistics. 

 Data were processed using Athena software
54

 by extracting the EXAFS oscillations (k) as a 

function of photoelectron wave number k following standard procedures. The theoretical model 
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was generated consistent with the other characterization techniques and the corresponding 

paths were generated using FEFF6.
82

  Fitting of the theoretical model to the experimental data 

was carried out using fitting program Artemis
77

 with FEFF6 built into it.  In order to isolate the 

χ(k) oscillations, the atomic background was subtracted by applying a low distance cut off 

equal to 1Å in the Fourier transform and using a cubic spline. Fourier filtering was 

accomplished with a k weight equal to 2, in a range from 2 to ~10 Å
-1

. Amplitude reduction 

factor (So
2
) for Fe was obtained from the fitting of Fe metal foils.  Fitting parameters were 

obtained by modeling the EXAFS data of each sample in real (R)-space until a satisfactory 

global fit describing the system was obtained.   

5.10  Results and Discussion 

The evolution of internal structure in Fe-nCdS was studied on a series of samples with varying 

values of n, the number of monolayers of CdS.  A value of n=0 implies only Fe3O4 core with no 

CdS overcoating.  In this work, we have used Fe-0CdS, Fe-2CdS, Fe-4CdS, Fe-5CdS, Fe-

10CdS and Fe-14CdS to study the evolution of internal structures.  The presence of Fe in these 

samples was determined by ICP-OES measurements and was found to be respectively 100 %, 

57.7 %, 20 %, 17.8 %, 5.6 % and 2.3 %.  Specifically, the presence of 5.6% and 2.3 % Fe in 

Fe-10CdS and Fe-14CdS respectively, indicates the dilute doping regime within QDs.  These 

samples were then characterized by TEM and XRD.   

5.10.1  Microstructure 

Morphology and the particle size evolution during the growth of the nanoparticles have been 

studied using high resolution TEM.  Figure 5.11(a) shows the HRTEM images of Fe-0CdS 

having average size 4.5 nm and Figure 5.11(b-f) show the differing monolayers of CdS 

overcoated Fe3O4.  It is clear from the images that the particle size with increasing monolayers 

of CdS grows monotonically, averaging about ~0.35 nm thickness per monolayer as expected. 

Smaller secondary phases of pure CdS are not observed in these samples which lead to the 

conclusion that all the particles are overcoated as expected.  Nevertheless, the presence of any 

magnetic islands inside the CdS matrix, due to the significant absence of contrast between Fe 

and Cd atoms, is not possible to observe in HRTEM even in Fe-2CdS and Fe-4CdS where there 

is proven evidence of clustering from XRD shown in Figure 5.3. Hence, TEM is insensitive to 

the presence or absence of Fe clusters within the QDs as well as Fe atoms distribution.  
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Figure 5.11:  HRTEM images showing (a) 4.5 nm Fe3O4 core (b) Fe-2CdS (c) Fe-4 CdS (d) 

Fe-5CdS (e) Fe-10CdS (f) Fe-14CdS. 

 Typical XRD patterns are shown in Figure 5.3(a). The XRD pattern of Fe-0CdS is 

assignable to the contribution from a magnetite (Fe3O4) cubic inverse spinel structure without 

any impurity phase formation.  With the formation of CdS layer both cubic Fe3O4 and wurtzite 

CdS peaks are visible for first few layers which eventually turns into complete wurtzite CdS 

structure after thick shell formation.  The complete disappearance of Fe3O4 characteristic peaks 

in thick shell nanoparticles may be due to the diffusion of Fe3O4 inside CdS.  However, given 

the width of the peaks, small clusters of Fe may not be seen given the broad signals with small 

signal to noise ratio in these materials and hence cannot convincingly prove uniform Fe 

distribution within the CdS matrix. 

5.10.2  Local Structure Analysis 

5.10.2.1  XANES  

In order to investigate the evolution of the internal structure during high temperature annealing 

of Fe3O4-CdS nanoparticles at their different stages, we studied their local structure using 

XAFS spectroscopy.  To accomplish this goal, XANES and EXAFS were employed to probe 

the variation of co-ordination number and different bond contribution.  A series of XAFS 

fluorescence spectra were collected at Fe K-edges for various samples starting from Fe-0CdS to 
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Fe-14CdS. The data were processed using ATHENA
54

 and the Fe K-edge XANES spectra are 

shown in Figure 5.12. 
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Figure 5.12: Fe K-edge XANES spectra (open symbols) for (a) Fe-2CdS, (b) Fe-3CdS, (c) Fe-

4CdS (d) Fe-5CdS, (e) Fe-10CdS and (f) Fe-14CdS. All these XANES spectra were fitted with 

linear combination (black solid line) of FeS (blue solid line) and Fe3O4 standard (red solid line). 

   The analysis from XRD suggests that the Fe from Fe3O4 is migrating into the CdS lattice.  

This implies that the possible phases could include FeO, Fe3O4 and FeS.  XANES data provides 
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insight regarding the oxidation state of the metal ion and hence we tried to obtain a linear 

combination fit of the experimental XANES data to the standard FeO, Fe3O4 and FeS data.  The 

data were fit very well with combination of these standards, indicating the coordination 

environment around Fe in these samples were either similar to oxides, or sulfide.  From the 

analysis it was evident that the FeO contribution was negligible compared to the other two 

phases and the results of the FeS and Fe3O4 contributions are shown in Figure 5.12.  During the 

first few monolayers of CdS overcoating over Fe3O4, the XANES look very similar to Fe3O4 

and the linear combination fit shows that the maximum contribution comes from Fe3O4 spectra 

with negligible contribution from FeS as shown in Figure 5.12(a) and 5.12(b) and tabulated in 

Table 5.3.  The implications of these results translate into Fe3O4/CdS core/shell heterostructure 

with short range alloying at the interface due to the diffusion of Fe
2+

 into CdS structure at this 

stage of CdS overcoating.  However, as we increase the CdS monolayers as well as annealing at 

high temperature as in the case of Fe-4CdS and Fe-5CdS as the linear combination fits show 

there are some significant contributions from FeS as depicted in Figure 5.12(c), 5.12(d) and in 

the Table 5.3.  Almost 50% contribution of FeS in Fe-5CdS suggests that a major part of Fe 

core has diffused into CdS structure.  Finally, at Fe-10CdS (Figure 5.12(e)) and Fe-14CdS 

(Figure 5.12(f)) the XANES data can be explained largely by the presence of Fe-S contribution 

(~85%) supporting the fact that Fe has completely diffused inside the CdS matrix.  The small 

amount of Fe3O4 contribution could be due to small clusters of Fe core inside or the presence 

Fe-O-Cd bonds within the CdS matrix.  This can be studied using the quantitative EXAFS 

analysis of the nearest neighbors. 

 Table 5.1: Fe3O4 and FeS ratio obtained from linear combination fit of XANES spectra. 

Sample Fe3O4 (%) FeS (%) 

Fe-2CdS 99.4(±0.6) 0.6(±0.02) 

Fe-3CdS 98.1(±0.9) 1.9(±0.23) 

Fe-4CdS 80(±0.7) 20(±0.5) 

Fe-5CdS 54.1(±0.9) 45.9(±0.05) 

Fe-10CdS 20.5(±0.8) 79.8(±0.7) 

Fe-14CdS 16.4(±1.8) 83.6(±1.4) 
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5.10.2.2  EXAFS: k-space 
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Figure 5.13: k
2
-weighted χ(k) oscillations for (a) Fe K-edge for different Fe-nCdS samples and 

(b) Cd K-edge for Fe-14CdS sample. The Fe K-edge plots are presented with a constant offset 

of 2.0 units for the purpose of better viewing.  

   While the XANES region is known to give information about the oxidation state of the Fe 

ion, the information regarding the local first and second shell structure around the absorbing 

atom (Fe) can be obtained from analyzing the EXAFS region of the data.  The evolution of the 

local structure around Fe with the addition of CdS shell growth at high temperature is studied 

by analyzing EXAFS region of the series of Fe-nCdS samples. Fe K-edge χ(k) data for all the 

samples have been shown in Figure 5.13(a). The k-space oscillations during the initial phases 

of CdS overcoating show striking changes, specifically at k values between 3-6 Å
-1

 compared 

to the later overcoating stages suggesting an evolution in the local structure around Fe atoms 

due to slow Fe diffusion inside CdS matrix.  However, it is also evident that the plots look very 

similar for the Fe edge and Cd edge (Figure 5.13(b)) for thicker CdS overcoating layers.   This  
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result confirms that after a significant CdS shell formation at high temperature, Fe ions have 

uniformly distributed throughout the CdS matrix by substitution of few Cd atoms and formed 

uniformly doped CdS QDs.  

5.10.2.3  EXAFS: R-space 

For further confirmation, the data from these samples were Fourier transformed and plotted in 

R-space as shown by open circles in Figure 4(a)-(f).  Visual inspection of these real (R) space 

EXAFS plots makes it evident that local structure around Fe is gradually converting from 

Fe3O4 to a completely new structure through different stages of Fe-nCdS. 
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Figure 5.14: Magnitude of Fourier-transformed Fe K-edge EXAFS spectra (open symbols) and 

their best fit (solid line) for (a) Fe3O4, (b) Fe-2CdS, (c) Fe-4CdS, (d) Fe-5CdS, (e) Fe-10CdS 

and (f) Fe-14CdS. Dotted lines show their component fitting paths.  
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     However, in order to obtain more quantitative information we modeled the EXAFS spectra 

to a theoretical model and generated the relevant paths using FEFF6 within the ARTEMIS
77

 

program.  The theoretical model consisted of Fe3O4 in its cubic form with space group Fd3m 

(a= 8.39Å) and FeS in the wurtzite crystal structure with space group P63mc (a= 3.43 Å, c=5.68 

Å).  The solid lines represent the best fit obtained from this procedure, whereas the dotted lines 

depict the component paths necessary to achieve this fit.  Figure 5.14(a) shows the 

experimental data and the fit to Fe-0CdS.  As expected the fit and the components are very 

similar to the earlier reported EXAFS spectra for Fe3O4 present in inverse spinel structure
52

 

suggesting that the small size has not affected the environment within the QDs.  It is well 

known that Fe3O4 crystallizes in cubic inverse spinel structure
83

 wherein oxygen ions form an 

fcc close packing with Fe
3+

 in one of the eight tetrahedral interstices and Fe
2+/3+ 

in half of the 

octahedral interstices.  It was necessary to use different Fe-O and Fe-Fe bonding arising from 

tetrahedral and octahedral sites as shown in Figure 5.14(a) since Fe
2+

 and Fe
3+

 has different 

edge energy and thus different ΔE (approximately 5 eV). Table 5.4 provides a complete 

breakup of the various paths used in the fit to Fe-0CdS.  The complex structure of Fe3O4 results 

in nine significant paths contributing to fit the experimental data (tabulated in Table 5.4).  

Similar to literature reports,
84

 we also observed a 5 eV shift in energy between Fe
2+

 and Fe
3+ 

ions that are octahedrally coordinated with O atoms (shown in Table 5.4).  In Figure 5.14(a), 

the peak at 1.43 Å shown in red dotted line due to the Fe-O bond is the convolution of three 

different bonds arising due to the nearest oxygen whereas the peak at 2.91 Å is due to Fe-O, 

second nearest oxygen present in the system.  Similarly, Fe-Fe bonds due to same and different 

interstices contribute to the peaks at 2.45 Å and 2.95 Å respectively.  

Figure 5.14(b) shows the fit to Fe-2CdS where we also observe dominant contributions (as 

quantified by the coordination number discussed later in the text) of Fe-O and Fe-Fe paths 

consistent with the inverse spinel structure observed in XRD.  However, it is interesting to note 

that along with these paths, we also require a small contribution from the Fe-S peak at 1.82 Å 

to obtain a good fit to the data.  This small Fe-S component can be attributed to the formation 

of an ultrathin layer of FeS at the interface between Fe3O4 core and CdS shell.   Systematic 

analysis of the EXAFS data from samples with increasing CdS shell thickness, we observe that 

the Fe-S path is increasingly more prominent with decreasing contribution from the inverse 

spinel structure of Fe3O4 as observed in Figure 5.14(c)-(f)  for samples Fe-4CdS to Fe-14CdS 
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respectively. Moreover, we present the Cd K-edge data for few samples with a comparison to 

undoped CdS as demonstrated in Figure 5.15.  It’s evident that Cd K-edge looks similar in all 

cases and corresponds to Cd-S path in the wurtzite structure and remains unchanged with shell 

thickness. The similarity of the Fe-edge with the Cd-edge for thick overcoating of CdS 

provides further credence to our diffusion theory. 
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Figure 5.15: Magnitude of Fourier-transformed Cd K-edge EXAFS spectra for Fe-5CdS, Fe-10CdS, 

Fe-14CdS and undoped CdS.  

   However, the presence of a Fe-O path in the EXAFS as well as the XANES data raises the 

question about the presence of a small core of iron oxide.  Nonetheless, we observe that there is 

a complete absence of the expected second nearest neighbour Fe-Fe contribution as observed in 

the different phases of iron oxide as shown in Figure 5.16(a).  Additionally, in the thicker shells 

of CdS, we observe the emergence of a correlation, Fe-Cd, at 3.12 Å.  However it should be 

noted that as expected
85

  the Fe-O/Fe-S bond length is not the same as Cd-S bond length 

leading to some amount of disorder in the second order coordination. Due to extremely small 

particle size, the surface becomes an essential part of the system with highly disordered 

structure and coordination making it impossible to observe signals at higher k values required 

to obtain higher level coordination. In addition, local distortions due to differences in Fe-S and 

Cd-S bond lengths
85

 coordination with Fe-O can give rise to highly distorted local coordination.  
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These large changes eventually translate into an average overall long range order which is 

much lower than expected average coordination number (~1) obtained for Fe-Cd bonding. 

This suggests the fact that Fe3O4 is indeed diffusing in CdS matrix by replacing few Cd 

atoms with Fe atoms eventually leading to Fe as a substitutional impurity within the CdS 

lattice.  At the final stages i.e. in the case of Fe-10CdS and Fe-14CdS, it is evident from the 

Figure 5.14(e) and 5.14(f) that the dominant contribution is coming from Fe-S path along with 

small contribution from Fe-O, Fe-Fe and Fe-Cd paths.  The detailed results and the fit 

parameters from the entire fitting procedure are tabulated in Table 5.4.  
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Figure 5.16: (a) A comparison of Fourier-transformed Fe K-edge EXAFS spectra of FeO 

(blue), Fe2O3 (dark cyan), Fe3O4 (black) with Fe-O path in Fe-doped CdS (red).  (b)Variation of 

local coordination number around of Fe considering the nearest oxygen (red symbols) and 

sulfur (black) atoms from XAFS results. Solid lines are guide to the eye.  
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Table 5.4: List of fit parameters (Independent Points (Nidp) and Number of variables (Nvar) for 

the fit, Bond length (R), coordination number (N), Debye waller factor (σ
2
) energy shift (ΔE) 

and R-factor) obtained from modeling the data for Fe-K edge. 

Sample Paths R (Å) N (σ
2
) ΔE (eV) R-

factor 

 

Fe-0CdS 

k=1.2-13.5 

Å
-1

 

R=1-3.8 Å 

Nidp = 19 

Nvar = 8 

Fe3O4 

tetrahedra

l Fe
3+ 

Fe
3+-

O1 
Fe

3+-
-FeOct1 

Fe
3+-

-O2 

1.860.02 

3.450.02 

3.470.02 

1.06 

3.2 

3.2 

0.0050.004 

0.0090.001 

0.0060.007 

 

 

 

-2.06 1.02 

 

 

 

 

 

0.0052 

Fe3O4 

octahedra

l Fe
3+ 

Fe
3+-

-O1 
Fe

3+-
-FeOct1 

Fe
3+-

- Fe tet1 

1.980.07 

2.970.01 

3.480.01 

1.6 

1.6 

1.6 

0.0060.001 

0.0090.001 

0.0090.001 

Fe3O4 

octahedra

l Fe
2+ 

Fe
2+

-O1 
Fe

2+
-FeOct1 

Fe
2+

- Fe tet1 

1.980.07 

2.970.01 

3.480.01 

1.6 

1.6 

1.6 

0.0070.001 

0.0090.001 

0.0090.001 

 

-7.061.02 

 

 

Fe-2CdS 

k=2-11 Å
-1 

R= 1-4 Å 

Nidp = 19 

Nvar = 12 

Fe-S 2.370.05 0.560.05 0.010      -3.25  

 

 

 

 

0.0033 

Fe3O4 

tetrahedra

l Fe
3+ 

Fe
3+

-O1 
Fe

3+
FeOct1 

Fe
3+

-O2 

1.870.02 

3.460.02 

3.470.02 

1.06 

3.2 

3.2 

0.0120.003 

0.0090.001 

0.0090.008 

 

 

 

-3.150.93 

 
Fe3O4 

octahedra

l Fe
3+ 

Fe
3+

-O1 
Fe

3+
-FeOct1  

Fe
3+

- Fe tet1 

1.940.11 

2.950.01 

3.470.01 

1.6 

1.6 

1.6 

0.0080.002 

0.0080.001 

0.0080.001 

Fe3O4 

octahedra

l Fe
2+ 

Fe
2+

-O1 
Fe

2+
-FeOct1 

Fe
2+

- Fe tet1 

1.940.11 

2.960.02 

3.470.01 

1.6 

1.6 

1.6 

0.0080.002 

0.0080.001 

0.0080.001 

 

-8.15 0.93 

Fe-4CdS 

k= 1-11 Å
-1 

R= 1-4  Å 

Nidp = 19 

Nvar =10
 

Fe-O 1.970.22 2.140.41 0.0030.002  

 

-2.59  

1.74 

 

 

 

0.0003 
Fe-S 2.360.06 1.160.23 0.005  

Fe-Cd 3.320.17 0.820.27 0.004 

Fe-Fe 3.040.04 1.480.22 0.0050.001 

Fe-5CdS 

k=2 -11 Å
-1 

R=1.1-4 Å 

Nidp = 19 

Nvar = 10 

Fe-O 1.910.29 1.530.25 0.0050.001  

 

-3.763.06 

 

 

0.0094 
Fe-S 2.330.10 1.930.91 0.0070.001 

Fe-Cd 3.330.16 0.400.44 0.0030.001 

Fe-Fe 3.000.02 0.720.50 0.0050.002 

Fe-10CdS 

k=2-11 Å
-1

 

R= 1.1-4.1 Å  

Nidp = 29 

Nvar = 16 

Fe-O 1.980.22 1.090.33 0.0080.002  
 

3.16  1.67 

 

 

0.0052 

Fe-S 2.390.05 2.310.30 0.004 

Fe-Cd 3.340.15 0.560.52 0.005 

Fe-Fe 3.010.02 0.300.10 0.0070.001 

Fe-14CdS 

k=2- 11 Å
-1

 
R=1.0-4.1 Å  

Nidp = 30 

Nvar = 16 

Fe-O 1.980.21 1.020.78 0.0060.003  
 

1.01  4.10 

 

 

0.0049 
Fe-S 2.380.05 2.78 0.6 0.0200.004 

Fe-Cd 3.350.15 0.73 1.3 0.011 
Fe-Fe 2.990.01 0.32 0.10 0.007 
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A similar trend can be found by looking at the coordination numbers of Fe shown in Figure 

5.16(b) as well as in supporting information Table 5.4.  The total coordination numbers for Fe 

are found to be in the range of 3.5 to 4.5, averaging about 4, as expected.  However, 

individually, we observe that the coordination number of Fe-O is seen to reduce from 4.26 in 

Fe-0CdS to 1.02 (0.78) in Fe-14CdS as the particle size increase from 4.5 nm to 15.4 nm.  

Similarly, the coordination number of the Fe-S path increased from 0 in Fe-0CdS to 2.78 

(0.60) in Fe-14CdS.  However, the bond lengths of the two paths remain consistent at 1.96  

0.2 Å and 2.36  0.10 Å for Fe-O and Fe-S respectively.  Figure 5.16(b) shows the variation of 

co-ordination number around Fe considering the nearest oxygen and sulfur atom. 

In light of this, all these evidences that has been explored so far, we can now build the model 

that is consistent with the various observations.  The decrease in Fe3O4 like coordination 

structure and increase in Fe-S coordination along with their corresponding environments 

systematically with increasing annealing time and the thickness of CdS monolayers suggest the 

slow transformation from the core/shell structure to core/alloy/shell eventually leading to 

uniformly Fe doped CdS matrix.  This is consistent with the XAFS analysis along with TEM, 

XRD and ICP-OES data. 

5.11  Conclusion 

In conclusion, we have shown using a systematic analysis of XAFS that it is possible to study 

the micro structural change inside ultrafine QDs presenting a tool to understand random doping 

in QDs.  In particular, we have demonstrated that XAFS can provide valuable information on 

the internal structure evolution from core-shell heterostructure to a uniformly doped QD from a 

site and element specific perspective.  We use Fe3O4/CdS core shell QDs as a model system 

and successfully turn them into uniformly doped system through different stages and observed 

every step using XAFS.  These findings concerning the local structure environment of the 

dopant have important consequence regarding optical and magnetic properties of similar 

systems.  We expect that this idea can be generalized to probe the internal structure of other 

nano systems providing new insight to tune the optical and magnetic properties for different 

applications.  
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 5.12  Summary 

Engineering interfaces specifically in heterostructures provides new opportunities for 

developing multifunctional building block materials. Precise control over internal structure by 

chemical synthesis offers novel combination of unique properties in QDs and allows us to study 

their fundamental properties, depending on their structure.  Herein, we studied the interface of 

magnetic/non-magnetic Fe3O4/CdS QD heterostructure. In this work, we demonstrate the 

decrease in the size of magnetic core due to annealing at high temperature by the decrease in 

saturation magnetization and blocking temperature.  Furthermore, surprisingly, we observe the 

presence of substantial exchange bias in spite of the non-magnetic nature of CdS QDs.  The 

presence of exchange bias was proved by the increase in magnetic anisotropy as well as the 

presence of exchange field during the field cooled magnetic measurements.  This exchange 

coupling leads to enhanced anisotropy and exchange bias in this system that was eventually 

traced to the presence of thin anti-ferromagnetic FeS layer at the interface as verified by the 

study of Fe local structure using XAFS spectroscopy demonstrating the importance of interface 

engineering in QDs. 

5.13   Introduction 

Well controlled interfaces between bulk heterostructures have given rise to interesting new 

properties arising out of the surface interaction of the constituent materials at the interface.  

One of the extensively studied text-book like example of the interfacial phenomena is the 

LaAlO3 and SrTiO3 perovskite oxides.
86-90

 Electronic reconstructions of these oxides have 

shown the presence of interfacial conductivity and a large negative magneto-resistance in these 

otherwise non-magnetic insulating oxides.
86,89,91

  Similarly, other materials studied for interface 

induced phenomena include magnetism at the interface of half metallic ferromagnet 

La2/3Ca1/3MnO3 and superconducting YBa2Cu3O7 as well as characteristics of a 

ferromagnet/oxide interface in Fe/MgO system.
92,93

  Management of the magnetism and 

magneto-resistance arising out of interfaces is key to the development of multiferroic and 

spintronics applications.
94

  Hence it is important to study these interfaces especially as the 

devices approach quantum limit where the effects are enhanced and compete with their 

corresponding bulk properties.  Atomic level manipulation of spin and charge of an electron in 

magnetic and non-magnetic heterostructures can lead to the development of quantum dot based 

spintronics
26,27

 devices and hence need to be explored.  However, except for a few recent 
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studies on atomically controlled interfaces like linear chain of three Fe atoms on monatomic 

copper nitride layer,
95

 interface magnetism has not been extensively studied.  Specifically, 

quantum dot heterostructure interfaces
11,78,96

 that lie in between bulk and atomic limits that play 

a key role in miniaturization of devices have not been explored for interface induced properties. 

     Fundamental understanding of nanomagnetism, specifically single domain magnetism in 

confined domains, superparamagnetism have been identified as important areas in the field of 

magnetic quantum dots.  Recently, studies have been carried out on magnetic quantum dots to 

optimize saturation magnetization, magnetic anisotropy, coercivity and other properties for 

applications in magnetic data storage,
3
 MRI contrast agents,

97,98
 magnetic hyperthermia

67,97,99
 

etc.  However, interface between magnetic and non-magnetic materials have largely been 

ignored.  Recent work
92

 in bulk Fe/MgO have shown interesting results at the interface due to 

the proposed presence of FeO interactions at the surface.  However, in these bulk materials, 

these effects are very small and largely not observed in bulk magnetic measurements.  In fact, 

the authors had to perform magnetization induced second harmonic generation to selectively 

probe the interface to observe small changes at the interface.  In this chapter, we present the 

study of the magnetic property at the interface of ferromagnetic Fe3O4 and non-magnetic CdS 

heterostructure quantum dots with decreasing magnetic cluster size.  While encapsulation of 

Fe3O4 lattice in a non-magnetic matrix has been extensively carried out
8,100,101

 for various 

applications including bio-compatibility, the interface of this magnetic/nonmagnetic 

heterostructure has not been probed.  In this system the magnetic exchange interaction would 

be more strongly perturbed due to the spatial confinement compared to its bulk counterpart. 

This can affect the electronic structure and give rise to the exchange of charge carriers between 

ferromagnetic and semiconducting phases by injecting spins from ferromagnetic to 

semiconducting phase without requiring the atomic layer precision that has become the 

hallmark necessary to observe these effects. 

In this work we have used colloidal synthesis SILAR (successive ionic layer adsorption and 

reaction) method
44

 to obtain Fe3O4 QDs (NCs) overcoated with CdS.  Magnetic ion localization 

inside the semiconductor matrix is a very crucial factor both for the fundamental understanding 

and application point of view.  The samples were characterized using high resolution 

transmission electron microscopy (HRTEM) and x-ray diffraction (XRD) measurements. The 

magnetism at the core and at the interface of this ferromagnetic/nonmagnetic quantum dot have 



129 

Chapter 5 

 
 

been studied using standard magnetization measurements using superconducting quantum 

interference device (SQUID) magnetometer.  Variation of magnetic cluster size is determined 

from their corresponding variation of blocking temperatures (Tb). Further to investigate the 

origin of anomalously high coercivity, we have studied the hysteresis loop shift as a function of 

field leading to the discovery of an exchange bias at a magnetic/nonmagnetic interface.  The 

origin of this exchange bias field has been proposed to arise from the interfacial 

antiferromagnetic FeS formation.  Indirect proof for this interfacial structure has been obtained 

by modifying the size and annealing temperature to maximize the interface and hence the 

increase in coercivity.  Additionally, a more direct proof is achieved by a local environment 

study of Fe ion using X-ray absorption fine structure (XAFS) for a series of CdS overcoating 

and annealing temperatures. 

5.14  Experimental Methods 

5.14.1 Synthesis  

 Fe3O4 QDs having size of 4.5 nm were first synthesized as magnetic core by following section 

5.4.1. Successive ionic layer absorption and reaction (SILAR) technique
44

 was involved to 

overcoat CdS at high temperature (240-260 °C) which allowed us to control both the growth of 

semiconducting layer as well as the diffusion of magnetic core inside the semiconductor matrix 

precisely. Self-purification effect
36,41

 is expected to diffuse the core in the semiconductor 

matrix in a controllable manner. We carefully monitor the reaction and collect samples at 

different stages during QDs growth to arrest the diverse internal structure from core shell 

Fe3O4/CdS and probe their magnetic properties. We have also synthesized a larger core having 

size of 7.3 nm and overcoated CdS following the similar procedure to increase the coercivity of 

the heterostructure. 

5.14.2  Characterization  

X-ray Absorption Fine Structure (XAFS) spectroscopy was employed to probe the local 

structure around Fe atoms for all the QDs. Fe K-edge (7112 eV) for the samples were measured 

at beamline 2-2 at Stanford Synchrotron Radiation Lightsource, SLAC National Accelerator 

Laboratory. The gases in the ion chambers were optimized for adequate absorption of photons.  

For Fe K-edge, a mixture of 80% Helium and 20% Nitrogen gas was used in the initial ion 

chamber Io placed before the sample and full Nitrogen gas in transmission and reference ion 

chambers.  Argon gas was used for fluorescence ion chamber. Data collected was processed 
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using Athena software
54

 by extracting the EXAFS oscillations (k) as a function of 

photoelectron wave number k following standard procedures.  The theoretical model consistent 

with the other characterization techniques and the corresponding paths were generated using 

FEFF6
82

 followed by fitting to the experimental data using fitting program Artemis.
77

  In order 

to isolate the χ(k) oscillations, the atomic background was subtracted by applying a low 

distance cut off equal to 1Å in the Fourier transform and using a cubic spline. Fourier filtering 

was accomplished with a k weight equal to 2, in a range from 2 to ~10 Å
-1

.  

5.15  Results and Discussion 

5.15.1  XRD and TEM 

XRD measurements in Figure 5.3(a) for these systems show a clear evidence of magnetic 

core/non-magnetic shell heterostructures in these systems, specifically with thin CdS shells.  

However, though the study of internal structure using HRTEM is the most straight forward 

proof, HRTEM shows the presence of only single lattice spacing in Fe3O4/nCdS as shown in 

the Figure 5.11.  While it is evident that the particle size grows systematically with increasing 

CdS monolayers, clusters of Fe3O4 cannot be distinguished from the lattice parameters due to 

the presence of a very thin shell. Hence study of even thinner interface using HRTEM is clearly 

beyond the accuracy of the TEM. Hence interfaces have not received enough interest in 

literature due to the lack of characterization techniques in spite of their interesting properties. 

5.15.2  Magnetic Properties 

Property driven characterization wherein a specific change in property, induced by the 

interface is observed along with its bulk properties or the indirect methods like modeling to fit 

variable emission photoemission data
102

 or XAFS data are some of the possible means of 

studying the interface.  In this work, we have studied magnetic properties of a series of samples 

with increasingly thicker shell of CdS to propose the nature of the interface.  This is then 

further evaluated by the study of EXAFS of the Fe edge for these materials.  The evolution of 

magnetic properties has been studied on a series of samples of Fe3O4/nCdS with varying values 

of n, the number of monolayers of CdS at room temperature and 2K are shown in Figure 5.17 

and Figure 5.18(a). 
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Figure 5.17: M vs. H hysteresis loop of different Fe3O4-CdS during initial shell growth, 

measured at 300 K.   

       At room temperature these particles show superparamagnetic behavior with no coercivity 

(Figure 5.17) as they are above the blocking temperature. However at 2 K all these NCs 

showed ferromagnetic behavior with significant coercivity (Hc).  Figure 5.18(a) shows the 

magnetization (M) versus applied field (H) plots at 2K for Fe3O4-nCdS samples for differing 

values of n while the Figure 5.18(b) shows the DC magnetic susceptibility measured from M 

vs. temperature (T) curves following zero field cooled (ZFC) and field cooled (FC) protocols 

using an external field of 500 Oe. The inset to Figure 5.18(b) shows the zoomed plot of the 

same to demonstrate the blocking temperature (Tb).  From the Figure 5.18(a), we can observe 

that as the thickness of CdS increases the saturation magnetization per magnetic ion decreases 

dramatically.  This is not surprising as the overcoating of CdS is done at high temperature for 

extended periods of time.  Hence as the annealing time increases, the magnetic core slowly 

diffuses into the CdS matrix leading to an effective decrease in the magnetic cluster size.  This 

is also further substantiated in Figure 5.18(b) showing a blocking temperature to be 54 K, 30 K, 

27 K, 21 K respectively for Fe3O4, Fe3O4-2CdS, Fe3O4-4CdS, Fe3O4-5CdS. In the case of 

single domain magnetic quantum dots, the size of the magnetic domain affects the energy 

barrier and Tb, reducing Tb with decreasing size, 
67,97

 that is observed in our QDs due to 

decrease in the magnetic cluster size in spite of an overall size increase.  
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Figure 5.18: (a) M vs. H hysteresis loop of different Fe3O4-nCdS QDs during initial shell 

growth, measured at 2K. (b) Zero field cooled (solid line) and field cooled (dotted line) 

magnetization measured using a field H= 500 Oe for all the Fe3O4-nCdS samples, Inset shows 

the zoomed view of FC-ZFC curve of Fe3O4-5CdS at lower temperature.  

     However, surprisingly, the evolution of magnetic anisotropy inside the QD during CdS shell 

growth quantified by the coercivity (Hc) of these QDs does not decrease monotonically as 

expected. Figure 5.19(a) shows the M vs. H curve for Fe3O4 and Fe3O4-3CdS and the inset 

show the variation of coercivity with the increase of CdS shell growth.  There is a clear 

enhancement of coercivity from Fe3O4 (Hc= 240 Oe) to Fe3O4-3CdS (Hc = 540 Oe).  This 

anomalous increase in Hc is surprising as CdS is a nonmagnetic semiconductor and hence 

would not affect the magnetic behavior of the core. In order to investigate the validity and the 
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generality of this effect, we synthesized a larger magnetic Fe3O4 core (~7.3 nm) overcoated 

with a thin shell of CdS.  These particles were characterized by TEM images shown in Figure 

5.20.  The M vs. H plots for these larger samples at 2K are shown in Figure 5.19(b).  From the 

figure it can be observed that the core QDs have larger coercivity (~310 Oe) at 2K as expected 

due to the increase in size.  Similar to the earlier case, we not only observe an increase in the 

coercivity with the overcoating of a thin shell of CdS but actually observe almost five-fold 

increase in coercivity (~1570 Oe) that is clearly above the normal error limit.   
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Figure 5.19: Magnetization (M) vs. Field (H) (zoomed view at low field) hysteresis loops of 

Fe3O4-0CdS and Fe3O4-3CdS QDs measured at 2 K and the inset shows the variation of 

coercivity obtained from M vs. H hysteresis loops for all the Fe-CdS samples obtained from 4.5 

nm Fe3O4 core. (b) M vs. H hysteresis loop for Fe3O4-0CdS having size 7.3 nm and overcoated 

the same with 3 monolayers of CdS. 
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  Study of the origin of coercivity, points towards an increase in the anisotropy energy inside 

the QD.  This has been attributed in the literature
67

 to exchange interactions between the core 

and the shell at the interface.  In fact, it has been shown that in the case of a magnetic/anti-

ferromagnetic interface, increase in anisotropy can be the effected due to pinning of the domain 

wall on the surface of the magnetic core giving rise to the so called “exchange bias” effect.
103-

109
  Further, these data also suggests that the effect is enhanced in presence of larger interfacial 

surface as in the case of 7.3 nm Fe3O4 attributing these changes to an interfacial phenomenon.  

2 0  n m2 0  n m20 nm

(a)Fe3O4

2 0  n m2 0  n m20 nm

(b)Fe3O4-3CdS

 
Figure 5.20: TEM images showing 7.3 nm Fe3O4 core and (b) 10.5 nm Fe3O4-3CdS. 

    Typical signatures of the presence of such an exchange coupling in literature is the as 

symmetric shift in the hysteresis loop by an amount quantified by the exchange shift HE that is 

dependent on the cooling field, when the measurements are carried out in presence of field 

cooling. The comparison of M vs. H plot for the ZFC and FC plots at 70 kOe for the larger 

Fe3O4-3CdS are shown in Figure 5.21(a) and the relevant region has been zoomed in the inset I 

for clarity. Quantitatively, we observed a HE of ~200 Oe using a field 70 kOe during FC 

measurement. The variation of HE with different cooling field is shown in the inset II 

demonstrating a clear monotonic dependence of the exchange field with the applied field 

during the cooling.  In addition, the exchange field obtained for the smaller particles is also 

plotted in the same inset showing the presence of a much smaller HE values as expected. These 

observations suggests the presence of an anti-ferromagnetic (AFM) layer at the core shell 

interface as shown in the schematic Figure 5.21(b) responsible for this exchange bias.  
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Figure 5.21: (a) M vs. H hysteresis loop for Fe3O4/CdS (larger) sample, measured at 2K using 

7 kOe field cooled (red) and zero field cooled (black) condition. Inset I zoomed view of M vs. 

H hysteresis loop and Inset II variation of HE with various cooling field for Fe3O4-3CdS large 

(black) and Fe3O4-3CdS small (blue) nanoparticles obtained from 7.3 nm and 4.5 nm core 

respectively. (b) Schematic showing formation of a thin AFM layer at the interface.  

    Upon survey of bulk literature, it was observed that in the case of Fe/MgO, there exists a 

small exchange bias (~19 Oe) at the interface as observed from magnetization induced second 

harmonic generation measurements even though no bulk exchange fields were observed.
92

  

This exchange bias was eventually traced to the presence of AFM FeO layer at the interface.  

Similarly, in our case, in order to trace the origin of the antiferromagnetic ordering, giving rise 

to the exchange anisotropy, internal structure at the interface is important.  In the current case, 

XRD and magnetism point towards the diffusion of Fe into the CdS lattice.  Based on the 

observed data and the synthesis methods, we propose the formation of thin FeS layer at the 

interface before Fe diffuses into the CdS lattice.  If this is indeed true, study of local structure 

around the Fe atom in these structures using XAFS should show the presence of larger Fe-Fe 

second order interactions.  
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5.15.3  Local Structure Analysis  
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Figure 5.22: (a) Magnitude of Fourier transformed Fe K-edge EXAFS spectra (open symbols) 

and their best fit (solid black line) for (a) Fe3O4-1CdS (b) Fe3O4-2CdS (c) Fe3O4-3CdS and (d) 

Fe3O4-4CdS, synthesized using Fe3O4 core having size 7.3 nm. Dotted lines show their 

component fitting paths.  

In order to verify the presence of FeS layer, we measure the Fe K-edge for a series of samples 

and trace the local environment change around Fe atoms. We specifically measured those 

Fe3O4-nCdS samples in which the starting core was larger in size (7.3 nm) in order to observe a 

higher signal to noise ratio for the second order interactions. These data were processed using 

ATHENA and then fitted using the theoretical proposed model and generating relevant paths 

using ARTEMIS FEFF 6 program. Figure 5.22(a)-(d) shows the Fe K-edge experimental data 

and their corresponding fits for Fe3O4-1CdS, Fe3O4-2CdS, Fe3O4-3CdS and Fe3O4-4CdS. The 

results obtained from these fits are tabulated in Table 5.5. It can be observed from the spectra  
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 (Figure 5.22(a)) that Fe3O4-1CdS data looks very similar to Fe3O4 as observed in the earlier 

section and fitted using Fe-O and Fe-Fe bonding originating from tetrahedral and octahedral 

interstices in a cubic inverse spinel structure.  The peak at 1.4 Å in Figure 5.22(a) is due to the 

Fe-O bond arising with the nearest oxygen atoms whereas the peak at 2.52Å and 3.01Å are 

from Fe-Fe bonds due to same and different interstices respectively. With the increase of CdS 

shell thickness an Fe-S path arises at 1.96 Å, due to the formation of Fe-S bonds at the core 

shell interface due to the diffusion of Fe from core to the shell.  Fe-S peak dominates as the 

core starts to diffuse inside the CdS matrix as shown in the Figure 5.22(a) through 5.22(d) and 

Figure 5.23. The supporting information Figure 5.23 shows the Fourier transformation of Fe K-

edge XAFS data of Fe3O4-8CdS where the most of the contributions comes from Fe-S with 

very little amount of Fe-O which suggest a complete dispersion of the core inside the thick CdS 

matrix.  
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Figure 5.23: Magnitude of Fourier transformed Fe K-edge XAFS spectra (open symbols) and 

its best fit for the Fe3O4-8CdS sample obtained from 7.3 nm core.  

     More importantly, it is important to observe that as the Fe starts to diffuse into the CdS 

matrix, we expect an increase in the FeS layer thickness in the proposed model.  This increase 

in the FeS layer can be observed in the coordination number of Fe-Fe interactions which is 

plotted in Figure 5.24.  The total coordination number for Fe-O and Fe-S is found to be in the 

range 3.5 to 4.2 which is in good agreement with the expected value of 4. Individually, Fe-O 

decreases from 4.08 to 0.6 whereas Fe-S increases from 0 to 2.8 as expected due to Fe diffusion 
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inside CdS.  However, interestingly Fe-Fe second shell coordination number at the initial stages 

is found to be almost constant in spite of the Fe-S formation suggesting the formation of FeS 

layer and not the diffusion of Fe in CdS.  However as the annealing increases, it eventually 

drops down to zero after much thicker CdS shell formation. This is also in agreement with the 

peak observed for Hc values that is also plotted in Figure 5.24 for comparison. It is observed 

that the coordination number of this second shell is much smaller than the theoretically 

expected value of 12 due to small size as well as the in-built randomness due to the large 

surface to volume ratio.  However, in spite of this quantitative disagreement, it is interesting to 

note that this Fe-Fe second shell contribution initially arising from the ordered Fe3O4 core does 

not decrease as the cluster size decreases and in spite of diffusion of Fe ions into the CdS 

lattice.  This suggests the presence of ordered Fe-S-Fe interactions along with Fe-O-Fe at the 

interface.   This significant contribution of Fe-Fe second order path from ordered phase in case 

of Fe3O4-3CdS and Fe3O4-4CdS, along with the Fe-S path suggests the fact that the Fe3O4 core 

is covered on its surface with a thin layer of Fe-S which is acting as the origin of AFM centre. 
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Figure 5.24: Variation of local coordination number around of Fe considering the nearest 

oxygen (black symbols), sulfur (green symbols) and iron (violet symbols) atoms from XAFS 

fittings. Red symbols show the variation of coercivity Hc as a function of CdS overcoating. 

Solid lines are guide to the eye.  
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Table 5.5:  List of fit parameters (Independent Points (Nidp) and number of variables (Nvar) for 

the fit, bond length (R), coordination number (N), Debye waller factor (σ
2
), energy shift (ΔE) 

and R-factor) obtained from modeling the data for Fe-K edge.  

Sample Paths R (Å) N (σ
2
) ΔE (eV) R-

factor 

 

 

Fe3O4-1CdS 

k=2.8-12 Å
-1

 

R=1.1-4.0 Å 

Nidp = 17 

Nvar = 8 

Fe3O4 

tetra Fe
3+ 

Fe
3+-

O1 
Fe

3+-
-Fe oct1 

 

1.850.03 

3.440.03 

 

0.920.07 

0.920.07 

 

0.002 

0.010.001 

 

 

 

 

-1.93 1.77 

 

 

 

 

 

0.0046 

Fe3O4 

octa Fe
3+ 

Fe
3+-

-O1 
Fe

3+-
-Fe oct1 

Fe
3+-

- Fe 

tetra1 

1.990.06 

2.990.02 

3.500.02 

1.560.04 

1.560.04 

1.560.04 

0.0080.002 

0.010.001 

0.010.001 

Fe3O4 

octa Fe
2+ 

Fe
2+

-O1 
Fe

2+
-Fe oct1 

Fe
2+

+- Fe 

tetra1 

1.990.06 

2.990.02 

3.500.02 

1.6 

1.6 

1.6 

0.0080.001 

0.010.001 

0.010.001 

 

-6.931.77 

Fe3O4-2CdS 

k= 2.8-11 Å
-1 

R= 1-4  Å 

Nidp = 16 

Nvar =10
 

Fe-O 1.990.20 3.300.54 0.0030.002  

 

-3.48  

1.22 

 

 

 

0.0067 
Fe-S 2.540.10 0.170.15 0.002  

Fe-Cd 3.250.24 0.500.18 0.01 

Fe-Fe 3.040.04 1.400.22 0.0080.001 

Fe3O4-3CdS 

k=3 -11 Å
-1 

R=1-4.2 Å 

Nidp = 16 

Nvar = 12 

Fe-O 1.980.21 1.940.40 0.0050.001  

 

-2.591.26 

 

 

0.0014 
Fe-S 2.390.04 1.070.30 0.005 

Fe-Cd 3.330.16 0.420.14 0.0040.001 

Fe-Fe 3.060.06 1.640.1 0.0080.001 

Fe3O4-4CdS 

k=2.8-11 Å
-1

 

R= 1.1-4.1 Å  

Nidp = 16 

Nvar = 11 

Fe-O 1.990.20 1.420.63 0.0060.003  
 

4.09  0.78 

 

 

0.0013 
Fe-S 2.370.06 2.310.30 0.005 

Fe-Cd 3.280.28 0.160.11 0.004 

Fe-Fe 3.080.08 1.680.20 0.0050.002 

Fe3O4-8CdS 

k=2.8- 11 Å
-1

 
R=1.0-4.0 Å  

Nidp = 24 

Nvar = 13 

Fe-O 1.970.22 0.590.26 0.0060.003  
 

2.10  1.67 

 

 

0.0123 
Fe-S 2.370.05 2.86 0.25 0.005 

Fe-Cd - - - 

Fe-Fe - - - 

 

5.16  Conclusion  

Thus, based on the structure property correlation obtained from local internal structure through 

XAFS and magnetic property measurements, we observe the presence of FeS AFM interface 

layer in an otherwise magnetic core/non-magnetic shell heterostructure.   The presence of this 

AFM layer gives rise to a substantial exchange bias that has so far not been observed in bulk 
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measurements and can be used in hyperthermia or magnetic storage like applications.  In 

addition we show that even though growth of core/shell interfaces in quantum dots has so far 

been largely ignored, these interfaces, unlike in bulk, can be responsible for large number of 

interesting properties that has not been noticed and/or understood.  We believe that the 

fundamental understanding of the internal structure and magnetic property in QDs reported in 

this work will provide a stepping stone to understand a wide range of properties of magnetic 

heterostructure QDs. 
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5.17   Summary 

Investigation on ideal dilute magnetic semiconductors with tunable magnetic behavior by 

changing particle dimensionality and doping concentration and its complete understanding is a 

major step towards their application in multifunctional devices. Diffusion doping has shown 

potential in achieving controlled size and doping concentration in QDs. Following this 

technique, herein, various size and concentration has been achieved and an explicit dependence 

on magnetic properties of Fe-doped CdS QDs due to their particle size and doping 

concentration have been demonstrated. We observe that magnetization/dopant ion 

concentration is insensitive within dilute doping regime. However, the effect of domain size 

and disordered spin on the surface leads to a change in magnetization/ion as well as 

magnetization reversal. 

5.18  Introduction 

Nanoscale magnetism has received enormous attention in the last decade, especially in the case 

of DMSs
110,111

 due to their unique magnetic properties as well as magneto-optical
2,31,60,112

 and 

magneto-electrical effects
13

  leading to the formation of building blocks for future sensors, data 

storage and communication technology.  This remarkable phenomenon is a result of subtle 

interplay between intrinsic properties and inter-particle interactions. Fundamental 

understanding of this field as well as potential applications like magnetic storage devices,
3,113

 

magnetic resonance imaging,
114-116

 requires an understanding of the effect of domain sizes, role 

of particle volume, finite size and surface effects in addition to addressing the issues of 

localization of magnetic states and the effect on these states due to quantum confinement.   

     Finite size effects in DMS QDs has largely been unexplored except for a few theoretical 

studies,
15,117

  primarily due to the lack of appropriate synthesis methods to control the size and 

dopant concentrations in these QDs.  Though wet chemical synthesis of colloidal nanoparticles 

has spurred a tremendous scope to engineer QDs with control over size, shape, internal 

structure and doping, there are often a multitude of microscopic forces that exert the fine 

control over these systems.  Hence though an extensive post-synthetic study may reveal the 

forces responsible for the final size and shape of QDs it is often non-trivial to tailor-make 

DMSQDs with required size and dopant concentration.  Additionally, synthesis of larger QDs 

with dopant ion retention is not well studied.  It is well known that though the quantum 
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confinement effects are most prominent below 10 nm, the effects of volume, surface effects and 

domain sizes are applicable up to much larger sizes, typically up to about 100 nm.  It was 

observed that below the critical size (Dc) the size of ferromagnetic domain in single 

ferromagnetic nanoparticles has great impact in determining their magnetic property. 

Furthermore, the study of magnetism in nanoscale systems is further complicated by the 

probable presence of small magnetic clusters within a non-magnetic matrix.  However, unlike 

other ferromagnetic systems, magnetism in DMS materials arises due to long-range sp-d 

exchange interaction
118

 between paramagnetic dopant ions and semiconductor charge carriers 

through the formation of bound polarons.
59

  Thus the wish list of properties required for 

successful study of size effects in DMSQDs include (a) proven methodology for the formation 

of clustering free doped QDs, (b) ability to control size and shape with required dopant 

percentage up the critical domain size and (c) dopant concentration control to study the origin 

of magnetism. 

       We have shown earlier in this chapter that it is possible to obtain magnetic cluster free QDs 

using the diffusion of magnetic core into the semiconducting matrix within a particular size and 

dopant range. Further studies have shown that by appropriately modifying the thermodynamic 

parameters such bond strength and diffusion constant, it is possible to vary the size and dopant 

percentages (demonstrated in chapter 6 section A). Based on these studies, we have obtained 

DMS QDs with required sizes and dopant concentration meeting all the three conditions 

specified above by modifying the core size, annealing conditions as well as the choice of 

appropriate core material.   We have obtained Fe-doped CdS QDs having various Fe percentage 

(up to 14.5 %) and various sizes (12-55 nm) to study nanoscale magnetism in QDs. The 

samples were characterized using TEM and ICP-OES measurements. The amount of ligands 

was estimated using TGA.  Variation of magnetic property of Fe doped CdS quantum dot has 

been studied using standard magnetization measurements using SQUID magnetometer.  

Magnetic parameters such as the variation of coercivity (Hc), saturation magnetization (Ms), 

remanent magnetization (Mr) with particles dimensionality have been analyzed.  Moreover, the 

magnetic scaling per dopant ion as a function of concentration of magnetic ions has been 

established.  Finite size and surface effects such as canted spin have been identified and 

systematically quantified as a function of particle size. 
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5.19  Experimental Section 

5.19.1 Synthesis  

Various Fe doped CdS have been synthesized by diffusing Fe3O4 magnetic core inside a thick 

CdS semiconducting matrix following the synthesis technique described in section 5.4.1. In 

brief, Fe3O4 QDs having different sizes 4.5 nm, 5.6 nm, 6.2 nm and 7.3 nm have been 

synthesized by following previous method. We have annealed longer time at high temperature 

(300 °C) to achieve larger QDs. SILAR technique
44

 was used to overcoat CdS at high 

temperature (240-260 °C).  All the samples were annealed for required amount of time to 

obtain the required thickness of CdS shell growth as well as close to complete diffusion of 

Fe3O4 core.  Samples were collected at different stages of CdS growth to monitor the reaction 

and to arrest growth to obtain the required sizes and concentration of Fe ions inside the system.   

5.20  Result and Discussion 

5.20.1  Magnetic properties 

Figure 5.25(a)  shows the M vs. H curves at 2 K for Fe-CdS during formation of the thick shell 

of CdS for Fe-nCdS with varying values of n, the number of monolayers of CdS and with a 

core size of 4.5 nm.  The magnetic core is known to diffuse into the CdS matrix within about 5 

monolayers of CdS at the given annealing temperature with no signatures of magnetic 

clustering as observed from XAFS as discussed earlier.  From the figure, it is observed that, as 

expected, at low temperature all these QDs showed ferromagnetic behavior due to spin 

blocking. However at room temperature (Figure 5.26) these particles show superparamagnetic 

behavior with zero coercivity (Hc).  Secondly, it is observed that in spite of the correction from 

the ligand weight, a significant reduction of absolute magnetization from the bulk value (4µB) 

has been observed (Figure 5.25(a)), possibly due to decrease of domain size and increase of 

canted surface spins. 

     The variation of saturation magnetization (Ms) with the shell thickness as well as Fe 

concentration is shown in the Figure 5.25(b).  From the figure, it can be observed that the Ms 

decreases upto about 4-5 monolayers of CdS which then slowly increases.  So it is evident from 

the experimental observation that there are two significant origins, controlling the 

magnetization of these QDs. In the first part, magnetism is dominated by the magnetic  
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Figure 5.25: (a) A comparison of M vs. H hysteresis loop (2K) for different Fe-CdS QDs (b) 

variation of Magnetization/Fe  with increasing Size (black symbols) and percentage of Fe (red 

symbols) measured at 2 K and 300K. Solid lines are guide to the eye. 

core that is well known to contribute to the ferromagnetism due to strong short-range 

ferromagnetic coupling between magnetic spins. With the increase in annealing time, this 

cluster slowly diffuses into the lattice and hence decreases the core size resulting in a decrease 

in Ms. This decreasing cluster size is further demonstrated by the decrease in blocking 

temperature as obtained from the M vs. T plots as shown in the inset to Figure 5.25(b).  After 
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the core diffuses completely magnetization of these QDs solely depends on percentage of 

magnetic ions and the size of the QDs.  Hence in the latter part of the graph showing a small 

increase, wherein TM impurity ions existing as dopants inside semiconductor host, dominates 

due to sp-d exchange interaction between magnetic ions and the semiconductor host.  Apart 

from these two factors, defects induced magnetism is also well known in these kinds of small 

QDs as has been reported earlier.
65,119

  However, we can rule out this effect here as the 

magnitude of the magnetism arising from defects is several orders of magnitude smaller as 

observed from almost zero line graph of CdS shown in Figure 5.9.   
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Figure 5.26: A comparison of M vs. H hysteresis loop (300K) for different Fe-CdS QDs. 

    However, it is interesting to note that even though there is high percentage (18%) of doping 

in Fe-5CdS (size-8.5 nm), Ms is lower than with lesser percentage (2.3 %) of ions in Fe-14CdS 

(15.4 nm). From these results, it is evident that these set of samples cannot isolate the effects of 

size as well as dopant concentration as both these variables are simultaneously changing.  

Hence in order to investigate the effect of magnetic ion concentration and size individually on 

the magnetic property, we used different core sizes to obtain two sets of samples.  The first set 

was obtained with differing magnetic ion concentrations with similar sizes (12 nm) and the 

second set with varying sizes and dopant concentration of 5 % and the magnetism of these two 

sets are then studied.      
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Figure 5.27: TEM images of (a) 5.5 % (b) 9 % (c) 11 % and (d) 14.5 % (e) 60 % Fe doped CdS 

QDs having 12 nm sizes. 

      Magnetic impurity concentration dependence on the magnetic properties (magnetization, 

Curie temperature) of a DMS material is known to be an important and a direct approach for 

our understanding of the origin of magnetism.  It is well known that magnetism scaling with 

increasing dopant concentration is important to ensure that the magnetism is not arising out of 

clusters of magnetic islands but rather from the interaction of magnetic dopant with that of the 

host.  However, so far, this systematic dependence has been established only in very few bulk 

systems, like Mn doped GaAs
120

 or InAs.
121,122

  This shortfall in quantum dots can be attributed 

to the inability to obtain the weight of ligands and hence the actual contribution from the DMS 

material as well as the inability to tune the percentage of dopant ions for a given size.   

    However, in our technique, wherein we overcome both these shortcomings, we chose five 

different 12 nm Fe doped CdS QDs with differing Fe ion concentrations ranging from 5-60% to 

investigate the effect of magnetic ion concentration on Ms and blocking temperature (Tb).  The 

sizes of these particles were observed to be uniform (12 ± 1.5 nm) as characterized by TEM 

and shown in Figure 5.27(a)-(e). Figure 5.28(a) shows the M vs. H hysteresis loop at 2K while 

the variation of Ms/ Fe ion contribution with the increasing Fe ion concentration is 

demonstrated in Figure 5.28(b). The Ms value remains invariant upto ~10% of Fe 
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concentration, above which it starts to increase.  This can be simply explained by the presence 

of a strong ferromagnetic interaction most likely arising from Fe3O4 cluster that has not 

diffused completely into the semiconducting matrix.  Secondly, it is also important to note that 

the overall magnetization arising out of smaller magnetic clusters is much smaller than the bulk 

value of 4 µB/Fe.  In a uniformly doped QD, the magnetization, possibly arising out of sp-d 

exchange interactions of the dopant with the host is of similar order of magnitude compared to 

the magnetism from the small cluster making it non-trivial to point to the origin of magnetism.  

Therefore, it is important to study the magnetic scaling for varying concentrations of the dopant 

ion. 
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Figure. 5.28 (a) M vs. H hysteresis loop (2 K) and (b) variation of saturation magnetization 

(Ms) of Fe-doped CdS QDs having different Fe percentage. (Solid lines are guide to the eye). 

(c) Field cooled(solid line) and Zero Field cooled (dotted line) magnetization( Field 200 Oe) for 

5.5 % 9 % 11 % and 14.5 % Fe-doped CdS QDs having same size (12 nm)(d) Variation of 

blocking temperature (Tb) with percentage of Fe. 
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Table 5.6. Variation of blocking temperature (Tb) and saturation magnetization of 12 nm Fe-

doped CdS QDs having different Fe percentage. 

%Fe 

(Size=12 nm) 

Tb 
            Ms (µB/Fe)   

2K 300K 

5.5 ~2 K 0.44 0.09 

9 ~2 K 0.32 0.07 

11 10 K 0.37 0.18 

14.5 35 K 0.93 0.46 

60 68 K 1.87 1.55 

Hence it is important to further characterize by determining the blocking temperature (Tb) from 

the temperature dependence of DC susceptibility by measuring zero field cooled (ZFC) and 

field cool (FC) magnetization measurement as shown in Figure 5.28(c). The blocking 

temperatures were determined from the peak of ZFC curve and tabulated in Table 5.6 as well as 

plotted in Figure 5.28(d) as a function of Fe concentration. It’s evident that Tb remains constant 

for small percentage of Fe ions (<10%) due to uniformity in dopant distribution inside the CdS 

matrix. However, due to existence of central core in case of high Fe% samples Tb increases 

gradually. The two points that is evident from this study is the range of dilute concentration 

regime obtained from this synthesis technique and more importantly, the existence of magnetic 

ion concentration scaling providing further proof for the origin of magnetism in these DMS 

materials. 

     Having confirmed two different origins, we proceed to study the size dependence in both 

magnetic core/shell materials as well as the uniformly distributed magnetically doped 

semiconductors.  Figure 5.29(a) and 5.29(b) shows the magnetic properties of two different 

sizes 30% Fe/CdS QDs.  From the figure, it is evident that even though the magnetism is 

largely contributed by the magnetic core, the smaller core/shell system of 6 nm has lower Ms 

(0.3 µB/Fe) and Tb (32 K) compared to the 8.5 nm core/shell system with values of 0.5 µB/Fe 

and 48 K respectively.  This suggests that even though there exists a magnetic core, the non-

magnetic CdS matrix also contributes substantially to the magnetism possibly due to the dopant 

ions diffused into the CdS lattice.  Hence in order to obtain contributions only from the DMS 

material as a function of size, we prepare different sizes of 5 % Fe doped CdS and the 

corresponding TEM images are shown in Figure 5.30. The sizes of the QDs are obtained from 

TEM images range from 12 to 60 nm.  
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Figure 5.29:  M vs. H hysteresis loop at 2K Fe-CdS (Fe-30%) samples having size 6 nm and 

8.4 nm and (b) their  corresponding variation of FC/ZFC curves using a field of 200 Oe. 

     Magnetic properties of these QDs are shown in Figure 5.31(a)-(d). The Ms values range 

from 0.44 µB/Fe to 1.65 µB/Fe as the size increases from 12 nm to 55 nm as shown in Figure 

Figure 5.31(a) measured at 2K. The variation of saturation magnetization/ion obtained from M 

vs. H hysteresis curve has been shown in Figure 5.31(b) demonstrates an increase of 

magnetization/ion as particle size increases and saturates for large size (55 nm) particles.  It is 

notable that the Ms value for all these nanoparticles are very much comparable to the bulk value 

of Fe ion of 4 µB/Fe in spite of their small size. Due to their small size, DMS QDs exist as 

single domain magnet in which spins of free electrons within the QDs are aligned in one 
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direction. Moreover, at this size regime, physical properties of QDs are strongly influenced by 

the high surface to volume ratio that changes drastically with the size. As the particle size 

decreases, the percentage of disordered surface atoms in a QDs increase, which implies that the 

surface and interface effect are more relevant. In multidomain particles, magnetization reversal 

is proportional to both the anisotropy energy given by the product of anisotropy constant, K and 

the volume of the domain, V as well as the energy for the domain wall motion.  However, in 

single domain particle the magnetization reversal is explicitly dependent only on KV. With the 

decrease of particle size in a single domain nanoparticle KV decreases, thus leading to a 

decrease in blocking temperature Tb as it requires lesser thermal energy given by kBT to flip 

into a superparamagnetic state with spontaneous magnetization reversal leading to significant 

Ms value but no coercivity Hc.  Further confirmation of the size effect is obtained by studying 

the effect of particle size on magnetization reversal dynamics by measuring temperature 

dependence of magnetization. 
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Figure 5.30. TEM images of Fe doped CdS QDs having size (a) 12 nm, (b) 14 nm, (c) 17 nm, 

and (d) 55 nm.  
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Figure 5.31: (a) M vs. H hysteresis loop (2 K) and (b) variation of saturation magnetization 

(Ms) of Fe-doped CdS QDs having various size. Field cooled and Zero Field cooled 

magnetization for (c) 12 nm (black) 14 nm (red) 17 nm (green) and 55 nm (blue) Fe-doped CdS 

QDs having same Fe percentage (5.5%). (d) Variation of blocking temperature (Tb) with 

particles volume. 

Table 5.7: Variation of blocking temperature (Tb) and saturation magnetization of 5.5 % Fe-

doped CdS QDs having different size. 

Size 

(Fe=5.5%) 

Tb Ms (µB/Fe) 

 

2 K 300 K 

12 nm ~2 K 0.44 0.09 

14 nm 25 K 0.51 0.13 

17 nm 44 K 1.12 0.30 

55 nm 370 K 1.65 0.64 
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    Variation of magnetization reversal has been studied DC susceptibility from FC/ZFC 

magnetization as demonstrated in Figure 5.33(c) and the variation of Tb as a function of volume 

is shown in Figure 5.33(d).  As expected, Tb increases with increase in volume and saturates for 

the large size close to the bulk value of about 370 K similar to the Ms value further confirming 

the origin of magnetism in this DMS materials.  The relevant values for varying sizes are 

tabulated in Table 5.7. 

5.21 Conclusion 

Thus we have successfully shown the effect of doping concentration and size variation on the 

magnetic properties of DMS QDs. These studies highlight the necessity to study the size effects 

and concentration scaling that provides evidence for the DMS nature of the origin of 

magnetism.  This class of materials have provided a large number of evidences towards the 

formation of high quality DMS QDs.  External control over these parameters in uniform doped 

DMS gives rise to the progress in the field of spin based electronics and its high potential can 

be foreseen for the development of spintronics devices.  However, the ultimate evidence still 

relies on the magneto-optical effects that are not discuss in this thesis. 
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6.1  Summary 

Semiconducting materials uniformly doped with optical or magnetic impurity have been useful 

in a number of potential applications.  However, clustering or phase separation during synthesis 

has made this job challenging.  The “inside out” diffusion doping proposed in chapter 5 of this 

thesis is found to be successful in obtaining large sized QDs uniformly doped with dilute 

percentage of dopant atoms.  Herein, we demonstrate the use of basic physical chemistry of 

diffusion to control the size and concentration of the dopants within the QDs for a given 

transition metal ion.  We have identified two important parameters, the bond strength of the 

core molecules and the diffusion coefficient of the diffusing metal ion as two important 

parameters in the control of size and concentration of the single domain DMSQDs with diverse 

dopant ions M
2+

 (Fe
2+

, Ni
2+

, Co
2+

, Mn
2+

).  Steady state optical emission spectra reveal that the 

dopants are incorporated inside the semiconducting CdS and the emission can be tuned during 

shell growth. We have shown that this method enables control over doping percentage and the 

QDs show superior ferromagnetic response at room temperature as compared to earlier reported 

systems.  

6.2  Introduction 

The doping of paramagnetic transition metal ions in QDs have occupied center stage in 

nanomaterials research for a number of decades due to the unique electronic,
1,2

 optical
3,4

 

and magnetic
5-8

 properties introduced by the dopant in the host QD and its potential 

applications.
9,10

 These unique properties are controlled by the presence of sp-d exchange 

interactions
11,12

 between the dopant and the host which are enhanced by the presence of 

three dimensional confinements.  While the presence of this multi-functionality offers 

unprecedented opportunities for the development of magneto-optic, magneto-switching 

and spintronics applications,
13-15

 the actual development of these applications has not 

advanced much due to a bottleneck problem that is yet to be completely addressed.  The 

main problem associated with the doped QDs is the absence of reproducible synthesis 

techniques promising cluster-free, uniformly distributed dopant within the host QDs.  

The well-known traditional techniques reported in literature are based on reaction of 

impurity ions with the host inside the system.
16,17

 However control and optimization of 

the doping environment is difficult and in most of the cases forms impurity cluster or 
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secondary phase inside the semiconductor.  As a result, a significant part of the QDs 

remains undoped and the doping becomes inhomogeneous.  This problem was 

recognized in the early stages of research and several strategies have evolved over the 

past decade to overcome this problem.  Some of the important methods include the 

separation of host nucleation and dopant incorporation,
18

 nucleation doping,
19

 reduction 

in the dopant concentration to avoid the formation of clusters in addition to tinkering 

with the synthesis parameters like temperature,
20

 lattice mismatch and ligands used for 

the QDs synthesis.  We have demonstrated in chapter 5, the use of self-diffusion to 

obtain uniformly doped QDs using an “inside-out” strategy for the growth of Fe doped 

CdS that allows for a precise control of size of the QDs and dopant concentration 

ranging from 0.1-10% with uniform doping.  This has shown to significantly improve 

their magnetic properties. However, the universality of this technique is not established 

and extending doping chemistry to other hosts and dopants is not straight forward, as 

different impurity ions behaves differently depending on multitude of factors 

determining energetics dictated by surface morphology, crystal structure, surfactants in 

growth solution among many others. For example, Mn can be incorporated in ZnSe
21,22

 

or in CdS
23

 easily by addition of Mn precursor but not in CdSe. It has been observed that 

Mn can be doped only at the surface by use of MnSe organometallic precursor.
24

 

     In this chapter, we have studied the thermodynamic parameters responsible for an 

efficient diffusion of the given dopant ion within the host matrix leading to required 

sizes, not limited to larger QDs  to obtain uniformly doped multifunctional QDs.
25

 

Specifically, we have addressed two important factors that could be critical in 

determining the tunability of this technique, namely, (a) the nature of the interface of the 

metal atom with the solid to originate diffusion followed by (b) the diffusivity of the 

metal atom within the solid to propagate diffusion. The choice of these two parameters 

are based on study of transport of metal ions and atoms in solids under different effects 

like thermal, electric or magnetic stress in bulk literature.
26,27

  We have studied these 

two effects using core molecules of differing bond strengths and hence the interface as 

well as different metal ions with different diffusing power in the quantum confined 

regime.  In general the metal sulfide (M-S) bonds are known to be less stable than the 

metal oxide (M-O) bonds.  Here we have studied the effect of use of less stable Fe7S8 
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and more stable Fe3O4 core on the size and doping percentage when it is allowed to 

diffuse into CdS matrix.  Secondly, we have studied the effect of diffusion of different 

transition metal ions within the CdS lattice.  It is well known that while Fe doping is 

primarily interesting for their magnetic properties, doping with other transition metals 

are important both for their optical as well as magnetic properties.  The best 

manifestation of optical properties can be observed in QDs, whose sizes are typically 5-

6 nm.  In order to achieve this, we have used transition metal (Fe
2+

, Mn
2+

, Ni
2+

, Co
2+

) 

sulfides as core instead of their oxide counterparts as the diffusion of the sulfides core 

into the host lattice is more facile.  This allows for the formation of smaller QDs (~5 

nm) with uniform doping of the transition metal ions demonstrating not only the 

universality of the technique but also the capability to tailor-make QDs with required 

size and dopant concentration.  

    These QDs are characterized using transmission electron microscopy (TEM) to 

determine the size, X-ray diffraction (XRD) for crystal structure information and UV-

VIS absorption and photoluminescence (PL) for optical properties.  Thermo-gravimetric 

analysis (TGA) was used to obtain the weight percentage of ligands and the magnetic 

measurements were obtained using superconducting quantum interference device 

SQUID magnetometer.  The magnetic moment per ion was then calculated.  The 

structural uniformity correlates with superior magnetic property from these materials 

which is at least an order of magnitude higher than previously reported systems.
28-30

 

6.3  Experimental Details 

6.3.1 Synthesis 

Synthesis of Precursors: 0.2 M cadmium oleate, 0.2 M nickel oleate and 0.2 M 

cobalt oleate. Three separate syntheses were performed to prepare Cd (Ol)2, Ni(Ol)2 and 

Co(Ol)2. Cadmium Oxide (1.6 mmol) or Nickel acetate tetrahydrate (1.6 mmol) or 

cobalt acetate (1.6 mmol), ODE (7 ml) and OA (1.13 g) were taken in a three necked 

flask and degassed at 70°C. After degassing for 1 hour, the temperature was raised to 

higher temperature (180-220°C) under Ar atmosphere until a clear solution of respective 

oleates (Cadmium/Nickel/Cobalt) are formed. The solutions were cooled down to room 

temperature and stored in Ar atmosphere.   
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Manganese stearate. Manganese stearate (MnSt2) was synthesized similar to literature 

reports.
19

 Briefly, stearic acid (0.02 mol) was dissolved in methanol and heated up to 

50°C to get a clear solution. TMAH solution was obtained by dissolving TMAH (0.02 

mol) in methanol and was then added to stearic acid solution. The obtained reaction 

mixture was stirred followed by the slow addition of MnCl2 (0.01 mol) in methanol with 

constant stirring. This results in the formation of white precipitate of manganese 

stearate. The resultant precipitate was washed with methanol and acetone. 

Synthesis of Fe-doped CdS from oxide core: Similar synthesis of Fe-doped CdS has 

been done using Iron oxide (Fe3O4) as core. The details of synthesis can be found 

section 5.4.1 in chapter 5.  In brief, Fe3O4 core was synthesised and overcoated by 

SILAR technique using Cd and S precursor at 240°C. High temperature annealing 

during overcoating results in diffusion of Fe ions inside thick CdS forming Fe-doped 

CdS.  

Synthesis of Fe-doped CdS from sulfide core: At first Fe7S8 core was synthesized at 

high temperature.  Briefly, Fe(acac)3, S-powder, 2 ml of oleic acid and 6 ml of 

oleylamine were degassed at 80 °C for an hour and raised to 200 °C under constant 

argon flow. After 10 min, the temperature of the reaction mixture was raised to 250 °C 

gradually (3K/min) maintaining it for another 10 min. Then, the as synthesized QDs 

were isolated by centrifugation, washed once with ethanol-hexane mixture and a few 

drops of acetone, and used for further synthesis of doped QDs. These sulfide cores were 

overcoated following similar process as maintained for Fe3O4 QDs.  

Synthesis of Ni/Co/Mn doped CdS from sulfide core. For the core synthesis, Ni(Ol)2 

(100 µL)/ Co(Ol)2 (100 µL)/ MnSt2 (0.03 g) was taken in a three necked flask with 8 ml 

of ODE and degassed at 80°C. 0.5 ml of 0.2 M S/ODE solution was mixed with 0.2 g of 

ODA and further diluted with 1 ml of ODE in a vial. The temperature of the reaction 

mixture containing oleate was raised to 240°C under Ar-atmosphere. As the temperature 

reached to 240°C, the precursor solution S/ODA/ODE is quickly injected and the 

reaction mixture is quenched to 140°C.   

0.2 M cadmium oleate and 0.2 M sulfur dissolved in ODE were used as precursor to 

overcoat CdS matrix over these transition metal sulfide core QDs. SILAR technique
31

 

was used to grow the CdS matrix at annealing temperature of 140°C.  In these cases 
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overcoating was carried on in-situ without the isolation of metal sulfide cores. The 

stoichiometric amount of Cd(Ol)2 required for a monolayer of shell formation was 

injected to the reaction mixture.  After 15 min same amount of S precursor was injected 

into the system and annealed for 10 min. This cycle of Cd followed by S precursors 

addition were continued until required CdS shell thickness is formed.  The samples were 

collected after completion of each cycle.  All the samples were washed by centrifugation 

using hexane methanol mixture and redispersed in hexane. 

Undoped CdS.  Undoped CdS was synthesized using similar experimental condition 

described for doped CdS without taking any transition metal core. We first synthesize 

CdS at 240°C without any transition metal precursor, and overcoated at 140°C as stated 

above. 

6.4  Results and Discussion  

6.4.1 Effect of Core Stability 

Precise control of doping fraction and the final size of the doped QDs using different 

transition metals (Fe
2+

, Ni
2+

, Co
2+

, Mn
2+

) in the “inside-out” diffusion phenomena 

depend on the penetration capability of the core metal ions into the CdS lattice followed 

by the diffusivity of metal ions within the CdS lattice.  Penetration capability, in turn 

depends on the interfacial stability and the bond dissociation energies of the core 

molecules.  During overcoating and simultaneous annealing at high temperature, thermal 

stress created due to continuous heating and the crystal strain due to lattice mismatch 

from core-shell interface help to break the bonds inside the core and then the metal ions 

diffuse inside the semiconducting matrix as determined by its diffusivity. To study the 

effect of core stability we have carried out the synthesis using ~5 nm transition metal 

oxide (Fe3O4) and sulfide (Fe7S8) as core materials in two different reactions for the 

purpose of doping Fe into CdS matrix.  Figure 6.1 shows the XRD (6.1 (a)) and TEM 

images of these core materials (Figure 6.1 (b) and 6.1(c)) demonstrating the formation of 

Fe3O4 and Fe7S8 phases. These core materials were overcoated with CdS and the so 

obtained materials were designated respectively as Fe(O)-CdS and Fe(S)-CdS.  XRD 

patterns obtained from these two different syntheses are shown in Figure 6.2 (a).  From 

the figure, it is evident both the samples crystallize in wurtzite form of CdS with no 

impurity peaks arising either from the inverse spinel structure of Fe3O4 or the trigonal 
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structure of FeS.  This suggests that the Fe from the core is completely dissociated and 

diffused into the CdS lattice. 
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Figure 6.1 (a) XRD pattern of Fe3O4 and Fe7S8 core. TEM images of (b) Fe3O4 and (c) Fe7S8 

core nanoparticles. 

    Further, TEM images shown in Figure 6.2 (b) and 6.2 (c) respectively for Fe(O)-CdS 

and Fe(S)-CdS (Size distribution Figure 6.3) show that the sizes are about 9.5 nm and 

9.1 nm respectively. Both the samples were heated at high temperature for about 7.5 

hours to facilitate diffusion of Fe in CdS.  However, the percentage of transition metal 

ions inside the QDs as monitored using ICP-OES were found to be widely different.  It 

was found to be about 10.5% in the case of Fe(O)-CdS while that in Fe(S)-CdS was 

found to be ~2%.  Given that all other conditions were kept constant, this change in 

percentage can be purely attributed to the difference in their bond dissociation energies 

and hence penetration into the interface of CdS and the core.  It is found in literature that 

Fe3O4 is more stable than Fe7S8 as given by their respective bond dissociation energies, 

i.e., bond dissociation energy of 407.0±1.0 kJ/mol for Fe-O compared to 328.9±14.6 

kJ/mol for the Fe-S case.
32

  In fact, it is worth mentioning that in order to reduce the Fe 

to 2% in the case of Fe(O)-CdS, one observes that it is necessary to heat for about 14 
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hours and with an increase in size from about 9 nm to 15 nm, thus increasing the 

distance travelled in the matrix by about 3 nm.  The XRD and TEM of this sample is 

shown in the Figure 6.4. Hence practically, if one requires a larger size with higher 

doping concentration, it is necessary to use a core system with large bond dissociation 

energy. 
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Figure 6.2: XRD spectra of Fe-(O)-CdS and Fe(S)-CdS QDs. TEM images (b) Fe(O)-

CdS, (c) Fe(S)-CdS 
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Figure 6.3 Size distribution histogram of (a) Fe(O)-CdS and (b) Fe(S)-CdS nanoparticles. 
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Figure 6.4: (a) TEM image of Fe(O)-CdS (Fe-2%) and its corresponding (b) XRD spectra. 

6.4.2 Effect of diffusivity 
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Figure 6.5: X-ray diffraction spectra of Ni
2+

 (cyan), Co
2+

 (blue) and Mn
2+

 (red) doped 

CdS QDs and comparison with different standard bulk spectra obtained from ICSD 

database. 

       However it is important to note that once penetration into the CdS lattice has been 

achieved, the diffusion of these metal atoms are completely governed by their 

diffusivities within the semiconductor solid.  In order to study the diffusion dynamics or 

the diffusivities of metal ions inside the host semiconductor, we have chosen various 
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transition metal based sulfides (FeS, MnS, NiS, CoS) cores and allowed them to diffuse 

under similar condition. Keeping the final ion concentration very similar and below 5%, 

we study these QDs using TEM and XRD. 

    Figure 6.5 shows the XRD spectra of Ni
2+

 (2.5%), Co
2+

 (1.5%) and Mn
2+

 (4%) doped CdS 

QDs in comparison with their respective metal sulfide core. It is apparent from the figure that 

all the transition metal M
2+

 (Ni
2+

, Co
2+

, Mn
2+

) doped CdS particles are formed with wurtzite 

crystal structure similar to the bulk CdS (also shown in figure) with no impurities from the 

metal sulfide core, suggesting a complete dissociation and diffusion of the core QDs and the 

absence of detectable clusters of transition metal sulfides.  The broadening of the XRD peaks is 

characteristic of the small particle size of these NCs in accordance with the Scherrer formula.  
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Figure 6.6: TEM image of (a) Fe
2+

, (b) Ni
2+

, (c) Co
2+

, (d) Mn
2+

 doped CdS. 

  Figure 6.6 (a-d) shows the TEM images of typical samples of transition metals M
2+

 

(Fe
2+

, Ni
2+

, Co
2+

, Mn
2+

) doped CdS respectively.  Undoped CdS QDs were synthesized 

using similar reaction condition without any transition metal precursor for comparison 

with the doped CdS. Here, the average particles size for, Fe
2+

, Ni
2+

, Co
2+

and Mn
2+

doped 

QDs were found to be 10.2 nm, 5.5 nm, 5 nm and 5.8 nm respectively, calculated from 

histogram (shown in Figure 6.7) of the TEM images and their respective dopant 
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percentage 5%, 2.5%, 1.5% and 4% as obtained from ICP-OES.  It is important to note 

that while Fe doping was synthesized at 240 
°
C, the other dopants were synthesized at 

140 
°
C and heated for similar times.  In spite of this higher temperature and similar bond 

dissociation energies (330 ± 20 kJ/mol),
32

 the size and dopant concentration of Fe is 

much larger than the other metal atoms suggesting that the diffusion constant of Fe is 

substantially smaller than the other transition metal ions used here.  While there is no 

literature on the diffusion constants of these metal ions in CdS, the diffusion of these 

dopants in GaAs
33

 and Si
34

 is instructive.  It is found that Fe in GaAs has a diffusion 

constant (2 ×10
-7

 m
2
/s) that is two orders of magnitude smaller than that of Mn (6×10

-

5
m

2
/s) and several orders of magnitude smaller than that of Co (1.5×10

-2 
m

2
/s).  

Similarly, the diffusion constant of Fe in Si (~10
-14

 m
2
/s) was several orders of 

magnitude smaller compared to Ni and Co in Si (~10
-9

 m
2
/s).  Hence the diffusion of the 

metal ions, specifically Fe <Mn < Ni < Co would be important in designing efficient 

doping in QDs.  It is also interesting to note here that the Cu ion would be the fastest 

diffusing dopant and would be ejected out shortly after heating to this temperature.  
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Figure 6.7: Size distribution histogram of (a) Fe-CdS (b) Ni-CdS (c) Co-CdS (d) Mn-CdS.   
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     Hence, incorporation of Cu in CdS lattice would require a much lower temperature and has 

not been included in this study.  Also, the higher diffusivity of transition metal ions results 

smaller size doped QDs. In order to achieve larger size doped QDs one can use oxide core for 

these ions, which have higher bond dissociation energy and can hence give rise to larger sized 

doped QDs. Thus the stability of the transition metal core as well as the diffusivity of the metal 

ions in the host matrix, combined with temperature, length of time exposed to this temperature 

can provide us a good handle to obtain custom-made sizes with any dopant concentration for 

any transition metal. 

6.4.3 Optical Properties 
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Figure 6.8: (a) Steady state PL (solid line) and Absorption (dashed line) of Ni
2+

 (blue), 

Co
2+

 (red) and Mn
2+

(black) doped QDs. Inset of (a) shows photographs of the samples 

under UV light. (b) Lifetime decay plots for Ni
2+

, Co
2+

 and Mn
2+

 doped CdS collected at 

the maxima of the broad dopant peaks. Inset of (b) shows the enlarged portion of 

lifetime decay of Ni
2+

 and Co
2+

 doped CdS. 

    While it is indeed easy to control either the percentage of doping or the size of the QDs using 

this synthesis methodology demonstrating the versatility of this technique, it is interesting to 

study the efficiency of this method by observing the effects on optical and magnetic property 

due to transition metals doping in comparison with earlier literature.  The quality of the above 
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samples and their influence of uniform doping obtained by fine tuning the thermodynamic 

properties using the above technique on its optical and magnetic properties were then studied 

and compared with available literature. It is well known that while magnetic properties can be 

interesting even for larger sizes, optical properties are primarily interesting in the quantum 

confined regime, typically smaller than 6 nm in size.  The optical characteristics of these QDs 

are summarized in various panels of Figure 6.8 (a-b) and Figure 6.9.  While the absorption 

spectra show a single peak due to band gap transition of CdS QDs, the PL steady state spectra 

show a broad dopant emission peak at lower energy with quantum yields in the range of 15-

20% (actual images being shown in the inset to Figure 6.8 (a) as obtained from integrating 

sphere measurements along with their corresponding band edge peak at higher energy 

consistent with the earlier studies.
28,35

 The evolution of steady state photoluminescence spectra 

along with their absorption spectra in the dilute regime (<5%) is shown in Figure 6.9. The small 

but sharp peaks at higher energy in PL spectra for every sample are associated with the band 

edge emission of CdS.  This peak is relatively intense in Co doped CdS QDs which may be due 

to the interplay of energetics of the host band gap with that of the dopant emission peak. The 

broad, tunable, intense and stable emissions, which exist in doped CdS samples but not in 

undoped CdS, suggest that this emission arises due to dopant states and are not related to 

surface states.  Surface states are specifically known to be less intense and non-tunable.  The 

red shift in band edge and dopant emission (Ni
2+

 and Co
2+

) as a function of growth of the QDs 

with each subsequent addition of Cd and S precursors suggests that these bands are indeed 

dopant emission bands associated with localized, atomic-like dopant state to the host QDs. 

However in case of Mn
2+

 ion doped QDs, no emission shift in dopant peak was observed 

despite the increase in particle size.  This has been extensively studied in literature
36,37

 and can 

be attributed to the transition between two mid band gap atomic-like states (
4
T1-

6
A1) of Mn

2+ 

ions. For further confirmation we measured time resolved photoluminescence (Tr-PL) spectra 

at the dopant peaks and is shown in Figure 6.8 (b).  The dopant peaks are known to be much 

more long lived and show lifetimes of 278 ns, 184 ns and 223 µs (Table 6.1) for Ni
2+

, Co
2+

 and 

Mn
2+

 respectively, which are in good agreement with earlier reported literature.
12,28

 These high 

lifetime values further confirm that the broad emissions are due to the states originating from 

metal impurities doped successfully inside CdS QDs.  Fe doped CdS, as expected, do not show 

any PL emission as well as effectively killing even the band edge emission.  
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Figure 6.9:  Evolution change in steady state PL (solid line) and absorption (dotted line) of (a) 

Ni
2+

, (b) Co
2+

 and (c) Mn
2+

 doped nanocrystals with increasing addition of Cd and S cycle.   

6.4.4  Magnetic Property 

    The second property of interest that is typically studied in transition metal doped QDs is their 

magnetic behavior.  Theory predicts a ferromagnetic long range ordering due to sp-d exchange 

interaction between 3d orbital electrons with the host semiconductor QDs electronic level in II-

VI bulk semiconductors doped with M
2+ 

ion.
11,38,39

  Our investigation of the  magnetic 

properties of these M
2+

 ions (Fe
2+

, Ni
2+

, Co
2+

, Mn
2+

) doped CdS samples is shown in Figure 

6.10.  The field dependent magnetic behavior (M vs H) recorded for all these samples shows 

superparamagnetic nature at room temperature (Figure 6.10 (a)) while the particles go to 

blocked state at 2 K (Figure 6.10 (b)), which is due to the extremely small size and single 

domain formation.  It is important to note that this magnetization is several orders of magnitude 

higher than the defect related magnetization
40

 in undoped CdS QDs which is also shown in the 

figure as almost a straight line at zero field and hence cannot account for this behavior without 

the presence of dopant driven magnetism.  Nonetheless, comparison of magnetism with the 

bulk theoretical value, in the case of QDs, is non-trivial.  Magnetization has usually been 

expressed in emu/g instead of the more standard µB/ion due to the absence of knowledge on the 

quantitative amount of ligands present on the surface of the QDs.  In this work, we have used 

TGA to estimate the number of moles of ligand present in the sample and determine the 
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approximate molecular weight of the QDs.  Using these techniques, the approximate saturation 

magnetization obtained for different ligands at 300K and 2K is tabulated in Table 1.  We note 

that while the magnetization is comparable to the theoretically expected magnetization of 5 

µB/ion, 4 µB/ion, 3 µB/ion and 2 µB/ion for Mn
2+

, Fe
2+

, Co
2+

 and Ni
2+

 respectively, it is 

significantly lower than the expected value.  This could be due to the small size of the QDs.  As 

the particle size decreases, domain size decreases with an increase of surface spins, which are 

canted in different directions and hence reduce the overall magnetization significantly.
41

 It is 

also remarkable to note that the Mn
2+

 ion, even though, theoretically the largest moment, does 

not magnetize easily suggesting that it is indeed more paramagnetic than the Fe
2+

 or Co
2+

, 

which is in agreement with the earlier literature.
12
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Figure 6.10: A comparison of magnetization vs field plot for different transition metal doped 

CdS QDs at (a) room temperature and (b) 2K.  

     In our study, we have then compared the saturation magnetization with the earlier 

literature (Table 6.2) in order to obtain an understanding of the quality of the doping. It 

has been observed in earlier reports
42,43

 that non-uniformity in paramagnetic dopants 

distribution in QDs leads to reduction of excitonic Zeeman splitting and consequently 

results in low magnetic ordering. In this work as the particle sizes are very small, (5-6 

nm) it is not possible to observe direct evidence of dopant distribution from EDAX-

STEM or TEM. However, a strong magnetic response from all these nanocrystals 
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suggests the formation of uniform doping distribution of magnetic ions inside the QDs. 

A comparison with previous studies in literature shows that our samples show 

significantly higher Ms value in case of all the magnetic ions.  Thus we demonstrate that 

the thermodynamics of a material can be effectively used in the synthesis of DMS QDs 

with varying transition metal ions that show superior optical and magnetic property 

compared to the other similar materials due to the absence of clustering of magnetic ions 

and an exchange interaction. 

Table 6.1: Percentage of doping from ICP-OES, TrPL lifetime and saturation 

magnetization value in Bohr Magnetron per magnetic ion for various doped QDs. 

M
2+

 doped CdS 
 

M
2+ 

% 
(ICP) 

PL Life 
time (µS) 

QY (%) 
Ms (memu/g) 

300 K 2 K 

Fe-CdS 2 - - 77 
 (0.15 µB/ion) 

430 
 (0.88 µB/ion) 

Ni-CdS 2.5 0.278 18 20 
(0.05µB/ion)  

240 
 (0.6 µB/ion)  

Co-CdS 1.5 0.184 15 12 
 (0.05 µB/ion)  

 182  
(0.76 µB/ion)  

Mn-CdS 4 223 20 9  
(0.028 µB/ion)  

116 
 (0.18 µB/ion)  

Table 6.2: A comparison of magnetic response in our current work with the previous 

literature reports on of various DMS systems. 

Group name Sample Transition Metal 
(%) 

Ms   (memu/g) T (K) 

Jana et al.
28

 
Ni

2+
 doped CdZnS 

nanocrystals 
< 1 3 300 

Current work Ni
2+

 doped CdS 
2.5 18 300 

240 2 

Bogle et al.
29

 
Co

2+
 doped CdS 

nanocrystals 
3 4 300 

Giribabu et al.
30

 
Co

2+
 doped CdS 

nanocrystals 
4 8.7 300 

Current work 
Co

2+
 doped CdS 

nanocrystals 
1.5 12 300 

182 2 

Ghosh et al.
12

 
Mn

2+
- doped CdS 

nanocrystals 
0.14 ~4.5 300 

18 5 

Current work Mn
2+

 doped CdS 
4 9 300 

116 2 
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6.5 Conclusion 

In conclusion, we report here a universal technique to obtain high quality luminescent, 

ferromagnetic, semiconducting multifunctional QDs which give strong tunable 

fluorescent emission in visible and NIR region and show room temperature 

ferromagnetic property. We achieve this by diffusing different transition metal sulphide 

and oxide cores, inside semiconducting shell matrix within the constraints of their 

thermodynamic properties.  Based on our experimental results, we showed that two 

factors majorly influence diffusion doping of transition metal ions during thermal 

annealing which are bond dissociation energy of the core and the diffusivity of the 

transition metal ions inside the semiconductor matrix. Control over these parameters 

highlights several unique features with the extraordinary fine composition tunability and 

can provide uniform doping with desirable size and dopant concentration in QDs.  All 

these QDs displays broad and intense optical emission due to doping and comparatively 

superior magnetic response compared to earlier studies which elucidate the direct 

correlation between internal doping with their magnetic property. This work 

demonstrates a universal technique to engineer multifunctional doped QDs with precise 

control over size and doping percentage which have far reaching consequence in 

potential application in spintronics and optoelectronics devices.  
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6.6  Summary 

Uniformity in dopant distribution in DMSQDs have shown to improve the magnetic property. 

In this present section, we have shown in addition to the uniform doping, simultaneous doping 

or “codoping” can provide an additional handle to modulate the magnetization further. Herein, 

we have synthesized (Mn, Ni) codoped CdS by “diffusion doping” technique and study their 

structural, optical and magnetic properties. The optical property confirms the presence of both 

the dopants, which take part in electronic transition during exciton recombination. Interestingly, 

in presence of similar percentage of magnetic ion (Mn, Ni) codoped CdS QDs show enhanced 

magnetic response compared to their individual doped counterparts. 

6.7  Introduction 

Partial substitution of cations from conventional semiconductor materials by transition metal 

ions leads to the formation of DMS
44-47

 materials, which has great potential in application in 

spin based electronics devices.
13,48,49

  Efficient spintronics
13,14,49

 application demands room 

temperature ferromagnetism having an intrinsic origin (not from cluster phase) with a large 

magnetic response. However, thermal instability of transition metal ions inside the 

semiconductor matrix has made it challenging to synthesize cluster free, uniformly doped, 

semiconductor materials by traditional synthesis techniques. In previous section of this chapter 

we have demonstrated a universal “diffusion doping” technique, which offers uniformity in 

dopant distribution in DMS QDs. Using this technique, we have explored the codoping of Mn 

and Ni in this section.   

Study of magnetism in DMSQDs in literature shows highly conflicting properties. For example, 

the DMS property of Codoped ZnO,
50,51

 Ni-doped ZnO, and Mn-doped ZnO
52

 were reported to 

be paramagnetic, while other reports of ferromagnetism in some samples of Codoped ZnO,
53

 

Ni-doped ZnO,
54-56

 Mn doped ZnO
56-58

 are found in both bulk and thin films. There are several 

reports, which show that ferromagnetism observed in nanoparticles depends on synthetic 

methods and condition maintained during synthesis.
56,58

 Additionally, it has been shown that 

the transition metal based codoped semiconductors have shown high quality optical and 

ferromagnetic response and stability in ferromagnetic behavior.
59

 For example, individually Cu 

and Co doped ZnO show diamagnetic and antiferromagnetic interactions while (Cu, Co)-

codoped ZnO show ferromagnetic interaction.
60

 Sluiter et al. demonstrated both theoretically 
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and experimentally ferromagnetic behavior from (Co, Li) codoped ZnO.
61

 Similarly, (Co, Al) 

codoped ZnO,
62

 (Mn, Ni) codoped SnO2
63

 also shown superior magnetic property due to 

codoping. In most of these cases it was found that increase in free carrier density due to 

codoping leads to ferromagnetic interaction.
61,62

 

 Therefore along with the size, concentration of dopant and the uniformity in dopant 

distribution, transition metal dual doping in semiconductor is one more parameter which can 

tune the magnetic property of DMS QDs significantly. However, not much research has been 

performed on codoped QDs based on transition metals due to challenges involved in 

synthesizing them due to large driving force for phase segregation. Therefore, a detailed study 

on uniformly codoped QDs and the effect of this simultaneous doping on their electronic and 

magnetic properties is required. Following the similar technique as discussed in the earlier 

section, we have synthesized (Mn, Ni) codoped CdS by diffusion of MnNiS core inside CdS 

and compared their magnetic properties with individual doped QDs. 

      We used XRD for crystal structure information, TEM to find out the size and morphology 

and ICP-OES for elemental analysis of the QDs. Optical characterization was studied using 

UV-Visible and PL spectroscopy.  TGA was used to obtain the weight percentage of ligands 

and magnetic measurements were obtained using SQUID magnetometer (Quantum Design).  

The magnetic moment per ion was then calculated and compared between doped and codoped 

QDs. A significant enhancement in magnetization/ion was observed in case of codoped QDs 

compared to singly doped QDs. 

6.8  Experimental Details 

6.8.1 Synthesis 

We followed very similar synthesis procedure as described in previous section to synthesize 

these QDs. Cadmium oleate Cd(Ol)2, 0.2 M sulfar/ODE, manganese stearate(Mn(St)2) and 

Nickel oleate (Ni(Ol)2) were used as different precursors and their synthesis have been 

discussed in previous section. 

Synthesis of Ni/Mn doped CdS. Ni and Mn doped CdS were prepared following the similar 

procedure described in previous section. We have collected different samples at different stages 

of CdS overcoating and chosen 5% and 6% doped samples for the study presented in this 

section. 
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Synthesis of (Mn, Ni) codoped CdS:  (Mn,Ni) codoped nanocrystals were synthesized using 

the similar technique described in section 6.3.1. The only difference is that, in this case, we 

have used MnNiS as the core instead of NiS or MnS. In brief, Manganese stearate, Nickel 

oleate (depending upon the Mn:Ni ratio) were taken together in a three necked RB flask with 

12 mL ODE. This reaction mixture was kept for degassing at 80
o
C for 2 h 0.5 mL of 0.2 M 

S/ODE solution was mixed with 0.2 g of ODA and further diluted with 1 mL of ODE in a vial. 

The temperature of the reaction mixture in RB flask was raised to 240 °C under constant Ar 

flow. As soon as the temperature reaches 240 °C the precursor solution of S/ODA/ODE was 

injected quickly into the system. The temperature is then decreased to 140 
°
C, for overcoating 

of the CdS layers.  The cadmium oleate (150 μL) was added into the reaction mixture at a 

regular interval of 15 minutes. Aliquots have been taken before the addition of Cd precursor 

each time. Samples were washed using hexane ethanol mixture by centrifugation and then re-

dispersed in hexane for characterization.  

6.9 Results and discussion 

In order to investigate the extent of dual doping, we have chosen Mn(x%) Ni(x%) codoped CdS 

QDs (where x = 2.5% and 3%) and compared with Mn (5% and 6%) doped CdS and Ni(5% 

and 6%) doped CdS QDs. These percentages of dopants were determined from ICP-OES. 

Keeping the sizes of all the QDs similar (~7 nm), we characterize these QDs using XRD and 

TEM. 

6.9.1 Structural Characterization 

Figure 6.11 shows the XRD spectra of Ni (5%), Mn (5%) doped and (Mn (2.5%)+Ni(2.5%)) 

codoped CdS QDs in comparison with bulk CdS spectrum. It is apparent from the figure that all 

the doped and codoped CdS QDs are formed with wurtzite crystal structure similar to the bulk 

CdS (also shown in figure) without presence of any impurity peak from the metal sulfide core, 

suggesting a complete dissociation and diffusion of the core QDs and the absence of detectable 

clusters of transition metal sulphides.  The broadening of the XRD peaks is characteristic of the 

small particle size of these QDs in accordance with the Scherrer formula.  
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Figure 6.11: X-ray diffraction spectra of Mn and Ni doped and (Mn,Ni) codoped CdS 

QDs and comparison with different standard bulk spectra obtained from ICSD database.  

In order to confirm the size and morphology of the QDs we performed TEM. Figure 6.12 

shows the TEM images of Mn (5 %) doped CdS, Ni (5%) doped CdS and Mn (2.5%)+Ni(2.5%) 

codoped CdS nanocrystals. Here, the average particles size for Mn doped CdS, Ni doped CdS 

and Mn,Ni codoped CdS QDs were found to be 6.7 nm, 6.9 nm, and 7 nm respectively. 

20 nm20 nm20 nm20 nm20 nm20 nm 20 nm20 nm20 nm

(a) (b) (c)

 

Figure 6.12: TEM image of (a) Mn doped (b) Ni doped (c) (Mn, Ni)
 
codoped CdS 
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6.9.2  Optical Properties 

XRD and TEM showed the crystal structure and morphology of the synthesized QDs. ICP-OES 

shows the presence of dopants exist in QDs. However none of these techniques conclusively 

suggests whether both the transition metals are indeed doped into the QDs or not. Study of 

electronic structure and optical property can shed light on this aspect. The presence of more 

than one impurity states in the semiconductor QDs generates the possibilities of multiple 

recombination pathways and the actual pathway can either be selective, combined or the totally 

new pathway giving rise to a different emission. Figure 6.13 (a) shows the absorption and 

emission spectra of the Mn doped and Ni doped CdS QDs. In spite of similar particle size (~6.8 

nm) and absorption spectra, the photoluminescence characteristics of singly doped and codoped 

spectra are remarkably different. Steady state emission spectra of Mn-doped CdS show an 

intense peak at 2.1 eV which is the characteristics peak of manganese doping. Similarly for Ni-

doped CdS, a peak observed at ~1.7 eV has been attributed to the CB to Ni transition. However, 

in case of (Mn, Ni) codoped CdS, PL emission spectra look very similar to Ni-doped CdS. So 

the presence of Mn doping is not evident here. In order to confirm that, we have taken gated PL 

emission spectra using a delay time of 100 µs. It is known that Mn emission arises due to the 

4
T1to 

6
A1, atomic like spin forbidden transition that occurs in millisecond time scale (Figure 

6.14 (b)). However the band edge and the Ni transition in µs time scale. So, the gated PL, PL 

obtained after 10 µs is sensitive to only the Mn-doped characteristics peak shown in Figure 

6.13( b). 

Therefore dual emission observed here due to existence of both Mn and Ni dopant contribution; 

however the Mn emission is suppressed due to intense Ni emission peak, which might be due to 

partial transfer of energy from Mn state to Ni state. This suggests that the excitons are decaying 

through both channels available in the codoped system. In order to get more insight into this, 

we study the time resolved photoluminescence decay dynamics for all the different 5% doped 

samples at their respective dopant emission maxima. Figure 6.14 depicts the TrPL decay curve 

of (Mn, Ni) codoped CdS collected at 1.7 eV is entirely different from both Mn or Ni doped 

CdS as shown in figure 6.14 (a), (b). The average lifetime calculated for (Mn Ni) codoped CdS 

is 8 µS which is much lesser than that of Mn doped CdS (~500 µs) and much higher compared 

to Ni-CdS (300 ns). These results clearly suggest the presence of both the dopants competing in 

the process of electronic transition in codoped QDs. 
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Figure 6.13: Steady state PL (solid line) and Absorption (dashed line) of (a) Mn and Ni doped 

CdS and (b) (Mn, Ni) codoped CdS with different magnetic ion concentration. Red dotted line 

shows the gated PL spectra. 
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Figure 6.14: TrPL- decay plots for (a) Ni doped (green), (MnNi) codoped (blue) and (b) Mn 

doped (black) CdS QDs collected at the maxima of their broad dopant peak.  
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6.9.4 Magnetic Properties 
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Figure 6.15: A comparison of magnetization vs field plot for different transition metal doped 

and codoped CdS QDs at (a) 2K and (b) room temperature.  

  We investigate the magnetic properties of all different doped and codoped QDs. It was 

predicted that magnetism in DMS systems arises due to long range sp-d exchange interaction 

between the 3d orbital electrons with the host semiconductor’s electronic level through free 

charge carrier. Our results of magnetic property from these QDs are demonstrated in the Figure 

6.15 and Table 6.3. A visual comparison of M vs H hysteresis curve shows an increment in 

saturation magnetization (Ms) value in case of codoped QDs. To get more insights into this we 

convert the magnetization value in µB/ion after substituting the ligand weight (calculated from 

TGA analysis) and the corresponding results are tabulated in Table 6.3. In chapter 5D, we have 

shown that in DMS QDs magnetization/ion is independent of the concentration of particular 

dopant percentage upto a certain limit (defined as dilute doping regime). Here also we can 

observe that the magnetization per ion is very similar for each individual case (doped or 

codoped) and does not alter as the concentration change from 5% to 6%, which agrees with the 

previous results. This suggests that the magnetism is arising due to uniform distribution of both 

the magnetic ions. However, there is a significant enhancement in magnetization/ion in 

codoped QDs compared to their individual counterparts. For example, magnetization in case of 

5% Mn and Ni doped CdS are 0.25 and 0.8 µB/ion respectively while we observe 1.22 µB/ion 
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in the case of codoped CdS. This suggests that (Mn, Ni) codoping has enhanced the magnetic 

response which may be due to the increase of free electron in host that takes part in magnetic 

exchange interaction as observed in earlier codoped system reported in thin film or bulk. 

Table 6.3: A comparison of saturation magnetization (Ms) for all different doped and codoped 

samples measured at 2K and room temperature. 

Sample 2K (µ
B
/ion) 300K (µ

B
/ion) 

Mn-CdS (5%) 0.25 0.014 

Mn-CdS (6%) 0.28 0.015 

Ni(5%)-CdS 0.8 0.018 

Ni(6%)-CdS 0.78 0.016 

Mn (2.5%)Ni(2.5%)CdS 1.22 0.035 

Mn (3%) Ni(3%)CdS 1.24 0.036 

6.10  Conclusion 

In conclusion, we report the synthesis of free standing (Mn, Ni) codoped CdS QDs using 

diffusion doping technique. We prepared two different concentration of (Mn, Ni) codoping and 

compared their electronic and magnetic properties with individual Mn or Ni doped QDs having 

similar size and ion concentration. Although, all the QDs showing ferromagnetic interaction. 

Surprisingly the dual doped CdS QDs show a significant enhancement in magnetization/ion. 

Though further study is needed to understand the origin of this enhanced magnetic interaction, 

this work opens up a way to improve the magnetization in DMS QDs using controlled 

codoping. 
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7.1  Summary 

Investigation of magnetic interactions at the heterostructure interface, specifically in core-shell 

magnetic QDs, has become one of the primary fields of interest in nano-magnetism research 

and their applications. Formation of ferrimagnetic (FiM)/Antiferromagnetic (AFM) 

heterostructure results in exchange bias coupling at the interface and thereby improve 

anisotropy that can overcome the superparamagnetic limit in small size QDs. Herein, we have 

demonstrated a two step synthesis of CoO/CoFe2O4 core-shell QDs using seed growth method 

by decomposition of metal complex at high temperature and studied the effect of magnetic 

interaction due to the interface. The structure of core-shell formation is characterized by X-ray 

diffraction and high resolution transmission electron microscopy (HRTEM). Formation of 

highly crystalline sharp interface results in a strong exchange coupling between AFM core/FiM 

shell interface leading to a large exchange bias value (HE= 5.6 kOe) which is comparable with 

the largest HE value reported for small size nanoparticles.  

7.2  Introduction 

The recent development of QD based technology demand for multifunctional and superior 

properties for numerous applications in modern nano-electronics,
1,2

 sensors
3-5

 and bio-

applications
6-8

 has resulted in extensive research into the fundamental properties of QDs.  The 

progress in colloidal synthesis of alloy and core-shell heterostructure QDs gives the 

opportunities to achieve specific properties for applications. Core-shell heterostructure has been 

extensively studied in semiconductor QDs including extending them to magnetic QDs. It was 

observed that the internal microstructure of heterostructure QDs has strong dependence on their 

property due to the many intriguing phenomena arising from the coupling at the interface.
9-11

 

Transition metal based oxides with various core-shell morphologies show tunability in 

magnetic response according to their internal structure.12,13 Reduction of particle size in 

magnetic QDs leads to thermal destabilization of magnetization due to superparamagnetic 

limit,
14-16

 which is a drawback in applying these particles in magnetic recording devices. The 

idea of overcoating another magnetic layer having different anisotropy has shown higher 

thermal stability in small particle, due to magnetic proximity at the interface leading to 

exchange bias. For magnetic heterostructures, exchange bias effect
9-11,17-20

 at the interface is an 

interesting phenomenon that has been extensively studied in the last few decades. Exchange 
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bias can be defined as an unidirectional anisotropy that arises due to the exchange coupling at 

the soft ferro (ferri) magnetic / hard antiferromagnetic(AFM) interface upon field cooling 

below the Neel temperature of the AFM material. During cooling below TN the AFM spins 

starts couple with ferromagnetic spins. This gives rise to a new anisotropy in the system, which 

results in a hysteresis loop shift along the applied field axis and an increase in coercivity. It was 

first discovered 60 years back in Co nanoparticles due to formation of CoO layer outside the 

nanoparticle.
10,11

 As it is an interfacial phenomenon, it has been mostly studied in thin film 

heterostructure.
19,21

 However recently, a various core-shell FM/AFM heterostructure have been 

reported to show exchange bias.
12,13,22-24

 Though both thin film and core-shell heterostructure 

shows exchange bias due to the same phenomena, it is more complicated in case of the later. 

This can be explained by the following reasons.  Firstly, due to extremely small size, the 

curvature increases and the interface become very important. Secondly, increase of canted spins 

due to increase of surface reduce the overall magnetization. All these effects hinder the 

exchange coupling and results smaller exchange shift compare to the thin film layered 

structure. So, understanding this phenomenon in core-shell QDs has not been extensively 

attempted and more research is required in this direction. 

    Recently, there are many reports, which show that tuning of core size, and shell thickness by 

control synthesis can tune the exchange bias effect and give more insights into this field.
23,25,26

 

For example using metal nanoparticle as seed, various core-shell heterostructure have been 

reported like Co/CoO,
10

 Ni/NiO,
27

 Mn/Mn3O4
28

 or metal oxide with different oxidation states 

such as Mn3O4/MnO.
29

  Systems using different metal oxide such as Fe3O4/Co,
30

 Fe3O4/FeO,
21

 

Fe3O4/CoO
24

 and even Fe/Cr
31

 have also been reported. The majority of these studies are based 

on FM core overcoated with AFM shell; however, the advent of synthesis technique offers 

opportunities to overcoat AFM core overcoated with FM shell, namely “inverted core-shell” 

heterostructure such as FeO/Fe3O4,
32

 MnO/Mn3O4,
33

 Cr2O3/CrO2.
34

 In this chapter, we have 

reported a simple seed growth method to synthesize CoO core embedded inside FM CoFe2O4, 

an inverted core-shell system, and study its magnetic property and exchange bias effect in it. 

This research is motivated by a recent report by  Lottin et al
12

 that show very high exchange 

bias arising from highly crystalline Co0.3Fe0.7O/Co0.6Fe2.4O4 inverted core-shell structure. 

      Lima et al
35

 and Lavorato et al
36

 reported CoO/ CoFe2O4 inverted core-shell heterostructure 

showing high coercivity due to AFM/FM interaction. Although, there is a strong enhancement 
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in anisotropy, there was no exchange bias observed from these systems. In contrast, our results 

show a surprisingly high exchange bias effect (5.6 kOe) along with the remarkable coercivity 

from CoO/CoFe2O4 heterostructure, which was not observed earlier. This difference is 

attributed to the formation of highly crystalline sharp core-shell structure and comparatively 

larger size QDs obtained in this study that has enhanced the magnetic proximity effect. These 

samples were characterized using X-ray diffraction and high-resolution transmission electron 

microscopy (HRTEM). Magnetic exchange bias was studied using superconducting quantum 

interference device (SQUID) magnetometer, which shows that exchange bias was observed 

even as high  as  200 K temperature from these QDs.   

7.3  Experimental Details 

7.3.1  Synthesis 

A two-step seed growth method was employed to synthesize these QDs. In a typical synthesis, 

CoO nanoparticles were first synthesized by thermal decomposition of Cobalt acetate (Co(ac)2) 

in presence of OA and OlAm at high temperature. 0.4 mmol of Co(ac)2 along with 2 ml of OA 

and 5 ml of OlAm were taken in a three necked round bottom flask and connected with the 

schlenk line. The reaction mixture was degassed for 1 h with evacuation at 80 °C under 

vigorous stirring. The solution was then heated to 220 °C under Argon (Ar) flow maintained for 

20 min. The reaction temperature was further increased to 300 °C with a heating rate 5 K/min 

and maintained for 10 min. The resultant CoO black solution was then cooled down to room 

temperature and washed by centrifugation using hexane ethanol mixture and the powder 

precipitate was stored in a vial for further use. 

CoO/CoFe2O4 core shell heterostructure. Pre-synthesized CoO QDs were used as seed for 

further overcoating with CoFe2O4.  30 mg CoO powder was taken in a three necked RB flask 

along with 2 ml OlAm and degassed at 80 °C for 1 h  under evacuation. 0.05 mmol Co(ac)2, 0.1 

mmol Fe(ac)2 , 1 ml of OA and 2 ml of OlAm were taken in a vial and degassed for 30 min at 

80 °C. This was used further as Co and Fe precursor for overcoating.  The temperature of the 

reaction mixture in RB flask was raised to 200 °C under constant Ar flow. The Co and Fe 

precursor prepared in the vial was slowly injected into the reaction mixture and the temperature 

was raised slowly to 280 °C with a heating rate of 5K/min. Samples aliquots were collected 

after 15 min and 30 min of annealing for different shell thickness of CoFe2O4 layer.  All the 
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samples were washed once by centrifugation using hexane-ethanol mixture and dissolved in 

hexane. 

7.4 Results and Discussion 

7.4.1 XRD 

QDs crystal structure and composition were analyzed from powder XRD techniques. Figure 7.1 

show XRD spectra of as synthesized CoO and CoO/ CoFe2O4 core shell nanoparticles collected 

after 15 min and 30 min of annealing. It is evident from the figure that CoO QDs are formed in 

cubic structure similar to the bulk as observed from inorganic crystal structure database. The 

broadening of the XRD peaks suggests the formation of small QDs. Absence of any impurity 

phases suggests the formation of pure cubic phase CoO QDs formation. The XRD spectra after 

different annealing time (15 min and 30 min) with Co and Fe metal complexes have been 

shown in the figure 7.1. A comparison with the bulk data of CoO and CoFe2O4, shows an 

increasing trend of CoFe2O4 feature with longer annealing time suggesting a controlled slow 

growth of CoFe2O4 layer on CoO QDs. 

20 30 40 50 60 70

(440)(511)
(400)

(422)(222)

(311)

(220)

CoO/CoFe
2
O

4
-30 min

(220)

(200)

CoFe
2
O

4
 bulk

CoO

CoO bulk

In
te

n
s
it

y
 (

a
.u

.)

2 ()

CoO/CoFe
2
O

4
-15 min

(111)

.

 

Figure 7.1: X-ray diffraction patterns of CoO core and CoO/CoFe2O4 core-shell QDs with 

different annealing time. 
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7.4.2 TEM 

Although the XRD demonstrates the presence of CoO and  an increased intensity of the 

CoFe2O4 phase with annealing time it cannot be  conclusively be proven to be CoO/ CoFe2O4 

core-shell and/or independent nucleation or any other heterostructure. In order to obtain a more 

direct evidence of the formation of core-shell heterostructure, we have carried out TEM 

measurement. We have chosen CoO/ CoFe2O4 sample annealed for 30 min for our rest of the 

measurements and the representative TEM images are shown in Figure 7.2. Figure 7.2 (a)-(b) 

shows the TEM images of CoO core and CoO/ CoFe2O4 QDs respectively while Figure 7.2 (c)-

(d) shows their corresponding HRTEM images. It can be observed from the figure that both the 

particles are almost spherical in shape. The average sizes as obtained from the analysis of about 

250-300 particles was found to increase from a size of 12 nm for CoO core to 15 nm for the 

CoO/ CoFe2O4 core/shell structure, suggesting  the growth of CoFe2O4 on CoO core. 

20 nm20 nm20 nm20 nm20 nm20 nm

10 nm5 nm5 nm
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(311)
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(111)

5 nm5 nm
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5 nm 5 nm
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Figure 7.2: TEM image of (a) CoO and (b) CoO/ CoFe2O4. HRTEM of (c) CoO and (d) CoO/ 

CoFe2O4.   

      However the formation of sharp core-shell heterostructure was further confirmed from 

HRTEM images showed in Figure 7.2 (c) and 7.2(d). Figure 7.2 (d) clearly shows the presence 

of two different regions in the QDs, an inner core and an outer shell with different lattice fringe 

spacing. The interplanar spacing in the inner core (Figure 7.2 (d)) is 2.43 Å is same with CoO 



204 

 Ferrimagnetic and Antiferromagnetic Nano-heterostructure 

core shown in Figure 7.2 (c) and corresponds to (111) plane of CoO cubic crystal structure 

while the interplanar distance in outer shell in Figure 7.2 (d) is 2.58 Å which is consistent with 

(311) planes shown in XRD. All these finding suggests the formation of crystalline 

CoO/CoFe2O4 core-shell QDs formation. 

7.4.3 Magnetic Properties 

Magnetic measurement was carried out using SQUID magnetometer. Bulk CoO is well known 

as AFM materials with Neel temperature (TN) 291 K. However, below 10 K nano-sized 

particles show very weak ferromagnetism or superparamagnetism due to uncompensated spin 

on the surface.
37

 Conversely, bulk CoFe2O4 (spinel) is ferrimagnetic (FiM) and nano sized 

particles shows superparamagnetic behavior due to single domain. Herein we have studied the 

magnetic properties of CoO QDs overcoated with a thin layer (~1.5nm) CoFe2O4. Figure 7.3 

shows the M vs H hysteresis loop of CoO/CoFe2O4 core shell QDs at room temperature and at 

2K. At room temperature the hysteresis loop shows superparamagnetic behavior. As the 

measurement temperature is greater than Neel temperature of CoO, the core-shell QDs shows 

superparamagnetic behavior at room temperature due to the presence of CoFe2O4 layer in spite 

of the AFM nature of CoO.  M-H measurement at 2K show ferromagnetic behavior with large 

coercivity as the spins are in blocked state at low temperature. However it is worth noting that 

the low temperature hysteresis loop is not completely saturated even at high field (4T). This 

non-saturation behavior is due to the existence of high anisotropic AFM material. 

     DC susceptibility or the variation of magnetization as a function of temperature was 

measured using an external field 200 Oe. Figure 7.3 (b) shows the field cooled and zero field 

cooled curves for core-shell QDs. ZFC curve shows maxima at temperature 292 K above which 

magnetization decays monotonically and merges with FC curve. This behavior is a 

characteristic of superparamagnetic systems and the transition temperature (292 K) is known as 

the blocking temperature (Tb) of the material. The absence of hysteresis loop at room 

temperature (300 K) agrees with the value of Tb (less than 300 K) suggested by ZFC maxima 

peak is lower than room temperature. The observed TB value 292 K perfectly correlates with 

the reported Neel temperature (TN =291 K) of CoO.
37

 Therefore, CoO/ CoFe2O4 particles go to 

blocked state below 292 K which is very analogous to the reported bulk state and is not 

influenced by nano-scale size effect. 
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Figure 7.3 (a) Magnetization (M) vs field (H) hysteresis loop measured at 2 K (black line) and 

room temperature (dark yellow) (b) FC/ZFC magnetization with temperature for CoO/ 

CoFe2O4 core-shell nanoparticles.   

      In order to investigate the exchange bias effect at the AFM/FiM interface, M vs H 

hysteresis loops at low temperature (2K) are measured after field cooling from 400 K using 

different fields and are plotted in Figure 7.4 (a)-(c). All these hysteresis loops show the 

presence of exchange bias (loop shift along field axis).  It is evident that the HE, the exchange 

field, increases with increase in cooling field and reaches 5.6 kOe at 70 kOe (shown in Figure 

7.5 (a). Such a strong exchange bias coupling between CoO core and CoFe2O4 shell is due to 

the high quality and sharp core-shell AFM/FiM interface and the stability of AFM ordering 

even at very high cooling field (70 kOe). The HE value we report in this study are among the 

highest reported values observed in core-shell QDs and confirmed the good quality of the of the 

obtained CoO/ CoFe2O4 heterostructure. 
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Figure 7.4: M-H hysteresis loop of CoO/ CoFe2O4 core-shell QDs recorded at 2K using 

cooling field (a) 10 kOe (b) 30 kOe (c) 70 kOe. M-H hysteresis loop of CoO/ CoFe2O4 

measured at (d) 10 K (e) 100 K and (f) 200 K measured using FC (70 kOe) and ZFC condition.  
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Figure 7.5 (a) Variation of HE with different cooling field (0-70 kOe) measured at 2K. (b) 

Variation of HE (red symbols) and Hc (black symbols) as a function of measurement 

temperature. (solid lines are guide to the eye). 
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    In addition to the horizontal loop shift we observed very small amount of vertical loop shift 

for every cases, as reported in literature in various AFM/FiM core-shell QDs. This vertical shift 

is due to the uncompensated spins which do not follow the magnetization reversal with the 

applied field 

    The variation of exchange bias (HE) with different cooling field has been shown in the Figure 

7.5 (a) while the temperature dependence of the magnetic measurement is shown in Figure 7.5 

(b). From figure 7.5 (a) it is evident that the exchange coupling is increasing with the increase 

of cooling field and reaching toward saturation at very high field. This suggests that the 

antiferromagnetic ordering of CoO exists even at high field (above 70 kOe) due to its high 

anisotropy energy due to crystalline nature and optimized size.    

 In cases of temperature variation (Figure 7.5 (a)), samples were cooled from 400 K (above the 

ordering temperature of the nanoparticles) using a field 7 kOe (for FC measurement). It is 

evident from the figure that for all different temperatures there is some significant amount of 

loop shift and the variation of HE and coercivity Hc as a function of measurement temperature 

has been demonstrated in Figure 7.5 (b). It is interesting to note that exchange coupling of HE 

between the core-shell exists even above 200 K and becomes zero below the TN (291 K) of 

CoO. Similar trend was observed in the variation of coercivity which is 10.5 kOe at 2K; 

however becomes almost zero at room temperature. This agrees with the nature of 

superparamagnetic nanoparticles as the room temperature is greater than the blocking 

temperature and CoO behaves like paramagnetic materials as it is above Neel temperature. 

7.5  Conclusion 

CoO/ CoFe2O4 AFM/FiM inverted core-shell structure was designed using seed growth 

technique by thermal decomposition of metal complexes. Overgrowth of 3 nm thick CoFe2O4 

on 12 nm CoO core leads to a sharp core-shell interface. We showed that high crystalline and 

sharp core-shell heterostructure leads to a remarkable value of exchange bias with a high 

coercivity which was not observed earlier in CoO/ CoFe2O4 system. The high coercivity and 

the lager value of exchange field correlates with the promising application of this materials in 

magnetic data storage devices or in hyperthermia application. 
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