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Synopsis

Electrochemical energy storage and designing transport devices largely relies on

the properties of the electrode-properties and charge-storage/transport through

systems. On the other hand, photochemical energy storage in molecular systems

depends on the nature of two photo-switchable states. Chemo-selectivity is also

important for molecular chemistry which fundamentally determines the reactivity.

However, the common factor is the sensitivity towards surface-chemistry. To this

end, understanding the impact of surface on the electrode-behaviour and charge-

transport properties of materials is a crucial factor. In addition, experimental

advancement on control over the surface-structure of materials allows material

scientists to tailor the material properties for improved reliability and functional-

ity. We focus on Bisphenol A (BPA) based molecular systems which are the widely

used component of polycarbonate plastics and epoxy epoxy resins. They accumu-

late in nature without degradation and causes serious health-hazard. Hence, un-

derstanding the detail chemistry and photo-response of BPA-systems are not only

of fundamental interest but also of environmental issues. Finally, we establish the

role of surface structure in periodic as well as molecular systems to determine the

chemical reactivity, electrochemical and charge-transport properties. We under-
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stand various properties as well as responses of materials to the external stimuli

with the help of theoretical and computational methods. Most importantly, such

studies provide access to atomistic details which is not readily accessible to exper-

iments.

Thesis begins with introduction in chapter 1 which is followed by three main

sections. The first part consisting of chapter 2, 3 and 4 focuses on designing an

anode material in rechargeable battery and capacitor. The second part consisting

of chapter 5 and 6 explores the transport behaviour of 2D/quasi-2D systems, such

as BxCyNz and black phosphorus. In third part consisting of chapter 7, 8 and 9,

we study the photo-response of Bisphenol A based molecular systems and their

stereo-chemical properties which are not only of technological relevance but also

deserves attention for environmental issues.

Chapter 1 introduces the materials of our interest along with theoretical and

computational details. The periodic systems of our interest falls in the category

of van der Waals solids, namely, black phosphorus (BP), borocarbonitride (BCN)

and metal chalcogenides which exhibit many fold benefits for application as anode

in rechargeable battery, active material for transistor and photodetector. We focus

on Bisphenol A (BPA) based molecular system for better understanding of their

photo-response and chemical transformations. We provide a general description

of theoretical models and computational approaches which have been extensively

used in this thesis. We have used first principles calculations coupled with semiclas-

sical Boltzmann Transport formalism (for periodic systems) and charge-transfer

theory for molecular systems. We also give a brief introduction to the properties

which have been studied in subsequent chapters.

In Chapter 2, We investigate the possibility of 2D boron sheets (BSs) as an
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anode in lithium ion batteries (LIBs). Among the α, α1, and η4/28 metallic BSs,

planarity is retained for the α1, and η4/28 polymorphs after the formation of the lay-

ered structures. The α1 and α1-AA polymorphs have been found to show optimum

anodic behaviour based on their electronic structural and Li adsorption/desorption

properties. The highly symmetric “H” site is energetically favored for Li adsorp-

tion at both 0 and 298 K. Li migration occurs from one “H” site to another via

the top of a B atom, with a 0.66 eV and 0.39 eV energy barrier at 0 and 298 K

respectively. Li-saturation confers the theoretical estimate of the capacity as 383

mAhg−1, which is higher than that of the conventional graphitic electrode. All of

these characteristics suggest the appropriateness of α1-AA as the lightest possible

anode material for LIBs.

We show that variation in the shape of the BxNz-domain and B-N charge-

imbalance in BxCyNz layers results in tunable anodic properties in chapter 3.

Two-dimensional BxCyNz with nitrogen-excess trigonal BxNz-domain (TN) meets

the requirements for a superior anode for Sodium ion Battery (SIB). Monolayer

TN -sheet can store Na(Li) up to Na2.2S6(Li1.8T6) composition, which corresponds

to a specific capacity as high as 810(668) mAhg−1 for SIB(LIB). The average open

circuit voltage is found to be 1.25 V vs. Na/Na+ for a wide range of chemical

stoichiometries of NaxTN . The enhanced electronic transport and fast diffusion

kinetics of the Na-ions is particularly found in the TN -anode, which in turn re-

sults in high power efficiency in SIB, even better than that of graphite electrode

in conventional LIB. Charge-storage upon layer-wise accumulation of Na-ions on

the TN -surface is also appealing for application to sodium-ion capacitors, as an

alternative to lithium-ion capacitors.

Chapter 4 demonstrates Black phosphorous as anode in Magnesium-ion Bat-

tery. Multivalent electrochemistry involving magnesium ion has immense impor-
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tance to achieve higher energy storage in rechargeable battery compared to con-

ventional one electron redox process, as present in LIB and SIB. However, anode

in Mg-ion battery suffers from two key factors: (1) structural instability of metal-

lic Mg-anode during charging-discharging cycle, and (2) very slow diffusion of

Mg2+-ion within insertion-type anode. In this chapter, light has been shed on the

appropriateness of black phosphorus (P) based anode in Mg-ion Battery. Mg-ion

storage within covalent P-anode optimises the anodic voltage and reduces the Mg-

diffusion barrier, thereby can overcome the bottleneck in Mg-battery technology.

Chapter 5 describes the role on BN and C domains controlling the transport

property of ternary Borocarbonitrides. 2D nano-hybrid system (Borocarboni-

trides) have been modelled and transport properties have been calculated using

ab-initio DFT-based computation combined with Boltzmann transport formalism.

It is shown that conduction polarity can be controlled by atomically engineered

surface topology. The principles for maximising mobility and possibility for ob-

taining particular (electron/hole) conduction polarity for borocarbonitrides of any

stoichiometric proportion has also been discussed. Such an extraordinary trans-

port efficiency can find applications in modern transistors.

Chapter 6 focuses on effect of puckered structure of Elemental Black Phos-

phorene on its transport property. Black Phosphorus in its bulk form as well as

layered structures are not only the good electrode in Mg-ion battery as discussed

in chapter 4, they are being used as an active material in diverse areas of electron-

ics. In this chapter, the critical dependence of the number of layers in controlling

the charge-transport property has been studied based on DFT-based computation

combined with Boltzmann transport theory. We find that, tri-layer black phos-

phorus offers itself as appropriate anisotropic material which possesses both the

directional as well as electron-hole anisotropy. The systematic scheme described
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here, helps to understand the fundamentals on anisotropy associated with carrier

scattering process for any such complex quasi-2D materials which indeed has sig-

nificant potential to design and optimise the advanced transport (logical) devices.

Chapter 7 aims to shed light on the potential mechanism for metabolic ac-

tivation of 2, 2′-bis (4-hydroxyphenyl) propane (BPA) producing two different

metabolites: 4-methyl-2,4-bis(p-hydroxyphenyl)pent-2-ene (M-1) and 4-methyl-2,

4-bis (4-hydroxyphenyl) pent-1-ene (M-2). Selectivity toward M-1(nontoxic)/M-2

(toxic) formation can be controlled by varying the polarity of the reaction medium.

The reversal of thermodynamic stability for M-1/M-2 in response to the static po-

larization of the medium has been found. Moreover, stereocontrol of biologically

active M-2 with static polarization as the switch (0.005 au) might affect the recep-

tor binding. This analysis may be useful in dictating the prevention of the harmful

action of BPA and its metabolites.

Chapter 8 shed light on the potential of selective surfaces in view of detection

and extraction of bis-phenol based pollutants (BPA, M-1 and M-2). It is found

that, graphene and MoS2 surfaces are capable of removing these toxic molecules

from environment, in particular, from water contamination. Layered graphene

supports very strong surface adsorption and assures complete removal of EDCs,

while they physisorb on MoS2 surface. In particular, optical response of the EDCs

gets tuned upon adsorption on graphene. Hence, understanding the surface ad-

sorption and modulation of the electronic structure would reveal possible means

for extraction and photodegradation of a major class of environmental pollutants

by specific choice of surface.

Chapter 9 discusses the photo-conversion of Bisphenol A (BPA)-based molecu-

lar architectures. Conformational flexibility helps in photochemical energy storage
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through excitation energy transfer, where M-1 exhibits maximum storage effi-

ciency (0.97 eV/mol) compared to BPA and M-2. Through first-principles anal-

ysis coupled with electron transfer theory, it has been shown that, B-1 bridge in

M-1-structure acts as an asymmetric wire and leads to photo-induced switching

between two conformers (S-1 and S-2). These two conformers follow dissimilar

charge-storage/transport mechanism with detectable optical responses. Finally,

the origin of photo-stability of EDCs are discussed with a special emphasis on the

M-1-like molecular configuration as an excellent motif for light-energy-conversion.
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and 0.06 e Å−3 (right). . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.6 HSE06 computed Eband versus strain at the M point along the (a)

zigzag (x) and (b) armchair (y) directions. (c) Increase in the total

energy (∆E) of the unit cell versus lattice deformation along the x

direction and the same along the y direction is shown in (d). Dotted

lines are the parabolic fittings, which give the elastic constant (Cβ). 179

6.7 Dispersion of the conduction band: (I) before, and after the ap-

plication of biaxial tensile strain (TS): (II) 2% and (III) 3%. All

calculations are done with a dense grid at the PBE level of theory.

The inset shows a zoomed in area. . . . . . . . . . . . . . . . . . . . 182

6.8 Carrier mobility along the (a) x and (b) y direction, for relaxed

(0%x, y) as well as biaxially strained (%x, y) TBP. Note that, carrier

mobility along the y direction is 103 fold lesser than the same along

the x-direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

6.9 Relaxation time versus carrier-state along the Γ − X band line is

shown for (a) holes and (b) electrons in TBP. Similar plots along

the Γ− Y band line are shown for (c) holes and (d) electrons. ‘SR’

denotes the application 2% biaxial tensile strain (TS). The number

of points corresponds to the number of carrier states (Nc) giving rise

to the transport behavior dominated by the scattering relaxation

time (τ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

6.10 (a), (b), (c) and (b) represent the plot of relaxation time (as in

eq. 2) vs. corresponding carrier-states (in k-space) along different

transport direction and carriers for monolayer. (e), (f), (g) and (h)

are the same for bulk (black) phosphorous. . . . . . . . . . . . . . . 188



List of Figures xxvi

7.1 Molecular structure of (Bisphenol A; BPA) and consequential for-

mation of 4-methyl-2,4-bis(p-hydroxyphenyl)pent-2-ene (M-1) and

4-methyl-2,4-bis(4-hydroxyphenyl)pent-1-ene (M-2). Note the as-

signment of particular H-atoms in M-2 (used in Table 7.1). . . . . . 198

7.2 Possible mechanistic pathway for the formation of M-1 and M-2

from BPA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

7.3 M-1 formation involving another set of precursor radicals as evi-

denced from mass-spectrometry. . . . . . . . . . . . . . . . . . . . . 201

7.4 B3LYP/6-311+G (d,P)/PCM optimized transition-state geometries

of the rate-determining steps for M-1 and M-2 formation. Transition

orbitals are also shown. . . . . . . . . . . . . . . . . . . . . . . . . . 204

7.5 Relative energy (difference in electronic energy of M-1 and M-2) is

shown under the influence of uniform static electric field. . . . . . . 206

7.6 Molecular electrostatic potential mapped on the total electron den-

sity. An iso-contour value of 0.02 e bohr−3 has been used for map-

ping. The blue and red regions indicate electrophilic sites and nu-

cleophilic sites respectively. . . . . . . . . . . . . . . . . . . . . . . . 206

7.7 (I) Two conformers of M-2 (ELC and SLC); (II) their different re-

sponses in the electric dipole moment; (III) free energy responses;

(IV) energetics of electronic states (from bottom to top starting

from HOMO-2 up to LUMO+1) of the ELC; and (V) for SLC un-

der the influence of uniform static electric polarization. . . . . . . . 207

7.8 Variation in energetics of electronic states (HOMO-2, HOMO-1,

HOMO, LUMO, LUMO+1 from down to up) with increase in elec-

tric field strength for ELC are shown. Only, ELC has been con-

sidered for clarity in figure as both the conformers (ELC and SLC)

follow the similar response pattern in the energetics of electronic

states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209



xxvii List of Figures

7.9 Different responses in electric dipole moment of two conformers of

M-2 (ELC and SLC) with increase in electric field strength. . . . . . 209

8.1 Molecular structures of BPA and its metabolites (M-1 and M-2) are

shown. Bonds, dihedrals (DH) are assigned as A: 4-6 (M-1); B: 4-5

(M-1), C: 4-5 (M-2); D: 4-6 (M-2), DH-1:3-2-4-6 (M-1); DH-2:1-2-

4-5 (M-2) (presented in Table 8.3). . . . . . . . . . . . . . . . . . . 217

8.2 Absorption spectra of 4, 4’ -methylene bisphenol have been com-

puted with six different methods. Black vertical line represents the

position (224 nm) of the characteristic peak (experimentally ob-

served). Green line shows the simulated peak at 222 nm calculated

using TDDFT/ωb97xd/6-311+g(d, p)/pcm (water medium). . . . . 221

8.3 Equilibrium adsorption configurations with corresponding AE (kcal

mol−1) values for BPA (upper), M-1 (middle), and M-2 (lower) on

bilayer matrices; (I) graphene, (II) MoS2. Spheres of color white:

H, cyan: C, red: O, yellow: S and pink: Mo atoms. . . . . . . . . . 222

8.4 Γ-point frontier orbitals (VBM and CBM) for model surface topolo-

gies. (a and b) Side view of VBM and CBM for BPA@bilayer-

graphene, respectively; (c, d) top view of the same. Isocontour

value used for orbital plots is 0.02 E bohr−3. . . . . . . . . . . . . . 225

8.5 RE versus time (left) and charge fluctuation (right) due to elec-

tronic charge transferred from molecule to the p-type surface MoS2

triggered by conformational dynamics. . . . . . . . . . . . . . . . . 230

8.6 Computed absorption spectra of isolated molecules: BPA, M-1, and

M-2 (represented by solid lines) and at the matrix-adsorbed state

(dotted lines) using TD-DFT. Two lowest absorption maxima (λex)

values (P-1 and P-2) are given in Table 8.2. . . . . . . . . . . . . . 232



List of Figures xxviii

8.7 Dominant natural transition orbital pairs for the first two excited

singlet states (ES) of BPA, M-1/M-2, and BPA/M-1/M-2@MoS2

are given. Initial state is on the left; the final state is on the right.

Associated eigenvalues are (a) 0.61, (b) 0.59, (c) 0.49, (d) 0.51, (e)

0.86, (f) 0.92, (g) 0.75, (h) 0.90 (i) 0.84, (j) 0.94, (k) 0.84, (l) 0.87. . 233

8.8 Molecular orbital representation of M-2 in the presence of various

perturbing influences: (A) ground state; (B) directional static elec-

tric field (0.018 a.u.); (C) uniform static electric field (0.018 a.u.);

(D) optically excited state (1st); (E) adsorbed (physisorption) on

MoS2 matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

9.1 Molecular Structures of BPA and its metabolites (M-1 and M-2).

X and Y are the terminal groups, tertiary C-atom in the linker

group is denoted as B. Dihedral angles containing 1 − 2 − 3 − 5

(1′ − 2′ − 3′ − 4′) and 3− 5− 6− 7 (4′ − 3′ − 5′ − 6′) for M-1(M-2)

are assigned as DH-1 and DH-2, respectively. . . . . . . . . . . . . . 247

9.2 Laplacian of the contour of the electron density plots (isovalue =
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1
Introduction

1.1 A Brief Overview

Research endeavour towards energy-storage and controlling environmental pollu-

tion has drawn the most attention since the advent of science and technology.

Technological developments are led by the discovery of materials with exotic prop-

erties. Designing material for grid storage as well as transport devices are of

utmost interest in recent days, where the efficiency largely relies on the electrode-

properties and charge-storage/transport through systems. To this end, materials

science plays a crucial role in modern technology.

However, pollution appears as bi-product of various technological develop-

ments. Plastic-pollution is one of such example. Bisphenol A (BPA) based molec-

ular systems are the widely used component of polycarbonate plastics and epoxy

resins. They accumulate in nature without degradation and cause serious health-

hazard. Hence, understanding the detail chemistry and photo-response of BPA-

systems are not only of fundamental interest but also deserves attention for solving

environmental issues.

Notably, stereochemistry of BPA-compounds play an important role to deter-

mine their toxicity. Similar to the stereo-isomerism present in molecular systems,

1
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extended systems exhibit isomerism, such as, different polymorphs and allotropes

for a single chemical composition. Consequently, surface chemistry which influence

the electronic, optical, mechanical and transport properties, dictate the behaviour

of materials (see Figure 1.1).

Figure 1.1: Coupling between surface chemistry and various properties in a material.

The aim of the study presented in this thesis is to establish the role of surface

chemistry in periodic as well as molecular systems to determine the chemical re-

activity, electrochemical and charge-transport properties (see Figure 1.2). With

advances in theoretical and computational methods, various properties as well

as responses of materials to the external stimuli have been determined. In this

regard, first-principles Density Functional Theory (DFT) have become the most

widely used tools for estimation of materials’ properties. Result of the simulation

can be applied to evaluate the efficiency of the material in devices as well. Most

importantly, such studies provide access to atomistic details which is not readily

accessible to experiments. In addition, experimental advancement on control over

the surface-structure of materials allows material scientists to tailor the material

properties for improved reliability and functionality for various applications (see

Figure 1.2).
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Figure 1.2: Schematic of main theme of the thesis focusing on designing material with efficient
anodic behaviour, desired charge-transport property and regulation of chemical reactivity.

Remainder of this introductory chapter is arranged as follows: in section 1.2,

we provide a general description of the systems of our interest. In section 1.3, we

give a brief introduction to the properties which have been studied in subsequent

chapters. This is followed by a detail discussion on the theoretical models and

computational approaches which are extensively used to understand the materi-

als’ properties, in section 1.4. We also provide a short discussion on the softwares

used, in section 1.5. With this brief introduction, we give an outline of the studies

(in section 1.6) presented in this thesis which have been elaborated chapter-wise,

subsequently.
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1.2 Introduction to Materials of Interest

The materials of interest for electrochemical energy storage and electronic device

application falls mostly in the category of van der Waals solids. In this thesis, we

also focus on the similar materials, namely, boron sheet (BS), black phosphorus

(BP), borocarbonitride (BxCyNz) and metal dichalcogenides (MoS2) which exhibit

many fold benefits for application as anode in rechargeable battery and active

material for transistor and photodetector. On the other hand, BPA-compounds

are of environmental interests. Here, we introduce the materials of our interest

more pictorially in Figure 1.3 which is followed by brief descriptions on each.

Figure 1.3: Systems of our interest: surface structures of various two dimensional and bulk
materials as well as BPA-based molecular system are shown.

1.2.1 Boron-sheet

Boron is the member in periodic table residing as carbon’s neighbour. However,

graphene-like structures with a honeycomb hexagonal framework does not form
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with elemental boron due to its electron deficient nature. Combined experimen-

tal [1,2] and computational studies [3,4] suggest that extended boron sheets can be

formed with partially filled hexagonal holes. There can be various possible sur-

face structures of the atom-thin boron nano-structures (see Figure 1.3a) exhibiting

polymorphism in 2D boron-sheet. [5]

1.2.2 Graphene and Borocarbonitride

Various forms of carbon allotropes have received considerable attention due to

their diverse application in many fields. [6,7] Graphene, the 2D form of carbon has

drawn the most attention due to excellent electronic structural and transport prop-

erty. [8–11] However, graphene is a zero band-gap semi-metal. Recently, there has

been some effort to investigate graphene-substitute, such as, borocarbonitrides

(BxCyNz), comprising of carbon and the two elements on either sides of carbon,

B and N (see Figure 1.3b and c). Unlike graphene, BxCyNz network exhibit finite

electronic band-gap, [12–15] and display many exotic electronic properties depending

on their chemical compositions and bonding nature. In principle, many plausible

BxCyNz structures can be constructed by varying B:C:N stoichiometry as well as

altering shapes, sizes and grain boundaries of BN/C domains (see Figure 1.3b).

Thus, understanding the effect of surface engineering on the electronic and trans-

port property, is of utmost interest for practical application of BxCyNz.

1.2.3 Metal dichalcogenide (MoS2)

Two-dimensional (2D) semiconducting materials obtained from transition metal

dichalcogenides (TMDs) are highly promising in electronic devices, such as, chan-

nel material for field effect transistors (FETs). [16–19] Single-layer molybdenum

disulfide (MoS2) has attracted much attention recently. [20,21] Their ultra-thin struc-

ture, excellent electrostatics, and planar nature facilitates easy fabrication com-
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pared to one-dimensional structures (such as nanowires and nanotubes). These

properties make them appropriate for absorbing surface medium and for device

application.

There are two kinds of MoS2-polytypes: 2H and 1T (see Figure 1.3d). 2H-

MoS2 is a semiconductor with a hexagonal layered structure. Each Mo atom is

prismatically coordinated by six S atoms. Another polytype is the metallic 1T-

MoS2, in which the Mo coordination becomes octahedral.

1.2.4 Black Phosphorous

The most recently introduced elemental 2D-sheet is the phosphorene, made up of

phosphorus. Such extended P-system has been proposed as a promising candidate

with an atom-thick layer and a natural band gap associated with high electron-

hole mobility. In addition, puckered nature of the phosphorene sheet differentiates

it from other 2D electronic materials, like graphene, borocarbonitrides, hexagonal

boron nitrides, etc. Among various allotropes of phosphorus, black phosphorus

(Black-P or BP, see Figure 1.3e) is the most stable form at ambient condition.

Unlike the symmetric buckling of six-membered rings as found in blue phosphorene

(P-allotrope: Blue-P) [22] and silicene. [23], there is asymmetric buckling present in

BP. Such structural asymmetry along two in-plane directions imparts anisotropy

in the electronic and optical responses of BP. [24–26]

1.2.5 Molecular Materials: BPA Compounds

2′-bis (4-hydroxyphenyl) propane (Bisphenol A or BPA, see Figure 1.3f), is one

of the highest volume chemicals produced worldwide, as well as released into the

atmosphere by yearly production. [27] BPA is the building block of polycarbon-

ate plastic. Metallic food cans are protected from rusting and corrosion by the

application of epoxy resins as inner coatings. Many of these resins are synthe-
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sized by the condensation of BPA with epichlorhydrin to create BPA diglycidyl

ether. [28] When incomplete polymerization occurs, residual BPA leaches from the

epoxy resin and has the potential to contaminate stored foods. BPA along with its

derivatives (metabolites) act as environmental micro-pollutant. [29] Two well char-

acterised metabolites of BPA are M-1: 4-methyl-2,4-bis(p-hydroxyphenyl)pent-2-

ene (Biologically inactive), and M-2 : 4-methyl-2, 4-bis (4-hydroxyphenyl) pent-

1-ene (Biologically active).

1.3 Overview of the Materials Properties and

Their Applications

The topics covered in this thesis can be broadly divided into three domains. In the

first part consisting of chapter 2, 3 and 4, we focus on designing an anode material

in rechargeable metal-ion battery and capacitor. The second part consisting of

chapter 5 and 6 explores the transport behaviour of 2D/quasi-2D systems. In third

part consisting of chapter 7, 8 and 9, we study the stereo-chemical properties and

photo-response of BPA-based molecular systems. In the following subsections, we

give a brief introduction to the properties we have studied:

1.3.1 Principles of Rechargeable Metal(M)-ion Battery and

Conventional Anodes

Batteries have distinct advantages over other energy storage systems due to their

ability to convert chemical energy into electrical energy and vice versa. [30–32] Today,

the dominant form of battery being used in consumer electronics is the rechargeable

lithium-ion battery (LIB). [33–37] Simply, LIB is a device that functions on the basis

of the reversible transport of Li+ ions. It offers the highest energy densities among

all known battery technologies, thus, LIBs are finding their applications starting
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from portable electronics to electric vehicles and grid storage. Despite the great

success in Li-ion technology, concerns regarding the abundance and cost of lithium

motivates the upcoming research in rechargeable sodium-ion batteries, [38–44] which

function on the same basic principle but with Na+ as active ion instead of Li+.

Figure 1.4 shows schematic representation of a rechargeable M-ion battery (M =

Li, Na, Mg etc.) which consists of electrode (anode and cathode) and electrolyte

components. The anode (cathode) in a M-ion battery is the source (sink) of M-

Figure 1.4: Schematic representation of M-ion rechargeable battery (M = Li, Na, Mg etc) is
shown in left subfigure. Design of an insertion-type anode: graphite is shown as model anode
(right).

ions. The electrolyte provides the path for ionic transport. During discharge,

M+ ions are transported from the anode, through the electrolyte and into the

cathode. The reverse process happens during charge. In this thesis, we mainly

focus on anode component in rechargeable M-ion battery (M = Li, Na and Mg) and

analyse the electrochemistry in details. Anode materials are chosen by optimising

a number of parameters determined by the basic thermodynamics and kinetics of

the electrochemical cell.
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1.3.1.1 Basic Thermodynamics and Kinetic Aspect in Battery Set-up

Thermodynamics

The amount of energy stored and the charging/discharging rate performance of

batteries rely completely on the thermodynamic and kinetic formulations of chem-

ical reactions. [45] Change in Gibbs free energy for a reversible electrochemical re-

action is given by,

∆G = ∆H − T∆S (1.1)

where, ∆G is the the available energy in a reaction for useful work. Thus, the net

available electrical energy from a reaction in a electrochemical cell, is given by,

∆G = −nFE (1.2)

where n is the number of electrons involved in reaction for one mol of the reactants,

F is the Faraday constant, and E is the voltage of the cell. Equation 1.2 represents

a balance between the chemical and electrical driving forces upon the ions under

open circuit conditions. Hence, E refers to the open circuit potential (Voc) of a cell

when there is no flow of current (see Figure 1.5). The voltage of the cell is unique

for each reaction couple. ∆H is the enthalpy released by the reaction, ∆S is the

entropy, and T is the absolute temperature. T∆S is the heat associated with the

reaction. The terms ∆G , ∆H and ∆S depend only on the initial and final states

of the reactions at electrode materials, since these are state functions.

While the electrolyte acts as a perfect filter that allows the only passage of ionic

species, but not electrons, the cell voltage is determined by the difference in the

chemical potential of the electrodes (see Figure 1.5). The amount of electricity

produced in battery is given by nF , which is determined by the total amount

of materials available for reaction. Thus, storage of ions within electrode host

can be thought of as a capacity factor; the voltage can be considered to be an
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Figure 1.5: Schematic representation of electrolytic window and electrochemical potentials of
electrodes.

intensity factor. [46] The change of free energy for a given species ‘i’ defines the

chemical potential. The chemical potential, µi, for species ‘i’ is related to another

thermodynamic quantity, the activity (ai), by

µi = µ0
i +RTlnai (1.3)

where µ0
i is the value of the chemical potential of species ‘i’ in its standard state.

R is the gas constant, and T is absolute temperature. Consider an electrochemical

cell in which the activity of species ‘i’ is different in the negative and positive

electrode (ai(−) 6= ai(+)). The difference between the chemical potential on the

positive side and that on the negative side is written as,

µi(+)− µi(−) = RTln[ai(+)/ai(−)] (1.4)

Then according to the relation balancing chemical potential difference by electro-
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static energy (see Equation 1.2), we have,

E = −RT
nF

ln

[
ai(+)

ai(−)

]
(1.5)

The above relation is the well known Nernst equation, which relates the measur-

able cell voltage to the chemical difference across an electrochemical cell. [45]

Kinetics

Thermodynamic quantities as discussed above describe the reactions at equilibrium

and determines the maximum energy available for a given reaction. In contrast,

when current is drawn from the battery, voltage drops off compared to the open

circuit potential (Voc) at equilibrium state. This is because of the kinetic limita-

tions of reactions. Figure 1.6a shows a typical discharge curve of a battery. [46,47]

Fundamentally, three different kinetics-effects for polarization are considered (see

Figure 1.6a): (1) kinetics of the charge-transfer reaction taking place at the elec-

Figure 1.6: (a) Typical discharge curve of a battery, (b) Various cell characteristics normalised
as a percentage of cell capacity versus supplied voltage.

trode/electrolyte interface which is defined as activation polarization; (2) resis-
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tance due to contact problem between the cell components and resistance of indi-

vidual cell components leads to ohmic polarization; (3) mass transport limitations

during cell operation results in concentration polarization. [47] In comparison with

various battery set-up, the supply voltage stays reasonably constant throughout

the discharge cycle (state-of-charge) for modern Lithium Ion cells (see Figure 1.6b),

and perform better.

In this scenario, it is worth to understand the electrochemical reaction kinetics

which follows the same considerations as in bulk chemical reactions. However, the

electrode reactions often involve a series of steps, including charge-transfer and

charge-transport reactions. Rates of these elementary steps determine the kinetics

of the electrode reaction. Kinetics based on activation is best understood using

transition-state theory. The current flow is often described by the Butler-Volmer

equation. Ohmic polarization appears or disappears instantaneously when current

flows or ceases. Typically the linear Ohm’s law relates the current and potential.

As the redox reactions proceed, the availability of the active species at the elec-

trode/electrolyte interface varies. Concentration polarization arises from limited

diffusion of active species to and from the electrode surface. Such polarization

usually becomes the rate-limiting step at the completion of charge/discharge.

1.3.1.2 Principles to Achieve Efficient Anodic Behaviour

The key requirements for a material to be successfully used as a anode in a

rechargeable battery are as follows:

(1) it must contain light elements, thus, can exhibit high gravimetric ratio after

accommodation of fairly large amounts of Li per formula unit. Li-intercalatation

capacity of graphite can be up to the composition LiC6, as stage-I intercalation

product is found, meaning that a Li atom (Li ion + electron) is present between

every layer of the host graphite lattice. [48–50] This gives rise to a theoretical capacity
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of 372 mAhg−1. However, efforts to increase the Li content in LiC6 and high

reversible cycle-life have not been successful.

(2) Li-storage potential should be low (less free energy of reaction); must show a

potential as close to that of Li metal as possible (see Figure 1.5). This is because,

when combined with a 4 V cathode, the overall working voltage of the LIB will not

be much lower than 4 V. For graphite electrode, the anodic potential is 0.15-0.25

V vs Li metal. [48–50]

(3) Electrode should be stable in the solvent of the electrolyte medium and must

not chemically react with the salt too. However, it is found that chemical reaction

of Li with ethylene carbonate-based solvents forms a protective film named as solid

electrolyte interphase (SEI) on the external surfaces of the graphite particles during

the first few cycles of discharge/charge reactions. Such SEI prevents excessive

solvent co-intercalation and acts as a good Li-ion conductor and enables facile Li

cycling. [51–53] Furthermore, SEI protects the charged graphite (LiC6) which is a

strong reducing agent, thus, suppresses the unwanted side reactions.

(4) The anode material should be less expensive and environmentally benign.

(6) Most importantly, an ideal anode should be a good conductor for electrons

and ions (‘mixed conduction’), so that the electrode will have small impedance for

current pick-up and for the motion of the Li-ions within the active material. [54]

While graphite is a semiconductor (conductivity (σ300K) ≈ 10−2 to 10−3 S cm−1),

LiC6 is an excellent mixed conductor and, as a matter of fact, shows metallic-type

electronic conductivity (σ300K ≈ 102 to 103 S cm−1) and a high Li ion mobility

(DLi+ at 300 K ≈ 10−8 to 10−10 cm2s−1). [55]

Taking all the points into consideration, graphitic carbon is the most widely

used anode till date, which is also considered as the benchmark. So, the proper-

ties of a newly proposed anode material for LIB is always compared with those

exhibited by the conventional graphite anode.
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1.3.1.3 Anode Materials for Li-ion Battery

Most of the research endeavours and commercialisation of anode materials have

centred on four classes of materials.

1. Layered compounds as anodes based on Li intercalation-deintercalation reac-

tion: examples are graphite, binary oxides such as, TiO2, vanadium, molibdenum

and niobium oxides. There are ternary oxides like: Li4Ti5O12 (LTO), MgTi2O5,

LiTiNbO5, TiNb2O7 and other oxides.

2. Anode based on alloying-dealloying reaction: binary tin oxides: SnO, SnO2,

ternary tin oxides: M2SnO4 (M = Metal), ASnO3 (A = Ca, Sr, Ba, Co, and

Mg), Li2SnO3, SnP2O7 etc. Amorphous tin composite oxides (ATCOs), antimony

oxides and mixed oxides, other group IV oxides have also been explored.

3. Anodes based on conversion (redox) reaction: binary oxides with rock salt

(MO; M = Mn, Fe, Co, Ni, or Cu), and spinel (M3O4, M = Co, Fe, or Mn)

structure.

4. Anodes based on both alloying-dealloying and conversion reaction involves

oxides with spinel structure: ZnM2O4 (M = Co, Fe) and CdFe2O4, oxides of Sn

and metal oxysalts: carbonates and oxalates.

1.3.1.4 Limitations of Li-ion Technology

• Scarcity of ingredient & high price: impossible for bulk scale application.

• Operational temperature: consumer grade lithium-ion batteries cannot be

charged below 0◦C (32◦F).

• Safety issue: formation of dendrites which can penetrate the microporous

separator and can give rise to short-circuiting of the LIB.

• Li is Class 9 miscellaneous hazardous material.
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1.3.1.5 Solution

• Appropriate insertion-type anode is a safer option.

• Post-Li technology based on more abundant Na-ion is potential for large

scale application

• Multivalent redox chemistry leads to a concomitant increase in the energy

density

We have utilised available computational methods for finding suitable inter-

calation anode host (van der Waals layered materials) in M-ion battery (M = Li

and Na). The characteristics focused in chapter 2 and 3 include both lithium and

sodium ion chemistries. We have also studied the appropriate anode for multiva-

lent chemistries involving Mg2+ as active ion, subsequently in chapter 4.

1.3.2 Charge-carrier Transport in Molecular and Periodic

Systems

Van der Waals solids which have been the focus of our interest as intercalation

anode-host, are of tremendous importance for their applications in transport de-

vices as well. [56] Charge-transport characteristics are mainly determined by three

primary types of carrier action in material. (1) Drift: carrier transport in pres-

ence of applied field which tune the current flow in metal oxide semiconductor

field effect transistor (MOSFET), [57,58] (2) diffusion is the carrier motion due to

concentration gradient, [59,60] and (3) recombination-generation process, where low

mobility compacts exciton, thus, helps in light emitting diode configuration. [61] On

the other hand, high carrier mobility and weakly bound exciton helps in photo-

current generation in solar cell configuration. [62,63] We focus on the designing of

material with high e-h mobility and try to understand the transport property of

2D/Quasi-2D systems.



1.3. Overview of the Materials Properties and Their Applications 16

1.3.2.1 Transport Regimes

In a pure semiconductor, electron wavelengths are delocalized and can spread over

large distances (large λ→ small k). For such cases, transport occurs in the bands,

this regime of transport is called band transport. For low field regime, the trans-

port proceeds by scattering from impurities. For high field regime, there are optical

phonon emissions, but all transport occur in the conduction (or valence) band. If

there is a lot of disorder in a semiconductor (say polycrystalline semiconductor

with grain boundaries), then there will be small localized pockets of carriers which

will have to surmount the potential barriers between them to carry current. This

process requires an activation energy, and the activation energy can be measured.

This form of transport is very different from band transport and is called ‘acti-

vated’ or ‘hopping’ transport because the carriers hop from one localized state to

the other. Theoretical treatment of transport in such disordered systems requires

percolation theory and sophisticated techniques such as Green’s functions.

1.3.2.2 Charge Transport in Organic Molecular Crystals

Understanding the basic charge transport mechanism in organic semiconductors is

of immense importance for flexible electronics, yet the knowledge is incomplete till

date. The time-of-flight experiments by Karl and co-workers [64,65] (with ultrapure

crystals of naphthalene and anthracene) have demonstrated that charge transport

in organic crystals is characterized by a rapid decrease of the carrier mobility

with increasing temperature and there is a pronounced anisotropy of the mobility

along different crystallographic directions. Such decrease in mobility originates

from enhanced scattering processes by lattice phonons. The complexity arises

from polaronic nature of charge carriers and the strong electron-vibration interac-

tions. However, the coupling between electrons and vibrations cannot be treated

as a perturbation, [66,67] which becomes a challenge for theoreticians to develop a
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model that describes transport as a function of temperature. [66,67] Recently, signif-

icant attention is being paid to highly ordered semiconductors and their frequency

decomposed carrier-vibronic coupling elements.

1.3.2.3 Charge-carrier Mobility in Materials

We start with the definition of the carrier mobility which is followed by a short

description of charge transport.

Mobility, µ, is related to the conductivity, σ, according to:

σ = neµ (1.6)

where n indicates the density of the charge carriers and e is the elementary charge.

The mobility of the charge carriers in solids is often described in terms of the linear

response formalism. In this case, the Kubo formula provides a general starting

point for a semiclassical or fully quantum-mechanical description of the mobility.

For charge carriers at thermal equilibrium moving in an electric field, the mobility

is given by (according to Kubo’s formula):

µ(ω) = − eω2

2KBT

∞∫
0

〈|r(t)− r(0)|2〉
d

e−iωtdt (1.7)

with KB as Boltzmann constant, T the temperature, t the time, ω the radial

frequency of the electric field, r the total displacement vector, and d = 1, 2, 3 the

dimensionality of the system. The brackets imply averaging over a large number of

charge carriers at thermal equilibrium. Calculation of the charge carrier mobility

on the basis of Equation 1.7 requires an evaluation of the average of the square

displacement for all the charge carriers contributing to the conductivity. This

averaging involves the contribution of all states of the charge carriers. The charge
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carrier states can be obtained from the Hamiltonian of the system, given by:

H = He +Hph +He−ph (1.8)

where, He is the electronic Hamiltonian and Hph is the phonon Hamiltonian. The

He−ph term describes the interactions between electrons and phonons, which are

associated with the dynamic fluctuations of the material. Such fluctuations corre-

spond to nuclear vibrations of the molecule or to motions of the entire molecular

unit. In the case of normal Gaussian diffusion, the mean square displacement of a

charge eventually increases with time according to:

〈
|r(t)− r(0)|2

〉
= 2dDt (1.9)

with D representing the diffusion constant, d the dimensionality of the system,

and t the time. Substitution of Equation 1.9 into Equation 1.7 gives the Einstein

relation for the mobility:

µ =
e

KBT
D (1.10)

The mobility in Equation 1.10 is frequency independent and the imaginary

component is zero.

1.3.3 Photochemical Energy Storage in Molecular Systems

Photochromic molecules which can undergo reversible photo-triggered isomeriza-

tion between (at least) two (meta)stable states, are of immense importance as

solar fuel (see Figure 1.7). Different states originate from various factors: E/Z

isomerization, valence isomerization, cyclo-additions, tautomerizations etc. A va-

riety of such molecular systems have been designed and synthesized. The sys-

tem absorbs sunlight which leads to different type of chemical processes such
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as: (1) pericyclic reactions; (2) photo-induced bond cleavages; (3) E/Z isomer-

izations; (4) intramolecular hydrogen/group transfers; (5) electron transfers (re-

dox). [68] The most widely used photochromic molecules are azobenzenes [69], di-

arylethenes [70], spiropyrans/-oxazines [71] and stilbenes [72]. Diarylethenes can be

switched between the two states photochemically or electrochemically, whereas

the other three molecules can be reverted either photochemically or thermally.

The switching behaviour, including rate of the isomerization and stability of the

different isomers, depends on several factors such as their surrounding environ-

ment, chemical functionalisation etc. .

Figure 1.7: Mechanism of solar thermal fuels based on cis-trans isomerisation in butene system.

There are some basic requirements for such optoelectronic responses [73,74]:

molecule should have (1) wide fundamental gaps preventing the thermal genera-

tion of free charge carriers; (2) no permanent charges; (3) avoid undesired photo-
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decomposition processes. (4) Electronic structures of donor-bridge-acceptor (D-

B-A) molecules are known for efficient light energy conversion process through

reversible photo-switchability, where the bridge would be an asymmetric wire or

“diode”. [75] Bridge fundamentally acts as a rectifier that promotes electron transfer

(ET) from donor to acceptor but resist ET in the reverse direction suppressing the

charge recombination process. [76,77] In that scenario, if the photo-transformed state

is a bound state and maintains a finite energy difference with the ground state,

this can effectively result in photochemical energy storage (see Figure 1.7). [78]

1.3.4 Reactivity of Bisphenol A Based Molecular Systems

and Their Stereochemistry

Plastics and pesticides are the products that contain estrogenic endocrine disrupt-

ing chemicals (EDCs), which mimics the action of the hormone oestradiol [79], thus,

interfere with mammalian development. Bisphenol A, which was initially synthe-

sized as a chemical oestrogen, [80] is now used as the monomer for the production

of polycarbonate plastics [81] and causes toxicity. Low levels of BPA are detected

in 90% of human urine samples, indicating the widespread exposure to BPA. It

has been established that BPA monoglucuronide is the predominant metabolite

of BPA, which is an inactive estrogen. [82] Hence, BPA-compounds (see Figure

1.8) and their potential health issues demand our understanding of the underly-

ing mechanism behind its toxicity. Notably, when glucuronidation is unable to

work as a detoxification pathway of BPA, metabolic activation occurs, [83] thereby

producing two constitutional (structural) isomers (M-1 and M-2) with molecular

formula C18H20O2 (see Figure 1.8). Importantly, recent endeavors [84,85] emphasize

the fact that neither BPA nor M-1 but M-2 is the potential environmental estro-

gen because of its activity at nM concentration. In fact, stereochemistry plays an

important role. Appropriate spacing of two terminal phenolic moieties through
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Figure 1.8: Molecular structure of (Bisphenol A; BPA) and its metabolites: 4-methyl-2,4-bis(p-
hydroxyphenyl)pent-2-ene (M-1) and 4-methyl-2,4-bis(4-hydroxyphenyl)pent-1-ene (M-2).

aliphatic spacer group triggers M-2 to act as a potential disruptor toward the

estrogen receptors (ERα and ERβ). [86]

1.4 Computational Methods

1.4.1 Density Functional Theory (DFT)

DFT is the most widely used quantum mechanical approach for calculating the

ground state properties of a wide range of systems; from molecules to bulk ma-

terials. Various ground state properties, such as, optimized geometry, vibrational

frequency, atomization energy, ionization energy, electronic property, one-particle

magnetic states, optical property, reaction pathway etc. can be predicted very

accurately. With gradual advancement, it has also been modified for molecular

dynamics, spin dependent study, investigation at non-zero temperature, time de-

pendent phenomena etc.

According to the Schrödinger equation, the non-relativistic wavefunction, Ψ(r),

is calculated with the external potential due to the nuclei, Vext(r), where,

[
−~2∇2

2m
+ Vext(r)

]
Ψ(r) = εΨ(r) (1.11)
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To treat many electron systems, the equation can be modified as follows,[
n∑
i

(
−~2∇2

i

2m
+ v(ri)

)
+
∑
i<j

U(ri, rj)

]
Ψ(r1, r2 . . . , rN) = EΨ(r1, r2 . . . , rN)

(1.12)

where n is the number of electrons in the system and U(ri, rj) is the electron-

electron interaction. It is evident that only through U term, simple single-body

quantum mechanics of Equation 1.11 differs from the complex many-body prob-

lem of Equation 1.12. However, the computational resources required for solving

Schrödinger equation by many-body methods is exceedingly large even for modest

system sizes. Here comes the superior performance of Density Functional Theory

which successfully map the many-body problem of interacting particles in a po-

tential, onto one of non-interacting particles in an effective potential. Accordingly,

it reduces the many-body problem to a one-electron problem.

Hohenberg-Kohn theorems are the basics of DFT method. [87] The two theorems

which were constituted can be stated as follows:

Theorem 1: External potential, Vext(r), of an interacting gas of electrons can

be uniquely determined by ground state particle density ρ(r).

Theorem 2: A universal functional for the energy E[ρ] can be defined in terms

of the density ρ(r), for any external potential Vext(r). For a given Vext(r), the exact

ground state energy of the system is the global minimum of E[ρ], and the density

that minimizes it is the exact ground state density, ρ0(r). Thus, conceptually DFT

is exact. However, approximation arises due to inherent difficulty in efficiently

evaluating many-body interactions.

Based on the above two theorems, we can see that the problem of functions

of 3n number of variables in equation 1.12 has been reduced to functions of only

3 variables in ρ(r). Within DFT formalism, the total energy functional, EHK [ρ],
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can be expressed as,

EHK [ρ] = T [ρ] + Ee−e[ρ] +

∫
drVext(r)ρ(r) + Eion−ion

= FHK [ρ] +

∫
drVext(r)ρ(r) + Eion−ion

(1.13)

can be expressed where, T [ρ] and Ee−e[ρ] are the kinetic and potential energies of

electrons, respectively, and Eion−ion is the Coulomb ion-ion interaction energy. The

functional FHK is universal. Soon after this formulation, here comes an anstaz pro-

posed by Kohn and Sham in 1965 to determine the ground state density ρ0(r). [88]

1.4.1.1 Kohn-Sham ansatz

The most extensively used implementation of DFT is the Kohn-Sham approach [88].

Kohn and Sham gave a formalism to map a given system with interacting electrons

onto one of non-interacting electrons in an effective potential with exactly the same

ground state density. So, solution of the non-interacting problem gives the ground

state charge density of the real system, which can be used to determine its total

energy and thus, physical properties. In the Kohn-Sham formulation, the total

energy functional can be written as,

EKS[ρ] = Ts[ρ] +

∫
drdr′

ρ(r)ρ(r′)

|r − r′|
+

∫
drVext(r)ρ(r) + EXC [ρ] + Eion−ion

= Ts[ρ] + EHartree[ρ] +

∫
drVext(r)ρ(r) + EXC [ρ] + Eion−ion

(1.14)

where, EHartree and EXC are the Hartree and exchange correlation contributions

to the total energy. EXC term accounts for the many body effects of exchange and

correlation. The charge density ρ(r) is given by,

ρ(r) = ρs(r) =
n∑
i=1

|φi(r)|2, and, n =

∫
drρ(r) (1.15)
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and, Ts[ρ(r)] = − ~2
2m

∑N
i=1

∫
φ∗i (r)∇2φi(r)dr, is the non-interacting kinetic energy.

After comparing 1.13 and 1.14, we get

EXC [ρ] = T [ρ] + Ee−e − Ts[ρ]− EHartee
VXC = δEXC [ρ(r)]

δρ(r)
, is the exchange-correlation potential.

Finally, solving the Kohn-Sham equation is done in a self-consistent manner

following the scheme illustrated in Figure 1.9. First, an initial guess for ρ0(r) is

Figure 1.9: Scheme to solve the Kohn-Sham equations in a self consistent way.

considered and then the corresponding VKS is calculated. After that, {φi(r)} can

be calculated by solving the Kohn-Sham equations. From these {φi(r)}, one can

calculate a new density and the process starts all over again. This procedure is

then continued until a convergence is reached (see Scheme 1.9).
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1.4.1.2 Exchange and Correlation Functionals

Here we discuss some of the exchange and correlation energy functionals (EXC),

which have been used extensively among wide variety of approximations. The ex-

change correlation energy functional (EXC) is not exactly known, and the accuracy

of finding the ground state density is limited by the approximations made in the

formulation of the functional. Local density approximation (LDA) and generalized

gradient approximations (GGA) are the two commonly used approximations that

determine the accuracy of a solution.

1.4.1.2.1 Local Density Approximation (LDA): LDA is the simplest ap-

proximation to the exchange-correlation energy functional, EXC [ρ(r)] [89] which is

defined as:

ELDA
XC [ρ] =

∫
drεxc[ρ(r)] · ρ(r) (1.16)

where εxc[ρ(r)] is the exchange-correlation energy per electron of the homogeneous

electron gas with density ρ(r). In this approach, it is considered that the electronic

density, ρ(r), is a smooth and homogeneous function in space.

1.4.1.2.2 Generalized Gradient Approximation (GGA): GGA functional

is a modified version of LDA functional with inhomogeneous charge densities. As

the exchange-correlation energy in GGA approximation depend on the gradients

of charge density (apart from the local electron densities), it has shown the im-

provement in result over LDA for the systems where the charge density is slowly

varying. There are a variety of formalism for GGA approximation. [90–95]. The

exchange-correlation energy is defined as,

EGGA
XC [ρ, ~5ρ] =

∫
drεxc[ρ, ~5ρ] · ρ(r) (1.17)
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while, for spin polarized systems, the exchange-correlation energy is defined as,

EGSGA
XC [ρ↑, ρ↓, ~5ρ↑, ~5ρ↓] =

∫
drεxc[ρ↑, ρ↓, ~5ρ↑, ~5ρ↓] · ρ(r) (1.18)

1.4.1.2.3 Hybrid Functionals: In hybrid functionals, the exchange-correlation

energy includes a mixture of Hartree-Fock exchange with exchange and corre-

lation from different sources, often including various forms of LDA and GGA.

For example, in case of B3LYP (Becke 3-parameter Lee-Yang-Parr), [96] one mixes

the Hatree-Fock exchange with both LDA (VWN exchange) and GGA (Becke88

exchange) exchange and employs LYP correlation functional. B3LYP exchange-

correlation functional is given by:

EB3LY P
XC = ELDA

x + a0[EHF
x − ELDA

x ] + ax[E
GGA
x − ELDA

x ] + (1.19)

ac[E
GGA
c − ELDA

c ] + ELDA
c

where, a0 = 0.20, ax = 0.72 and ac = 0.81.

1.4.1.2.4 Long range corrected functionals: The non-coulomb part of ex-

change functionals typically die off very rapidly and become less accurate at large

distances. Therefore, it is not accurate for modelling processes such as electron ex-

citations to higher energy orbitals. Various types of formalisms have been adopted

to handle the systems with significant dispersive interactions. CAM-B3LYP [97] and

ωb97xd [98] are the most commonly used long range corrected functionals.

1.4.1.3 Pseudopotentials and Numerical Orbitals

Pseudopotentials are used as an approximation for the simplified description of

wavefunction in computational physics and chemistry. Such approximation is used

for (a) reduction of basis set size, (b) reduction of effective number of electrons
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Figure 1.10: Comparison of a wave function in the Coulomb potential of the nucleus (dashed line)
to the one in the pseudopotential (continuous line). [101] The real and the pseudo wave function
and potentials match above a certain cutoff radius rc.

for explicit consideration and (c) inclusion of relativistic and other effects. Pseu-

dopotentials are obtained by constructing smoother wave functions in which the

oscillations of the valence wave function in the core region are removed. [99,100] The

pseudo wave function and all electron wave function becomes comparable with

each other beyond a particular value of radial distance, which is after the last

node in the all electron wave function; this is called the cutoff radius, rc. A good

pseudopotential needs to fulfil the following conditions:

• The lowest pseudo wave function generated by the pseudopotential general-

ization method should not contain any nodes.

• The normalized atomic radial pseudo wave function with an angular mo-

mentum l should be equal to the normalized radial all-electron (AE) wave

function outside a given cut-off radius, rc (Fig. 1.10):

RPP
i (r) = RAE

i (r) (r > rc) (1.20)



1.4. Computational Methods 28

• Norm conservation: The charge inside of rc has to be the same for both wave

functions,

∫ rc

0

|RPP
i (r)|2r2dr =

∫ rc

0

|RAE
i (r)|2r2dr (1.21)

• The eigenvalues of both wave functions should be the same.

1.4.1.3.1 Sources of Errors and Limitations in Density Functional The-

ory based calculations:

• Pseudopotential: Accuracy of the results obtained using a plane wave basis

code, is limited by the accuracy of the treatment used for the core electrons.

In general, Projector Augmented Wave method (PAW) produces more accu-

rate results than any pseudopotential method, since it reconstructs the exact

valence wavefunctions, with all nodes in the core region.

• Exchange-Correlation potential: Two major errors arise from the inappropri-

ate choice exchange-correlation functional. Firstly, the bandgap is (usually)

strongly reduced compared to experiment. Secondly, exchange-correlation

related error is also found while determining the formation energy or ad-

sorption affinity. LDA overbinds all bonds, while GGA underbinds them.

An exact solution lie somewhere in between the DFT formation energies.

• Large scale simulation: The computational cost in ab initio calculation in-

creases rapidly with the size of problem N (number of atoms or electrons,

basis size). The scaling with N is governed by several factors and is generally

∼ N3 in both DFT and HF-based realizations. The methods, which rely on

the short-ranged nature of electronic structure, can allow accurate, ab initio

simulations of systems of larger size. We have used the SIESTA method for
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ab initio order-N materials simulation which uses numerical linear combi-

nation of atomic orbitals basis set including multiple-zeta and polarization

orbitals. Exchange and correlation are treated with the generalized gradient

approximations.

1.4.2 Density Functional Perturbation Theory

Density Functional Perturbation Theory (DFPT) is a linear response technique

for computing the second derivatives of the ground state energy with respect to

external perturbation λ ≡ {λi}. The first and second derivatives of the ground-

state energy are

∂E

∂λi
=
∂Eion−ion
∂λi

+

∫
dr
∂Vext(r)

∂λi
ρ(r) (1.22)

and

∂2E

∂λiλj
=
∂2Eion−ion
∂λiλj

+

∫
dr
∂2Vext(r)

∂λiλj
ρ(r) +

∫
dr
∂ρ(r)

∂λi

∂Vext(r)

∂λj
(1.23)

In Equation 1.23, ∂ρ(r)
∂λi

is the induced charge-density by the first order pertur-

bation, which is the new quantity to derive and defined as,

∂ρ(r)

∂λi
=
∑
i

∂φ∗i (r)

∂λ
φi(r) + φ∗i (r)

∂φi(r)

∂λ
(1.24)

In the linear approximation, ∂ρ(r)
∂λi

= ∆ρ(r) where, ∆ρ(r) can be expressed as,

∆ρ(r) =
N∑
i

φ∗i (r)∆φ(r) (1.25)
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[
−~2∇2

2m
+ VKS(r)

]
φi(r) = εiφi(r) (1.26)

VKS(r) = Vloc(r) + VH(r) + VXC(r).VKS(r, λ),

VKS depends on λ, as a result, φi(r, λ) and εi(λ) are the function of λ. Hence,

after the first order derivative with respect to λ, we get,

[
−~2∇2

2m
+ VKS(r)− εi

]
∂φi
∂λ

φi(r) = −∂VKS(r)

∂λ
φi(r) +

∂εi
∂λ

φi(r) (1.27)

where,

∂VKS(r)

∂λi
=
∂Vlocal(r)

∂λi
+
∂VH(r)

∂λi
+
∂VXC(r)

∂λi
(1.28)

and

∂VH(r)

∂λi
=

∫
1

|r − r′|
∂ρ(r′)

∂λ
d3r′ (1.29)

∂VXC(r)

∂λi
=
dVXC
dρ

∂ρ(r)

∂λ
(1.30)

So, the variation in Kohn-Sham potential is given by,

∂VXC(r)

∂λi
=
dVXC
dρ

∂ρ(r)

∂λ
(1.31)

Equation 1.27, 1.29 and 1.31 depend on the induced (by perturbation) charge

density in self-consistent manner.

Hence, the variation in the wave function, ∆φ(r), as mentioned in Equa-

tion 1.25, can be obtained by first-order perturbation theory (see Equation 1.32
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and 1.33):

(H − εi) |∆φi〉 = −(∆Vext(r)−∆εi) |φi〉 (1.32)

(H − εi) |∆φi〉 = −P̂empty∆Vext(r) |φi〉 (1.33)

P̂empty is the projector onto the empty states, thus,

P̂empty = 1− P̂occupied = 1−
∑
i

|φi〉 〈φi| (1.34)

Change in effective potential, ∆Vext(r) is obtained self-consistently by solving

Equation 1.27, 1.29 and 1.31

∆εi = 〈φi|∆Vext(r)|φi〉

Hence, self-consistent solution of the set of linear equations 1.32, 1.33 and

1.28, ∆ρ can be evaluated with reasonable accuracy. ∆ρ is used in Equation 1.23,

to find the second derivative of the total energy. Following this procedure, DFPT

method is applied to evaluate the phonon frequencies by evaluating the second

derivatives of energy with respect to atomic positions (displacement of ions is the

perturbation).

Advantages of the DFPT method are: (1) it avoids the use of supercell, (2)

allows the calculation of phonon frequencies at arbitrary phonon wave vector (q),

and (3) makes the intensity of the calculation independent of the phonon wave-

length.

1.4.3 Time Dependent Density Functional Theory (TDDFT)

Excited state wave-function, energy and related properties are hard to understand

from ground state method like DFT. However, one may use DFT to calculate
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the excited state energies in certain scenarios such as when the excited state is

of different spin-multiplicity (like triplet) or it belongs to a different space group

when compared to the ground state. These methods are called ∆ methods. How-

ever, their use is very limited. For example, one cannot calculate the excited

state energy if both the ground and excited states belong to the same symmetry

or space-group which indeed is the case for general systems of interest. Thus,

one needs a different formalism to explore excited states. Wave-function based

methods include configuration interaction (CI), time dependent HF etc. and den-

sity functional based methods include TD-DFT, TD-DFTB etc. CI and TD-HF

are also known as Tamn-Dancoff approximation and random phase approximation

(RPA). [102] Time dependent density functional theory (TDDFT) extends the basic

ideas of ground-state density functional theory (DFT) to the treatment of excita-

tions or more general time-dependent phenomena. [103] TDDFT can be viewed as

an alternative formulation of time-dependent quantum mechanical approach based

on wave-functions and the many-body Schrödinger equation. The basic variable

in TDDFT is the time-dependent electron density, ρ(r, t). Thus, a many-body

wave-function and 3N-dimensional space (where N is the number of electrons in

the system) is simplified by 3 variables, x, y and z. The standard way to ob-

tain ρ(r, t) is with the help of a fictitious system of non-interacting electrons, as

described in the Kohn-Sham formalism. Electrons feel an effective potential, the

time-dependent Kohn-Sham potential. In the time-dependent case, these Kohn-

Sham electrons obey the time-dependent Schrödinger equation

i
∂

∂t
ψi(r, t) =

[
− ~2

2m
∇2
i + V̂KS(r, t)

]
ψi(r, t) (1.35)
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The density of the interacting system can be obtained from the time-dependent

Kohn-Sham orbitals

ρ(r, t) =
occ∑
i

ψi(r, t) (1.36)

1.4.4 ab initio Molecular Dynamics

Predicting the material properties can be achieved quite accurately though usage

of relativistic time-dependent Schrödinger equation. However, this method has

serious limitation towards treating large and complex materials. To treat large

systems, one need to find other suitable methods. In this regard, molecular dy-

namics (MD) simulations are quite reliable and computationally affordable to gain

detailed structural and conformational aspects on a realistic time scale and atomic

level [104]. Simulating systems by MD, we can obtain ensemble-averaged proper-

ties, such as binding energy, relative stability of molecular conformations etc. by

averaging over representative statistical ensembles of structures.

Basically, we need to obtain the numerical solution of Newton’s equation of

motion for all the nuclei within a system. In classical MD, the force (Fi) on a

atom ‘i’ with mass Mi is formulated as follows,

−→
Fi = Mi

∂2−→ri
∂t2

(1.37)

The vector notations in forces Fi and positions ri, i.e. in three dimensions the whole

system is described by 3N coordinates. The forces on a atom ‘i’ is calculated as

the negative derivative of the potential U, describing the interactions between the

particles. And it can be written as,

−→
Fi = − ∂U

∂−→xi
(1.38)
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where, U, the inter-atomic potential, is a function of many degrees of freedom

corresponding to all nuclei. The major challenge in MD simulations is calculating

interatomic forces accurately [105]. In classical MD, forces are calculated from “pre-

defined potentials”, which are either based on empirical data or on independent

electronic structure calculations [104]. Although, these empirical potentials have

been modified over time to make them reliable, transferability is still the major

issue. Moreover, classical MD cannot capture the bond-reformation processes tak-

ing place in many dynamic systems. To overcome these limitations, first-principle

based approach i.e. ab-initio molecular dynamics (AIMD) has been developed by

various groups [106]. Here, the forces are calculated on-the-fly from accurate elec-

tronic structure calculations. However, the better accuracy and reliable predictive

power of AIMD simulations demands significant increase in computational effort.

Thus, till now, DFT is the most commonly applied method for electronic struc-

ture calculation during AIMD simulations. Notably, evaluation of interatomic

forces in AIMD does not depend on any adjustable parameters but only on po-

sition of nuclei. Depending upon the way of solving the electronic structures in

every AIMD steps, there are different approaches developed by the researchers.

These are Ehrenfest molecular dynamics, Born-Oppenheimer molecular dynamics

(BOMD), Car-Parrinello molecular dynamics (CPMD) etc. For the works pre-

sented in this thesis, we have extensively used BOMD simulations to investigate

structural evaluation of various low-dimensional as well as bulk systems at finite

temperatures.

1.4.4.1 Born-Oppenheimer Molecular Dynamics

BOMD simulation is based on the direct solution of the static electronic struc-

ture problem in each molecular dynamics step, given the set of fixed nuclear po-

sitions at any instance of time. Hence, electronic structure part is tackled by
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solving the time-independent Schrödinger equation and then propagating the nu-

clei via classical molecular dynamics. Note that, unlike other AIMD methods, the

time-dependence of the electronic structure is a consequence of nuclear motion for

BOMD simulations. One can define the force (Fi = MiR̈i(t)) on a atom ‘i’ with

mass Mi, as follows within the BOMD framework,

MiR̈i(t) = ∇imin
ψ0

<ψ0|He|ψ0> (1.39)

thus, the electronic ground state can be determined.

1.4.5 Transition State Theory and Nudged Elastic Band

Method

Ionic diffusion can be modelled using a lattice model, where the atoms diffusing on

the surface spend most of their time at well-defined equilibrium sites and only a

small fraction of time along paths connecting adjacent sites. This leads to diffusion

which is simply the migration or ‘hopping’ of an ion from one site to a neighbouring

vacant site via an activated state, called Transition State (TS). TS is defined as the

maximum energy point along the minimum energy path between the end points

of the hop. The activation barrier ∆Ediff is then given by

∆Ediff = ETS − Einitial (1.40)

where ETS is the enthalpy in the activated state and Einitial is the enthalpy in the

initial state. The frequency ν at which a hop occurs is then given by transition

state theory [107] as

ν = νpreexp(
∆S

kB
)exp(−∆Ediff

kBT
) (1.41)
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where, νpre is denoted as attempt frequency, ∆S is the activation entropy, kB is

the Boltzmann constant and T is the temperature. Within the harmonic approx-

imation, this equation can be simplified as follows:

ν = ν
′

preexp(−
∆Ediff
kBT

) (1.42)

where ν
′
pre can be estimated by the ratio of the product of the normal-mode fre-

quencies of the initial state to the product of the normal-mode frequencies of the

activated state.

In studies of Li, Na and Mg ion diffusion as discussed in this thesis, the nudged

elastic band (NEB) method [108] has been used to determine the barriers for alkali

migration paths for a specific nuclei configuration. In this method, a number of

intermediate images along the migration path is considered maintaining spacing

between neighbouring images and subsequently optimised to find the lowest pos-

sible energy. This is a constrained optimisation by adding ‘spring’ forces along

the band between images and projecting out the component of the force due to

the potential perpendicular to the band. Such a calculation would typically in-

volve the following steps: (1) geometry optimisation of the host material with the

ion in their (initial and final) equilibrium positions, (2) generation of a series of

‘images’ along the migration path through interpolation between the starting and

end points. (3) Determination of the lowest energy path along the saddle points

through NEB calculation. In principle, the NEB method is applicable to determine

the barrier of any migration event. However, the identification of the migration

events in many solid electrolytes exhibiting alkali-ion disorder and coordinated

multi-ion motion is highly challenging. In practice, NEB calculations are usually

pretty good at the dilute limits, that is, considering the migration of a single va-

cancy or a single ion. To obtain an actual diffusivity number, the prefactor (ν
′
pre)

in Equation 1.42 must be calculated. Typically, ν
′
pre = 1013 is used, which can
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also be estimated via first-principles calculations.

1.4.6 Transport Theory for Periodic Lattice Model

1.4.6.1 Boltzmann Transport Equation

Boltzmann Transport Equation is a very powerful tool to understand the trans-

port properties of materials. In this formalism, all kinds of carrier scattering

processes can be simply introduced by relaxation time approximation. Within the

anisotropic relaxation time (τ) approximation, τ(i, k) is determined upon varying

the k states of the ith band in the first Brillouin zone. Probability of occupation

of an electron at time t at r with wavevectors lying between k,k+dk is defined

through a distribution-function f(k, r, t). Under equilibrium (E = B = ∇rf =

∇Tf = 0), i.e., no external electric (E) or magnetic (B) field and no spatial and

thermal gradients), the distribution function is found from quantum-statistical

analysis to be given by the Fermi-Dirac function for fermions

f0(ε) =
1

1 + e
εk−µ
kBT

(1.43)

where, εk is the energy of the electron, µ is the Fermi energy, and kB is the

Boltzmann constant. Any external perturbation drives the distribution function

away from the equilibrium; and Boltzmann-transport equation (BTE) governs the

shift of the distribution function from equilibrium. It may be written formally as,

df

dt
=
Ft
~
· ∇kf(k) + v · ∇rf(k) +

∂f

∂t
(1.44)

where, on the right hand side, the first term reflects the change in distribution

function due to the total field force Ft = E + v × B, the second term is the

change due to concentration gradients, and the last term is the local change in the
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distribution function. Since the total number of carriers in the crystal is constant,

the total rate of change of the distribution is identically zero by Liouville’s theorem.

Hence the local change in the distribution function is written as,

∂f

∂t
=
∂f

∂t
|coll −

Ft
~
· ∇kf(k)− v · ∇rf(k) +

∂f

∂t
(1.45)

where, the first term has been split off from the field term since collision effects

are not easily described by fields. The second term is due to applied field only

and the third is due to concentration gradients. Denoting the scattering rate (see

Figure 1.11) from state k → k′ as S(k, k′), the collision term is given by,

∂f(k)

∂t
|coll =

∑
k′

[S(k′, k)f(k′)[1− f(k)]− S(k, k′)f(k)[1− f(k′)]] (1.46)

At equilibrium (f = f0), the ‘principle of detailed balance’ (see Figure 1.11)

enforces the condition

S(k′, k)f0(k′)[1− f0(k)] = S(k, k′)f0(k)[1− f0(k′)] (1.47)

which translates to

S(k′, k)e
εk
kBT = S(k, k′)e

εk′
kBT (1.48)

In the special case of elastic scattering, εk′ = εk, and as a result, S(k, k′) =

S(k′, k) irrespective of the nature of the distribution function. Using this, one

rewrites the collision term as

∂f(k)

∂t
|coll =

∑
k′

S(k, k′)[f(k′)− f(k)] (1.49)
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Figure 1.11: Visual representation of the scattering term of Boltzmann transport equation de-
picting the inflow and outflow of the distribution function.

One can rewrite this collision equation as

df(k)

dt
+
f(k)

τq(k)
=
∑
k′

S(k, k′)f(k′) (1.50)

where, the quantum scattering time is defined as

1

τq(k)
=
∑
k′

S(k, k′) (1.51)

A particle prepared in state |k〉 at time t = 0 by an external perturbation will

be scattered into other states |k′〉 due to collisions, and the distribution function

in that state will approach the equilibrium distribution exponentially fast with the

time constant τq(k) upon the removal of the applied field. The quantum scattering

time τq(k) may be viewed as a ‘lifetime’ of the particle in the state |k〉. Let us now

assume that the external fields and gradients have been turned on for a long time.

They have driven the distribution function to a steady state value f from f0. The

perturbation is assumed to be small, i.e., distribution function is assumed not to
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deviate far from its equilibrium value of f0. Under this condition, it is common

practice to assume that

∂f(k)

∂t
=
∂f(k)

∂t
|coll = −f − f0

τ
(1.52)

where τ is a time scale characterizing the relaxation of the distribution. This is

the relaxation time approximation, which is crucial for getting a solution of the

Boltzmann transport equation. When the distribution function reaches a steady

state, the Boltzmann transport equation may be written as

∂f(k)

∂t
= −f − f0

τ
− Ft

~
· ∇kf(k) + v · ∇rf(k) = 0 (1.53)

where, the relaxation time approximation to the collision term has been used. In

absence of any concentration gradients, the distribution function is given by,

f(k) = f0(k)− τ Ft
~
· ∇kf (1.54)

Using the definition of the velocity v = 1/~(∂εk/∂k), the distribution function

becomes

f(k) = f0(k)− τFt · v
∂f(k)

∂ε
(1.55)

and, since the distribution function is assumed to be close to f0, we can make the

replacement f(k) to f0(k), then distribution function

f(k) = f0(k)− τFt · v
∂f0(k)

∂ε
(1.56)

is the solution of BTE for a perturbing force Ft.
[109–111]
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1.4.6.2 Mobility: Basic Theory

We will now arrive at a general expression for the drift mobility of carriers of

arbitrary degeneracy confined in ‘d’ spatial dimensions. ‘d’ may be 1,2 or 3; for d

= 0, the carrier in principle does not move in response to a field. Let the electric

field be applied along the ith spatial dimension, (E = Eii) and the magnetic field

B = 0. Starting from the Boltzmann equation for the distribution function of

carriers f(k, r, t), and using the relaxation-time approximation solution, we write

the distribution function as

f(k) = f0(k) + eFiτ(k)vi
∂f0

∂ε
(1.57)

where τ(k) is the momentum relaxation time and vi is the velocity of carriers in

the ith direction in response to the field. The current in response to the electric

field along the ith direction is given by

J = 2e

∫
ddk

(2π)d
vf(k) (1.58)

Using the distribution function from the solution of the BTE, we see that the

f0 term integrates out to zero, and only the second term contributes to a current.

For a particle moving in d-dimensions the total kinetic energy (ε) is related to the

average squared velocity 〈v2
i 〉 along one direction by the expression 〈v2

i 〉 = 2ε/dm∗.

Using this result, we re-write the expression for current as,

Ji = ne

(
− 2e

dm∗

∫
dετmε

d
2
∂f0
∂ε∫

dεf0(ε)ε
d
2
−1

)
Ei (1.59)

where the term within bracket in equation 1.59 is the mobility in the d-dimensional

case. Here, τm is the momentum relaxation time due to scattering events calculated

in the Born approximation by Fermi’s golden rule using the scattering potential,
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turns out to depend on the energy of the mobile carrier and the temperature.

1.4.7 Charge Transfer Theory for Molecular Systems

The most commonly used charge transfer mechanisms in molecular systems is the

hopping model introduced by R. A. Marcus. [112,113] In this mechanism, the charge

hops between sites over a small distance and hopping rate is estimated from charge-

coupling values. The same mechanism is also used to estimate transport character-

istics in ultra pure organic molecular crystals. The coupling constant is obtained

from the splitting of the frontier orbitals when molecular dimers are considered.

The same is also estimated from 1D Holstein molecular model. [114,115] According

to these models, the total mobility can be expressed to a good approximation as

a sum of two contributions:

µ = µtunnelling + µhopping (1.60)

Here, the first term corresponds to coherent electron transfer (electron tunneling)

and dominates transport at low temperatures; the second term is related to in-

coherent electron transfer (hopping motion) which becomes dominant at higher

temperatures. The relative contribution of these two mechanism determines the

microscopic parameters, such as electron-phonon coupling, electronic and phonon

bandwidths, and phonon energy. According to the standard Holstein-type polaron

model, the resulting energy after solving the Hamiltonian for a single charge carrier

in the lattice is given by,

Em = ε(0)
m −

1

N

∑
kj

~ωkj|gmk, j|2 +
∑
kj

~ωkj
(
nkj +

1

2

)
(1.61)

where N denotes the total number of unit cells, and gm(k, j) the corresponding

local electron-phonon coupling constant for a phonon of branch j and wavevector
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k. The middle term in Equation 1.61 is the polaron binding energy (Epolaron)

which is the measure of stabilization of electron (hole) localized on a single lattice

site. Epolaron originates from the deformations in geometry due to localisation of

charge-carrier on a given site. This quantity is thus related to the reorganisation

energy term in electron-transfer theories. Figure 1.12 reveals that potential energy

Figure 1.12: Potential energy surfaces for the neutral (state 1) and charged state (state-2),
showing the vertical transitions, the normal-mode displacement ∆Q, and the relaxation energies

λ
(1)
rel and λ

(2)
rel.

surfaces for two electronic states (1 and 2): the ground state (neutral) and charged

state; the geometry relaxation energies upon vertical transition from the neutral

state to the charged state and vice versa (λ
(1)
rel and λ

(2)
rel) are given by:

λrel =
∑
j

λj =
∑
j

V (j)2

2Mjω2
j

(1.62)

Notably, Epolaron = λrel

Commonly, the reorganisation energy (λrel) is expressed as the sum of inner

and outer contributions. The inner (intramolecular) reorganization energy rep-

resents the change in equilibrium geometry of the donor and acceptor sites after

the gain or loss of an electronic charge upon an electron transfer (ET) process.

The outer (intermolecular) reorganization energy arises from the electronic and
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nuclear polarization of the surrounding medium. Due to the weakness of the van

der Waals interactions, it is possible to separate the reorganization energy into its

inter- and intramolecular contributions in molecular systems to a good approxima-

tion. Within this approximation, the intramolecular reorganization energy (λreorg)

is given by:

λreorg = λ
(1)
rel + λ

(2)
rel (1.63)

and Epolaron = λreorg/2

There is an alternate approach to calculate λreorg and the contribution of vibra-

tional modes to λrel through expanding the potential energy expression of neutral

and charged states in power series of normal-mode coordinates. Where,

Epolaron = λrel =
∑
j

λj =
∑Mjω

2
j∆Q

2
j

2
(1.64)

λj =
kj
2

∆Q2
j , (1.65)

Sj =
λj
~ωj

(1.66)

where ∆Qj represents the displacement along normal-mode j between the equi-

librium geometries of the neutral and charged molecules. kj and ωj are the

corresponding force constants and vibrational frequencies; and Sj denotes the

Huang-Rhys factor. The λj term is commonly used to estimate the electron(hole)-

vibration coupling constant of a particular normal-mode. The addition of all

coupling constants for a given molecular system represents the so-called vibronic

coupling. We note that normal modes of the neutral and charged states, Q1 and

Q2, are in general different and are related by the Duschinsky matrix, Z, as: [116]

Q1 = JQ2 + ∆Q (1.67)



45 Chapter 1. Introduction

Calculations of the Duschinsky matrices have been carried out with the gaussian

suit of program. [117,118] The ionization bands has been determined in the framework

of the Born-Oppenheimer and Franck-Condon (FC) approximations. [119]

1.5 Softwares Used

There are many packages for the self-consistent calculations of electronic structure

using Hartree-Fock and DFT methods. DFT calculations on atoms, molecules

or nanomaterials as reported in this thesis were carried out using Gaussian suite

of code [117]. A combination of atom centered basis functions with pseudopoten-

tials make an ideal choice for studying large systems. This has been implemented

in the Spanish Initiative for Electronic Simulations with Thousands of Atoms

(SIESTA) package, [120] making it an ideal choice for studying realistic systems of

large sizes. We have also applied mixed Gaussian-Planewave (GPW) formalism

with GTH (Goedecer-Tetter-Hutter) potential as implemented in CP2K [121]. For

plane wave basis set, we have also used Quantum ESPRESSO [122] and Vienna

Ab-initio Simulations Packages (VASP). [123] We have carried out Ab initio molec-

ular dynamics simulations as implemented in CP2K (for molecular system) and

VASP (for periodic systems). Xmgrace [124] and gnuplot [125] packages were used for

plotting. Visualizations and graphical analyses were done using GaussView [126],

Xcrysden [127], jmol [128] and VMD [129] visualization softwares. Many of the results

were analyzed using home developed scripts/codes. The work reported in this the-

sis required computational calculations which were performed on dedicated home

clusters as well as from the resources available in central facilities at Center for

Computational Materials Science (CCMS), JNCASR.
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1.6 Outline of Thesis

In the next chapter (second), we investigate the possibility of 2D boron sheets

(BSs) as an anode in lithium ion batteries (LIBs). Among the α, α1, and η4/28

metallic BSs, α1 polymorph has been found to be an optimum anode based on

their electronic structural, Li adsorption/desorption, and Li-diffusion properties.

At the Li-saturation limit, theoretical estimate of the capacity appears to be 383

mAhg−1, which is higher than that of the conventional graphitic electrode. All of

these characteristics suggest the appropriateness of α1-boron sheet as the lightest

possible anode material for LIBs.

In third chapter, we show that variation in the shape of the BxNz-domain and

B-N charge-imbalance in BxCyNz layers results in tunable anodic properties. Two-

dimensional BxCyNz with trigonal BxNz-domain (TN with nitrogen-excess) meets

the requirements for a superior anode for Sodium ion Battery (SIB). Charge-

storage upon layer-wise accumulation of Na-ions on the TN -surface is also ap-

pealing for application to sodium-ion capacitors, as an alternative to lithium-ion

capacitors.

In fourth chapter, we investigate for an appropriate anode for multivalent elec-

trochemistry involving magnesium ion which has immense importance to achieve

higher energy storage in rechargeable battery compared to conventional one elec-

tron redox process, as present in LIB and SIB. We demonstrate that black phos-

phorus (P) based anode can overcome two overcome the major complications in

Mg-battery set-up: (1) structural instability of metallic Mg-anode during charging-

discharging cycle, and (2) very slow diffusion of Mg2+-ion. Notably, Mg-ion storage

within covalent P-anode optimises the anodic voltage and reduces the Mg-diffusion

barrier, thereby can overcome the bottleneck in Mg-battery technology.
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In chapter 5, we focus on 2D nano-hybrid systems namely Borocarbonitrides,

which is a semiconducting graphene analogue. We study the role on BN and C

domains in controlling the transport property of ternary Borocarbonitrides using

ab-initio DFT-based computation combined with Boltzmann transport formalism.

It is shown that atomically engineered surface topology and control over the stoi-

chiometric proportion of B:C:N can control the conduction polarity (electron/hole)

and maximise the mobility. Such an extraordinary transport efficiency can find

applications in modern transistors.

Chapter 6 focuses on effect of puckered structure of Elemental Black Phospho-

rene on its transport property. In this chapter, we study the critical dependence

of the number of layers in controlling the charge-transport property. We find that,

tri-layer black phosphorus offers itself as appropriate anisotropic material which

possesses both the directional as well as electron-hole anisotropy.The systematic

scheme described here, helps to understand the fundamentals on anisotropy as-

sociated with carrier scattering process for any such complex quasi-2D materials

which indeed has significant potential to design and optimise the advanced trans-

port (logical) devices.

Chapter 7 discusses the effect of molecular surface chemistry to control the re-

activity and stability of 2, 2′-bis (4-hydroxyphenyl) propane (BPA)-based systems.

Here, we discuss the mechanism for metabolic activation of BPA, producing two

metabolites: 4-methyl-2,4-bis (p-hydroxyphenyl) pent-2-ene (M-1) and 4-methyl-

2, 4-bis (4-hydroxyphenyl) pent-1-ene (M-2) which are stereoisomer of each other.

Possible way for selectivity toward M-1(nontoxic)/M-2(toxic) formation has been

proposed. Moreover, stereo-control of biologically active M-2 with static polariza-

tion as the switch might affect the receptor binding. This analysis may be useful
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in dictating the prevention of the harmful action of BPA and its metabolites.

Chapter 8 sheds light on the choice of appropriate surfaces in view of detec-

tion and extraction of bis-phenol based pollutants (EDCs: BPA, M-1 and M-2).

Layered graphene supports very strong surface adsorption and assures complete

removal of EDCs, while they get physisorbed on MoS2 surface. In particular, un-

derstanding the modulation of the electronic structure and optical response upon

surface adsorption can be exploited as possible means for isolation, detection and

photo-degradation by specific choice of surface.

Chapter 9 discusses the photo-conversion of Bisphenol A (BPA)-based molec-

ular architectures. Again, the specific stereochemical feature becomes important

to attain the conformational flexibility and photochemical energy storage through

excitation energy transfer. Through first-principles analysis coupled with electron

transfer theory, we emphasize on the M-1-like molecular configuration as an ex-

cellent motif for light-energy-conversion.

Thus, a diverse background of materials chemistry and knowledge of first-

principles methods coupled with modern charge-transport theory has built a solid

ground to establish the importance of surface-chemistry in materials deigning as

well as controlling the chemical reactivity.
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2
Boron-sheet as Anode in

Lithium-ion Battery?

2.1 Introduction

Among various recheargeable battery technologies, Lithium-ion batteries (LIBs)

are one of the most advanced battery technology, because of their higher efficiency

towards energy conversion and storage. [1,2] High power and energy densities, as well

as longer cycle and shelf life of LIBs, are also appreciable. [3–5] However, scaling up

LIBs for larger-scale applications such as electric vehicles has encountered numer-

ous challenges relating to energy/power densities, cost and safety. [6,7] In general,

LIBs have three components, graphitic material as the ‘anode’, [8–11] a transition

metal oxide ‘cathode’ [5,12–16] and an electrolyte medium with an appropriate sol-

vent. [17–20] The first commercial lithium ion batteries (LIBs), have been developed

more than 20 years ago by Sony. Initial set-up uses layer-type compounds, such

as, lithium cobalt oxide (LiCoO2) as the cathode (positive electrode) and graphite

(C) as the anode (negative electrode) material. A nonaqueous Li-ion conducting

?Work reported in this chapter is published in: Swastika Banerjee, Ganga Periyasamy, and
Swapan K. Pati, J. Mater. Chem. A, 2, 3856-3864(2014)
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medium acts as the electrolyte. The principle of operation involves intercala-

tion/deintercalation of Li ions to and from the electrodes, to store and deliver

dc electrical energy during the charge and discharge process, respectively. The

principle reaction is LiCoO2 + 6C 
 Li1−xCoO2 + LixC6(0 < x ≤ 1). Charge

neutrality for x 6= 0 is maintained by the oxidation of Co3+ to Co4+ ion in the

cathode. Similarly, the graphite lattice will be in reduced valency state. The LIBs

are assembled in the discharged state. During charging by an external dc source,

the electrical energy is converted to chemical energy in the form of charged prod-

ucts, Li1−xCoO2 and LixC6, whereas during discharge, under a load, the reverse

reaction occurs. Studies have shown that for 0 < x ≤ 0.5 in Li1−xCoO2 and for

0 < x ≤ 1.0 in LixC6, the system is completely reversible for a large number of

charge/discharge cycles.

To improve the efficiency of LIBs, the aforementioned constituents should be

optimised. As the electrodes, 2D layered materials have advantages over bulk

materials due to their higher exposure to the electrolyte, which leads to a higher

charge/discharge rate and the ability to form a regular stacking arrangement. [10]

Based on that, we have tried to find a more appropriate 2D-anodic material for

LIBs. The performance of the graphitic anode material has a practical limita-

tion of low capacity at higher operating current rates (e.g. a reversible capacity

of 270 mAhg1 becomes 100 mAhg1 when operating at a higher current rate). [21]

This might be rectified by using 2D nanosheets made up of electron deficient

atoms, such that the atoms do not get the fulfilment of their octet at their com-

mon valence state (e.g. trivalent boron) compared to carbon atoms. Then the

inclusion of electrons will be facilitated due to their electron deficiency, and their

common valence state will permit to release the extra electrons. This property

can be exploited for easy charging/discharging. Moreover, the highly conductive

nature of single-walled boron nanotubes [22] (SWBNTs) and multi-walled boron

nanotubes [23] (MWBNTs) has already been proved, using various experimental
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and theoretical studies. [24,25] Note that BNTs are highly conducting, even more

than carbon nanotubes (CNTs), irrespective of their lattice structures and chi-

ralities. [26] Although BNT structures have been well characterized, until now, the

microscopic details of the exact arrangement of boron atoms in the nanosheet has

not been determined experimentally. [24] Few theoretical studies have been devoted

to understanding the buckled and unbuckled crystalline structures of hexagonal

(α−, β−, g1/8-, and g2/15-sheets) and twin-hexagonal (η) sheets in the elementary

and binary forms. [24,27–30]Among the many polymorphs, α, α1 and η are predicted

to energitically more stable. [30] However, their electrochemical performances have

not yet been studied, which are important to determine their application in LIBs.

In this chapter, we focus on the efficiency of boron sheets (BSs) towards electro-

chemical performance based on energy density and power density, in order to bring

it into play as an anode material in LIBs. In general, apart from the voltage depen-

dence, at electrochemical equilibrium, energy density depends on the Li storage

capacity, whereas the power density is related to the diffusion of Li over the sheet.

Density Functional Theory (DFT) investigations on the electronic properties of

three highly stable metallic BS-polymorphs (α, α1 and η) have been performed to

evaluate the above mentioned systems’ electrochemical performances. Theoreti-

cal aspects on the lithium storage efficiency, reversible lithiation/delithiation and

diffusion barrier have also been investigated. In addition, the finite temperature

(300 K) sustainability of the material upon lithiation has been investigated using

ab initio molecular dynamics (AIMD) simulations. The diffusion barrier for Li

migration at finite temperature (300 K) and the dynamics of the diffused Li on

the BSs have been compared with the results obtained without the inclusion of

the thermal effect. The feasibility of lithium insertion, de-insertion, saturation as

well as diffusion phenomena gives insights into the potential of BSs as an anode

material in LIBs.
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2.2 Computational Details

Electronic structures of all three polymorphic (α, α1 and η4/28) BSs were computed

using density functional theory (DFT) methods. Three sheets were optimized with

their respective supercell size, which are 2 x 2 with 32 atoms for α, 2 x 2 with 56

atoms for α1, and 1 x 2 with 48 atoms for η4/28 (see Figure 2.1). Calculations were

performed by using the GPW formalism with the Perdew-Burke-Ernzerhof (PBE)

functional [31] in the Quickstep module of the CP2K program package. [32–34] CP2K

uses a mixed basis set in which the core electrons and nuclei are represented using

the analytical dual-space pseudo-potential recommended by Goedecker, Teter and

Hutter (GTH), [35,36,36,37] and the valence electrons are handled using the triple-

zeta valence (TZV) basis set. In addition, as the non-covalent interactions are

important for the present study, empirical van der Waals corrections, as prescribed

by Grimme, were employed. [38]

Geometry optimizations have been carried out using the Broyden-Fletcher-

Goldfarb-Shanno (BFGS) minimization algorithm, [39–43] with the convergence thresh-

old of 1 x 10−4 Hartree for energy and 1 x 10−4 Hartree per Bohr for force and

atomic displacements lower than 3 x 10−3 Bohr. A reasonable mesh cutoff of 480

Ry for the grid integration is utilised to represent the charge density. Further-

more, the DIMER method, [44,45] as implemented in CP2K, was used to optimize

the transition state. [46,47] In addition to the CP2K calculations, we performed spin-

polarized first principles computations to obtain all of the electronic band struc-

tures, density of states (DOS) as well as the projected density of states (pDOS)

of the systems, using the double-z polarized (DZP) basis set for all of the atoms

and a real space mesh cut-off of 400 Ry. The exchange-correlation is based on the

Perdew-Burke-Ernzerhof functional [48] within the Generalized Gradient Approx-

imation (GGA), as implemented in the SIESTA package. [49] The Brillouin zone

was represented by the Monkhorst-Pack special k-point mesh for electronic struc-



65 Chapter 2. Boron-sheet as Anode in Lithium-ion Battery

Figure 2.1: Optimized geometries of the monolayer, AA and AB bilayer configurations of α, α1

and η BSs. The unit shells are represented by dotted lines. In order to differentiate the layers
in bilayers, two different colour codings are used: cyan for the top layer and blue for the bottom
layer. Note that α−AA and α−AB form covalent-like bonds between two layers.

ture computations. In order to compare the three sheets, all of the quantitative

values regarding energetic stability were normalized with respect to the number

of B atoms in the sheet. This method and models are validated by corroborating

the structural parameters and electronic nature of the monolayer of BSs, α and α1

bilayers with the reported results. [50,51] The inter-layer interaction energies (IL-IE)

per atom are calculated as,

IL− IE =
Ebilayer−BS − 2Emonolayer−BS

nB
(2.1)

where Ebilayer−BS and Emonolayer−BS are the total energies of the bilayer and mono-

layer boron sheets. nB is the total number of boron atoms in supercell geometries

(see Figure 2.1). Note that the number of atoms in the bilayer supercell will be

twice that of the monolayer. The electrochemical properties are studied by relax-
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ing the geometries with N and N ± 1 electrons, and their energies are considered

for adiabatic ionization potential (AIP ) and electronic affinity (AEA) computa-

tions. For an N-electron system with energy E(N),

AIP = E(N −1)−E(N) and AEA = E(N)−E(N +1). The adsorption energies

(AE) per atom (lithium) are calculated following the equation,

AE =

(
ELin@BS − (EBS + nLi × ELi)

nLi

)
(2.2)

where EBS, ELi, and ELin@BS are the total energy of bare boron sheets (BS),

isolated lithium atoms, and lithium adsorbed boron sheets, and nLi indicates the

number of adsorbed Li atoms. In order to introduce thermal effects, ab initio

molecular dynamic (AIMD) simulations have been carried out at 300 K and 1 atm

pressure using CP2K, with the same level of theory as applied for the geometry

optimisation. The temperature was maintained at 300 K using a Nose-Hoover

thermostat. A time step of 1 femto-second was used to integrate the equations

of motion. 5 ps trajectory was generated and used for analysis. This time scale

is comparable with the reported time scale for the simulation of Li diffusion in

electrolytes. [52]

2.3 Results and Discussions

2.3.1 Electronic Structure

We discuss first the electronic structure of various 2D-boron sheet (BS) polymorphs

(α, α1 and η) in monolayers and bilayers in the zero charge states in order to

validate our methods. In this study, the three lowest energy conformers of BS,

α, α1 (elementary) and η (binary) sheets are considered, as shown in Figure 2.1.

The computed B-B bond distances (see Table 2.1) of the α1 sheet are comparable

with the reported bond distance range of 1.66-1.70 Å. Among the three sheets,
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Table 2.1: Computed average B-B distances (dB−B) and inter-layer distances (ID), in Å, for
various optimized geometries of the α1, α1-AA, α1-AB, η, η-AA and η-AB configurations. The
percentage expansions of the surface area, ∆S (%) with respect to the neutral state with N
electrons, are given.

Sheet
N N-1 N+1

dB−B ID dB−B ID ∆S dB−B ID ∆S
α 1.71 - 1.700 - 0.50 1.690 - -0.38

α−AA 1.70 3.66 1.695 3.62 0.26 1.695 3.62 -0.02
α−AB 1.71 3.63 1.700 3.62 0.14 1.65-1.76 1.87-3.34 -0.27

η 1.73 - 1.71 - 0.42 1.68 - -0.51
η −AA 1.65-1.73 2.95-3.40 1.66-1.74 2.95-3.35 0.17 1.65-1.76 3.32-3.42 -0.01
η −AB 1.66-1.79 3.30-3.42 1.66-1.75 3.28-3.48 0.07 1.66-1.76 3.31-3.48 -0.21

the α sheet is buckled, as reported in a previous study65 (see Figure 2.1). As a

result, the B-B bond distances are uneven in the α polymorph and shortened by

0.06-0.10 Å compared to those in the α1 sheet. Similarly, the presence of twin

hexagons in η-sheet gives the hollow hexagonal ring unequal B-B bonds (1.67-1.76

Å) in comparison with α1, where the hollow hexagons show equalisation of the

six B-B bonds (1.70 Å) (see Table 2.1). Electronic band structure calculations

show that all three sheets are metallic. Note that, as in a previous report,45 the

α sheet exhibits a non-zero DOS at the Fermi level, while its lower energy sigma

antibonding-like states in the valence band remain empty (see Figure 2.4 in a later

section). The above mentioned results and their corroborations with previous

studies validate the model and methods used in this chapter. [50,51,53]

Further, inter-layer interactions are accounted for with dispersion (Grimme

D2)-corrected DFT methods. This has been validated by computing the bilayer

electronic structure. In all cases (α, α1 and η), the AB-stacked configuration gains

higher stability. Comparatively, the AB stacking of α, α1 and η are stabilized

by 26.56, 0.85 and 8.96 meV per atom with shorter inter-layer distances by 0.010,

0.001 and 0.040 Å than the respective AA configurations (see Figure 2.1). From the

distance variation and difference in energetics for the various stacking patterns,

it is quite evident that α1 BSs can almost be equally stabilized in both (AA
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and AB) patterns, exhibiting a lower inter-layer interaction energy (IL-IE) than

the other two morphologies (α and η, see Table 2.1). In both (AA and AB)

stacking patterns, α has the highest inter-layer interaction energy, greater than

that of the α1 (for AA/AB; 154.15/155.00 meV per atom) and η configurations

(for AA/AB; 148.00/156.96 meV per atom). This is due to the formation of

inter-layer covalent-like bonds at α1.90 Å distances in bilayer-α sheets. [50] This

indicates that the α morphology does not prefer to stay as 2D layered sheets,

rather it prefers clustering. The above-mentioned details rule out the possibility

of α sheets as an active electrode material for Li storage as well as the reversible

lithiation/delithiation process. Between η and α1, α1-AA and α1-AB possess a 10

meV per atom lower inter-layer interaction energy and longer inter-layer distance

by 0.30 Å than those of η-AA and η-AB respectively. The lower inter-layer

interaction energy and slightly increased inter-layer spacing in α1 might facilitate

its intercalation capacity for other adsorbents which is needed for LIBs. However,

both α and α1 sheets are considered for further studies in this chapter.

2.3.2 Electrochemical Properties

A requirement for electrode materials is the ability towards the acceptance/removal

of an electron without too much perturbation from its original neutral ground

state geometry. The single positive and negative charge state structures of α1 and

η are optimized, and computed electronic and structural parameters are compared

with the respective neutral state geometries (see Table 2.1). From the computed

adiabatic ionization potential (AIP) and electron affinity (AEA) values of the

monolayer in Table 2.2, we find that α1 and η monolayers have a higher tendency

to accept an electron than towards the removal of an electron. In other words,

both sheets have a higher work function with larger AIP values. Furthermore, the

presence of an extra electron (N + 1 electrons, in Table 2.1) delocalized over the
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Table 2.2: Computed adiabatic ionization potential (AIP), electron affinity (AEA) in meV per
atom, lithiation (LE) and delithiation energy (DLE) per atom (eV per atom) for the α1 and η
monolayers, and AA and AB bilayer configurations.

Monolayer Bilayer
Sheets Natom AIP AEA LE DLE AIP AEA LE DLE

α 56 79 34 -0.22 -0.79
AA 21 8 -2.01 0.59
AB 14 10 -1.51 0.58

η 48 82 50 -0.44 -0.72
AA 19 20 -1.82 1.77
AB 21 11 -1.76 1.03

sheet makes the Fermi energy value lower than its respective neutral sheet Fermi

energy. The change in electron density (due to positive and negative charged

states) does not affect the planarity of the monolayer α1 and η sheets, while a small

variation of the B-B distance is observed due to the redistribution of electrons in

the plane (see Table 2.1). The computed hollow hexagon B-B distances slightly

increase ( 0.005-0.010 Å) upon the removal of an electron, whereas the decrease

in B-B distances ( 0.010-0.030 Å) is due to the addition of an extra electron for

both sheets. Compared to α1, the η sheet undergoes a slightly larger structural

distortion during redox processes (see Table 2.1). Irrespective of the configuration

(α1, η), the bilayers show their reluctance to accept an electron, which is apparent

from the lower AEA values than their respective monolayers (see Table 2.2). This

is due to the fact that the inter-layer interaction favors the stacked geometry

which prevents structural distortion as well as electronic redistribution due to the

addition of an external electron. This is revealed from the lower electron affinity

values in the case of the bilayers with respect to the monolayers (see Table 2.2)

because AEA is a reflection of the energetic stability gained by the system upon

charging with an extra electron, which has a strong dependence on the presence

of layers in comparison with the monolayer. However, the removal of an electron

leads to a volume change (e.g. 0.2% expansion for α1 − AA+) to higher extent in

comparison with the volume shrinkage of 0.02% for (α1−AA−) associated with the
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addition of an electron (see ∆S in Table 2.1). This illustrates the higher structural

integrity of α1 sheets in the presence of additional negative charge. Now let us

compare two morphologies of two polymorphs (α1 and η) with different stacking

patterns. For α1, the AA stacking pattern exists in a planar geometry in all three

charge states (+1, -1 and 0), with AIP and AEA values of 21 and 8 meV per atom

respectively, while α1-AB buckles after the addition of an electron due to the strong

electrostatic interaction between the two layers. This rigorous structural change

is reflected in the structural parameters (AB inter-layer distance: 1.87-3.34 Å in

negative α1-AB and 3.62 Å in neutral α1-AB) as well as in the electronic band

structure, where the Fermi level is shifted enormously. These results indicate that

the AB stacking might not be appropriate as an anode material, although it is

more stable (0.85 meV per atom) than AA stacking. Conversely, η sheets retain

their planarity in both (AA and AB) stacked forms. However, η-AA sheets require

a lower amount of energy (19 meV per atom) to release an electron in comparison

with the stability gained due to the addition of an electron (20 meV per atom).

This may not facilitate them to act as an anode material in the aspect of charging.

Meanwhile, η-AB stacking possesses a smaller EA value and larger IP value, as

in α1-AA. These results clearly show that α1-AA and η-AB could serve as anode

materials. Hence, these sheets are studied for their Li adsorption and desorption

capabilities (Figure 2.2).

2.3.3 Adsorption/Desorption of Lithium

The minimal structural distortion due to the lithiation/delithiation processes and

also the reversibility within a reasonable energy window are the major criteria

for good electrode materials. The effect of inter-layer interactions towards the

lithiation/delithiation and Li diffusion is equally important for the reversible pro-

cesses to happen in rechargeable LIBs. [54] In this chapter, the effect of inter-layer
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Figure 2.2: Optimized geometries of the negatively charged α1-AA, α1-AB, η-AA and η-AB
bilayer configurations. The buckled nature of negatively charged α1-AB is apparent from the
figure.

interactions have been explored by considering monolayer and bilayer BSs for the

adsorption/desorption and diffusion processes. The four possible adsorption sites

(H, B, T1, T2) have been considered (see Figure 2.3).

Figure 2.3: Various possible lithium adsorption sites (B, H, T1 and T2) for α1 (left) and η (right)
monolayers, indicated using red arrows.

The energetics for lithiation and the partial atomic charge of Li have been

analyzed in these aspects. In the BSs, the electron density is lower at the ‘H’ site

than at the B or T sites. In the H site, the ad-atom (Li) is stabilized at a 1.66

Å adsorbent-adsorbate distance and the ‘H’ site is energetically more preferable

than the other respective sites (B or T). Further, this has become apparent from

the maximum charge transfer from Li to the BS at the ‘H’ site, which is due

to more electrostatic interactions (see Figure 2.3 and Table 2.3). Compared to
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Table 2.3: Relative energies (eV) of various possible lithium adsorption sites in the α1 and η
monolayers with the partial Mulliken charge of the lithium atom (e).

Polymorph
Relative energies (eV) Charge on Li (e)
H T1 T2 B H T1 T2 B

α1 0.00 1.33 1.44 2.24 0.54 0.48 0.44 0.32

η 0.00 1.06 1.54 1.73 0.51 0.51 0.45 0.37

the other sites, Li at the ‘H’ site does not induce noticeable distortions in B-B

atom/bond hybridization/re-hybridization. Moreover, the ‘H’ site is favored due

to having a larger ligation environment as adsorbed Li, present on the top of

hexagonal ring, forms ionic-like bonding with six B atoms of the ‘H’ site rather

than direct covalent-like bonding with one particular B atom. The computed

adsorption energies (1.62-2.47 eV) and sheet-to-Li distances (1.50-1.76 Å) are (see

Table 2.4) in good agreement with previous reports on different polymorph BSs

(1.62-1.89 eV adsorption energy, distances of 1.54-1.63 Å). [55] Differences between

Table 2.4: Relative adsorption energy (Emax −E), distance of adsorbed Li on the surface (DS)
in Å, partial positive charges on surface adsorbed Li (qS) are given. Coverage is described in
terms of the percentage coverage on ‘H’ sites for monolayer α1. Emax is the highest adsorption
energy per Li; E is the adsorption energy per Li for various extent of lithiation.

nLi %Coverage Emax − E (eV) DS(Å) qS(e)
1 12.5 0.20 1.66 0.53
2 25.0 0.00 1.69 0.52
3 37.5 0.03 1.73 0.50
4 50.0 0.04 1.66 0.47
5 62.5 0.04 1.49,1.62(4:1) 0.44
6 75 .0 0.07 1.60 0.43
7 87.5 0.11 1.76 0.42
8 100.0 0.18 1.69 0.37

the energy and distance parameters are due to changes in the morphologies of

the polymorphs. η-binary BSs possess higher adsorption energy than α1 by 0.65

eV. The ratio of adsorption energy to bulk cohesive energy (∆E/Ec) becomes
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very high in α1 (0.993 eV) and η (1.463 eV), while the bulk cohesive energy of

Li is 1.63 eV. The above mentioned findings clearly suggest that Li atoms are

able to form 2D layers on the BS surface, as proposed in graphene. However,

the higher Li adsorption energy on η sheets raises the question of reversibility in

the lithiation/delithiation process as well as the range of the open circuit voltage

(OCV), which is addressed in a later section of this chapter.

The bonding features of adsorbed Li and the BSs have been further elucidated

by electronic band structure calculations which show that, for 100% occupancy of

‘H’ sites, the Fermi energy (EF ) lies 0.82 and 1 eV above EF for pure α1 (3.96 eV)

and η (4.01 eV) sheets respectively, because of the electron transfer from Li to the

BS. The degeneracy of the Li spin-up and spin-down 2s states and the splitting

and partial occupancy of the Li 2s state is shown in Figure 2.4. Hence, the concept

of charge transfer and partial occupancy of the Li 2s orbital helps us to prove the

bonding nature to be predominantly ionic. Furthermore, detailed analysis of the

density of states (DOS) of α1 and η sheets in the lithiated and delithiated forms

reveals a sharp distinction in the electronic nature of the two BSs (α1 and η).

Lithiation reduces the DOS near the Fermi level for lithiated α1-BS due to an

interaction between the 2pz orbital of B in the BS and a Li-2s orbital. However, in

η sheets, the lithium adsorption reorganises the DOS, mostly at the valence states

in lithiated BSs, which is apparent from the DOS and pDOS plots (see Figure 2.4).

In pure η sheets, the in-plane antibonding-like orbital possess zero DOS while

the pz orbital of B has non-zero DOS. In fact, upon lithiation, both exhibit non-

zero values and Li 2s interacts with the in-plane (2s, 2px, 2py of B) atomic orbitals,

which is the reason for the larger binding energy of Li with the η sheets. Moreover,

the charge transfer between Li and BSs and their ionic nature has been verified

by computing partial charges using Mulliken population analyses, which are given

in Table 2.3. The ionic nature of the adsorbed Li atoms on the BSs is apparent

from the +0.5 e partial charge on Li for 12.5% coverage of the total ‘H’ sites (see



2.3. Results and Discussions 74

Figure 2.4: Computed density of states and projected density of states of lithiated and delithiated
(a) α1 and (b) η monolayers. All EF values are rescaled to zero.

Table 2.4 and 2.5) . This value is in quantitative agreement with the extent of elec-

Table 2.5: Relative adsorption energy (Emax−E), inter-layer distance (ID), average distance of
Li intercalated between sheets (DI), distance of adsorbed Li on the surface (DS) in bilayer-α1,
and Mulliken charge on intercalated Li (qI) and on surface adsorbed Li (qS) are given. The
coverage is described in terms of the percentage coverage on ‘H’ sites

nLi %Coverage Emax − E (eV) ID(Å) Dl(Å) qI(e) DS(Å) qS(e)
1 12.5 0.142 3.62 1.81 0.49 1.70 0.61
2 25 0.068 3.51 1.75 0.45 1.69 0.59
3 37.5 0.000 3.42 1.71 0.42 1.65 0.57
4 50 0.015 3.28 1.64 0.39 1.65 0.54
5 62.5 0.009 3.32 1.66 0.38 1.63 0.47
6 75 0.051 3.32 1.66 0.38 1.60 0.47
7 87.5 0.058 3.33 1.67 0.37 1.59 0.45
8 100 0.041 3.34 1.67 0.36 1.43 0.43

tron transfer from Li to graphene. Moreover, the participation of the 2p orbitals

of the B atoms (as revealed in pDOS analysis for lithiated sheets in Figure 2.4)

leads to a subtle interplay between London dispersion and Coulomb interactions,

which regulates the lithiation/delithiation energy. We first shed some light on the

relation between the electrostatic and dispersion interactions in this model study.

The dispersion energy per lithium adsorption becomes more negative than that of

the first lithium (at the lowest concentration). These values vary as a function of
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the extent of lithiation. Fluctuation occurs between -0.48 and -0.50 eV/Li, which

can also be correlated to the OCV.

Figure 2.5: Optimized lithium saturated bilayer for (a) α1-AA and (b) η-AB. Note that in η-AB
the rippled nature and asymmetric Li adsorption between the layers is apparent.

In bilayers, Li can stay on top of the ‘H’ site at the surface or inbetween the

stacked layers. Further, two types of intercalation are possible depending upon

the bilayer configurations (AA or AB). In the AA configuration, Li is stacked

in between the hollow hexagons, while in the AB configuration, it is stacked be-

tween one hollow site and one T site. Irrespective of the bilayer configurations,

adsorption at the surface follows the same trend and almost the same amount of

energy as the monolayer. The lithium intercalation between layers significantly

changes the adsorption energy, compared to surface adsorption. In α1-AA, Li is

intercalated at the centre of both BS layers with an equal contribution from both

layers, and possesses a larger interaction energy by 0.70 eV than by surface ad-

sorption. However, in the η-AB configuration, Li becomes intercalated at a closer

distance to the hollow hexagons (1.63 Å), and remains far (2.16 Å) from the layer

where Li faces less favored T/B sites. This causes asymmetrical Li intercalation

and more structural perturbation upon lithiation(see Figure 2.5), suggesting that

η-AB sheets might not be appropriate for reversible Li adsorption and desorption

processes in LIBs. Hence, we studied the diffusion barrier and storage capacity of

bilayer α1-AA BS polymorphs.
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2.3.4 Function of Background Electron in Lithium Adsorp-

tion and Desorption

Li adsorption/desorption calculations were performed with BSs as the anode and

LiBH4 (Li+BH−4 ) as an electrolyte. The electrochemical lithiation/delithiation

process occurs in the presence of background charge, depending upon the voltage

applied to the electrode. In order to model this, we considered the processes as

follows: (a) Li is adsorbed on negatively charged BSs, with an additional back-

ground electron to mimic a uniform potential, and (b) it is desorbed during the

discharging process, where sheets exist in the neutral charge state. The details are

given in the following equations, and the respective lithiation/delithiation energies

(LE/DLE) are calculated as follows.

[Li@BS]+ +BH−4 = BS +LiBH4;DLE = (EBS +ELiBH4)− (E[Li@BS]+ +EBH−4 )

(2.3)

BS−+LiBH4 = [Li@BS] +BH−4 ;LE = (ELi@BS +EBH−4 )− (E−BS +E
LiBH4)(2.4)

The calculated LE and DLE values are shown in Table 2.2, which indicate

that in the monolayer, adsorption as well as desorption would be spontaneous for

both α1 and η BSs under thermodynamically favorable conditions. The presence of

inter-layer interactions increases the LE and DLE, in comparison to the monolayer.

This indicates that the lithiation at the inter-layer spacing is spontaneous, however

the delithiation process requires more energy. Experimentally, this means a larger

open circuit voltage (OCV) is required to remove the Li from the intercalated

layer. Hence, we have computed the diffusion barrier to understand the energy

requirement for Li diffusion in two charged states: neutral (N electron) and charged

(N+1/N-1 electron).
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2.3.5 Lithium Diffusion Barrier

Li diffusion determines the rate of the reversible lithiation/delithiation process,

which was studied by following various charge state models of the α1 monolayer and

the α1-AA bilayer. Moreover, various diffusion pathways between high-symmetry

favored sites (‘H’) were considered in order to understand the diffusion mechanism.

The diffusion paths between the highly favored ‘H’ sites are only considered (see

Figure 2.6), because the energy differences (Table 2.3) between the less and most

favored sites are significantly high. Various possible diffusion paths parallel to the

Figure 2.6: Diffusion barrier during the lithiation/delithiation process for (a) monolayer α1 and
(b) bilayer α1-AA. The respective diffusion barriers are given in eV. In (b), the average diffusion
barrier for the surface and intercalated lithium are given.

BS plane (including path 1: via B-B bonds, path 2: via the top of the B atom)

are considered. Among these, path 2 possesses a lower energy barrier, 0.62 eV, as

shown in Figure 2.6. By increasing the lithium concentration, the diffusion barrier

gradually decreases, for 12%: 0.62 eV, 25%: 0.61 eV, 37.5%: 0.59 eV and 50%:

0.59 eV. This indicates that lithium diffusion at lower concentrations entails more

energy than the higher extent of lithiation.
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The inter-layer diffusion effects are studied by considering the α1-AA bilayer

configuration. Our computations show that intercalated Li diffusion occurs with

higher energy than the surface adsorbed Li. Similar to the monolayer, the increase

in concentration decreases the diffusion barrier. Further, we studied the diffusion

barrier by first considering intercalated lithium and then on the surface, where

0.66 eV per lithium ion is obtained as the average diffusion barrier.

2.3.6 Adsorption and Diffusion of Lithium at 300 K Through

ab initio Molecular Dynamic Simulation

The diffusion barrier can easily be influenced by thermal effects, hence AIMD stud-

ies were carried out. At first, the most favored Li adsorption ‘H’-site was confirmed

by generating a trajectory starting from various initial higher energy adsorption

sites (B, T1 and T2). Irrespective of the initial configurations, Li reached the highly

favored ‘H’-site within 1.0 ps (Figure 2.7).

Figure 2.7: Trajectories during the diffusion of intercalated as well as surface-adsorbed Li in the
α1-AA bilayer from higher energy ‘T’ sites to ‘H’ sites. The red (‘T’) and green (‘H’) in (b)
indicate the respective start and end points; (a) shows the side view of the trajectory and (b)
represents the top view of the trajectory.

The difference in the adsorption energies for the ‘H’ and ‘T’ sites are still huge

(0.76 eV) at T = 300 K, as observed in 0 K, hence the diffusion barriers have been

studied for the migration of Li between the ‘H’-sites at T = 300 K. Moreover,
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it has already been shown from our DFT studies that lithium diffusion at lower

Li concentrations is an energetically expensive process. Hence, 12.5% coverage of

the ‘H’ site due to lithiation is considered at 300 K. This shows that Li diffusion

on monolayer and bilayer α1 features 0.35 eV and 0.39 eV energy barriers at 300

K, which are respectively smaller than the barriers at 0 K. The above mentioned

results show that α1 sheets can act as an anode material with a reasonable diffusion

barrier for Li migration. Further, it is in a similar working energy range of the Li

diffusion barrier as found in case of standard graphene-electrode. Note that the

diffusion barrier could be tuned further in the presence of electrolyte and solvent

environments.

2.3.7 Lithium Saturation

As mentioned above, lithiation occurs at the ‘H’ site in the thermodynamically

most favoured way. In an electrode reaction, the voltage is influenced by the

sequential adsorption/desorption of lithium from the electrode until it reaches

the saturation point. Lithium saturation depends upon the surface area of the

electrode. The α1 sheet, considered in this study with a 1.63 nm2 surface area,

possesses eight ‘H’-sites. The adsorption energies and distances of the adsorbed Li

from the sheet are computed by varying the adsorbed lithium concentration (see

Table 2.4 and 2.5). The computed negative AE values show that systems can easily

uptake 8 lithium atoms in a thermodynamically favorable process. Further, there

are insignificant structural changes as observed during the lithiation process, which

is apparent from the average structural perturbation of ∼ 9% volume expansion

at a 50% coverage of H sites in α1-AA. A further increase in the concentration of

lithium (> 8 Li atoms) causes rippling in the planar geometry, while the lithiation

occurs at other less favourable sites such as B, T1 and T2 (see Figure 2.3). Elec-

tronic redistribution upon lithiation at ‘H’ sites is shown in Figure 2.8. Lithium



2.3. Results and Discussions 80

Figure 2.8: Electron density (isocontour = 0.06 e Å−3) distribution for bare negatively charged
α1-BS (a) and lithiated α1-BS (b) unit cells.

adsorption on the ‘H’ sites redistributes electron density, which causes partial delo-

calization in comparison to extended delocalization (Figure 2.8), which is present

in the pristine sheet. In fact, Figure 2.8 clearly reveals the absence of strong cova-

lent Li-B bond while lithiation occurs at most favourable ‘H’ sites, which is also

corroborative with the DOS plot shown in Figure 2.4. Further details of structural

and electronic features ensure that the reversible lithiation/delithiation process in-

volves only ‘H’ sites, where the structural integrity is retained throughout. Finally,

the effect of the inter-layer interaction on the saturation is studied by increasing

the number of layers up to four. As the number of layers increases, the distance

between neighbouring layers remain almost the same. Accordingly, by increasing

the number of layers, BSs are capable of forming stable three dimensional layered

structures from 2D sheets as the precursor. First, lithium adsorption induces fur-

ther lithiation and as a result, at higher Li concentration, BS becomes stabilised

(see Figure 2.9). Moreover, upon lithiation on the ‘H’ sites, no drastic change

occurs to the electronic nature of the BS matrix, and as a result it still exists as

a metallic sheet. For the saturation lithium-adsorbed BS, the theoretical capacity
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Figure 2.9: Adsorption energy (AE) plotted with respect to the number of Li atoms (n) for the
lithium-adsorbed monolayer (α1) and bilayer (α1-AA) geometries.

is calculated using the equation:

Capacity =

(
n× F

3600×M

)
(2.5)

where, n is the number of electrons involved in the electrochemical process, F =

96500 mA h and M is the mass of the BSs in kg. The capacity value is calculated

as 383 mAhg−1 for α1, which is larger than the conventional graphitic electrode ca-

pacity of mAhg−1 and falls in the gravimetric capacity range for an acceptable new

battery electrode material. Compactness in the lithiated multilayer shows more

stability of the adsorbed Li in comparison with isolated monolayer adsorption.

2.4 Conclusions

ab initio DFT and MD based computational investigation on α, α1 and η4/28 Boron

sheet (mono and bilayers) reveals the retention of their metallic nature in various

state of charge while modelled as anode in Li-ion battery. Among the three sheets,



References 82

bilayer-α1 and η4/28 form perfect stacking and maintain the planarity of individual

layers. In contrast, bilayer α forms a cluster-like arrangement. Extensive studies

on various charge-state indicate that α1, α1-AA, η4/28 and η4/28-AB polymorphs

have appropriate AIP and AEA values, making them suitable as electrode for easy

charge/discharge. The computed inter-layer interaction energies and lithium ad-

sorption studies show the reversible lithium adsorption capability of α1 and α1-AA

sheets. Highly symmetric ‘H’ site on the α1 and α1-AA sheets is an energetically

favourable site at both 0 and 298 K. The first lithium addition is the key pro-

cess, which facilitates further lithiation to the system. In the bilayer, intercalated

lithium becomes more stable by equnal interactions with two layers compared with

the surface-adsorbed lithium. Li diffusion barrier studies on the α1 sheets at lower

concentration demonstrates that the migration occurs from one ‘H’ site to another

via the top of a boron atom with 0.66 and 0.39 eV energy barriers at 0 and 298

K respectively. In the bilayer, the intercalated and surface adsorbed Li follows

the same diffusion pathway, while the former has a larger diffusion barrier (0.71

eV) than the latter (0.45 eV). In addition, the effects of lithium concentration on

the diffusion barrier are studied by increasing the adsorbed Li concentration up to

50% coverage (‘H’ sites). Increase in Li-concentration leads to the decrement of

the diffusion barrier initially, and gradually reaches a saturation point to 0.59 eV

at 0 K. The 1.63 nm2 surface area of the α1 sheet requires eight lithium atoms to

be saturated by maintaining its structural integrity. We also demonstrate that ‘H’

sites are only appropriate for lithiation, while lithiation at other sites collapses the

structural integrity. Consequently, the calculated value of the theoretical capacity

is limited to 383 mAhg−1 at the saturation point, which is higher than that of

the conventional graphitic electrode. Structural stability of the anode host at the

lithium saturation point has been further confirmed by increasing the number of

layers to four. All of these studies corroborate with the appropriateness of α1-AA

as anode in LIBs.



83 References

References

[1] A. . K. Padhi, K. Nanjundaswamy, and J. Goodenough, Journal of the Elec-

trochemical Society 144, 1188 (1997).

[2] B. Scrosati, Electrochimica Acta 45, 2461 (2000).

[3] Y.-H. Huang and J. B. Goodenough, Chemistry of Materials 20, 7237 (2008).

[4] L.-X. Yuan, Z.-H. Wang, W.-X. Zhang, X.-L. Hu, J.-T. Chen, Y.-H. Huang,

and J. B. Goodenough, Energy & Environmental Science 4, 269 (2011).

[5] C. Sun, S. Rajasekhara, J. B. Goodenough, and F. Zhou, Journal of the

American Chemical Society 133, 2132 (2011).

[6] J. R. Owen, Chemical Society Reviews 26, 259 (1997).

[7] L. Ji, Z. Lin, M. Alcoutlabi, and X. Zhang, Energy & Environmental Science

4, 2682 (2011).

[8] M. Winter, J. O. Besenhard, M. E. Spahr, and P. Novak, Advanced Materials

10, 725 (1998).

[9] M. Wakihara, Materials Science and Engineering: R: Reports 33, 109 (2001).

[10] J. B. Goodenough and Y. Kim, Chemistry of Materials 22, 587 (2009).

[11] K. Tang, X. Mu, P. A. van Aken, Y. Yu, and J. Maier, Advanced Energy

Materials 3, 49 (2013).

[12] K. Mizushima, P. Jones, P. Wiseman, and J. Goodenough, Materials Research

Bulletin 15, 783 (1980).

[13] S.-Y. Chung, J. T. Bloking, and Y.-M. Chiang, Nature Materials 1, 123

(2002).



References 84

[14] A. S. Arico, P. Bruce, B. Scrosati, J.-M. Tarascon, and W. Van Schalkwijk,

Nature Materials 4, 366 (2005).

[15] N. Bernstein, M. Johannes, and K. Hoang, Physical Review Letters 109,

205702 (2012).

[16] Y. Kiya, J. C. Henderson, G. R. Hutchison, and H. D. Abruña, Journal of

Materials Chemistry 17, 4366 (2007).

[17] P. G. Bruce, B. Scrosati, and J.-M. Tarascon, Angewandte Chemie Interna-

tional Edition 47, 2930 (2008).

[18] J.-M. Tarascon and M. Armand, Nature 414, 359 (2001).

[19] B. Scrosati and J. Garche, Journal of Power Sources 195, 2419 (2010).

[20] J. Li, C. Daniel, and D. Wood, Journal of Power Sources 196, 2452 (2011).

[21] W. Li, J. R. Dahn, D. S. Wainwright, et al., Science-AAAS-Weekly Paper

Edition-including Guide to Scientific Information 264, 1115 (1994).

[22] D. Ciuparu, R. F. Klie, Y. Zhu, and L. Pfefferle, The Journal of Physical

Chemistry B 108, 3967 (2004).

[23] F. Liu, C. Shen, Z. Su, X. Ding, S. Deng, J. Chen, N. Xu, and H. Gao, Journal

of Materials Chemistry 20, 2197 (2010).

[24] H. Tang and S. Ismail-Beigi, Physical Review Letters 99, 115501 (2007).

[25] V. Bezugly, J. Kunstmann, B. Grundkotter-Stock, T. Frauenheim,

T. Niehaus, and G. Cuniberti, ACS nano 5, 4997 (2011).

[26] V. Bezugly, J. Kunstmann, B. Grundkotter-Stock, T. Frauenheim,

T. Niehaus, and G. Cuniberti, ACS Nano 5, 4997 (2011).



85 References

[27] J. Miller, Physics Today 60, 20 (2007).

[28] H. Tang and S. Ismail-Beigi, Physical Review B 82, 115412 (2010).

[29] C. Ozdogan, S. Mukhopadhyay, W. Hayami, Z. Guvenc, R. Pandey, and

I. Boustani, The Journal of Physical Chemistry C 114, 4362 (2010).

[30] X. Yang, Y. Ding, and J. Ni, Physical Review B 77, 041402 (2008).

[31] J. P. Perdew, K. Burke, and M. Ernzerhof, Physical Review Letters 77, 3865

(1996).

[32] J. VandeVondele, M. Krack, F. Mohamed, M. Parrinello, T. Chassaing, and

J. Hutter, Computer Physics Communications 167, 103 (2005).

[33] G. Santarossa, M. Iannuzzi, A. Vargas, and A. Baiker, Chemical Physics and

Physical Chemistry 9, 401 (2008).

[34] A. Vargas, G. Santarossa, M. Iannuzzi, and A. Baiker, The Journal of Physical

Chemistry C 112, 10200 (2008).

[35] C. Hartwigsen, S. Gœdecker, and J. Hutter, Physical Review B 58, 3641

(1998).

[36] S. Goedecker, M. Teter, and J. Hutter, Physical Review B 54, 1703 (1996).

[37] M. Krack, Theoretical Chemistry Accounts 114, 145 (2005).

[38] S. Grimme, Journal of Computational Chemistry 27, 1787 (2006).

[39] C. Broyden, Mathematics of Computation 24, 365 (1970).

[40] J. Nocedal, Mathematics of Computation 35, 773 (1980).

[41] D. C. Liu and J. Nocedal, SIAM Journal on Scientific and Statistical Com-

puting 10, 1 (1989).



References 86

[42] D. F. Shanno and P. C. Kettler, Mathematics of Computation 24, 657 (1970).

[43] D. Goldfarb, Mathematics of Computation 24, 23 (1970).

[44] A. Heyden, A. T. Bell, and F. J. Keil, The Journal of Chemical Physics 123,

224101 (2005).
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3
Borocarbonitride as Anode in

Sodium-ion Battery/Capacitor?

3.1 Introduction

Smooth integration of renewable energy resources into the grid, thus improving the

grid reliability and utilization, demands large-scale energy storage systems with

long-life, high efficiency, high safety and most importantly low cost. [1,2] As dis-

cussed in chapter 1, electrochemical approach represents one of the most promising

means to store electricity in large-scale due to the flexibility, high energy conversion

efficiency and simplicity of the device-designing. [2–4] Lithium-ion batteries (LIB)

exhibit the highest energy density among all practical rechargeable batteries and

play an essential role as an efficient power source for portable electronics. [5–7] In

the near future, large-scale batteries would be more popular for electric vehicles. [8]

Two major issues associated with large-scale lithium-ion based electronic devices

are the limited resources of Li-metal and the safety-issues due to its high reactivity.

On the other hand, sodium belongs to the same group as lithium and is relatively

?Work reported in this chapter is published in: Swastika Banerjee, Siam Khanthang Neihsial,
and Swapan K. Pati, J. Mater. Chem. A, 4, 15, 5517-5527 (2016)
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abundant, which in combination with the standard redox potential, E
Na+/Na
red =

-2.71 eV (close to E
Li+/Li
red = -3.04 eV; E

Mg2+/Mg
red = -2.37 eV) appears to be the

most advantageous for battery applications after lithium. [9] The lower adsorption

potential and weaker solvation of Na-ions are beneficial for higher voltage and

power efficiency, in sodium-ion batteries (SIB). However, only a limited number of

practical applications are found for SIB due to lack of layered materials [10–12] as an

electrode to form SIB set-up. Sodium, being 55% larger than lithium, intercalates

into graphite with huge structural exfoliation. [13,14] Over the last years, anodic

performance has been improved through non-graphitised structures, which act

as a buffer for the volume change during ion insertion/extraction. [15,16] However,

the initial capacities for disordered carbon electrodes achieved up to 300 mAhg−1

only and were associated with a major drawback of poor cyclability. [17,18] Recently,

nano-structuring, e.g., hollow carbon nano-spheres [19] and carbon nano-fibres, [20]

have been found to be effective due to the shortening of the transport length of ac-

tive ions. [21] Based on these findings, we focus on low dimensional (two-dimensional

(2D) or quasi 2D) materials rather than their perfectly stacked bulk counterparts.

In contrast to pure carbon, we are interested in borocarbonitride (BxCyNz) sheets

as an anode because (1) boron- or nitrogen-substituted graphene sheets exhibit

high lithium ion adsorption energies [22,23] as the B-substitution produces a low-

lying LUMO, which leads to stronger binding of Li and easier transfer of electrons

from Li to the sheet, [24] (2) N-substitution facilitates electron transport through

the sheet [23] and (3) maximisation of the C-C and B-N bonds leads to an energet-

ically favoured ternary system (BxCyNz) with domain segregation into the C-rich

and BN-rich domains. [25] These nano-sheets exhibit typical ambipolar semicon-

ducting behavior [26] and also appear to be promising for electro-catalysis [27] and

easy charge/discharge of a battery electrode with high capacity retention capabil-

ity [28] (∼ 100mAhg−1 at rate as high as 2Ag−1 for 5000 cycles). However, we lack
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the microscopic understanding of the shape-effect of BxNz domains (see Figure 3.1)

on the electrochemical performance. In fact, controlling the geometric configura-

Figure 3.1: Different shapes of BN nanodomains embedded on a carbon matrix: (a) H −BxNx,
(b) TB−BxNz and (c) TN −BxNz. H, TB and TN are BxCyNz with x : y : z = 1 : 3 : 1, 7 : 47 : 6
and 6 : 47 : 7, respectively. The colour notation is the following, B: pink; C: grey; N: green. (d),
(e) show two different stacking patterns in the case of a bilayer.

tion of nanoscopic system has been found to be a promising approach for improved

performance, which can lead to stable interfaces between the electrolyte, electrode

and active ions. [29] Likewise, the shape of the edge structure of the BxNz domains

could be a potential scheme used to control the carrier-type, concentration of the

charge-carriers and conduction of ions as well as carriers. However, the microscopic

understanding of the electrochemical properties of borocarbonitride as an anode

is yet to be fully understood. From recent experimental advances, it has been ob-
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served that BN domains preferably adopt a triangular shape to minimize the total

interface length with a minimum number of B-C and N-C bonds. [30,31] Coarsening

of these small domains leads to further hexagonal-BN domains. [31] Accordingly,

BxCyNz-nano-hybrids with trigonal (T) and hexagonal (H) BN-domains are the

thermodynamically stable surface structures. [32,33] Hence, we consider the smallest

possible BN domains (T and H) with the minimum number of B-C and N-C bonds

to minimise the interfacial energy cost (Figure 3.1). The concentration of the BN-

domain is also an important factor to determine the electrochemical properties

of a borocarbonitride nano-hybrid. BN-domain polarise the carbon matrix and

leads to modification in two aspects: (i) the open circuit voltage and (ii) the ease

of charging/discharging. We focus on the C-rich borocarbonitride, as it is found

to be superior for electrochemical performance, according to recent experimental

studies. [27,34] Despite the abundance of literature on the advances in the chemistry

used to produce borocarbonitrides and their applications, there are many unan-

swered queries: (1) Is borocarbonitride suitable as anode while Na and Mg act as

active ions? (2) Whether the shape of the BxNz-domain can tune the interface

structure and the electrochemical performance after alkali-ion storage? (3) What

is the role of polar-covalent nature to control its electrochemical performance in

batteries and capacitors?

Besides these concerns, there is another aspect which is the capacitive per-

formance. Compared with the diffusion-controlled process such as Na-ion inser-

tion and conversion in conventional Na-ion storage battery materials, capacitive

charge storage has the additional advantage of rendering high charging rate and

therefore high power. Particularly, pseudocapacitance results in underpotential

deposition, faradaic charge-transfer reactions at the surface or near-surface re-

dox reactions. [35–37] Till date, pseudocapacitive contributions have been realised in

some insertion and conversion materials with high-rate performance in Li-ion bat-

tery (LIB) and SIB. [35,38,39] However, it has not yet been implemented practically
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where the challenge is to realise high-capacity materials that can also exhibit fast

kinetics.

In this chapter, we answer all the above mentioned questions. [40] We consider

two types of regular-shaped BN nanodomains in the C-matrix: (i) hexagonal (H:

B12N12) and (ii) triangular (TN : B6N7;TB : B7N6), as shown in Figure 3.1.

First, we investigate how the shape of the BxNz patches in borocarbonitride can

tune polarity, charge localization and electronic conductivity, and thus, control

the charge/discharge process. We find that although BxCyNz is a perfectly planar

sheet, BxNz-domains can give rise to high anisotropy in the spatial distribution

on the surface topology, which in turn dictates in-plane anisotropy for electronic

transport. [41] BxNz-domains can also tune the interface structure after alkali-ion

storage, which would be of practical interest in rechargeable batteries and capac-

itors. Second, the shape effect of the BxNz-edge structure, hetero-atomic effects,

charge-imbalance (due to x 6= z in BxNz-domain), as well as inter-layer interac-

tions, have been studied to understand the storage and diffusion of active ions.

Third, we carried out a comparative analysis for different alkali/alkaline-earth met-

als (M: Li, Na and Mg) and clarify whether BxCyNz is appropriate as an anode for

each of these ions. Finally, we rationalize the superiority of the combination of Na

as active ion and TN − BxCyNz as an anode for both battery and capacitive per-

formance. In addition, the experimental ease in synthesising domain-segregated

BxCyNz nano-hybrids holds good promise for next-generation energy (Li and Na)

storage applications through shape engineering of the BN domains.

3.2 Computational Details

DFT-based calculations have been performed using the projected augmented wave

(PAW) formalism [42] with the inclusion of DFT-D2 dispersion correction, [43] as

implemented in the Quantum ESPRESSO program. [44] The electronic exchange-
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correlation energy is approximated with a generalized gradient approximation

(GGA) as parametrized by Perdew-Burke-Ernzerhof (PBE). [45,46] Choice of the

functional is made such that the physical results obtained are not sensitive to

these choices and the pseudopotentials are verified as available with Quantum

ESPRESSO. Kohn-Sham wave functions are expanded in a plane-wave basis set,

which has been truncated with an energy cut-off of 40 Ry and a charge-density cut-

off of 320 Ry. Integrations over the Brillouin Zone (BZ) are sampled with a uniform

(10 x 10 x 1) k-grid considering 56 special k-points. The geometry optimizations

were performed using the Broyden-Fetcher-Goldfarb-Shanno (BFGS) algorithm.

The convergence threshold was set at 10−3 Ry bohr−1 for force. We have checked

that these conditions give good convergence of the total energy within 10−4 Ry

per atom. The vertical (adiabatic) electron affinity [VEA(AEA)] and vertical

(adiabatic) ionization potential [VIP(AIP)] have been calculated using Equation

3.1–3.4.

V IP = Etotal(N)− Etotal(N − 1)∗ (3.1)

V EA = Etotal(N)− Etotal(N + 1)∗ (3.2)

AIP = Etotal(N)− Etotal(N − 1) (3.3)

AEA = Etotal(N)− Etotal(N + 1) (3.4)

where, Etotal(N) represents the total energy of system with N number of electrons

present within the supercell. ‘*’ in the superscript represents the neutral geometry

with one extra background electron for N + 1 within the parenthesis and one

electron deficient case for N−1 within the parenthesis. To estimate the energetics

for the redox reaction of Li+ at the electrode, we considered BH−4 as the counter

anion. This is to maintain the charge neutrality. Stability after intercalation and
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the feasibility of the desorption processes (at x = 0.1) are quantified by the LE

and DLE, respectively (see Equation 3.5 and 3.6).

Charging : LE = (ELi@Sheet + EBH−4 )− (E−Sheet + E
LiBH4)(3.5)

Discharging : DLE = (ESheet + ELiBH4)− (E[Li@Sheet]+ + EBH−4 ) (3.6)

E species (total energy of the respective species) is computed after consideration of

the zero-point energy (ZPE) correction term. LiBH4 is considered as a model elec-

trolyte. The experimental crystal structure for the orthorhombic phase of LiBH4

(as found at ambient conditions) [47] has been considered as a starting configura-

tion. Then, we optimised the geometry, which is followed by the calculations of the

phonon eigenmodes by solving the eigenvalue problem for the dynamical matrix,

calculated by the force-constant method. [48] The atomic displacement is set at 0.02

Å. The contribution of the Γ-phonon modes is only taken into account as consid-

ered earlier. [49] The vibrational density of states (VDOS) of LiBH4 (Figure 3.2).

Finally, the estimated ZPE-correction term for bulk LiBH4 is found to be 188 meV

per atom, which corroborates well with previous findings (178 meV per atom). [49]

Therefore, BH−4 does not form crystals, we obtained the ZPE-correction term

from vibrational degrees of freedom using molecular calculations. We used the fcc

supercell with a lattice constant a = 15 Å. The extra negative charge is compen-

sated by the uniform background charge. To attain a wide range of concentration

of adsorbed Li and the interaction of Li atoms with the matrix, we adopted a 60

atom super-cell structure of BCN (similar to a 6 x 5 graphene super-cell). Few

among these configurations are shown in Figure 3.18. Lower concentrations of BN

(10%) have also been considered after adopting a bigger super cell (8 x 8) with
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Figure 3.2: Phonon density of states for orthorhombic LiBH4. The contribution of the optical
Gamma-phonon modes is taken into account. Gaussian broadening with a width of 25 cm−1 has
been used.

128 atoms. The interlayer interaction energy is calculated using equation 3.7.

ILE =
E(bilayer)− 2E(monolayer)

natom
(3.7)

where E(bilayer) and E(monolayer) are the total energies of the bilayer and mono-

layer, respectively. natom is the number of atoms (natom = 60 for monolayer and

120 for bilayer). Structural optimization of alkali-metal clusters has been carried

out at the M06-2X level of theory [50] using the Gaussian 09 program. [51] 6-311+G

(d, p) basis set are assigned with the metal atoms (Li, Na and Mg). Frequency

calculations have been conducted for all optimized geometries to ensure the struc-

tures at local minima on their respective potential energy surfaces. The correlation

consistent cc-pVTZ and aug-cc-pVTZ basis sets were also used as implemented in

Gaussian 09 for further verification. [52] The cohesive energy (CE) for all the com-

plexes were computed with the method outlined in a study on thermochemistry,

available in the Gaussian 09 online manual. [53] Equation 3.8 is the more general
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form and the product (P) and reactant (R) designations correspond to the metal-

cluster and individual atom, respectively.

CE(P, 298K) = ∆H(P, 0K) + [(H(P, 298K)−H(P, 0K))−
∑

H(R, 298K)−H(R, 0K)] (3.8)

The bulk cohesive energy (Ec) of the pure elements (in eV), Li: 1.63, Na: 1.11,

Mg: 1.51 were adopted from literature. [54]

3.3 Results and Discussion

3.3.1 Electronic Structure of Pristine BxCyNz with Differ-

ent Shapes of BxNz-patches (T and H)

H-sheet is completely charge-balanced due to nB = nN , whereas T-sheet can ei-

ther be a nitrogen-rich (TN : nN > nB) or boron-rich (TB: nB > nN) system

(Figure 3.1). The electronic density of states (DOS) is calculated for both H and

T to understand the nature of the chemical bonding. H is a semiconductor with a

direct band-gap of 1.47 eV (Figure 3.3), where as, for non-stoichiometric hybrids

(T), the charge imbalance results in an odd number of valence electrons. As a

result, T appears to be metallic in the presence of the mid-gap state, which agrees

well with previous results. [32] TN and TB are the inherent electron- and hole doped

system, respectively, which is reflected in the characteristic DOS near the Fermi

energy. Although the N-lone pair can be expected to exhibit non-bonding char-

acter, we find a dissimilar feature after analyzing the projected density of states

(Figure 3.3a-c). Both the valence band maximum (VBM) and conduction band

minimum (CBM) has contribution predominantly from the pz orbital of the carbon

atoms. For TB, the discontinuity in the low-energy conduction states (∼1 eV) can

prohibit the spontaneity in electronic conduction. In contrast, TN shows superi-

ority in electron transport due to continuous conduction states and can be used

as an electrode for easier electron-insertion or electron-withdrawal. As shown in
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Figure 3.3: The total density of states (DOS) and projected density of states (pDOS) for pristine
H, TB and TN sheets (a-c). The Fermi energy (EF ) has been rescaled at zero. The band
dispersion (path: Γ−K −M − Γ) in pristine as well as lithiated state of the H (d) and TN (e)
sheets. The inset figures correspond to the Li-adsorbed state. Γ = (0, 0, 0),K = (0, 0.5, 0),M =
(0.5, 0.5, 0).

Figure 3.3, the carbon-2pz orbital is the major contributor to the DOS near the EF

for both H and T. For the metal-ion adsorbed state, both the VBM and VBM-1

have contribution from the C and N atoms of the sheet, whereas CBM is con-

tributed by the M atoms (Figure 3.4). Thus, T-sheet interacts with ad-atoms (Li,

Na, Mg) mostly via the carbon-2pz orbital, which is also found for H-sheet. It

is also found that B-orbitals are low-lying and less perturbed in the presence of

the ad-atom. This might help to attain the voltage as found in a graphene elec-

trode, but the inherent polar covalence in the structure can result in dissimilar

electrochemical performance. These fundamentals motivated us to investigate the

potential of borocarbonitride, TN , in particular, as an anode for alkali-ion batteries

and capacitors.

Effect of the background electron on charging/discharging the sheet:

To understand the shape-effect of the BxNz domain on the charging/discharging
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Figure 3.4: Real space wave function plot corresponding to the valence band maxima (VBM),
VBM-1 and conduction band minima (CBM) states for fully charged state while TN has been
considered as the anode. Strong bonding in Li cluster is evident from prevalence of electron
density. Iso value used for these plots is 0.02 and density 0.05 e Bohr−3.

performance, we analyzed the redox-properties (Table 3.1). Charging/discharging

in a rechargeable battery or supercapacitor is influenced by the effect of background

charges at different bias. According to the definition (Equation 3.1 - 3.4), the

vertical (adiabatic) electron affinity [V(A)EA] and vertical (adiabatic) ionization

potential [V(A)IP] dictate the thermodynamic feasibility of charging the sheet

after injection of the electrons and the energy cost for the reverse process.

During charging, the anode has a negative potential and accommodates par-

tially positive Li. Thereby, the AEA provides us a reference frame for comparing

the electrochemical performance of an anode and it is desirable to find AEA as
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Table 3.1: Computed VIP (AIP) and VEA (AEA) in eV for monolayer BxCyNz. Lithiation and
de-lithiation energy (LE and DLE) in eV per Li atom have been provided for Li-intercalation
into the stable AA configuration.

Sheet VIP (AIP) VEA (AEA) LE DLE
H 4.46 (4.86) 2.24 (2.25) -2.46 -1.63
TN 3.82 (3.50) 2.34 (2.34) -2.22 -1.41
TB 4.88 (4.56) 3.32 (3.70) - -

positive. Lowering of the magnitude of the AEA can result in less perturbation

while charging the sheet with extra electrons. Hence, we find H and TN to be

more appropriate than TB due to the suitable AEA and significantly high AIP

preventing self-oxidation of the anode. The difference between VEA and AEA is

the measure of electronic relaxation energy (Eλ) during the charging of the anode

with an extra electron. Indeed, reversibility in the charge/discharge process neces-

sitates the anode to be a perfect electron reservoir with less structural perturbation

upon electron injection. Therefore, H and TN are efficient as an electrode due to

the lower value of Eλ. Added advantage due to the metallic nature of TN , makes

the electron transfer and transport process effective for the TN -anode. Together

with electron transfer/transport, Li storage/release in the anode (graphene-like

layered matrix) occurs by the reversible process where the lithiation energy (LE)

and delithiation energy (DLE) are the measures of the electrochemical potential

of the Li+/Li redox reaction during charging and discharging, respectively (see

computational method section). Both the LE and DLE are negative (Table 3.1),

which reveals the thermodynamic feasibility of the charging and discharging pro-

cess irrespective of the shape of the BxNz domain. Indeed, our results corroborate

fairly well with the available experimental findings and predicts the quantitative

estimation of the OCV in LIB. [28,41] The plateaus in the cyclic voltammogram at

around 1.20 V and 2.50 V in the charge cycle are due to the lithiation/de-lithiation

process from the BxCyNz layers. [28,41] It compares fairly well with our results (1.41

and 2.46 eV), as shown in Table 3.1. Hence, the GGA + D2 functional can be
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successfully used to find the OCV for alkali/alkaline-earth metal (M) ion storage

on a borocarbonitride matrix. The higher value of the LE compared to DLE high-

lights the spontaneous Li+ ion adsorption after electrolytic dissociation, when the

BxCyNz-electrode has been kept at a negative potential. This also points out the

potential of such nanohybrids as an electrode in capacitors. However, the large

value of LE and DLE for the H-anode may reduce the reversibility in the ion stor-

age/release process during cycling of a rechargeable battery. In this context, TN

appears to be superior to H because of an intermediate value for the LE and DLE,

resulting in at least a 0.3 eV higher voltage of the battery. Geometrical relaxation

after charging/discharging the sheet with an electron is also found to be very low

(see Table 3.2) for both the H and TN .

Table 3.2: The percentage expansion of the surface area, ∆S (%) with respect to the neutral
state (N = number of electrons) and computed average inter-layer distances (ID) in Å for the
stable stacking pattern (AA and AB) of bilayer H and TN . The N + 1 and N −1 electronic state
dictate an electron-rich and electron-deficient background, respectively.

Sheet
Nelectron

N-1 N N+1
ID ∆S ID ILE 1D ∆S

H - 0.09 – – – 0.22
H-AA 3.19-3.69 -0.12 3.38-3.61 -23.99 3.26-3.55 -0.05
H-AB 3.23-3.42 0.03 3.26-3.51 -27.06 3.28-3.52 0.07
TN – 0.09 – – – 0.26

T-AA 3.40-3.55 -0.07 3.22-3.32 -27.62 3.35-3.51 0.12
T-AB 3.23-3.42 0.001 3.23-3.42 -30.25 3.22-3.40 0.001

In particular, after electron injection to the sheet, there are almost no changes

in the surface area (S) of each layer as well as in the interlayer distance (ID).

We also find that the interlayer interaction energy (ILE), which is defined as the

extent of cohesive energy between layers, is comparable to the graphene layers

(see Table 3.2). [55] The ILE for both the AA and AB stacking patterns are similar,

which proves the feasibility of both the stacking patterns irrespective of the shapes

of embedded BxNz domain. Hence, sliding of one layer over another, thus attaining
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the conformational space with a wide variety of stacking arrangements is possible

at room temperature. The AB stacking pattern for TN is the most appropriate for

charging-discharging due to the robustness of the geometrical parameters (ID and

S) upon perturbing influence of the background electron.

On the other hand, in the Li(Na)-intercalated state, the AA stacking pattern

becomes more favored due to the simultaneous sharing of two hollow hexagons

from the layers, above and below. In the following section, we discuss the effect of

the insertion/de-insertion of alkali ions on the H and TN monolayer surface as well

as through intercalation to understand the energy density and power efficiency of

the electrochemical set up with Li, Na and Mg as active ions.

3.3.2 Theoretical Voltage Profile and the Limit for Specific

Capacity

The open-circuit-voltage (OCV) is widely used for characterizing the performance

such as state-of-charge and state-of-health of LIB(SIB). In theory, the OCV curve

can be obtained by calculating the average voltage over parts of the varying Li-

composition domains. [56,57] The average voltage for Lix@S6 at different states of

charging (0.1 6 x 6 0.9) of the battery is expressed by Equation 3.9, where ES6 ,

ELix@S6 and ELi are the energy of sheet (Figure 3.11), Lix@S6 and metallic Li,

respectively. The average adsorption potential for a series of configurations of

Lix@S6 with x = 0.1-0.9 are summarized in Figure 3.5.

OCV =

(
ELin@S6 − (ES6 + nLi × ELi)

nLi × e

)
(3.9)

Capacity =

(
n× F

3600×M

)
(3.10)

where n is the number of electrons involved in the electrochemical process, F =

96500 mAh and M is the mass of the electrode in kg. This method of screening
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Figure 3.5: Computed OCV with respect to the specific capacity for Li, Na or Mg adsorbed
atoms (x) on a monolayer (H and T) matrix.

a series of Li/S6 ratios (x values) predicts the average Li-insertion potential to

be always greater than 1.5 eV throughout the charge/discharge voltage profiles

(Figure 3.5). The calculated OCV indicates that the Li-ion is still strongly bound

on both the H and T sheets, although the adsorption energy is slightly lower for

T at lower concentrations. At higher concentrations, there is an equalization of

the open circuit voltage. The calculated adsorption energy of the Li atom on

the H(T) monolayer is 2.00(1.75) eV, which is much higher than the same for

Li adsorbed on monolayer graphene (1.04 eV) [58,59] and slightly lower than that

of MoS2 (2.12 eV). [60] Such strong Li adsorption indicates the increased stable

capacity of the battery and possibility to be the anode material for LIBs with an

open circuit voltage of 1.50-2.00 eV. Na can also exhibit an average OCV of ∼ 1.25

eV, whereas the same for Mg is thermodynamically disfavoured. This suggests that

Li and Na are preferable as active ions in a rechargeable battery with BxCyNz as

the anode, while Mg with a lower adsorption energy would result in an unwanted

electrochemical reactions during the charging of the sheet.
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For the betterment of our prediction on the OCV, we also estimated the con-

tribution from the entropy term, TS, in the free energy G (G = H − TS). In this

regard, we carried out an additional set of calculations based on ab initio molecular

dynamics (AIMD) at 300 K. We found that the structural vibration leads to a TS

value for the TN -anode of 0.00025 eV per atom in the completely discharged state

and reaches a value of 0.00045 eV per atom in the fully charged condition. Thus,

the TS is negligibly small compared to the OCV computed through consideration

of purely electronic degrees of freedom (∼ 1.25 eV) for the sodium ion battery and

> 1.50 eV for the Lithium ion battery). The free energy calculation as derived

from the AIMD study have been given in Figure 3.6.

Figure 3.6: (a) Free Energy profile and (b) the energy term originated from entropy in thermally
equilibrated TN system versus time (at T = 300K). The fully charged state (Na1.1TN ), pure
sheet (TN ) and bulk Na have been compared.

As the average voltage of Na+/Na is lower than that of Li+/Li (difference:

∼ 0.5 eV), TN can be considered as a promising anode for SIB, resulting in a

higher cell voltage. Critical stoichiometries corresponding to the storage limit for

the adsorbed active ions (on one side of the H(T) sheet) are Na1.1S6 and Li0.9S6

(Figure 3.7). Hence, sodiation results in more ion-storage capacity compared to

lithiation. When the adsorption-concentration exceeds this critical stoichiometry

(Na1.1S6 and Li0.9S6 ), extra ions form a secondary layer. The appearance of
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such a secondary layer (Figure 3.7) of adsorbed Li/Na indicates that the electrode

reaction cannot occur beyond a certain specific capacity with Li storage up to

x = 0.9 and Na concentrations up to x = 1.1. This limits the specific capacity,

which is 1.22 times higher for SIB than LIB. The estimated specific capacity (see

equation 3.10) for the layered structure is 336(409) mAhg−1 in case of LIB(SIB)

and for the exfoliated layers it doubles to 672(810) mAhg−1. This estimation

compares well with the experimentally attainable specific capacity of LIB of up

to 710 mAhg−1 at a low current rate (0.05 Ag−1). [61] Thus, the specific capacity

of a SIB with borocarbonitride anode is larger than the conventional graphite

electrode capacity of ∼ 360 mAhg−1 for LIB and hence falls in the gravimetric

capacity range for an acceptable new electrode material in the Na-ion battery.

Side view of Figure 3.7a, c appears like a chain with regular valleys of adsorbed

Li(Na) atoms. In practice, it is an important issue to understand the storage pat-

tern of such active ions on the anode-surface during the charging process of a bat-

tery and capacitor. For instance, the metal elements will have a two-dimensional

(2D) or three-dimensional (3D) deposition pattern on electrode surface, which con-

trol the capacitive performance. The capacitance (C) of a double layer capacitor

is inversely proportional to the distance of the ad-layer of active ions from the

electrode surface (d) for two parallel plates of area ‘A’ separated by a distance (d).

Although at low concentrations, the adsorbed Li-ion is found to be closer (at 2.26

Å) to the TN anode than a Na-ion (2.45 Å); at high concentrations, the effective

distance is much shorter in the case of a Na-ion (3.35 Å) than a Li-ion (4.44 Å).

Therefore, adsorbed Na-ions with a smaller ‘d’ value result in better capacitive

performance.
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Figure 3.7: (a, c) The side view of the optimised geometry of the metal-layer adsorbed on the
TN -surface. The brightness and shadow on the Li/Na represent the front and back positions,
respectively. (b, d) The charge density with an iso-surface value of 0.01 eÅ−3. The yellow and
blue regions indicate an increase and decrease in electron density, respectively. (e, g) The four
possible adsorption sites of the ‘m’ type, denoted as A, B, C and D (A′, B′, C′ and D′) for
Li adsorption on H(T) sheet. (f, h) The diffusion paths and corresponding energy barriers for
various types of hopping of adsorbed Li (for low Li-concentrations; x = 0.1). (i) The relaxed
structure of ad-atom adsorbed on the TN surface at the storage limit (x = 0.9). The charge
density distribution for the same is shown in the subplot (j), where the yellow and cyan regions
indicate the negative and positive charge density, respectively.
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To estimate the interfacial charge density after Li/Na-ion storage, we consider

the net overlap density (dnet−overlap) after subtracting the superposition of the

atomic density from the total charge density (Figure 3.7b and d). Subsequently,

we applied Bader analysis and found highly positive charges (varying from +0.20

to +0.84) on adsorbed Na. Hence, the deposited Na atoms form two distinct

layers with electron deficiency, i.e. storing the positive charge in the interlayer

space (Figure 3.7d). On the other hand, Li atoms form clusters with significant

bonding between the primary and secondary layers. A significant overlap among

the adsorbed Li-ions themselves leads to a decrease in the ionicity, and prevents

the storage of positive charge density to a certain extent. In addition, involvement

of an increased number of active ions in the electrochemical reaction (Na2.2S6 vs.

Na1.8S6) and high charge storage in the vicinity of the electrode surface leads to

improved capacitive performance for Na-ions when compared to Li-ions. To further

understand the effect of the state of charge on the electrochemical performance,

we consider various possible adsorption-sites as well as varying the concentration

of the adsorbed M-ions (M: Li, Na and Mg) on the monolayer TN and H sheets

(Figure 3.8).

Figure 3.8: For ‘m’ type, there are four possible adsorption sites, which are denoted as A, B, C
and D (A′, B′, C′ and D′) on H (T) surface. Other sites shown by the arrows are ‘t’ site.



3.3. Results and Discussion 108

The hollow site (m) is placed above the centre of the hollow-hexagon and the

top site (t) is situated directly above the B, C or N atom or specific bonds. There

are four types of m site, which are shown as A (A′), B (B′), C (C′) and D (D′)

for the H (TN) surface topology (Figure 3.7e, g). By placing Li atoms at different

sites and relaxing the structure, we calculated the adsorption energy (Ea) of Li on

the monolayer BxCyNz sheet from the equation,

Ea = ELi@Sheet − (ESheet + ELi) (3.11)

where ESheet is the energy of sheet without a Li atom, ELi is the energy of an

isolated Li atom and ELi@Sheet is the total energy of the Li-adsorbed system. We

found that at low concentrations (x = 0.1), the ‘m’ site is favoured over the ‘t’

site. The newly formed bonds between the adsorbed Li and the sheet are ∼2.25

Å. Relative energy differences for Li-adsorption process on these sites have been

given for low Li-concentration (x = 0.02) Table 3.3.

Table 3.3: The computed relative Li-adsorption energy (Ea) in eV for various ‘m’ sites on
monolayer H (TN ) sheet. All the quantities are with respect to the value of Ea = -2.01 eV for
the most stable site (‘A’) on the H-sheet

Sites Ea
A (A′) 0.000 (0.149)
B (B′) 0.095 (0.734)
C (C′) 0.734 (0.503)
D (D′) 0.898 (0.244)

At the ‘m’ site, the Li atom in the middle of the hollow hexagonal site is coor-

dinated by six atoms, whereas at ‘t’ site, Li atom is strongly bonded to one/two

atoms. Thus, the adsorption of the ad-atoms in the vicinity of the ‘t’ site results

in a decrease in the effective coordination number and a lower adsorption energy

than the ‘m’ site. Among the various ‘m’ sites, A (A′) is the most stable where

the ad-atom is equally coordinated to six C atoms in the hexagonal ring ( Ta-
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ble 3.3). Other possibilities with a fully BxNz-hexagon (D and D′) or partial B, N

contributor in the hexagon (B, B′, C and C′) exhibit lower adsorption potential.

Therefore, at a lower surface coverage, the adsorbed atoms disperse on the carbon

matrix, which is simply the outcome of the preferential occupancy in the ther-

modynamically favored sites (A and A′). The relative energy differences between

the most and least stable adsorption sites are 0.58 eV for the TN sheet and 0.90

eV for the H-sheet. Thus, T (compared to H) shows more isotropic behavior for

adsorption of Li-atoms, as the Li-orbital participates similarly for different m sites

on the T-sheet (Figure 3.9c). This is because the surplus electron always occu-

Figure 3.9: The density of states (DOS) for H and T sheets ((a) and (b)) in the pristine as well
as lithiated states, respectively. (c) The projected DOS for Li while adsorbed on various ‘m’
sites of the TN sheet.

pies the localized state near the Fermi-level. By means of the differential charge

density analysis, we found significant electron transfers from the Li(Na) atom to

the sheet (Figure 3.7b, d and j). According to the Bader charge analysis, Li(Na)
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possesses 0.96(0.86)|e| positive charge while stored on the surface of the TN -anode,

indicating certain ionic components in the newly formed Li(Na)-sheet bonds.

We estimated this diffusion barrier (at x = 0.1) under the assumption that the

barrier height is the energy difference of the adsorption energies between the lowest

and the next lowest adsorption energy site. Of course, it is necessary to do more

accurate calculations to find the complete potential surface using, for example, the

nudged elastic band method (NEB). [62] In addition, we verified our results with

accurate calculations using the NEB method. As shown in Figure 3.7f and h, the

diffusion barrier height strongly depends on the shape of the BxNz domains. The

diffusion barrier (∆Ediff ) of the Li on TN -sheet is lower than that of the H-sheet,

leading to four times higher rate of diffusion for Li ions (by means of Arrhenius

equation at 300 K) on the TN -anode. We compared the ∆Ediff on TN with the

available results for graphene (0.28 eV), [63] which reveals that the diffusion energy

barrier of the Li atom is (0.63 eV), twice of the ∆Ediff for a graphene surface (at

x = 0.1). On the other hand, the diffusion energy barrier of Na atom is 0.15 eV.

Thus, the rate of diffusion for a Na-ion is 50 times faster than the Li-ion on TN

and hence, it is a promising anode for faster ionic-diffusion in SIB. Irrespective of

the adsorption sites on both H and TN , the electrons are donated to the sheet af-

ter lithiation/sodiation, which results in the redistribution of electrons throughout

the sheet (Figure 3.9a, b). Further renormalization of the injected electrons leads

to population of the low-energy conduction states, which results in the enhance-

ment of the metallic behavior for TN and semiconductor-to-metal transition for H

(Figure 3.9 and 3.10). We found that the characteristic features of the electronic

states in both the H and TN are well maintained after adsorption of the metal

atoms (Li/Na), only with a shift in the Fermi level. Such a shift is comparatively

smaller for TN than H. The reason is that the bands for TN with or without Li

are more localized in nature than for H. Thus, electron transfer from the Li(Na)

atom to the sheet during charging and the reverse process during discharging has
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Figure 3.10: Band dispersion of (a) ‘T’ and (b) ‘H’ sheets, at different concentration of adsorbed
Li. Γ = (0, 0, 0),K = (0, 0.5, 0)andM = (0.5, 0.5, 0).

a local impact. The Fermi energy just shifts towards the higher energy states (Fig-

ure 3.9 and 3.10) upon ion-adsorption due to the occupation of surplus electrons

injected into the sheet. This may result in higher columbic efficiency as well as

reversibility in the electron transfer process between the active ion and the sheet,

thus enhancing the power factor for the TN -anode. The TN -sheet interacts with

M-ions through a donation/back-donation mechanism, where the nitrogen atom

donates the electron, resulting in a greater population of the 2pz orbital in the

C atom. Such an electron-rich 2pz orbital on the C atom promotes the adsorp-

tion of M-ions. The predominance of Li-pDOS in the conduction band indicates

the completeness of the electron transfer from Li to the sheet irrespective of the

various m sites (Figure 3.9c). The storage of active ions can lead to additional

spin-polarization with full control over its spin components (Figure 3.11), which

can find spintronic applications.
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Figure 3.11: Total density of states (DOS) and projected density of states (pDOS) for pristine
TN -sheet as well as its lithiated state in (a) and (b) respectively.

Thus, there are four positive aspects for using the TN -sheet as an anode: (i)

spontaneous electron transport through the pristine sheet, (ii) enhancement of

the electronic transport due to appearance of new conduction states after Li(Na)-

ion storage and faster ionic-diffusion, (iii) completeness in the electron transfer

process between the sheet and adsorbed Li(Na)-ion and (iv) an optimum adsorp-

tion potential for Li (Na)-ion within the range of 1.35-1.75 (1.05-1.25) eV, which

can allow a significantly high operating voltage for a Li-ion (Na-ion) recharge-

able battery. A similar study has been carried out after consideration of lower

(10%) BN-concentrations in borocarbonitride (Figure 3.12). Wavefunction anal-

ysis reveals that the lower concentration of BN leads to the separation of polar

BN-islands on the delocalised graphene sheet (Figure 3.13). Therefore, the OCV

is found be in two different regimes: an OCV corresponding to the matrix as (i)

graphene and (ii) BN-nanosheet.
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Figure 3.12: (a) Monolayer BxCyNz: x = 6, y = 115 and z = 7, with overall 10% BN concentra-
tion with trigonal BN-domain. (b) Differential Charge density plot is shown with an iso-surface
value of 0.02 and density of 0.01e Å−3. The yellow and blue regions indicate an increase and
decrease in electron density, respectively.

On the other hand, <20% BN concentration (T) leads to interconnected po-

lar BN-islands (Figure 3.13), which govern the easier charging/discharging and

optimum OCV observed for the sodium ion battery. We find that the T sheet

remains metallic with a mid-gap state (Figure 3.14), whereas there is an usual

narrowing of the band gap in the H sheet due to higher carbon proportion at

the 10% BN-concentration. The electronic transport through T-borocarbonitrides

remains similar for both the BN-concentrations (10% and 21%). A higher BN-

concentration (>25%) results in the localisation of charge, thus decreasing the

electronic transport through the sheet due to the enhanced electron scattering by
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Figure 3.13: Real space wave function plot corresponding to the valence band maxima (VBM),
VBM-1 and conduction band minima (CBM) states for borocarbonitride-monolayer with 10%
BN concentration (with trigonal BN-domain). Two different iso-density plots have been shown.
Iso value used for these plots is 0.02 and values of the density are 0.02 and 0.05 e Å−3, respectively
from left to right column.

Figure 3.14: (a) Total density of states (TDOS) and projected density of states (pDOS) for
BCN-sheet with 10% BN concentration (with trigonal BN-domain). Fermi energy (EF ) has
been rescaled at zero. (b) Band dispersion pattern (path: Γ−X −M − Γ) is shown.
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the BN clusters. [64,65] Hence, we propose that the ≈20% BN concentration (T) is

optimum for the efficient electrochemical performance of the BxCyNz-nanohybrid.

3.3.3 Intercalation of Li/Na into the T(H) Bi-layers

The average Li-insertion voltage for the intercalation of Li in layered TN is found

to be ∼2.50 V. This value is slightly larger than that of the monolayer (2.00 eV) as

the Li atom binds strongly to both the layers at an equidistant arrangement (Fig-

ure 3.16). The range of voltage is qualitatively consistent with the experimental

measurements too. [61] The absolute value of the adsorption energy of Li+ ion is

larger than the same for a Li atom. The interlayer space also exhibits a breathing

motion (∼0.7 Å) depending on the fact whether Li or Li+ remains intercalated

(Figure 3.16a and b and Figure 3.15). We find a 30% expansion in the interlayer

Figure 3.15: (a) Optimized stable configurations (side view) of lithium atom intercalated bilayer
H sheet. (b) Optimized stable configurations (side view) of lithium ion intercalated bilayer H
sheet.

distance revealing the exfoliation in the layered structure upon Na insertion. It

clarifies the reason why fibre-like structures show good capacity retention abil-

ity. [66] On the other hand, the volume change is much lower (10%) for Li insertion

in the layered anode. After intercalation of both the Li and Na, the bilayer be-

comes metallic in nature, which is similar to the monolayer (Figure 3.16c). The

origin of such a transformation is the electron transfer from the adsorbed atom

to the sheet. Bader and Lowdin population analyses were carried out to deter-
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Figure 3.16: (a) The optimized stable configurations (side view) of the lithium intercalated
bilayer TN . (b) The top view showing intercalation at the middle of the hollow hexagonal site.
A similar geometrical arrangement is also found for Na. (c) The total density of states (DOS)
for the system with Li(Na) atoms intercalated into the TN -anode. (d) The projected density of
states (pDOS) of Li/Na. The Fermi energy has been rescaled at zero.

mine the partial charge on the M-ions and suggest complete electron transfer from

the intercalated M to the electrode matrix [Li(Na): 0.96e(0.86e)]. The localized

conduction state attributed to the 3 s orbital of Na suggests the electron-deficit

nature of the Na and efficient anodic oxidation (Figure 3.16d). For Li, both the

2s and 2p states constitute the conduction band, which is broader than the Na-3s

state. This suggests a more ionic nature for Na-binding to the anode and faster

charging-discharging process. The presence of the nitrogen-excess BxNz-domain

in borocarbonitride also facilitates an extraordinary electronic conduction. Thus,
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the performance of the SIB with an TN -anode can exceed the reversible capacity

achieved so far with other carbonaceous electrodes as the anode.

3.3.4 Growth Morphology of Adsorbed Ions

In the preceding section, we argued on the superiority of the TN sheet as an anode

and Na-ion as the active ion for high energy density with appropriate OCV. In fact,

in the fully charged state, the OCV can be affected by two factors: (i) Li-Li in-

teractions between adjacent Li at the adsorbed state and (ii) Li-adsorption causes

polarization to the sheet, which has great impact on the Li-adsorption affinity at

high concentrations. Hence, it is worth studying how the power density of the elec-

trochemical set-up is dependent on the growth morphology of the adsorbed ions.

The growth morphology of the Li/Na ions on the electrode-surface is governed

by the thermodynamic feasibility of clusterification and the diffusion kinetics of

the adsorbed ions. [67] Nonetheless, the nature of the growth has been understood

from the ratio of the adsorption energy (Ea) and bulk cohesive energy (Ec).
[68] In

this study, we used the experimental cohesive energy per atom of the bulk metal

(Ec).
[54] The value of Ea/Ec for Li(Na) varies from 1.23(1.01) to 0.92(1.12) for low

to high concentrations of adsorbed Li(Na), which implies that the metal ad-atoms

prefer a 2D growth mode on the substrate. On the other hand, the lower value

of Ea/Ec (0.33) indicates the predominance of the interatomic interactions among

the Mg ad-atoms, which favours the 3D island growth mode. Indeed, the cohesive

energy (CE) of M-clusters at x = 0.9 were found to be considerate, ∼0.73(∼0.55)

meV per atom for Li(Na), which is attributed to the significant bonding between

atoms forming clusters (Figure 3.17). Such a high cohesive energy promoting the

clusterification process can have two important outcomes: (i) an increase in the

specific capacity and (ii) control over the ionic-diffusivity. Hence, we reconsidered

the cohesive energy plus the adsorption energy and define R = (Ea + Ec)/Ec to



3.3. Results and Discussion 118

Figure 3.17: Optimized stable configurations of 9 atoms (Li, Na and Mg) adsorbed on the
monolayer TN and H sheets.

determine the growth process at higher concentrations. For Li and Na: R > 1,

whereas for Mg: R < 1. Thus, the alkali metals (Li and Na) have R values larger

than 1, suggesting the prevention from aggregation or segregation of the stored

ions even at high concentrations. A dissimilar behavior was found for the alkaline

earth metal Mg. Thus, the large R value observed for the Li and Na adsorption

may bring a solution to the problem arising due to metal deposition in the conven-

tional LiB/SIB systems. The thermal stability of the metal-island is a key factor

to understand the growth mode. The difference of the bulk cohesive energy and

adsorption energy (Ec − Ea) can express the thermal stability. Coarsening of the

ad-atom island will take place easily for the small value of Ec − Ea as found in

the case of Li and Na. Therefore, Li and Na atoms in the adsorbed state can be

easily detached from a small island and move to a bigger island. Noticeably, coars-

ening is always 2D in nature and independent of the shape of the BxNz domain
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(Figure 3.17 and 3.18).

Figure 3.18: Optimized stable configurations of n Li atoms adsorbed on the monolayer H and
TN sheets: (a) n = 0, (b) n = 1, (c) n = 4, (d) n = 9. Charge density with an isosurface
value of 0.01e Å−3 for borocarbonitride monolayer and the same with Li adsorbed at different
concentration. The red and blue regions indicate an increase and decrease in electron density,
respectively.

3.3.5 Li/Na-ion Diffusivity

The diffusion barrier is an important physical quantity in this regard. At higher

concentrations, the formation of a 2D metallic layer further decreases the diffu-

sion barrier through the collective movement of the adsorbed species. As the Li

concentration increases, the difference in the adsorption energy for different Li

distributions becomes smaller and vanishes quickly due to the formation of 2D
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clusters (see Figure 3.7d) with significant CE. Considerate CE allows the place-

ment of ad-atoms on the sheet for all possible sites, which is similar to the case

of a metallic layer of Li intercalated into layers, as illustrated in Figure 3.7. This

essentially can give rise to an intercalated layer of the 2D metallic sheet made

up of M-ions. We also find that the Li and Na metal islands show high thermal

stability against island coarsening and bulk formation. Li(Na) clusters with their

2D nature in the surface-adsorbed (Figure 3.19b, e) state is considered as the fully

charged state. To this end, it is highly desirable to understand the nature of bond-

ing and charging/discharging of M-clusters as the fully charged state involves the

diffusivity of clusters rather than the simple isolated ions.

Figure 3.19: The relaxed geometry of isolated Li and Na clusters in their neutral state are shown
in (a) and (d). (b, e) Li and Na ad-atom clusters in their charged state and (c, f) discharged
state, while TN has been considered as the anode. M+

9 + e− + TN → M9@TN (charging);
M9@TN → M+

9 + e− + TN (discharging). Molecular orbital diagram for Li and Na clusters in
their charged and neutral states (while TN has been considered as the anode). The iso value
used for these plots is 0.02 and the density is 0.01 e Bohr−3.

At the maximum limit of specific capacity (336 mAhg−1) corresponding to the

Li0.9S6 composition, we find the Li-cluster with a maximum size limit of 9-atoms.

Such a quasi-2D cluster can be considered as a potential active ion (Figure 3.19).



121 Chapter 3. Borocarbonitride as Anode in Sodium-ion Battery/Capacitor

The size of the cluster is ∼ 0.8 nm in its optimized neutral state (Figure 3.19a and

d). In the adsorbed state, the cluster gets more flattened due to the significant

surface affinity of the adsorbed atoms (Figure 3.19b and e). While charging with

extra positive charge (M+
9 ), the cluster becomes perfectly 3D (Figure 3.19c, f)

revealing the disruption of the stable 2D layer in the charged state. Li+9 assumes a

distorted body-centred cubic arrangement and Na+
9 forms a 3D trigonal prismatic

geometry. Such 2D to 3D transformation results in a decrease in the area of

contact with the surface and facilitates the desorption of the stored M-ions during

discharging. This effect is more prominent for the Na-cluster, which has a lower

number of surface atoms (three) compared to Li+9 (eight). In addition, the larger

size of Na leads to a decrease in the coordination number. The Na-Na bond

distance increases when compared to the standard covalent bond (difference: ∼ 0.8

Å), while the Li-Li bond appears to be stronger than the single covalent bond.

Therefore, we predict much easier desorption of the Na-ions during discharging

owing to the weaker bonding among the Na atoms in the cluster-geometry. The

molecular orbital diagram clearly predicts the occupancy and deficiency of the

electrons on various atoms in the molecular clusters (Figure 3.20 and Table 3.4).

The localised regions of electron density within the crystal voids are found and

visualised by calculating the electron densities of the occupied states (H-1 and H,

Figure 3.20) to detect the interstitial regions. In the Li+9 cluster, one Li residing

on the centre possesses a highly positive (+0.98e) charge. Importantly, the surface

atoms in the Li+9 cluster are neutral with one valence s-electron in each and form

a diffused electronic cloud (see Figure 3.21 and Table 3.4).

In contrast, the Na atoms placed on the surface of the Na9-cluster have a

lower coordination number and possess a highly negative charge (∼-1e). Five

Na atoms situated in the core-region of the cluster have comparatively higher

coordination numbers and acquire a highly positive (∼+1e) charge on each atom.

Such high surface-charge density in the Na+
9 cluster plays two important roles:
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Figure 3.20: Molecular orbital diagram for Li and Na clusters in their neutral and charged states
(while TN has been considered as the anode). The iso value used for these plots is 0.02 and the
density is 0.01 e Bohr−3.

Figure 3.21: Stable configurations (2D view) of lithium and sodium cluster (positively charged).
Atom numbers, NM , are shown.
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Table 3.4: Bader charge (e) on the Lithium and Sodium atoms in the Li and Na clusters as
shown in Figure 3.19. Numbering of cluster atoms (NM ) are shown in Figure 3.21.

NM Li Na
1 0.01 -1.03
2 0.02 +0.98
3 0.02 +0.98
4 0.05 +0.98
5 -0.02 -1.03
6 -0.02 -1.03
7 +0.04 +0.98
8 +0.98 +0.98
9 -0.03 -0.74

(1) it prohibits the agglomeration process, which keeps the alkali ion cluster small

in size and results in high diffusion and (2) the highly negative charge on the

surface atom can facilitate the desorption process due to the repulsive interaction

with the negatively charged electrode surface. This can result in a faster rate

performance for charging/discharging the Na-ion cell. These characteristic features

are applicable for both rechargeable batteries and supercapacitors.

3.4 Conclusions

In summary, we have studied the anodic properties of borocarbonitride (BxCyNz)

in M-ion batteries and capacitors (M: Li, Na and Mg). The Na2.2BxCyNz exhibits

a reversible capacity of 810 mAhg−1 at an average storage voltage of 1.25 V which

is far from the sodium plating voltage, making the battery potentially safer. We

find (1) TN -BxCyNz facilitates faster transport and transfer of electrons through

the sheet. Thus, the TN -anode serves the purpose of a superior electrode with

high charge/discharge rate. (2) The Li(Na)-ion battery can exhibit an open cir-

cuit voltage of 1.50-2.00 eV ( 1.25 eV) with the TN -anode. Therefore, the overall

cell voltage for LIB and SIB can be applicable for practical purposes. (3) The
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2D metallic layers made up of Li(Na) result in compact storage on the surface

of the monolayer TN and the estimated specific capacity is as high as 672(810)

mAhg−1. (4) Electronic conduction through the metallic state and fast Na-ion

diffusion with the migration energy barrier as small as 0.15 eV can give rise to a

high power efficiency for SIB. The estimated Na-diffusion (at 300 K) on TN would

be 102 times higher than that of a Li-ion on the TN -anode. In the fully charged

state, the formation of 2D clusters removes the discrimination among the various

preferential sites, which effectively reduces the diffusion barrier further. Thus, ir-

respective of the charge state, the Na-ion cell can exhibit a higher power efficiency

than the Li-ion cell. (5) During charging, the deposited Li(Na) atoms arrange to

form clusters by sharing valence pairs. Such clusters store charges in the centre

(surface) of the Li-cluster (Na-cluster). This reveals that sodium is a better choice

than lithium in terms of (i) the coulombic efficiency for electron transfer and (ii)

the facile adsorption/desorption process during cycling. Moreover, charging with

extra positive charge results in the conversion of a stable 2D metallic layer to a 3D

metal-cluster, which helps faster rate performance during the charge/discharge

process. (6) The formation of a double-layer structure on the electrode surface

with significant charge storage at the interstitial leads to superior performance of

the Na-ion capacitor compared to its Li-ion analogue. Accordingly, we suggest an

efficient design of the BxCyNz anode using a simple approach making the BxNz

domain (∼20% BN concentration) triangular and with an N-excess. We also jus-

tify the superiority of Na as the active ion for batteries and capacitors due to its

better efficiency in the electron transfer process, ionic diffusion and smaller sized

nano-cluster with high surface charge. The knowledge on how Li/Na is stored in

the electrode material can also be used for various electrochemical set-ups. Tun-

ing the B:C:N ratio in TN may further improve the electrochemical performance.

Thus, these findings open a new avenue in the search of better negative electrode

materials for sodium-ion batteries. Understanding the interfacial properties and
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screening of the appropriate electrolyte need special attention for future endeavour.
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4
Black Phosphorus as Anode in

Magnesium-ion Battery: the

Significance of Mg-P Bond

Synergy?

4.1 Introduction

Magnesium-based batteries (MgB) represent the most demanding category of the

upcoming battery technologies. [1,2] MgB is based on a metal that is light, cheap

and environmentally friendly. Like lithium cells, these batteries are also ‘rocking-

chair’ devices in which magnesium ions shuttle back and forth during the dis-

charge and recharge cycles. The anode is generally commercial magnesium alloy

and pure magnesium. Cathode is Mo6S8, which can intercalate magnesium re-

versibly. The polymer gel in which Mg-ions can exhibit high ionic diffusivity, act

as electrolyte. Recently, integration of all these components forming MgBs [3,4] have

?Work reported in this chapter is published in: Swastika Banerjee and Swapan K Pati,
Chem. Commun., 52, 8381-8384 (2016).
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attracted huge attention to address the energy needs of large scale device applica-

tions. Compared to Li/Na-ion batteries (LIBs/SIBs), the electrochemical capacity

is enhanced by a factor of two in the presence of a bivalent Mg-ion, which leads

to a concomitant increase in the energy density of the Mg-ion cells. [5] Addition-

ally, abundant raw materials and high-safety characteristics make MgB technology

more practical. However, current state-of-the-art rechargeable Mg batteries are far

from reaching their promised potential. [6] Several serious limitations, such as the

absence of a low-potential anode, improper electrolyte [7] and lack of a high volt-

age/capacity cathode, [8,9] remain to be resolved. Particularly, the negative-limited

performance of MgB due to Mg-anode/electrolyte incompatibility is very com-

mon. [10,11] To overcome this problem, the metallic Mg-anode has been replaced

with the insertion-type anode, such as Bi0.55Sb0.45, exhibiting low potential (0.4 V

vs. bulk Mg). [12] However with this, specific capacity, as well as the cycling rate,

is found to be poor (298 mAhg−1 at a 1C rate). Recently, alloying/de-alloying

reactions in Mg/Sn intermetallic phases promise the low working potential (0.15

V vs. bulk Mg) associated with high capacity (903 mAhg−1). [13] However, the

poor Columbic efficiency and substantial volume expansion (214%) limit the an-

odic performance. Indeed, two fundamental issues remain as key hurdles: (a)

structural instability during the charging/discharging cycle, and (b) very slow dif-

fusion of Mg2+ ions within the anode. Sluggish Mg2+-diffusion arises from high

polarizability of the bivalent cation, [8,11,14] which can be overcome by using a co-

valent anode-host. In this regard, chemistry of the electrode (anode)-ion reaction

is very crucial. [15–18] On the other hand, achieving efficient cyclability requires the

knowledge of the maximum limit for charging which needs a thorough understand-

ing of different state-of-charge (SOC) of an anode. In this chapter, we highlight

the anodic performance of elemental phosphorus (P) which provides a sufficiently

covalent framework. The P-matrix can also store Li (Na)-ions up to Li3P
[19–22]

(Na3P ) [23,24] compositions, resulting in a high capacity (2596 mAhg−1). Herein,
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we report on the thermodynamics and kinetic properties of Mg-ions within the

P-matrix through first principles computations. Microscopic details on different

SOC of the P-anode reveal that charging up to MgP composition circumvents

the difficulties associated with the pulverization of the P-anode, which has been

found to disrupt the LIBs/SIBs set-up at a high-charge-state. [20,22,24] Additionally,

P-Mg interaction effectively reduces the polarizability of Mg2+-ions, which is im-

mensely useful in achieving fast Mg-diffusion kinetics. Thus, the combination of

Mg-ions and the P-anode deserves attention for its practical applications as well

as fundamental understanding of chemical bonding.

4.2 Computational Method

Electronic structure calculations are based on Density Functional Theory [25–27]

(DFT-D2 [28] ) and Ab initio Molecular Dynamics (AIMD) [29,30] . For all DFT-

based calculations, Electron-ion interactions and electron exchange-correlation in-

teractions have been taken into account by Projector- augmented-wave (PAW)

potentials, [31] and generalized gradient approximation (GGA), [32] respectively, as

implemented in Vienna ab initio simulation package (VASP). [33,34] Plane wave cut-

off of 600eVis used for all the calculations. The conjugate gradient algorithm is

used to obtain the unstrained configuration. Atomic relaxation is performed until

the change in total energy is less than 0.01 meV and all the forces on each atom are

smaller than 0.01 eV/Å. K- point samplings of 7 x 7 x 1 (monolayer phosphorene)

and 7 x 7 x 7 (bulk black phosphorus) are used for the structure relaxation. Dense

k-meshes of 15 x 15 x 1 (monolayer) and 15 x 15 x 15 (bulk) are used to find the

total energy, density of states and electron density. For the monolayer phospho-

rene, a vacuum space of 20 Å is placed between adjacent layers to avoid mirror

interactions. Bulk black phosphorus is denoted as P, throughout the manuscript.

Regarding the size of the P-anode, we would like to mention clearly that bulk
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form of black phosphorus is considered in this study, which is periodic along all

three directions. To model different SOC, a series of MgqP compositions with

varying q values are taken into account with 2 x 2 x 1 supercell with 32 P atoms.

For 2D phosphorene, we have considered 2 x 2 x 1 supercell with 16 P atoms.

To understand the nature of the chemical bonding in MqP composites (M = Li,

Na and Mg), we have looked for the nature of the orbital overlap. Differential

charge density has been computed by subtracting the superposition of the atomic

charge densities from the total charge density in the crystal framework. ab initio

Molecular Dynamics Simulations (NVT; 300 K) are based on quantum density

functional theory using the same protocol as used for structural optimization.The

length and time scales achieved in this study are 10 ps and 1fs, respectively. Nose-

Hoover type thermostat has been applied as temperature bath. To investigate the

microstructure of crystalline materials, integrated radial pair distribution function

has been calculated which allows local bonding analysis of multi-component mix-

tures. Representation of the Radial pair distribution function (RPDF) is based on

a structural model using:

G(r) =
1

r

∑
i

∑
j

f(0)if(0)j

〈f(0)〉2
δ(r − rij)− 4πrρ0 (4.1)

The atomic RPDF is written as,

g(r) = 4πr[ρ(r)− ρ(0)] (4.2)

where, ρ(0) is average atomic number density, and ρ(r) is the atomic pair-density

within the radial distance, r. Here the f(0)s are the atomic form factors evaluated

at Q = 0 and Q denotes the momentum transfer. The simplified form of the so-

called partial radial distribution functions, gij(r), (when more than one chemical
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species are present) is:

gij(r) =
dnij(r)

4πr2drρi
; ρi =

V

Ni

(4.3)

where Ni represents the number density of atomic species, ‘i′. These functions

give the density probability for an atom of the ‘i′ species to have a neighbor of the

‘j′ species at a given distance r.

To visualize the bonding feature upon M-ion incorporation in α-phase, we have

calculated the charge density difference using the following equation:

∆ρ(r) = ρP+M(r)− ρP (r)− ρM(r) (4.4)

where ρP+M(r) represents the charge density of M incorporated P-matrix, ρP (r) is

the charge density of the P, and ρM(r) is the charge density of isolated M atoms in

the same position as in the total systems. For the case of Li atom embedded in the

interlayer space of P-matrix, a net loss of electronic charge could be found above

the Li. On the other hand, large gain in charge on P- atoms demonstrate the

significant electronic transfer from Li atom to the neighbouring P atoms, which

indicates the high ionic bonding of the embedded Li atom. These findings are

consistent with the previous Bader analysis, [35] and also confirm the high ionic

interaction between Li and P.

4.3 Results and Discussion

4.3.1 Structural Phases at Different State-of-charge of Black

Phosphorus Anode

In this chapter, the P-anode is orthorhombic black phosphorus (bulk), which is the

most stable phosphorus allotrope under ambient conditions. [36] During charging,
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Mg-ions get loaded into the interlayer space of the P-matrix. We have considered

a series of MgqP compositions with varying q values to model different SOC.

We find three distinct structural phases (α, β and γ), depending on the extent of

charging (0 6 q 6 1). At a low charge state (0 6 q 6 0.25), the perfect two-

dimensional (2D) P-framework (similar to phosphorene) is retained, and Mg ions

get inserted into the interlayer space resulting in the α-phase (see Figure 4.1a).

Further charging (0.25 6 q 6 0.50) leads to the β-phase, where the 2D framework

of a phosphorene-like structure gets transformed into the 1D P-P chain (see Figure

4.1b). At q = 1.0, the MgP complex (γ-phase) is formed, which exhibits a complete

3D-network consisting of Mg-P bonds (see Figure 4.1c) and P-P dimers. Such Mg-

insertion processes can be expressed as,

P8 + 2Mg2+ + 4e− = Mg0.25P (α− phase) (4.5)

P0.25P + 2Mg2+ + 4e− = Mg0.50P (β − phase) (4.6)

P0.50P + 4Mg2+ + 8e− = MgP (γ − phase) (4.7)

We note that there is a steady increase in the volume with a gradual increase in

Mg-storage (α→ β → γ) (see Figure 4.1d(i) and Table 4.1). This is reminiscent

of Vegard’s law, as applicable for a solid-solution. However, there is a significant

difference in a local bonding feature of Mg-ions at different structural phases (α,

β, γ), as summarized in Figure 4.1d(i) and Table 4.1.

In the α-phase, each Mg has the effective coordination number (C.N.) as 6,

with four equatorial (2.70 Å) and two axial (2.58 Å) Mg-P bonds. Mg-Mg (3.62

Å) interaction is much weaker compared to the Mg-P interaction. On the other

hand, in β and γ phases, the C.N. for Mg drops to 5 and 4, respectively, with a

concomitant increase in the Mg-Mg interaction. In the β-phase, Mg atoms form

a hexagonal chair structure with Mg-Mg bonds (3.14 Å) shorter than that of
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Figure 4.1: Optimised structures of MgqPs; for (a) q = 0.25; (b) q = 0.5 and (c) q = 1.0. In each
case, 2 x 2 x 1 supercell is outlined, showing the Mg–P (cyan-yellow) and P–P (cyan) bonds. (d)
(i) Volume expansion after a gradual increase in Mg content within the P-anode (α → β → γ
phase). (ii) Integrated g(r) plots for Mg–P pairs (coordination number of Mg) for α, β and γ
phases.

Mg-Mg van der Waals bond distance (3.46 Å). Fusion of such hexagons results

in the growth of the Mg-ad-layer (see Figure 4.1b). In the γ phase, Mg-Mg

bonds become more stronger (2.92 Å). However, there is no signature of strongly

dimerized Mg systems which is confirmed by the bonding analysis where the cut-

off distance up to 2.70 Å does not capture any Mg-Mg bond (see Figure 4.1c).

Thus, in all the phases, MgqP behaves like a special class of solid solution, where

Mg-agglomeration or even Mg-Mg covalent bond formation does not occur. Due

to this, the charging process avoids Mg/P phase segregation, which essentially

circumvents the pulverisation of the P-anode. This urges for quantification of the

thermodynamic potential of Mg-storage to understand the electrode potential.
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Table 4.1: Calculated lattice parameters (lattice vectors: a, b and c are in Å and corresponding
angles are in degree (◦) and volumes (Å3) of the conventional unit cell of bulk black phosphorus
with varying concentrations of Mg-ions are given.

a (Å) b (Å) c (Å) x (◦) y (◦) z (◦) V (Å3)
MgP 6.98 5.23 9.82 90.19 110.69 90.11 335.74
Mg0.5P 4.21 6.71 11.45 69.19 68.40 51.12 230.86
Mg0.25P 3.86 4.79 11.09 71.19 87.92 77.46 189.62
Mg0.125P 3.25 4.71 11.55 72.30 90.07 89.98 168.30
Mg0.06P 3.28 4.56 11.29 73.29 90.25 90.24 161.84
Mg0.03P 3.26 4.51 11.38 72.65 90.00 90.00 160.83
Mg0.02P 3.30 4.48 11.31 73.05 90.09 90.03 159.78
P8 3.32 4.42 10.47 90.00 90.00 90.00 153.90

4.3.2 Electrochemical Properties

To estimate the thermodynamic potential (voltage) of Mg-ion insertion, Eb (V) at

different states-of-charge, we apply Equation ( 4.8).

Eb(V ) =
EMq1P + (r × EM)− EMq2P

r × e
(4.8)

where, r = q2 - q1 (q2 > q1) refers to the number of M-ion transferred, EM is

the energy of an isolated (bulk) M atom, EMq1P and EMq2P are the total energies

of Mq1P and Mq2P , respectively. Positive Eb for Li, Na and Mg-ions over the

range of 0 6 q 6 1 (see Figure 4.2a) suggest the thermodynamic feasibility of the

charging process and the stability of α, β and γ phases. A comparative analysis

reveals that (1) Eb increases with an increase in ‘q’, suggesting the cooperative

effect for gradual rise of Mg-content, which is absent in the case of Li and Na. (2)

The storage potential of Mg-ions is optimum over a wide range of charging states,

while it is too high for Li and too low for Na (see Figure 4.2a, b).
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Figure 4.2: (a) Insertion potential of M-ions within the P-anode (Eb) vs. SOC (q). (b) Voltage
(V) profile for the step-wise charging process for M = Mg. Zero is indicated by the red horizontal
dotted line. Inset figure shows the V vs. q profiles for Li, Na and Mg, where the horizontal
baselines indicate the average voltage (Vavg).

4.3.3 Mg-ion Diffusion

Besides the thermodynamics of Mg-ion storage, rate performance is also an impor-

tant issue, which demands an in-depth understanding of Mg-ion diffusivity within

the MgqP framework. We have carried out AIMD simulations at ambient tem-

perature (300 K) for 10 ps with a step length of 1 fs, which is sufficient to capture

the Mg-P bond reformation/reorientation mechanism in our systems. [37,38] Analy-

ses of the Mg-trajectories indicate highly directional Mg-ion migration in all the

three structural phases (α, β and γ), as shown in Figure 4.3a-c. However, each

structural phase opens a unique diffusion-channel. In the α-phase, Mg-ion shuttles

only along the z-direction (see Fig. 3a).

This essentially indicates that Mg-ion hopping in the α-phase is associated

with a finite energy barrier (Ediff ) which cannot be captured within the time
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Figure 4.3: 2 x 2 x 1 supercell structure of (a) α-phase: Mg8P32, with in-plane (x, y) and out-of-
plane (z) diffusion channels, (b) β-phase: Mg16P32, and (c) γ-phase: Mg32P32. Red and black
wavy lines (a-c) show Mg-ion trajectory (10 ps) within the equilibrium structural framework.

scale of our simulation. On the other hand, in the β-phase, Mg-diffusion becomes

barrier-less, which results in a spontaneous 2D transport of Mg-ions (see Figure

4.3b). The simulation time scale of 5 ps has also been able to capture the possible

Mg-ion migration in the γ-phase through the cavity (diameter is 4.52 Å; Figure

4.1c) within the cage-like framework (see Figure 4.3c). We find that reordering

of the P-P dimers leads to the Mg-ion disorder in the solid MgP alloy which

results in fast Mg-ion migration in the γ-phase. Thus, the preceding discussion

proves spontaneous Mg-ion diffusion at higher charge states (β and γ phases),

whereas, a finite diffusion barrier (Ediff ) at a low charge state (α-phase) acts as

the rate limiting factor. Here, we estimate the Ediff and rate of diffusion along

different transport channels in the α-phase, using the Climbing Image Nudged

Elastic Band (CI-NEB) method. [39,40] We find that the most favorable diffusion

channel for interlayer Mg-diffusion is x (Ediff (x) is the least, Fig. 4a).

Compared to Li (Na)-ions, Mg-ions exhibit 7 (81) times higher rate of diffusion

(see Figure 4.4b), as evaluated using the Arrhenius equation (at T = 300 K), where

diffusion constant (D) is defined as:

D = A exp{−Ediff
KBT

} (4.9)

This result is in sharp contrast to the commonly observed sluggish diffusion of

highly polarizable Mg-ions. Mg-diffusion becomes more facile on the surface (Ediff
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Figure 4.4: Energy profiles for interlayer diffusion in the α-phase: (a) Mg-diffusion along x, y
and z-directions, (b) Li, Na, Mg-diffusion along the x-direction, (c) Mg diffusion along x and y
directions on the phosphorene surface. (d) Ediffs for surface-diffusion of Mg-ion. Inset figure
shows Ediffs for M(Li and Mg) ion diffusion at interlayer.

(x) = 0.05; Ediff (y) = 0.31 eV, see Figure 4.4c and d) compared to interlayer

space (Ediff (x) = 0.17; Ediff (y) = 2.22 eV). We also note that diffusion along

the x-channel is 4.9 x 102 (9.4 x 105) times faster than along the y-channel, on

the P-surface (within interlayer space). So, interlayer diffusion of Mg-ions appears

to be solely one-dimensional due to the additional interactions with the adjacent

layer. On the other hand, surface-diffusion is quasi-one dimensional. Comparison

of the rate of Mg-diffusion on the phosphorene surface with Li-diffusion on the

conventional LIB-anode (MoS2 and graphene) reveals that the former is 4.4 x
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103 (7.6 x 104) times faster than the Li-diffusion on the MoS2
[41] (graphene) [42]

surface. Hence, an extremely high rate performance is expected for phosphorus-

based anodes in Mg-batteries.

4.3.4 Why is Mg Diffusion Faster than Li/Na Diffusion ?

To understand the reason behind exceptionally fast Mg-diffusion kinetics, we have

studied the stereo-electronic factors involved in Mg-P bonding at the rate-limiting

α-phase. It is found that, while hopping, M-ions arrive at the transition state

configuration (TR) from their stable binding site (BS) and the octahedral coordi-

nation environment (see Figure 4.5a) gets distorted.

Figure 4.5: (a) Octahedral coordination number of Mg-ions at the α-phase, (b) the dispersive
interaction per M-ions at α (M0.125P ), β (M0.50P ) and γ (M1.0P ) phases. Differential charge
density for M0.125P (M = Li/Mg) while intercalated M is at the transition state during diffusion
along the x-channel (side view): (c) M = Li and (d) M = Mg. The loss of electrons is indicated
in yellow and the gain of electrons is indicated in pink. The projected density of states (pDOS)
of M0.125P (TR): (e) M = Li and (f) M = Mg.
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We have estimate the percentage elongation or shrinkage of M-P bonds at TR

on BS, for determination of the steric-instability (see Table 4.2).

Table 4.2: M(Li / Mg)-P bond distances (r in Å) at stable adsorption site (BS) as well as at the
transition state configuration (TR) during hopping. The percentage elongation or shrinkage of
M-P bonds at TR on BS (dr/r 100 %) determines of the steric-instability at TR.

M in M0.25P a(Å) a′(Å) b(Å) b′(Å) c(Å) c′(Å)
Mg(TR) 2.87 2.87 2.87 2.87 2.46 2.46
Mg(BS) 2.72 2.72 2.72 2.71 2.59 2.59
dr/r x 100 %, 5.52 5.89 5.89 6.28 -4.64 -4.64
Li(TR) 2.83 2.83 2.83 2.83 2.39 2.39
Li(BS) 2.65 2.65 2.65 2.65 2.55 2.56
dr/r x 100 % 6.79 6.79 6.79 6.79 -6.27 -6.27

Notably, (i) steric-instability for Mg (TR) is lesser compared to that of Li (TR),

which essentially reduces the Ediff for Mg-diffusion. (ii) Bonding analysis reveals

that two axial Mg-P bonds (c, c′) get shortened from 2.59 Å (at BS) to 2.46 Å (at

TR) which is close to the Mg-P single covalent bond distance of 2.36 Å. On the

other hand, equatorial bonds become elongated, which results in a delicate balance

through decreasing the repulsion between valence electron pairs of the axial and

equatorial bonds. Indeed, Mg-P bonds exhibit weaker non-local interaction and

stronger covalency, which is evident from the lesser dispersion energy for Mg-

storage compared to the Li-storage (Edisp(MgqP )): (Edisp(LiqP )) = 0.42-0.67; see

Figure 4.5b). Lesser number of Mg-P pairs contributes to the dispersive interaction

(NMgqP ) compared to the Li-P pairs (NLiqP ) (Table 4.3) and results in weaker

Edisp(MgqP ), which further proves the less diffused electronic cloud surrounding

Mg-P bonds.

We also note that random thermal motion of Li-ions at 300 K reduces the

dispersive interaction which implies the electrostatic component of the van der

Waals force. But, a Mg-ion behaves oppositely, proving the predominance of

the covalency. Indeed, the electron density plot with an iso-value of 0.02 e Å−3

captures significant net orbital overlap for Mg-P bonds (see Figure 4.5c), while
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Table 4.3: The dispersive interaction energy per M (Li/Mg)-ions in α (q = 0.25), β (q = 0.50)
and γ (q = 1.00) phases. The ratio between the number of Li-P and Mg-P pairs contributing to
the dispersive interaction (NLiqP :NMgqP at different structural phases are given.

q Edisp(LiqP ):(Edisp(MgqP ) NLiqP :NMgqP

0K (300K)
0.25 2.30 (1.50) 1.11 :1
0.50 2.39 (1.78) 1.13 :1
1.00 1.91 (1.55) 1.21 :1

the same for Li-P bonds show minimal orbital overlap (see Figure 4.5d). pDOS

analysis also corroborates with the same feature, where Mg-pDOS contributes to

the valence band over a broad energy window of 1 eV near the Fermi level (see

Figure 4.5e) and participates in bonding overlap. In contrast, Li transfers the

valence electron to the P-matrix and becomes positively charged which is clear

from the contribution of Li-pDOS in the conduction band (5f). The reason behind

such a distinct feature of Mg-P bonding is s-p mixing, which is specific only for

Mg. The 3p state of P and 3s-3p mixed states of Mg leads to significantly covalent

Mg-P bonds (see Figure 4.5e).

For both the Li and Mg storage in α-phase, s and p states of phosphorus form

separate s and p-bands (see Figure 4.6a, c). However, the electronic states of Li

and Mg ions (within P- matrix) exhibit different features. 3s-3p orbital mixing

(see Figure 4.6d) is found for Mg-ion, which participates in bonding with 3p states

of P-matrix, whereas, Li-s orbital (see Figure 4.6b) alone participates in bonding.

Strong covalent interactions between Mg-ions and the P-matrix are of immense

importance to reduce the polarisability of Mg-ions, which in combination with

lesser steric instability of the transition state results in superior Mg-diffusivity.
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Figure 4.6: The projected density of states (PDOS) of MqP (TR): (a, b) M = Li; (c, d) M =
Mg.

4.4 Conclusions

In summary, this chapter discusses the storage potential and diffusion kinetics of

the Mg-ions within black-phosphorus (P). Based on first principles analyses, we

propose that P-matrix as anode, exhibits optimally low potential (0.15 V) and

high specific capacity (1730 mAhg−1). In contrast, strong Li-adsorption affinity of

the phosphorus anode is mostly electrostatic in nature and results in much higher

insertion-voltage compared to the Mg-storage. MgqP (0 6 q 6 1) behaves like a

special class of solid solution without any signature of Mg-metal deposition and
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Mg/P phase segregation, which essentially avoids the pulverisation of the P-anode.

However, three distinct structural phases (α, β, and γ) appear depending on the

extent of charging which results in different Mg-diffusion behaviors at various

states-of-charge. At a low charge state (α-phase), Mg-ion diffusion becomes 7.39

(3.64) times faster than Li-ion diffusion on the P-surface (bulk), which is in sharp

contrast to the commonly observed slow diffusion of a highly polarizable Mg-

ion. Notably, the α-phase is the rate-limiting step for Mg-ion diffusion. At a

higher charge state (β, and γ phases), Mg-diffusion becomes barrier-less. We

emphasise that it is the synergistic interaction between the 3p orbital of P and

3s-3p mixed states of Mg that leads to significant covalent Mg-P bonding, which

in turn, reduces the polarisability of Mg ions. This results in high rate capability

as well as the optimum anodic potential for the Mg-ion cell. On the basis of

these findings, we conjecture that black phosphorus is a promising candidate as

an anode in an Mg-ion cell. Future endeavour must be done to fully characterize

the electrochemical set-up after integrating cathode and electrolyte with P-anode

to optimize the battery’s behaviour.
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5
Ternary Borocarbonitrides:

Effect of BN and C Domains on

Charge-transport?

5.1 Introduction

Semiconducting electronic material fulfils two functions, (i) light absorption, and

(ii) charge carrier transport. Sensing light and electron field emissions are proper-

ties associated with the optical and electronic band gap in semiconductors. On the

other hand, the power factor of electronic devices depends both on carrier transport

properties and on current conversion efficiency. The popular electronic material,

graphene (in single layer), shows very high carrier mobility (∼1.5 x 104 cm2V −1s−1

at room temperature), due to the presence of massless Dirac fermions. [1] However,

in spite of this large carrier mobility, its gapless semimetallic nature limits its per-

formance as a versatile electronic material. This has given impetus to the search

for graphene-analogues which would be able to compensate the shortcomings of

?Work reported in this chapter is published in: Swastika Banerjee and Swapan K Pati,
(Communication) Nanoscale, 6, 13430-13434 (2014)
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graphene. [2,3] Interestingly, a hexagonal-BN sheet exhibits large optical phonon

modes and a large electronic band gap (∼5.97 eV), but poor intrinsic carrier mo-

bility due to the charge traps on the B and N atoms. [4,5] Moderate carrier mobility

coupled with a suitable electronic band gap has recently been attempted by op-

timising a combination of carbon (responsible for electrical conductivity) and B

and N concentration (acting as redox centres). [6–8] In practice, borocarbonitrides

with the combination of sensible carrier mobility (102 − 103 cm2V −1s−1) and a

finite band gap are used in electron field-emission, electrocatalysis, [9] supercapac-

itors [10,11] and other modern electronic devices. [12,13] On the other hand, p- or

n-type conduction polarity has been controlled through electrochemical doping,

surface adsorption, chemical functionalization and lattice symmetry breaking. For

back-gate field-effect transistors, B doping in graphene has been found to exhibit

p-type behaviour and lower electron mobility (350-550 cm2V −1s−1) than the N-

doped analogue (450-650 cm2V −1s−1). [14,15] However, there are practical difficulties

associated with poor mobility and in preserving the doping state in an ambient

environment. [16] This has pointed us towards understanding how surface structure

and the interface affect carrier mobility in borocarbonitride nano-hybrids.

In the present chapter, we debate whether topological modification in borocar-

bonitrides is a promising approach for addressing these issues, since the proper-

ties controlled by surface topology are arguably more robust to external polariza-

tion and electrochemical oxidation/reduction than doping with electron(s) and/or

hole(s). In fact, sustainable electrochemical performance (100 mAhg−1 at 2 Ag−1

for 5000 cycles with a capacity retention of 93%) of B2.5CN2.5 has been demon-

strated by Lei et al. [12] This confirms the stability of the material, even at high

current levels, and reflects its high intrinsic carrier mobility. We shall discuss the

carrier transport characteristics and the topological criticality of monolayer and

bilayer B2.5CN2.5 (see Figure 5.1).The subject of the present investigation is not

only of fundamental academic interest but also be of significant technical relevance
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to modern electronic devices and energy storage.

Figure 5.1: View of the various stacking patterns of bilayer B2.5CN2.5; BCN-I: AA, AB, X, Y,
Z; and BCN-II: AA, AB, P, Q, R, S. The pink spheres represent B atoms and the green and blue
spheres C and N, respectively.

5.2 Computational Methodology

5.2.1 First Principles Simulation Details

In the DFT calculations, we have used projector augmented wave (PAW) method [17]

for representation of ionic core and valence electrons. The exchange-correlation en-

ergy of electron is described by the Perdew-Burke-Ernzerhof functional (PBE). [18]

We use an energy cutoff of 500 eV for the plane wave basis set expansion. The

Brillouin zone was represented by Monkhorst-Pack 30 x 30 x 1 k-point mesh. Large

enough supercell has been considered to ensure that the vacuum space is 20 Å as-

suring sufficient vacuum along non-periodic direction. Structural optimisations are

done with PBE functional with the inclusion of DFT-D2 dispersion correction [19]
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as implemented in Vienna ab initio simulation package (VASP). [20–22].

5.2.2 Boltzmann Transport Formalism

The band energy, εi, and group velocity, νβ , obtained from first principles cal-

culations, are used for computing carrier-mobility (µ) based on the Boltzmann

transport formalism within the Deformation Potential (DP) theory. [23] Mobility

(µ
e(h)
β ) for electron (e) and hole (h) is defined as,

µ
e(h)
β =

e

kBT

∑
iεCB(V B)

∫
τβ(i, ~k)νβ

2b(~k)d~k∑
iεCB(V B)

∫
b(~k)d~k

(5.1)

where,

b(~k) = exp[∓εi(
~k)

kBT
] (5.2)

Minus (plus) sign in the exponent stands for electron (hole). β denotes the direc-

tion of the external electric field. The summation runs over all the kth state of the

all the ith band in the Brillouin zone (BZ). The summation of the band was carried

out using valence band (VB) for holes and conduction band (CB) for electrons.

We find the relaxation time, τβ(i, k), using the collision term in the BTE [24],

1

τβ(i, ~k)
= kBT

4π2
(
Ec
β

)2

hCβ

∑
k′εBZ

[
1− νβ(~k′)

νβ(~k)
δ[εi(~k′)− εi(~k)]

]
(5.3)

Elastic constant (Cβ) and deformation potential constant (Ec
β; c: electron or hole)

have been derived from first principles calculations. Ec
β is defined as,

Ec
β =

∆Eband
∆l/l0

(5.4)
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where ∆Eband is energy shift at the band-edge position with respect to the lattice

dilation ∆l/l0 along the transport direction (β). The change in total energy (E −

E0), is given by,

2(E − E0) = CβS0 (∆l/l0)2 (5.5)

where, E0 and S0 are the energy and the surface area of the unit cell without any

strain. The value of Cβ is obtained from the curvature of the parabola.

All the transport parameters discussed above are obtained from first principles

analysis. ab initio molecular dynamics simulations (NVT, 300 K) [25,26] have been

carried out using GPW formalism and GTH pseudo-potential [27] with Perdew-

Burke-Ernzerhof (PBE) [18] exchange correlation functional have been used for

AIMD simulation, adopting the CP2K set of programs. [21,22,28,29]

5.3 Results and Discussion

5.3.1 Surface Structures and Stacking Patterns in BxCyNz-

sheets

DFT-optimized lattice vectors are 8.72 (x); 7.56 (y) for BCN-I-AB unit cell and

13.05(x); 7.54(y) for BCN-II-AB unit cell (see Figure 5.2). An understanding of

the surface electronic structure and basic transport mechanism has been used to

provide an efficient design for electronic devices and electrochemical applications.

Apart from this particular composition, we have also considered two recently high-

lighted carbon-rich compositions, BCN and BC4N (Figure 5.2), [30,31] and have ap-

plied the principle discussed in the present chapter. The composition of B2.5CN2.5

itself allows the possible surface structures shown in the Figure 5.1 and Figure 5.3.

Apart from the structure and composition, stacking pattern in the layered
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Figure 5.2: E and F are equally separated localized C-domains in BCN and BC4N , respectively,
and E′ and F′ represent random B, C and N distributions in BCN and BC4N .

Figure 5.3: Unequal separations (three and five atoms) between localized C-domains (r) and
long bridging chain (seven atoms) between two localized C-domains (s).

material is one of our concerns for device applications. Structural analysis therefore

becomes relevant in addressing the importance of various stacking patterns and

in providing the preliminary information for our further investigations into carrier

transport characteristics. It has been confirmed that the surface topology of model
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BCN-I (interlayer distance (ID) = 0.33 nm) is in complete agreement with the

experimental X-ray measurements. The B, C and N atoms are positioned in a

random manner with each hexagonal ring containing only one C atom (see BCN-

I). We also suggest another model having surface structures with a localized C-

domain, in good agreement with previous theoretical studies and the experimental

evidence (BCN-II and Figure 5.3r, s) [10,13] (ID ≈ 0.40 nm).

5.3.2 Stability

Based on the relative energy (RE; the energy of any stacking pattern with respect

to the most stable stacking arrangement) and the cohesive energy (CE; the esti-

mate of the stability gained due to bilayer formation), we are able to determine the

most stable stacking pattern for BCN-I and BCN-II (Table 5.1). The difference

Table 5.1: Relative energy (RE), cohesive energy (CE) in meV/atom and interlayer distance
(ID) in Å of various stacking patterns of bilayer BCN-I and BCN-II.

Sheet RE ID CE
BCN-I-AA 19.39 3.66 -17.26
BCN-I-AB 0.00 3.46 -36.65
BCN-I-X 5.11 3.63 -31.54
BCN-I-Y 6.78 3.50 -29.87
BCN-I-Z 8.84 3.63 -27.81
BCN-II-AA 14.29 3.70 -19.19
BCN-II-AB 3.07 3.55 -30.41
BCN-II-P 0.00 3.62 -33.48
BCN-II-Q 1.86 3.43 -31.63
BCN-II-R 2.10 3.45 -31.39
BCN-II-S 4.99 3.42 -28.50

in stability is much small for different stacking patterns in either of the surface

topologies (see Table 5.1 and Figure 5.4) at both low (0 K) and room tempera-

ture (300 K). This confirms that these stacking arrangements are highly feasible

under ambient conditions. In addition, a graph of dispersion energy (DE) vs.
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Figure 5.4: Potential energy (PE) vs. time (left), and dispersion energy (DE) vs. time (right)
for bilayer BCN-I and BCN-II with PBE-D2 functional.

time helps to establish the relationship of dispersive force and structural integrity,

indicating favourable stacking patterns and equilibrium separation distances be-

tween two layers in various stacking arrangements. By comparative analysis of

two different sheets, BCN-II-AB has been found to be energetically more stable

than BCN-I-AB, the difference being ∼0.21 eV per atom.

5.3.3 Charge Transport Property

We used the structural analysis and sampled the energetically stable bilayer stack-

ing patterns (BCN-I-AB and BCN-II-AB) to study the transport characteristics.

In the study, charge-carrier mobility (µ
e(h)
β ) was evaluated on the basis of Boltz-

mann transport formalism within the deformation potential (DP) theory (see

Equation 5.1). [32,33] We note that the acoustic phonon mechanism and deforma-

tion potential theory could also explain the charge transport behaviour in graphene

nanoribbons. [34] In the Boltzmann method, the relaxation time is calculated by

the collision term (see Equation 5.3). [35]

We find that for bilayer BCN-I, the intrinsic electron mobility (Table 5.2) ex-

tends to an order of 106 cm2V −1s−1 along the y-direction, in which two consecutive

C atoms are non-collinear and are separated by one B-N bond. On the other hand,
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bilayer BCN-II exhibits a reversal of conduction polarity, showing high hole mo-

bility (∼106 cm2V −1s−1) along the y-direction, in which two hexagonal C-domains

are periodically separated by an odd number of B/N atoms (3 B, N atom), formed

either by an extra electron or an extra hole.

Table 5.2: Deformation potential Eβ (eV), elastic constant Cβ (Jm−2), carrier mobility µ
(104cm2V −1s−1), and the averaged value of scattering relaxation time τ (ps) at 300 K for elec-
trons and holes, denoted as, Carriertypedirection (e(h)x/y), in monolayer and bilayer B2.5CN2.5

with different surface topologies (A = BCN-I, B = BCN-II).

Sheet e(h)x/y
Monolayer Bilayer

Ecβ Cβ µ τ Ecβ Cβ µ τ

A

ex 3.74 297.88 0.82 1.16 2.42 598.28 7.28 10.62
hx 1.76 297.88 3.27 5.34 1.76 598.28 11.8 19.15
ey 0.44 285.57 56.75 80.40 0.44 575.69 212.04 309.12
hy 2.86 285.57 1.39 2.78 1.32 575.69 20.22 32.76

B

ex 3.96 302.14 0.13 0.79 3.30 618.98 0.33 1.81
hx 0.66 302.14 8.65 49.29 1.76 618.98 1.59 6.86
ey 3.74 302.39 0.15 0.89 3.30 616.23 0.32 1.80
hy 1.54 302.39 1.59 9.06 0.22 616.23 101.08 436.91

5.3.4 Electronic Structure and Microscopic Reason

Band structure calculation relates BCN-I to a narrow band gap semiconductor

(∼0.45 eV at the Γ-point), whereas BCN-II is a wide band gap semiconductor

(∼2.80 eV at the Γ-point) (see Figure 5.5). For Both BCN-I and BCN-II, AA

stacking pattern shows least band gap whereas AB stacking or other turbulent

stacking patterns are energetically more stable with little more opening of band-

gap. Tune-ability of band structure and lifting of the degeneracy in conduction and

valence band is also found through change in the stacking pattern in case of BCN-

II type. Irrespective of the stacking is, electronic band gap for BCN-II is pretty

larger in comparison with BCN-I. Band dispersion in BCN-I arises from the con-

tributions of B, N and C to the valence band and conduction band (see Figure 5.5

and 5.7). On the other hand, localized C domain (BCN-II) introduces sharp lo-
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Figure 5.5: Band structure and projected density of states for bilayer borocarbonitride
(B2.5CN2.5) sheets in stable packing pattern, obtained from DFT calculations. Both exhibit
direct band gap. Inset: the first Brillouin zone of the primitive cell, with three high symmetry
points, Γ, K and M.

calized peak in DOS contributed by carbon 2pz orbitals, as shown in Figure 5.6.

Hence the conduction bands are more flattened in BCN-II, which results in higher

electronic effective mass whereas, C-valence 2pz orbital (see Figure 5.7) contribute

to the broad peak near Valence Band Maximum (VBM). Electronic structural cal-

culations show that in the case of BCN-I the conduction band minimum (CBM) is

delocalized due to the diffuse nature of the N 2pz orbitals (Figure 5.5 and 5.6), and

shows fewer nodes along the y-direction. This leads to weak coupling between the

electrons and the acoustic phonons, reducing effective scattering and increasing

the electron mobility of BCN-I. On the other hand, in the CBM of BCN-II carbon

hexagons and BN-domains combine anti-symmetrically (an anti-bonding feature),

while the valence bond maximum (VBM) consists of symmetrical bonding fea-

tures, with the appearance of kink states at N sites, acting as a connector between

two diffused electronic islands. It is noteworthy that the kink states always appear

on N sites in VBM when localized C-domains form (Figure 5.6, I (B, C and D)

and II (B)).



161 Chapter 5. Effect of BN and C Domains on Charge-transport

Figure 5.6: Γ-point VBM and CBM for model surface topologies; (I) monolayer, and (II) bilayer.
I(A) CBM consists of more extended islands than VBM; the number of nodes in VBM is equal
in either direction. I(B), (C) and (D) VBM shows a more delocalized character than CBM along
the y-direction, and kink states appear on the N atom. I(C) and (D) plots are for the surface
structures described in Figure 5.3, r and s, respectively.

A further aspect is that, irrespective of the surface topology, the carrier mobility

increases in the bilayer structure (compared to the monolayer, see Table 5.2) for

both electron and hole. To understand the effect of the layers, we analysed each of

the terms in Equation 5.1 contributing to mobility and found that the relaxation

time (τ) value changed significantly from monolayer to bilayer. This underlines the

importance of subsurface scattering (Equation 5.3). The significant contribution

of the 2pz orbitals of C, B and N (perpendicular to the transport plane) to both

CBM and VBM (Figure 5.7) gives a change in the value of Ec
β (eV) in the layered
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Figure 5.7: Projected density of states (pDOS) for out-of-plane valence orbitals in bilayer boro-
carbonitride (B2.5CN2.5) sheets (BCN-I in the left and BCN-II in the right) in their stable
stacking pattern are obtained from DFT calculations.

structure. The modulation in carrier transport property in the layered structure

is thus due to electronic structural changes, leading to phonon softening. This

corroborates previous observations on anomalous phonon softening in the case of

bilayer graphene. [36]

5.3.5 Transport Property and Composition Dependence

We also studied the composition dependency of the intrinsic carrier mobilities.

Unlike BN predominant compositions (B2.5CN2.5), C-rich compositions (BCN and

BC4N) with truly random surface structure (Figure 5.2, E′ and F′) drive the mate-

rial to be metallic, which corroborates earlier studies. [30,31] On the other hand, the

stable surface with localised C-domains is semiconducting in nature (Figure 5.2, E

and F). Extremely high hole mobility (∼ 106 cm2V −1s−1), but comparatively poor

e-mobility of BCN (∼ 104 cm2V −1s−1) is found (Figure 5.8 and Table 5.3), using

the same rationale as discussed earlier. BC4N exhibits both electron and hole

mobility of the order of ∼ 105 cm2V −1s−1, attributed to the equalization of both

hole and electronic relaxation times (see Table 5.3). Hence, extended C-domains

(see Figure 5.8) lead to the equalization of intrinsic hole and electron mobility

(compensates electron mobility at the cost of hole mobility.
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Table 5.3: Deformation potential Eβ (eV), elastic constant Cβ (Jm−2), carrier mobility µ
(x104cm2V −1s−1)), and the averaged value of scattering relaxation time τ (ps) at 300 K for
electrons and holes in monolayer ‘r’, ‘s’ (B2.5CN2.5) (shown in Figure 5.3) and E, F surface
topologies (shown in Figure 5.2)

Sheet Carrier type
Transport parameters

Ecβ Cβ µ τ

r

ex 3.52 304.18 0.07 0.51
hx 0.66 304.18 5.07 18.54
ey 3.96 301.77 0.05 0.40
hy 1.76 301.77 0.71 2.59

s

ex 2.20 308.20 0.16 9.01
hx 2.20 308.20 0.22 9.29
ey 4.62 302.61 0.04 2.01
hy 0.44 302.61 5.41 150.00

E

ex 2.64 308.20 3.09 3.51
hx 2.64 308.20 3.06 2.44
ey 3.52 308.56 1.75 1.98
hy 0.22 308.56 441.42 352.23

F

ex 1.32 345.66 31.15 33.52
hx 3.08 345.66 5.70 6.16
ey 3.96 336.06 3.37 3.62
hy 1.10 336.06 43.61 46.93

Figure 5.8: Carrier mobility (µ) for electrons and holes in borocarbonitrides (BxCyNz) exhibiting
different stoichiometric proportions of B, C and N. The different surface topologies are A: BCN-I,
B: BCN-II, E: BCN, and F: BC4N .

Thus, (1) electron-hole anisotropy maximises when B:C:N = 1:1:1; (2) BN-rich
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BxCyNz result in two semiconducting phases (A: BCN-I B: BCN-II type). Here

is A, the truly mixed C atoms in BN matrix which gives rise to higher e-mobility,

whereas, B, the separated BN C-domain results in higher hole mobility; and (3)

at C-rich domain transport response is isotropic.

5.4 Conclusions

In conclusion, we wish to stress that BN-rich borocarbonitrides (B2.5CN2.5) are

semiconducting in nature, irrespective of surface topology, and the random mix-

ing of B, N and C (BCN-I) is energetically less stable than the structure with

localized domains (BCN-II). Thus, the topological feature of BCN-I can be de-

fined as a topological defect in the stable surface of type BCN-II. Such topological

defects give rise to extremely high electronic mobility, in this case a higher per-

formance by a factor of 103 compared with the most stable topological feature.

Secondly, electronic confinement becomes dominant and transport channels have

a directional behaviour. In addition, for a particular composition the electronic

bandgap can be varied within a wide range of energy spectrum (0.45 to 2.8 eV),

by tuning the surface topology. Thirdly, reversal of the conduction polarity [32]

has also been found to follow the change in surface topology. The leading carrier

transport in transistors can be changed from electrons (for BCN-I) to holes (for

BCN-II), with high mobility value (µ = 106 cm2V −1s−1). Large electron mobility

can be achieved for surface structures with random (truly mixed) C atoms in a

BN matrix (model BCN-I). On the other hand, hole mobility becomes extremely

high and more robust when localized C-domains (see BCN-II model structure) are

both closest and also equidistant (periodically situated). These principles turn

out to be not only specific to B2.5CN2.5, but can also be extended to borocarboni-

trides in different stoichiometric proportions. This can lead to optimization of the

atomically engineered surface topology to tailor low-dimensional carrier transport
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mobility, and is fundamental to the design of a smart material for modern day

electronic (transport) and energy storage devices.
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6
Elemental Black Phosphorene:

Effect of Puckered Structure on

Transport?

6.1 Introduction

Graphene, the famous one-atom-thick layer of carbon, has attracted huge atten-

tion of materials scientists due to its electrical properties, which allow almost free

flow of electrons across its surface. But the material lacks band gap, which re-

stricts its widespread application. In fact, gap-state is useful as switch of the

electron flow to be on and off. Recently, a new elemental 2D-sheet (phos-

phorene) has been proposed as a promising candidate that could combine both

the aspects: (1) an atom-thick layer of the elemental phosphorus (2) an intrin-

sic band gap. Moreover, out-of-plane atomic arrangement in phosphorene sheets

differentiates them from other 2D electronic materials, like graphene, borocarboni-

trides, h-boronitrides, etc. Symmetric buckling of six-membered rings is found in

?Work reported in this chapter is published in: Swastika Banerjee and Swapan K Pati, Phys.
Chem. Chem. Phys. 18, 16345-16352 (2016)
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P-allotrope (blue phosphorene) [1] and silicene. [2] In contrast to blue-P, black phos-

phorus exhibits asymmetric buckling along two in-plane directions. This results

in anisotropy in the electronic and optical responses of black-phosphorus. [3,4] Re-

cently, two dimensional (2D) black phosphorene and 3D black phosphorus (BP)

have drawn huge attention as promising materials for nano-electronics [5,6] due to

their high carrier (electron/hole) mobilities (103 to 105 cm2V −1s−1). [7,8] Especially,

strong in-plane anisotropy [9–11] makes phosphorene distinct from other isotropic

materials like graphene and MoS2. Nano-structuring results in the further en-

hancement of anisotropy, [12] leading to a higher on-off ratio of a BP transistor [13]

and better performance for thermoelectrics. [14] But, nanostructures often exhibit

lower mobility. [13] Recent advances in the application of strain have overcome this

limitation to a certain extent. [10] Strain also results in direct-indirect band-gap

switching and multi-valley participation in transport. [15–17] Bilayer phosphorene

under compressive strain perpendicular to its surface exhibits higher (2 orders of

magnitude) room temperature electron mobility than for ground state phospho-

renes. [23] Besides in-plane anisotropy, it has been found that anisotropic response

in carrier relaxation dynamics leads to the minimization of electron-hole recombi-

nation, which is required for solar cell applications [18] of phosphorene. A recent ex-

perimental study reveals that bulk BP has anisotropic particle-hole excitation. [19]

However, understanding of the origin of transport-anisotropy is critical for its ap-

plication in advanced transport devices. Previous endeavors based on empirical

tight-binding [20,21] as well as ab initio density functional theory (DFT) [11,15,22,23]

have shown that the anisotropic effective mass results in carrier anisotropy. But,

the complexity arises because of the nearly-linear dispersive bands which put a

question mark on ‘effective mass’ (m∗) evaluation

m∗ = ~2(
d2E

dk2
)−1 (6.1)
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So, despite the abundance of band-structure and effective mass derived results, [24,25]

fundamentals of transport still remain unanswered. For example, what is the origin

of the effective mass anisotropy? What is the role of the carrier scattering process

in dictating the anisotropic transport in phosphorene? How can we achieve both

the in-plane as well as electron-hole anisotropy for a given system?

In this chapter, we present a numerical scheme based on the Boltzmann trans-

port equation (BTE) and determine the relevant quantities needed to answer the

above questions. First-principles simulations have been employed to obtain the

electronic structural details and the relevant parameters for evaluation of the trans-

port integrals. All of the studied systems including the 2D monolayer, quasi-2D

few-layers as well as bulk black-phosphorus exhibit a nearly direct band gap. [26,27]

However, the nature of the band gap state is strongly dependent on the number

of the layers. Trilayer black phosphorus (TBP) is unique due to its structure and

fundamental symmetry criteria which results in a special case for charge-carrier

anisotropy. Information on the scattering process involving purely the carrier

states helps to understand the layer-dependent optical responses, particularly, the

sudden drop in photoluminescence efficiency [28] as observed from trilayer onwards.

We also discuss two descriptors for the assessment of transport anisotropy and

layer-dependent relaxation dynamics of the charge-carriers in phosphorene-like

complex systems. The remainder of this chapter is organized as follows: first, we

introduce the theoretical methods which are followed by discussion on the layer-

dependent criticality of electronic structure in black phosphorus, based on the

band structure derived parameters. Next, we present a detail description on the

evaluation of relevant parameters and the transport characteristics in TBP. This

is followed by a thorough analysis of the carrier scattering process to understand

the origin of transport-anisotropy. Finally we summarize our findings.
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6.2 Computational Methodology

6.2.1 First Principles Simulation Details

Structural optimizations are carried out with Perdew-Burke-Ernzerhof (PBE) [29]

functional and Projector Augmented-Wave (PAW) [30,31] method with the inclusion

of DFT-D2 dispersion correction as implemented in Vienna Ab initio Simulation

Package (VASP). [32–34] Energy cutoff of 540 eV is used for the plane wave basis set

expansion. Band structure details have been obtained with the PBE functional

in the SIESTA [35] and the Heyd-Scuseria-Ernzerhof (HSE)06 [36,37] functional as

implemented in VASP. Reciprocal space has been meshed using the Monkhorst-

Pack method with fine k-grid (70 x 70 x 1) for the PBE and 11 x 9 x 1 for HSE06

functional. Fine grid (70 x 70 x 1) has been used to attain the better accuracy for

the numerical integrations.

6.2.2 Boltzmann Transport Formalism

Transport parameters, such as, elastic constant (Cβ) and deformation potential

constant (Ec
β; c: electron or hole) have been derived from first principles calcu-

lations (see section 5.2.2 in Chapter 5). Using Cβ and Ec
β, thermally averaged

carrier-acoustic phonon scattering probability, 〈|Mi(k, k
′)|2〉, can be defined as,

〈
|Mi(k, k

′)|2
〉

= kBT
4π2

(
Ec
β

)2

hCβ
(6.2)

We define the parameter Scβ as,

Scβ =
[〈
|Mi(k, k

′)|2
〉]−1

(6.3)
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Indeed, mobility, µcβ is proportional to the parameter Scβ (see Equation 6.7),

µcβ ∝ Scβ (6.4)

To account for the scattering process among the electron (hole) carrier states,

we estimate the probability of transition from one state to another through the

collision term in BTE,

F (~k) =
∑
k′εBZ

[(
1− νβ(~k′)

νβ(~k)

)
δ[εi(~k′)− εi(~k)]

]
(6.5)

where, the δ-function accounts for elastic scattering. F (~k) determines the num-

ber of carrier states (Nc) participating in charge-transport and the corresponding

relaxation time, τβ(i, ~k). The number of carrier states (Nc) is governed by the cor-

relation factor, F (~k), which in turn dictates the rate of carrier relaxation (krelax)

within the CB and VB (τ(~k) ∝ 1/F (~k)); (see Equation 6.5 and 6.6). where, the

relaxation time, τβ(i, k), can be defined using the collision term in the BTE [38] as,

1

τβ(i, ~k)
= kBT

4π2
(
Ec
β

)2

hCβ

∑
k′εBZ

[
1− νβ(~k′)

νβ(~k)
δ[εi(~k′)− εi(~k)]

]
(6.6)

Accordingly, F (~k) dictates the mobility for electrons and holes along a specific

direction. Thus, through the computation of F (~k), we are able to analyze the

carrier scattering process which avoids the parametric dependence and assump-

tions associated with DP theory. The band energy, εi, and group velocity, νβ are

obtained from first principles calculations which are used for computing carrier-

mobility (µ) based on the Boltzmann transport formalism within the Deformation

Potential (DP) theory which has been detailed in previous chapter (chapter 5).
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Mobility (µ
e(h)
β ) for electron (e) and hole (h) is defined as,

µ
e(h)
β =

e

kBT

∑
iεCB(V B)

∫
τβ(i, ~k)νβ

2b(~k)d~k∑
iεCB(V B)

∫
b(~k)d~k

(6.7)

where,

b(~k) = exp[∓εi(
~k)

kBT
] (6.8)

Minus (plus) sign in the exponent stands for electron (hole).

6.3 Results and Discussion

6.3.1 Layer-dependent Criticality in the Electronic Struc-

ture of Black Phosphorus

Black phosphorus (BP) possesses an orthorhombic crystal structure (see Fig-

ure 6.1a). In the bulk state, it behaves like a van der Waals solid with significant

interlayer interaction (81 meV per atom). This is due to a higher charge distri-

bution in the interlayer spacing [39] compared to other van der Waals solids. The

structure of TBP has been shown in Figure 6.1a.

Irrespective of the number of layers, phosphorene is always semiconducting

with a wide range of optical and electronic band gaps. [7] Monolayer and bilayer

phosphorene exhibit the gap state strictly at the Γ point. From 3-layers onwards,

the valence band maximum (VBM) and conduction band minimum (CBM) begin

to deviate from the high-symmetry (Γ) point. The band dispersion pattern for

TBP is shown in Figure 6.1b (see Figure 6.2 showing the high symmetry points).
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Figure 6.1: (a) Optimized structure of TBP (α-phosphorus, ABA stacking). ‘c’ is defined as the
distance between the mid-line of a layer and the mid-line of another layer of the same phase in the
ABA stacking pattern. h1 (h2) is the interlayer distance. (b) HSE06-predicted band-structure
of TBP; A, B, C and D are the band-crossing points. M and M’ are the 1st and 2nd minima
at the conduction band. Offsets of M and M’ from the Γ point have been denoted as dΓM and
dΓM ′ , respectively. Wigner-Seitz cell with high symmetry k-point is shown in Figure 6.2

The deviation for the 1st CBM, M, from the Γ point which is denoted as dΓM

(see Figure 6.1a) reaches the maximum at the bulk limit, as shown in Figure 6.3a.

On the other hand, the deviation of the 2nd CBM (M′),dΓM ′ , is robust with re-

spect to the variation in the number of layers (see Figure 6.3b). We also find

that the energy difference between M and M′ in conduction band minima (EMM ′)

increases linearly with the increase in number of layers from trilayer onwards (see

Figure 6.2: Wigner-Seitz cell with high symmetry k-points is shown for TBP (α-P), the optimised
structure is shown in Figure 6.1a
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Figure 6.3: (a) dΓM and dΓM ′ versus number of layers (NL), and (b) EMM ′ versus NL.

Figure 6.3b). Notably, lesser the value of |EMM ′ |, higher is the feasibility of multi-

valley participation for electron transport. These band structure-derived features

reveal that, tri-layer black phosphorus (TBP) appears to be interesting as both

dΓM and EMM ′ versus NL alter their slope from negative to positive for NL ≥ 3.

Moreover, TBP is unique due to its structure and fundamental symmetry criteria.

First of all, it exhibits the ABA stacking pattern (Figure 6.1a) and belongs to

the C1 point group, thus, does not possess any spatial symmetry. This structural

asymmetry breaks the electron-hole symmetry creating the possibility for bipolar

conduction. Secondly, nanostructures can sustain more strain than bulk, thus, fa-

voring strain-engineering. [40] Hence, TBP draws our attention for detailed analysis

of its transport characteristics.

6.3.2 Carrier Transport Properties in TBP

For TBP, we find that the band gap (Eg) is 1.03 eV, where the gap-state is flat and

slightly offset along the Γ−X direction (see Figure 6.1b). We also note that the

band-dispersion pattern indicates some hidden complexity. Near the gap state, the

bands do not follow a parabolic dispersion pattern, rather it appears to be some-
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what closer to a linear dispersion, that too only along the Γ − X line for small

k-values. However, in general, linear fitting is unsuitable for both the electron and

hole effective mass calculations at the band-minima. Along the Γ − Y line, we

find perfect parabolic dispersion for small k-values. But, for several points in the

band structure, the quadratic fitting is impossible. Hence, effective mass approxi-

mation is quite error prone. So, in this chapter, we use anisotropic relaxation time

approximation (see Equation 6.6) for evaluation of the transport integrals which

avoids the limitations associated with the effective mass approximation. Both the

PBE and HSE06 functionals give consistent results for the nature of the wave func-

tion in the gap state and direct-indirect gap switching after application of strain.

But, the variation of the shift in the band-edge due to applied strain cannot be

predicted correctly by the PBE functional which is crucial to determine the de-

formation potential constant (Ec
β). Based on GGA approximation considered in

PBE, the energy shift at the band edge position due to the application of strain

reveals that, the slope of the linear fit defining Ec
β needs three different regimes as

shown in Figure 6.4.

To understand the origin of such behaviour, we perform the wave function

analysis (see Figure 6.5) at the Γ (high symmetry point) and M (band-gap state)

points. At either of these points, both the VBM and CBM consist of extended

islands. We also find that the pz orbital is the major contributor to the VBM and

CBM as well. Such diffused nature of the electronic wavefunctions lead to predom-

inant electron-ion interaction over the electron-electron interaction in the exchange

term (H). Accordingly, we confirm that improper account for the electron-ion in-

teraction and the electron-electron interaction in the exchange term within PBE

gives rise to such discrepancy. Indeed, the hybrid functional HSE06 with 35%

Hartee exchange gives the Eg at 1.03 eV which corroborates well with the pre-

vious experimental result of 0.98 eV. [28] Additionally, this also provides a linear

relationship (see Figure 6.6a and b) for the Eband versus strain.
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Figure 6.4: The band edge positions (Eband) of the valence band maximum (VBM) and the
conduction band minimum (CBM) with respect to the lattice dilation ∆l/l0 along different in-
plane directions for TBP. Band structures of TBP have been calculated at the PBE level of
theory. Eband versus strain at the M point along the (a) zigzag direction, and (b) armchair
direction.

Figure 6.5: VBM and CBM wave functions at the Γ and M-point for TBP, before (left) and
after (right) the application of strain. The isosurfaces for the wavefunction plots correspond to
a value of 0.07 e Å−3 (left) and 0.06 e Å−3 (right).
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Figure 6.6: HSE06 computed Eband versus strain at the M point along the (a) zigzag (x) and
(b) armchair (y) directions. (c) Increase in the total energy (∆E) of the unit cell versus lattice
deformation along the x direction and the same along the y direction is shown in (d). Dotted
lines are the parabolic fittings, which give the elastic constant (Cβ).
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This linear relationship for Eband versus strain can be explained based on the

analysis of nature (bonding or anti-bonding) of the electronic states. The amount

of shift at the band-edge due to strain can be written as,

EBonding = 2E0 +
e2

R
+
K +H

1 + S2
O

(6.9)

EAntibonding = 2E0 +
e2

R
+
K −H
1− S2

O

(6.10)

where, E0 is the energy for an isolated atom, K is the classical Coulomb energy,

H is the exchange term and SO is the overlap integral of the orbitals between

different atomic sites. Application of positive (tensile) strain would result in an

increased value for H which leads to an increase in EBonding and a decrease in

EAntibonding. Since, S0 will be negligibly small compared to K and H, behaviour

of the bonding/antibonding state is dominated by the H term. In practice, the

maximum (minimum) energy k-point belonging to the VBM (CBM) is considered

as bonding (antibonding) in nature, generally. This is because, the minimum

point at the CBM is the next higher energy state after the maximum point at the

VBM. But, the complexity arises if there is a significant overlap along the out-of-

plane direction whereas we focus on the number of nodes along in-plane directions

to determine the bonding/antibonding characters. In a few layer phosphorene

also, we find significant overlap interaction between two layers in the out-of-plane

direction (see Figure 6.5). At the M point, VBM is anti-bonding (with a higher

number of nodes) and CBM is bonding in nature (from a view along the xy plane).

In fact, the VBM gets stabilized due to additional out-of-plane overlap interaction.

So, the bonding or antibonding nature is an outcome of the interplay between both

the in-plane and out-of-plane overlap which apply for every k-point constituting
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a particular band. The reversal of the nature of the wave-functions for the VBM

(CBM) at the M point leads to a gradual decrease (increase) in the eigenvalues with

the increase in tensile strain. Thus, after examining the bonding (antibonding)

character of the CBM (VBM), the linear relationship in the band-edge shift versus

strain as shown in Figure 6.6a and b, is established. The deformation potential

constant (Ec
β) is obtained from the slope of these linear plots, and is given in

Table 6.1.

Table 6.1: Carrier types (P), where, e(h)x/y denotes the electron(hole) transport direction along
x/y. Ecβ (eV) and Cβ(Jm−2) are the deformation potential and 2D elastic modulus. Effective

mass (m∗) in TBP with 2% biaxial strain, S = Scβ/S
h
y values (see Equation 6.3 and 6.4) are

given. Mobilities (µeffective) for intrinsic (0%); 4% uniaxial (y) strain; 2% biaxial tensile strain
(x, y) have been calculated using Equation 6.7 at T = 300 K.

P Ec
β Cβ m∗ S

µeffective(103cm2V −1s−1)
0% 4%(y) 2%(x,y)

ex 3.52 288.49 0.01 9.24 49.77 59.83 373.02
ey 3.54 84.50 0.25 2.68 0.12 0.09 0.11
hx 5.66 288.49 0.04 1.05 9.28 0.18 0.13
hy 5.79 84.50 0.17 1.00 0.01 0.03 0.03

We note that, for TBP, Ec
β is sensitive only to the carrier type and not the di-

rections which is unlike the case for the monolayer or the bulk. [7] This is due

to the stacking-induced inter-layer overlap which equalises the number of the

nodes along zigzag and armchair directions for the CBM (see Figure 6.5), resulting

in equal electron-(acoustic) phonon scattering along different in-plane directions

(Ee
x ≈ Ee

y). This is also true for hole-(acoustic) phonon scattering (Eh
x ≈ Eh

y ).

Irrespective of the directions, Eh
x/y is ∼1.6 times higher than Ee

x/y. This gives

rise to a unique feature with lesser electron-phonon (acoustic) coupling than hole-

phonon (acoustic) coupling, which implies a faster excited-state decay process for

electrons through quasi-equilibrium states. The 2D elastic constant (Cβ) is ob-

tained from the curvature of the parabolas (Figure 6.6c and d) and is given in

Table 6.1. The lower value of Cy reveals that uniaxial strain along the armchair
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(y) direction is easier. In particular, the tensile strain is more effective than the

compressive strain for direct-indirect gap switching efficiency. In contrast to the

uniaxial (y) strain (4%), we find the threshold value of biaxial tensile strain (TS)

as direct-indirect gap switching is lower (3%). The conduction band dispersion

for different values of TS has been shown in Figure 6.7. The critical strength of

Figure 6.7: Dispersion of the conduction band: (I) before, and after the application of biaxial
tensile strain (TS): (II) 2% and (III) 3%. All calculations are done with a dense grid at the PBE
level of theory. The inset shows a zoomed in area.

TS (2%) results in EMM ′ ≈ 0 (see Figure 6.7 II), which facilitates multi-valley

participation for electron transport. Moreover, since the biaxial strain does not

need predetermination of the edge structure, it is more practical to use in devices.

Hence, we put a special emphasis on the application of biaxial tensile strain over

the uniaxial strain to control electron (hole) mobility. In response to the in-plane

biaxial (tensile) strain, individual layers get stretched due to modulation of the

out-of plane dihedral angle. As a result, the interlayer distances, (h1(h2) in Fig-
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ure 6.1), get modulated due to the flattening of the ridged layers. But the mid-line

of each layer remains at the same position, thus, the c-axis remains unchanged.

For relaxed geometry (see Figure 6.1a), interlayer distances are found to be 3.08

Å (h1 = h2 = 3.08 Å). Then again, h1 = h2 = 3.12 Å is found in the presence

of 2% biaxial tensile strain which has also been found in previous studies. [16,22]

Such mechanical responses give rise to modulation of band-structure e.g. cross-

ing or avoidance (Landau quasi-degeneracy) after application of strain, which in

turn can completely change the richness in transport parameters as reported in

Table 6.1 and Figure 6.8.

Figure 6.8: Carrier mobility along the (a) x and (b) y direction, for relaxed (0%x, y) as well
as biaxially strained (%x, y) TBP. Note that, carrier mobility along the y direction is 103 fold
lesser than the same along the x-direction.

After a systematic analysis of Figure 6.8 and the tabulated quantities in Ta-

ble 6.1, we find that (a) both the carriers (e and h) exhibit higher mobility (∼ 104

cm2V −1s−1) along the zigzag (x) direction compared to the armchair (y) direction,

thus showing intrinsic directional anisotropy in transport behavior. (b) Strain fa-

vors one polarity (electronic transport) over the other, resulting in electron-hole

anisotropy. The critical value of 2% biaxial tensile strain (TS) exhibits maximum
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anisotropy (see Figure 6.8a). (c) TSy is found to be even more influential than TSx

to regulate the mobility along the x-direction (see Figure 6.8b) which reveals that,

although uniaxial input strain is vectorial, the output stress is tensorial. Hence

anisotropic external perturbation can give rise to isotropic response.

6.3.3 Analysis of the Carrier Scattering Process

To determine the origin of such transport behavior, we need to find whether the

anisotropy is associated with carrier-phonon scattering or carrier-carrier scatter-

ing. In view of the above, thermally averaged carrier-acoustic phonon scattering

probability, |Mi(k, k
′)|2, is evaluated based on two parameters, Ec

β and Cβ (see

computational details). Ec
β carries information on the carrier-type (c) as well as

transport-direction (β). Thus, Mi(k, k
′) can result in the discrimination of the

electron-hole and/or transport direction. But, we find that Ec
β for TBP is sensi-

tive only to the carrier type and not the directions. Hence, directional anisotropy

cannot be attributed solely to the deformation potential, although it gives rise to

slight carrier anisotropy. On the other hand, Cβ(x,y) depends only on the in-plane

directions (Cx > Cy). Here, we define the parameter S (Scβ; see Equation 6.3)

which combines both the effects of Ec
β and Cβ(x, y), determining the contribution

of carrier-acoustic phonon scattering towards mobility. However, S(hx) : S(hy),

(see Table 6.1) cannot account for the directional anisotropy for hole mobility.

Although, S(ex) : S(ey) = 3.45 : 1 accounts for a little directional anisotropy for

electrons, it cannot explain the strain-induced amplification of mobility. Indeed,

the µeffective(electron)(x): µeffective(hole)(x) ratio is found to be 5.36, which further

increases to the order of 103 after application of biaxial strain. This remains

unanswered from the S parameter. Since, the deformation potential constant and

stretching modulus could not account for such large anisotropy in carrier trans-

port, [24] we look at other descriptors, namely, F (~k), Nc and τ(k) (see Equation 6.5
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and 6.6) to find whether the carrier-carrier scattering can explain the same.

To account for the scattering which involves the electron (hole) carrier states,

we estimate the probability of transition from one state to another (F (~k), see eqn

(6)). The band dispersion pattern which is often shown without using fundamental

symmetry principles might be incorrect to determine F (~k). So, we employ the

group theory to identify the symmetry of the discrete lattice/wave-functions and

the band crossing at A, B, C and D (see Figure 6.1b). We find that electron

mobility is very sensitive to the crossing between two lowest energy CBs. After

consideration of only the CBM, electron mobilities for intrinsic (0%), 4% uniaxial

(y) strain and 2% biaxial (x, y) strain are found to be 4.99 x 104, 6.36 x 104 and

40.44 x 104 (cm2V −1s−1), respectively. These are significantly different from the

quantities shown in Table 6.1 for electron mobility along the x-direction. On the

other hand, such variation is negligibly small while only the VBM is considered as

a representative for the whole VB. So, the effect of band crossing is insignificant

to control the hole-mobility. Hence, we conjecture that, in the case of TBP, inter-

band scattering play a significant role only in transport for electrons and not for

holes.

From the τ(i,k) versus k plot, we find that the number of carrier states (Nc),

their distribution pattern and the corresponding relaxation time (see Figure 6.9)

vary while altering the carrier type or shifting the transport-direction. For elec-

trons, the dynamics of collision systems covers a broad range of k-space along

the Γ − X band line but is restrained along Γ − Y (see Figure 6.9b and d), re-

vealing the directional anisotropy in electron scattering. More number of carrier

states associated with high relaxation time along the zigzag direction essentially

attributes to µeffective(electron)(x) > µeffective(electron)(y). This also explains the ori-

gin of the anisotropy in the excited state decay dynamics, [41] as found in very

recent polarization-resolved transient reflection measurements. Interestingly, ap-

plication of strain has dissimilar impact along different in-plane directions. From
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Figure 6.9: Relaxation time versus carrier-state along the Γ−X band line is shown for (a) holes
and (b) electrons in TBP. Similar plots along the Γ − Y band line are shown for (c) holes and
(d) electrons. ‘SR’ denotes the application 2% biaxial tensile strain (TS). The number of points
corresponds to the number of carrier states (Nc) giving rise to the transport behavior dominated
by the scattering relaxation time (τ).

Figure 6.9a and b, it is clear that, Nc for electrons does not change significantly

due to strain (along the Γ − X line). Thus, the recombination along the faster

transport channel (x) is robust in the presence of strain, which also corroborates

with previous findings. [34] But, along Γ − Y , available final states for electron

scattering increases significantly (see Figure 6.9d) and new scattering states pos-

sess a higher relaxation time. Strain also induces perfect parabolic dispersion for

the VBM and the CBM. This allows us to calculate the effective mass (m∗) for

the strained structure and we find lower electronic effective mass (see Table 6.1)

along x than along y. All these factors in combination with vx and τ(k) keep the
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electron mobility significantly high along the x-direction. But, hole-mobility gets

reduced along x after application of strain (as shown in Table 6.1) which results

in strain-induced carrier anisotropy (µeffective(electron)(x/y) > µeffective(hole)(x/y)).

In fact, we find a very small overlapping region of carrier states (at small k-values

along the Γ − X line) which causes lowering of hole-scattering (see Figure 6.9a).

Additionally, larger group velocity at these small k-values gives rise to high hole

mobility. Along the y-direction, Nc dominates at higher k-values associated with

lesser group velocity, which in turn gives rise to lesser hole mobility. Thus, simi-

lar to electrons, holes also exhibit directional anisotropy in the scattering process

leading to µeffective(hole)(x) > µeffective(hole)(y). Application of strain leads to a

fewer carrier states compared to its unstrained state (see Figure 6.9a). Hence,

a lesser number of carrier states effectively reduces the term present in the nu-

merator of Equation 6.7, which contains relaxation time and group velocity as

well. This leads to a decrease in hole-mobility along the Γ − X direction. De-

spite the fact that strain induces new electron-scattering states along Γ− Y with

higher τ(~k), µe(y) does not increase (see Table 6.1). This is due to lowering of

νy( ~k) in the presence of strain. Consequently, strain induces a much higher ratio

for µeffective(electron)(x/y) : µeffective(hole)(x/y). At the same time, it is noteworthy

that, the x-direction is the dominating channel for charge-transport, as carrier mo-

bility is much higher along this direction compared to the y-direction (see Table 6.1

and Figure 6.8) irrespective of whether the external strain is being applied or not.

Thus, analysis of the carrier-scattering process proves that multiple correlations

which involve both the group velocity and relaxation time of the carrier states dic-

tate the transport behavior in TBP. To understand the layer-dependent alteration

in the carrier-scattering process, we have re-examined the distribution of the car-

rier states and the corresponding relaxation time for TBP, as shown in Figure 6.9.

Similar plots have been set for the monolayer and for the bulk (see Figure 6.10).

Two factors remain crucial, (1) the number of carrier states (Nc) which govern the
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Figure 6.10: (a), (b), (c) and (b) represent the plot of relaxation time (as in eq. 2) vs. corre-
sponding carrier-states (in k-space) along different transport direction and carriers for monolayer.
(e), (f), (g) and (h) are the same for bulk (black) phosphorous.

scattering relaxation time (τ), and (2) their distribution patterns, whether they

are localized or have equal probability throughout the transport direction (Γ−X

or Γ− Y ). After a comparative analysis of two extremes i.e. monolayer and bulk,

we find that both the Nc and their distribution patterns are different, resulting

in the layer-dependent relaxation dynamics of electrons and holes. Especially,

the carrier states near the Γ-point control the relaxation process for the charge

carriers. This feature, however, depends crucially on the number of phosphorene

layers. From tri-layer (TBP) onwards, more number of scattering states for elec-

trons and holes show up within the conduction and valence bands, respectively

(Figure 6.9 and Figure 6.10). Appearance of these states in the vicinity of the

Γ-point (see Figure 6.9) along the Γ − X band line is due to the Dirac-shaped
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dispersion in the conduction (valence) band extrema (see the inset in Figure 6.7

I). The emergence of new states enhance the scattering of charge carriers within

the CB (VB), leading to higher rates for relaxation (krelax) for the electron (hole)

in trilayer phosphorene and thereafter krelax remains high even up to bulk phos-

phorus (see Figure 6.9 and Figure 6.10). Notably, the rate of electronic relaxation

(krelax) determines the photoluminescence (PL) quantum efficiency (η) which can

be expressed as krad/(krad + krelax), where krad is the rate of radiative recombi-

nation. As the number of layers increases from the monolayer to the trilayer and

bulk, krad remains unaffected due to the maintenance of the direct band-gap na-

ture. But more number of scattering states enhance the relaxation rates (krelax)

for electrons (holes) within the CB (VB), leading to a lower quantum efficiency in

the trilayer onwards in comparison with that in the monolayer. This theoretical

understanding on PL physics explains the experimental results too. [28] So, F (~k)

appears to be a good descriptor to understand the transport anisotropy as well as

electron-hole recombination process. Comparative analysis on the carrier mobility

between monolayer phosphorene and TBP reveals that a much higher hole mobility

(see Table 6.2) is found for the monolayer, whereas, TBP exhibits equal mobility

Table 6.2: Carrier types (P), where, e(h)x/y denote electron(hole) transport direction along x/y.
Mobilities (µeffective) for monolayer have been calculated using Equation 6.7 at T = 300 K.

P µeffective
ex 0.28
ey 0.01
hx 0.57
hy 12.49

for both the electron and the hole. Thus, our results clearly show the ambipolar

behaviour for TBP, corroborating the experimental field effect mobility [5,6] for a

few layer phosphorene (ambipolar), in contrast to monolayer phosphorene which

acts as a p-type material. [13]
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6.4 Conclusions

In summary, we have studied the charge-transport properties of a few layered black

phosphorus based on Boltzmann transport formalism and density functional theory

based first principles results. We find two important descriptors (S and F (~k)) to

analyze the electron (hole) scattering process in black phosphorus which confirmed

collective multiple correlations in determining the recombination and relaxation

dynamics of the carriers. The emergence of off-Γ scattering states caused by inter-

faces leads to a sharp drop in the photoluminescence efficiency for the number of

layers ≥ 3. We propose that, trilayer black phosphorus (TBP) is unique in its elec-

tronic and spatial properties that differ from both the lower and the higher number

of layers. Two important transport characteristics of TBP are: (i) both the elec-

tron and the hole exhibit high mobility with directional (zigzag) preference due to

the higher relaxation time and group velocity of participating carrier states along

the zigzag direction. (ii) In-plane tensile strain (biaxial) produces electron-hole

anisotropy [µelectron : µhole] = 103 : 1 with a maximum response at 2%. Critical-

ity arises from the carrier scattering process, which is immensely dependent on

strain induced multi-valley participation. The systematic scheme described in this

chapter helps to understand the fundamentals of anisotropy associated with the

carrier scattering process for any such complex quasi-2D materials which indeed

has significant potential to design and optimize advanced transport (logical) de-

vices. Importantly, phosphorene’s success in electronics greatly depend on finding

efficient ways to produce precise number of layers.
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7
Stereo-control & Formation

mechanism of Bisphenol A

metabolites?

7.1 Introduction

Wide-spread exposure of Bis-phenol A (BPA) plays the adverse role as a micro-

pollutant. Despite this fact, BPA-compounds are still in use as the key compo-

nent of many commercial products made up of polycarbonate plastics and epoxy

resins, [1–4] used in commercial products like coatings and liners of food contain-

ers, [5,6]. Thus, BPA-pollution becomes a part of our daily life. According to the

survey executed by the National Toxicology Program (NTP), there exists “some

concern for effects on the brain, behaviour, and prostate gland in foetuses, infants,

and children at current human exposure to BPA”. In fact, Tetrabromobisphe-

nol A (TBBPA) is the most widely used brominated flame retardant (BFR). It

is an excellent molecule that reduces the flammability of plastics and textile ap-

plications, for example, electronics, clothes, and furniture. This compound also

?Work reported in this chapter is published in: Swastika Banerjee, Ganga Periyasamy and
Swapan K Pati, J. Phys. Chem. B, 118, 31, 9258-9262 (2014)
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degrades to Bisphenol A (BPA) and to an ether derivative of TBBPA (TBBPA-

dimethyl-ether). These (TBBPA and its derivatives convert to BPA in the cycle

of events) act as a potential source of pollutants in the environment. [7–9] In fact,

the toxicity of BPA is often linked with the fact that its cage structure is very

similar to that of dioxin compounds. This feature highlights the fact that stere-

ocontrol is important to control the toxicity. According to earlier studies, [5,10–13]

BPA acts as a transcriptional activator of human estrogen receptor (ERα, ERβ)

and involves major health risks. It accumulates in nature without decomposition,

causing neurotoxicity and reproductive damage in living organisms. [14–16] Low lev-

els of BPA are detected in 90% of human urine samples, indicating the widespread

exposure to BPA. Surprisingly, a predominant metabolite of BPA, called BPA

monoglucuronide, is an inactive estrogen. [17] Hence, BPA-compounds and their

potential health issues demand our understanding of the underlying mechanism

behind its toxicity. When glucuronidation is unable to work as a detoxification

pathway of BPA, metabolic activation occurs, [18] thereby producing two constitu-

tional (structural) isomers with molecular formula (C18H20O2), M-1 and M-2, as

shown in Figure 7.2 . Importantly, recent endeavors [19,20] emphasize the fact that

neither BPA nor M-1 but M-2 is the potential environmental estrogen because of

its activity at nM concentration. The appropriate spacing of two terminal phenolic

moieties and a middle aliphatic spacer group triggers M-2 to act as a potential

disruptor toward the estrogen receptors (ERα and ERβ). [21] However, the possi-

bilities of controlling the selective formation and the detrimental action of toxic

metabolite (M-2) are not well-known. Hence, computational studies have been em-

ployed to understand the electronic structural factors influencing the mechanistic

pathway and the conformational features of biologically active M-2. In this con-

text, previous studies on external-perturbation-induced conformational regulation

of biological systems, [22] modulation of neuronal ion channels, [19,23,24] and protein

targeting [25] are insightful. In this chapter, we present a thorough investigation of
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the switching of the relative stability of BPA metabolites (isomers: M-1 and M-2)

and the control over the conformation of the toxic metabolite (M-2) by external

perturbation.

7.2 Computational Details

We suggest the mechanistic pathway for BPA metabolic activation, based on ex-

perimental findings as described in previous study(15) and our electronic structure

calculations. The geometries of the reactants, intermediates, transition states, and

products according to Schemes 1 and 2 are optimized using B3LYP as well as M06-

2X functionals [26–33] with the 6-311+G (d, p) basis set. [34] Three different implicit

solvent models of different dielectric constants (low (ε = 1), intermediate (ε =

46), and high (ε = 88)) have also been considered. Gaussian 09 programs are

used for the density functional theory (DFT) calculations. [35–37] 1H NMR peaks

for M-2 have been calculated. There is excellent agreement between experimental

and computational 1H NMR peaks (see Table 7.1). The solvation effect in aqua

phase (dielectric constant (ε) = 88) as well as DMSO solvent (ε = 46) was taken

into account by the conductor-like polarizable continuum model [38,39] study. The

computed 1H NMR peaks obtained for M-2 (according to gas phase calculation)

using Gaussian 09 package [40,41] with B3LYP hybrid functional and 6-311+G(d,p)

basis set are well corroborative with the experimental (the solvent medium with ε

= 4) findings which are given in Table 7.1.

These results validate our methods and show the appropriateness of the level

of theory used for this study (see computational details). The same level of theory

has been used to build a model interaction to understand the formation mechanism

of M-1 and M-2 from various precursor radicals. The structure maximum energy

structure for further calculations, which are specific for obtaining the structure

of saddle points (OPT = TS keyword; followed by Transit-guided Quasi- Newton
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Figure 7.1: Molecular structure of (Bisphenol A; BPA) and consequential formation of 4-methyl-
2,4-bis(p-hydroxyphenyl)pent-2-ene (M-1) and 4-methyl-2,4-bis(4-hydroxyphenyl)pent-1-ene (M-
2). Note the assignment of particular H-atoms in M-2 (used in Table 7.1).

Table 7.1: Experimentally observed and computed 1H NMR (ppm) for the assigned H atoms
(see Figure 7.1) have been provided.

Proton Exp. ref: [18] Theoretical
a 5.07 5.13
b 5.29 5.29
c 4.64 3.67
d 4.71 3.70
e 7.25 7.34
f 6.68 6.52
g 7.13 7.12
h 7.10 6.45
i 2.74 2.51
j 1.50 1.55
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method (QST3) procedure). [42–44] Finally, we have used the QST2 method, which

does not need the information of a guessed structure of the transition state. All

these trials give the same transition state energy and geometrical parameters,

obtained by the intrinsic reaction coordinate analysis. Transition states and energy

minima are verified by frequency calculations. Various appropriate conformations

have been considered. Intrinsic reaction coordinate [45,46] (IRC) calculations were

performed to confirm that the transition states (TS (M-1/M-2)) are connected

with their corresponding reactant and product states.

Natural bonding orbital analysis (NBO) gives insights into the nature of the

chemical bonding. Bond order has been characterized using Wiberg bond index

matrix in the NAO (Natural Atomic Orbital) basis. All thermo chemical quantities

have been calculated using Gaussian 09. Electronic energy with zero-point energy

correction(E), enthalpy (H), free energy (G) are calculated considering T = 298 K

and vibrational partition function depending on the frequencies (using the minima

and saddle point structures). We explore effects of an applied field confining to

the realm of perturbation theory which is away from the regime of high field.

The applied uniform static electric field gradually increases from zero in steps

of 0.0005 a.u.. Hence, we perform density functional theory computations with

highly diffused and polarisable B3LYP/6-311++G (2d, 2p) basis set.

7.3 Results and Discussion

7.3.1 Mechanistic Pathways of BPA-metabolism

We analyse the electronic structural properties of the reactants, intermediates,

transition states, and products to find the kinetically favoured path for BPA-

metabolism and the possibility of the thermodynamic stereo-control. Our cal-

culations also corroborate with previous experimental findings, such as, an ex-
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cellent agreement between experimental and computational 1H NMR peaks (see

Table 7.1). [18] which agree with the fact that the recombination of radical precur-

sors to form M-1 and M-2 complexes is thermodynamically more favourable than

the recombination of ionic fragments.

In this chapter, two possible schemes (Schemes 7.2 and 7.3) are developed to

understand the metabolic activation of BPA. These two schemes are well sup-

Figure 7.2: Possible mechanistic pathway for the formation of M-1 and M-2 from BPA.

ported by the LC/MS analysis of BPA metabolites (M-1 and M-2). [18] Our initial

calculations have been carried out with the hybrid functional (B3LYP) and triple-ζ

basis set including polarization as well as the diffusive nature of the atomic or-

bitals. This method is well verified, and the size of the basis set is good enough

to study the energetics of such small purely organic molecules. In fact, using this

functional, we find a negative free energy of formation for M-1 and M-2. As the
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Figure 7.3: M-1 formation involving another set of precursor radicals as evidenced from mass-
spectrometry.

metabolic activation happens under physiological conditions, we have provided the

result that corresponds to the water solvent media.

The overall reaction is the following: 2 mol of BPA produced 2 mol of phenol

and 1 mol of M-1/M-2. A negative free energy shows that formation of M-1 and

M-2 is thermodynamically favorable; ∆G : -31.1 (M-1); -27.2 (M-2) kcal mol−1 (in

water medium).

According to scheme 7.2, BPA degrades into two radical fragments, f1 and

phenolic radical. Rearrangement of f1 is followed by the elimination of acidic H .

(f2). Further elimination of H radical gives rise to f3 and f4 radicals, which remain

in the medium along with the residuals f1 and f2. These fragment radicals are

chemically stable with a larger HOMO-LUMO gap (see Table 7.2), resulting in a

finite lifetime. This facilitates the occurrence of sequential steps (Figure 7.2). Ex-

tensive calculations prove that the combinations of f3 and f4 radicals with f2 are

the rate-determining steps for formation of M-1 and M-2, respectively. However,

spectroscopic evidence [18] for the sustainability of i1 and i2 (molecular weight =

252) radicals from mass spectrometric analysis points toward the presence of an-

other set of radical fragments as reactants for path-2 and path-2′ (see Figure 7.3 ).

Here, i1 and i2 are interconvertible through intramolecular methyl group transfer.
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Table 7.2: Effect of dielectric constant (ε) of solvent environment on the HOMO-LUMO energy
gap (H-L) for various precursor radicals described in Figure 7.2 for M-1 and M-2 formation. ε
= 1(gas-phase), ε = 46.7(DMSO) and ε = 88(Water).

Species
H-L (eV)

ε = 1 ε = 46.7 ε = 88
BPA 5.41 5.43 5.43
f1 4.27 4.28 4.28
f2 5.08 5.20 5.20
f3 2.18 4.42 3.99
f4 4.32 4.30 4.30

M-1 5.12 5.08 5.10
M-2 5.15 5.39 5.14

Thus, three different sets of precursor radicals (see path-1, path-2, and path-2′)

participate in M-1 formation, whereas for M-2, only one set of radical precursors is

involved (see path-1). Hence, the activation (enthalpy and free energy) barrier for

the formation of M-1 and M-2 is essential to predict the most favorable pathway

among the possibilities. Because this metabolic process happens in physiologi-

cal conditions, we have included different dielectric media to mimic the solvent

environment to assess the thermodynamic stability and kinetic feasibility.

We note that there are some recent theoretical advances and experimental ev-

idence showing the poor performance of B3LYP in predicting reaction barriers. [47]

The meta-hybrid-GGA functional M06-2X overcomes this problem associated with

B3LYP to an appreciable extent. Hence, we have reconsidered our computational

findings with M06-2X for predicting the reaction enthalpy as well as free-energy

barriers, including the rate constants and entropic contribution toward the reaction

kinetics (see Tables 7.3 and 7.4).

Interestingly, we find that the transition-state geometry does not differ for both

functionals, showing its robustness. We also infer that both path-1 and path-2 (k

is 7.318 s−1 at ε = 46 for path-1 and 1.211 s−1 at ε = 88 for path-2) are favored

for M-1 formation (see Table 7.4), whereas M-2 formation appears to be preferred
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Table 7.3: Computed activation barrier for various pathways in terms of the enthalpy (∆H#)
and free energy (∆G#), in kcal mol−1. Values shown in the table have been computed at
B3LYP/6-311+G(d,p), and the values within the parentheses are the quantities obtained with
M06-2X/6-311+G(d,p).

Path
Complex
formed

∆H#; ∆G#

ε = 1 ε = 46.7 ε = 88

Path-1
M-1

37.6 (4.8);
50.2 (17.8)

11.5 (16.1);
27.6(18.3)

11.5 (16.1);
27.5 (17.3)

M-2
27.4(16.7);
40.2(28.5)

28.1 (17.9);
41.5(30.1)

28.1 (17.9);
41.5(30.1)

Path-2 M-1
21.6 (9.7);
33.0(20.7)

13.3(4.5);
20.2(14. 9)

15.9(10.1);
10.3(20.6)

Path-2’ M-1 65.5; 81.8 67.6; 82.5 67.8; 80.5

Table 7.4: Entropy change associated with the formation of transition states in different paths
(∆S# in cal mol−1) and the reaction rate constant k in s−1 at T = 298 K.

Path
Complex
formed

∆S#; k
ε = 1 ε = 46.7 ε = 88

Path-1
M-1 -45.0; 0.557 -7.9; 0.216 -4.3; 1.211
M-2 -41.1; 7.456 x 10−7 -42.3; 0.527 x 10−9 -42.3; 0.518 x 10−9

Path-2 M-1 -38.1; 0.004 -36.0; 7.318 -36.1; 0.005

via path-1 with a rate constant of k = 7.456 x 10−7 s−1 in a medium with low

dielectric constant. Interestingly, the increase in the dielectric constant (ε) of the

medium boosts the selective formation of less toxic M-1 (see Tables 7.3 and 7.4).

7.3.2 Factors Leading to Selective Formation of Less Toxic

Metabolite From BPA

The significant difference in reaction activation free energy and enthalpy barriers

shown in Table 7.3 reveals the striking role of entropy changes during reaction.

In fact, the entropy decreases substantially due to the formation of a transition

state after the combination of radical precursors (see Table 7.4). The entropic

effect is comparatively less important in the case of M-1 formation via path-1 in

a medium with a high dielectric constant. Moreover, the formation of M-1 and
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M-2 involves a polar transition state (see Figure 7.4), which is reflected in the

pronounced sensitivity of the transition-state energy barrier (see Table 7.3) and

rate constant (see Table 7.4) to the different polar environments.

Figure 7.4: B3LYP/6-311+G (d,P)/PCM optimized transition-state geometries of the rate-
determining steps for M-1 and M-2 formation. Transition orbitals are also shown.

Although the fundamental conclusions on favored paths and control over the

reaction rates based on B3LYP calculations are very corroborative with the find-

ings using the M06-2X functional, there is a difference in quantitative values for

the activation energy barrier. While both set of results agree well with each other,

predicting the possibility for path-2 toward the formation of M-1, the computed

activation energy barriers using M06-2X appear to be lower in comparison with

B3LYP. This is due to the increase in the relative stability of the transition state

with the consideration of a highly nonlocal functional with a double amount of

nonlocal exchange (in M06-2X). The difference in the reaction energy barrier is

expected because proper consideration of the treatment of the orbital transition

(π-π∗) and asynchronicity associated with the activation have been treated differ-
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ently for two different density functionals. [47]

7.3.3 Relative Thermodynamic Stability of Isomeric Metabo-

lites (M-1 and M-2)

Relative stability of BPA metabolites (M-1 and M-2) has been studied at different

solvent polarities (see Table 7.5). However, the relative stability change is in the

energy range of thermal processes at room temperature.This reveals equal stabil-

ity of M-1/M-2 in various implicit solvent considerations. Therefore, polarizable

Table 7.5: Effect of dielectric constant (ε) of solvent environment on the relative stability, ∆E,
∆H and ∆G in kcal mol−1 are the difference in energy of M-2 and M-1.

ε = 1(gas− phase) ε = 46.6(DMSO) ε = 88(Water)
∆E ∆H ∆G ∆E ∆H ∆G ∆E ∆H ∆G
-0.6 -0.9 -0.1 1.4 0.9 0.3 -0.9 -1.1 -0.4

continuum solvation is unable to selectively stabilize one over another. Hence, the

responses of M-1 and M-2 are studied in the presence of static electrical polariza-

tion to investigate the possibility of electrical polarization as a switch to control

their relative stability. To study the response of M-1 and M-2 to external uniform

static electric fields, we perform density functional theory computations with a

highly diffused and polarizable basis set. We have considered fields in the range

of 0.00-0.01 a.u. (to avoid numerically very large field strengths; 0.01 a.u. of the

electric field = 0.5142 V/Å). Figure 7.5 reveals that the stability of M-1 and M-2

can be swapped by controlling the static electric polarization in media. M-1 be-

comes preferential below a threshold value of ∼0.005 a.u.. We believe that this is

an appropriate direction for alteration of the relative stability of M-1 and M-2. In

order to understand this different response of M-1 and M-2 to an external electric

field, we focus on their inherent polarization (see the electrostatic potential map

in Figure 7.6 ), which is significantly different for M-1 and M-2. In fact, M-1 and
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Figure 7.5: Relative energy (difference in electronic energy of M-1 and M-2) is shown under the
influence of uniform static electric field.

Figure 7.6: Molecular electrostatic potential mapped on the total electron density. An iso-
contour value of 0.02 e bohr−3 has been used for mapping. The blue and red regions indicate
electrophilic sites and nucleophilic sites respectively.

M-2 possess different π delocalization patterns; hence, the electric field polarizes

them differently and brings out the discrepancy in electronic redistribution and

stabilization. Therefore, static electric polarization controlling the relative stabil-

ity of M-1 over M-2 and vice versa can be used as a “switch”, which occurs at a

very small field strength (∼0.005 a.u. ≈ 0.26 V/Å).
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7.3.4 Stereo-control of Toxic Metabolite (M-2) Through

External Electric Field

An optimum conformational feature (terminal O-H bond orientation, molecular

length) of M-2 is a crucial factor for its receptor binding. Hence, we focus on the

possible stereocontrol of a toxic metabolite (M-2). Detailed conformational anal-

yses reveal that M-2 exhibits two possible orientations of the terminal O-H (short

length conformer: SLC and extended length conformer: ELC, shown in Figure 7.7

I). They are energetically equal but have strikingly different molecular lengths (dif-

Figure 7.7: (I) Two conformers of M-2 (ELC and SLC); (II) their different responses in the
electric dipole moment; (III) free energy responses; (IV) energetics of electronic states (from
bottom to top starting from HOMO-2 up to LUMO+1) of the ELC; and (V) for SLC under the
influence of uniform static electric polarization.

ference: ∼1 Å) and dipole moments (difference: ∼0.51 D). The interaction of an

overall electrically neutral polar species (net dipole moment = µ) with an imposed



7.3. Results and Discussion 208

electric field F comes through a dipole interaction given by -µF. This interaction

favors alignment of individual bond dipoles along the field direction and promotes

electronic redistribution. Figure 7.7 II shows that the dipole moment increases

smoothly with an increase in external perturbation with a constant slope for SLC

but not for ELC. An abrupt increase in the dipole moment of ELC (∼0.005 a.u.)

is followed by equalization in dipole moments and the free energy with SLC, af-

ter 0.007 a.u. (see Figure 7.7 II and III). At a critical electric field value (0.003

a.u. ), their HOMO-LUMO gap remains large, but the gap between HOMO-1

and HOMO-2 tends to zero (see Figure 7.7 IV). Moreover, NBO analysis discloses

that individual bond orders are not affected (at < 0.01 a.u. ), ensuring that the

lower electric field strength does not cause fragmentation/structural breakdown

but confers conformational switching with (a) changes in the effective length of

the molecule and (b) dihedral angle changes in the linker aliphatic group. Thus, se-

lective stabilization of one (between ELC and SLC) is found to be possible through

regulation of static electric polarization. This might be considered as a powerful

tool to control the simultaneous binding of two terminal phenolic groups to the

receptor utilizing an effective alteration of the overall length of M-2. On the other

hand, closing of the frontier molecular energy levels (HOMO and LUMO), leading

to destabilization and fragmentation, occurs at a high enough field strength (see

Figure 7.8 and 7.9).

Hence, redistribution of electron density culminates into a catastrophic struc-

tural breakdown beyond a specific threshold field strength (0.018 a.u.). Electronic

structural changes are found to be accompanied by an abrupt increase in the

electric dipole moment, showing a transition point (0.018 a.u.). Thus, uniform

static electric polarization becomes a powerful tool for conformational switching

and structural evolution of M-2, depending on the choice of strength of external

polarizations.
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Figure 7.8: Variation in energetics of electronic states (HOMO-2, HOMO-1, HOMO, LUMO,
LUMO+1 from down to up) with increase in electric field strength for ELC are shown. Only,
ELC has been considered for clarity in figure as both the conformers (ELC and SLC) follow the
similar response pattern in the energetics of electronic states.

Figure 7.9: Different responses in electric dipole moment of two conformers of M-2 (ELC and
SLC) with increase in electric field strength.
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7.4 Conclusion

In summary, DFT calculations along with corroborative experimental findings [18]

elucidate that the solvent polarity and nature of radical intermediates determines

different reaction pathways of metabolic activation. Harmful metabolite (M-2) for-

mation decreases with an increase in the dielectric constant (ε) of the environment

(solvent). Sensitivity toward static polarization offers experimental possibilities to

achieve reversible switching between a biologically active (M-2) and an inactive

state (M-1). Hence, the critical value of the field strength is found to be ∼0.005

a.u. We also point toward the conformational change of M-2, which in turn can

affect binding to the receptor.
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8
Surface Mediated Isolation and

Detection of BPA Derivatives?

8.1 Introduction

Micro-pollutants, classified as endocrine disrupting chemicals (EDCs) [1] cause se-

vere human health risk, for example, disorder in reproductive, [2] immune, [3] hor-

monal, [4] and nervous systems. [5] Bisphenol A and its derivatives belong to this

category of EDCs, which are commonly found in surface water, drinking water,

and the commercial plastic products used in our day-to-day life. Over the last

decade, there have been several efforts towards detection of these environmental

pollutants. [6] There is also a deep concern for the removal of these contaminants

from water. [7,8] As a matter of fact, traditional processes such as coagulation and

flocculation are ineffective in this regard. [9,10] Treatment with the chemical oxi-

dants is also limited due to the possibility of formation of even more toxic oxida-

tion products. [11] There are a few studies using reverse osmosis and nanofiltration

as tools. [12] However, these techniques are economically unfeasible. In reality,

both the water and wastewater treatment plants are not properly designed to re-

?Work reported in this chapter is published in: Swastika Banerjee and Swapan K. Pati, ACS
Applied Materials & Interfaces, 7, 43, 23893-23901 (2015)
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move micropollutants. In this scenario, a new technology is needed that would

be abundant, efficient, and feasible. A composite of activated carbon fiber and

Ce3+−TiO2 treatment has been accepted as an efficient strategy for the removal of

hydrophobic micro-pollutants. [13,14] However, this approach is reserved for drinking

water treatment. Moreover, recyclability of this material needs regenerative oxi-

dation of absorbed BPA, creating inconvenience for practical applications. Thus,

absorption-desorption kinetics is crucial to design a functional component with

better synergy in terms of reusability of the material. Apart from the strategy

for physical separation, detectable response upon EDC adsorption is an important

factor for recognition of such micropollutants. Very recently, Huang et al. have

shown that oxidation product of BPA could effectively quench the fluorescence of

graphene quantum dots (GQDs). [15] The quenching of photoluminescence intensity

of GQDs can give the quantitative estimate of concentration of BPA. But there is

irreversibility in the process, as the redox process driving the quenching cannot be

recyclable. We seek two-dimensional (2D) layered materials (in contrast to QDs)

with high surface area for efficient surface-adsorption.

Discussions in this chapter is divided into two parts. In first part consisting of

four subsections, we discuss how the EDCs can be detected and singled out with

the help of the matrix. In the second part, we focus on the effect of perturbing in-

fluences. In particular, we study the photoinduced changes in electronic structure

and optical-absorption property of EDCs in their adsorbed state on 2D matrices.

The reason behind the photo-stability [16,17] of such organic molecules has also been

discussed. We ask the question whether the molecular electronic states and vibra-

tion modes can be tuned using suitable matrix, which in turn would influence the

optical response and, hence, possibly photodissociation of adsorbed molecules.

We have selected BPA as model micropollutant because of its widespread ex-

posure. [18] Additionally, these molecules are difficult to biodegrade. [19] BPA under-

goes metabolism where two metabolites, namely, 4-methyl-2,4-bis(p-hydroxyphenyl)
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pent-2-ene (M-1) and 4-methyl-2,4-bis (4-hydroxyphenyl) pent-1-ene (M-2), form

(see Figure 8.1). The toxicity of M-2 is even higher than the parent BPA molecule. [20]

Figure 8.1: Molecular structures of BPA and its metabolites (M-1 and M-2) are shown. Bonds,
dihedrals (DH) are assigned as A: 4-6 (M-1); B: 4-5 (M-1), C: 4-5 (M-2); D: 4-6 (M-2), DH-1:3-
2-4-6 (M-1); DH-2:1-2-4-5 (M-2) (presented in Table 8.3).

So, rapid, simple, and economically feasible removal of contaminated BPA and its

derivatives in water deserves urgent attention. There are some endeavors in this

regard based on photochemical, [21] electrochemical, [22] and other advanced oxida-

tion [23,24] processes.

Here, we propose a new surface-mediated interaction mechanism of EDCs with

two types of matrices consisting of (1) few layers of pure graphene and (2) metal

dichalcogenide (2H-MoS2). We also quantified the interactions present in molec-

ular self-assembly as well as molecular solvation. We select graphitic material as

membrane due to its extended π delocalization. For evaluation of the adsorp-

tion capacity, we maintain a particular adsorbent concentration of ≈180 mg/g for

BPA-adsorption on monolayer graphene. This critical concentration corresponds

to the experimental value in previously reported literature [25] at 172 mg/g, which

was among the highest values obtained in case of graphene, compared to other

carbonaceous adsorbents. Considering the Brunauer-Emmett-Teller surface area

of the adsorbents, the high affinity of graphene to BPA was even more obvious.



8.2. Computational Details 218

Therefore, graphene is an excellent BPA absorbent in wastewater treatment. Re-

cently, graphene-TiO2 composite was studied for the removal and mineralization

of a few pollutants. [26,27] However, MoS2 is promising because of its low friction

properties as well as robustness against dilute acids and aerial oxygen. [28] In fact

MoS2 is widely used as a solid lubricant. [29] We considered 2H-MoS2, which is

the most stable form among all the polymorphs of MoS2. [30] In addition, being

p-type material, it helps the electron-donating species to stick on the surface. [31,32]

Thus, graphene and MoS2 represent two different classes of surfaces, which were

scrutinized to obtain insight into the rigidity of the bonding between substrates

and the EDCs as guest molecules.

8.2 Computational Details

First-principles calculations are based on both the density functional theory (DFT)

and ab initio molecular dynamics (AIMD) methods. DFT calculations for periodic

systems were performed using the GPW formalism with Perdew-Burke-Ernzerhof

(PBE) functional in the Quickstep module of the CP2K set of program. [33] We use

GTH (Goedecker, Teter, and Hutter) [34] pseudopotential, and the valence electrons

are handled using triple-ζ valence (TZV) basis set. The van der Waals (vdW)

corrections (DFT-D2 and D3) as prescribed by Grimme [35,36] were employed for

noncovalent interactions. It is noteworthy that D3 correction becomes very cru-

cial to capture the strong adsorption feature, particularly for EDC-adsorption on

graphene surface. A realistic model for the specific surface adsorption of BPA, M-

1, and M-2 at dilute concentration was achieved by adopting a large super cell (8 x

8) matrix (192 atoms for MoS2; 384 atoms for bilayer graphene) compared to small

adsorbed molecule (the intermolecular distances between two adsorbed molecules

were kept more than 10 Å away, mimicking very dilute situation). Geometry op-

timizations were performed using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
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minimization algorithm, [37,38] with the convergence threshold of 1 x 10−4 Hartree

for energy and 1 x 10−4 Hartree/Bohr for force. All the pseudopotential calcula-

tions are performed with the plane-wave cutoff of 40 Ry. The charge density cutoff

was set at 480 Ry. Adsorbent/adsorbate potential energy surface directs the dy-

namics of adsorbed molecule. We also perform a set of calculations for monolayer

graphene and MoS2 through Quantum espresso suite of programs. [39] To maintain

the concentration of ∼180 mg/g for BPA adsorption on monolayer graphene, we

consider (6 x 6) supercell matrix with 141 atoms, which is applied for MoS2 surface

too. We employ the PBE functional and augmented-wave method [40] along with

consideration of scalar relativistic effects for d-electrons of molybdenum. Plane-

wave basis was truncated with energy cutoffs of 40 Ry in representation of wave

functions, and density cutoff was fixed as 320 Ry. k-meshes (5 x5 x 1) are used

to sample Brillouin zone integration for structural optimization. We find that the

CP2K results agree well with the findings through Quantum espresso. All the

adsorption energy values shown in the Figure 8.3 in main text (for monolayer,

6 x 6 supercell), were calculated with Quantum Espresso. For bilayer as well as

at the dilute limit of adsorption (with significantly larger number of atoms, 8 x

8 supercell), we employ CP2K-based calculations. Since the modelling of real

microfaceting requires the consideration of the thermal motion as well as vari-

ous conformations of the adsorbed molecule on the surface, we perform AIMD

simulations coupled with DFT calculations. Characterization of the dynamical

physisorption on MoS2 surface was investigated with AIMD simulation [41] at 300

K and 1 atm pressure using same package with the same level of theory. Simula-

tions were run at 300 K using Nose-Hoover thermostat. The time step of 0.5 fs

was used to integrate the equations of motion. The 5 ps trajectory was generated

for analysis. For AIMD study, we freeze the matrix due to negligible geometrical

perturbation in surface after molecular adsorption. Mulliken population analysis

was done to assess the sharing of charges between the guest molecule and the
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host matrix. Relative stabilization (RE) of M-1/M-2 on different matrices was

characterized using the following equation.

RE = EM−1@Matrix − EM−2@Matrix (8.1)

We calculate the adsorption energy (AE) of guest molecules on matrix (either

graphene or MoS2) using the following equation.

AE = EM−1/M−2@Matrix − EM−1/M−2 − EMatrix (8.2)

where, E stands for total energy (with dispersion correction) for the respective

species mentioned in the subscript, and EM−1/M−2@Matrix is the energy of the

combined species of M-1 or M-2 with matrix.

Spectral feature is highly dependent on a variety of possible inter-molecular

interactions such as ionic, cation-π, π-π, quadrupole-quadrupole and hydrogen

bonding (H-bonding) interactions. For investigating non-covalent interactions of

the molecules in presence explicit water solvent or implicit polarization contin-

uum model, we performed quantum mechanical calculations with dispersion cor-

rected functional. Moreover, quantitative description of non-covalent interactions

is highly sensitive to the choice of level of theory and computational method.

We have done the spectral analysis from five different methods. Time-dependent

density functional theory (TDDFT) calculations, as implemented in Gaussian

09, [42] were performed with Hartree-Fock (HF), [43] DFT with hybrid functional

(B3LYP) [44,45] at B3LYP/6-311+G(d,p) level, and DFT with dispersion correction

(DFT-D) [46] method at ωb97xd/6-311+G(d,p) level. For validation of the method-

ology and the appropriateness of the level of theory, we compared our results with

the observed (see ref [47] ) wavelengths and relative intensities of 4,4′-methylene

bisphenol (see Figure 8.2). Absorption wavelengths and spectral features pre-
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Figure 8.2: Absorption spectra of 4, 4’ -methylene bisphenol have been computed with six
different methods. Black vertical line represents the position (224 nm) of the characteristic peak
(experimentally observed). Green line shows the simulated peak at 222 nm calculated using
TDDFT/ωb97xd/6-311+g(d, p)/pcm (water medium).

dicted with ωb97xd functional and 6-311+G(d, p) as the basis set in presence

of implicit solvent model (ε = 80) agree satisfactorily with experimental findings

on 4, 4′-methylene bisphenol. [47] The same level of theory has been used for all

TDDFT calculations.

The TDDFT calculations, which is impossible for periodic system, were per-

formed only for molecule at their surface-adsorbed state, since the electron trans-

fer between surface and adsorbate molecules (BPA, M-1, and M-2) remain very

weak. Thus, the geometrical changes due to dispersive interaction would give

rise to changes in optical properties without the change in electron count in the

molecule. Thus, it is well-accepted to consider the geometrical changes in the

molecule upon surface adsorption. Hence, we performed the TD-DFT calculations

on the molecule after removing the surface. Minimum-energy structures are ver-

ified by frequency calculations. Nature of the chemical bonding is discussed on

the basis of natural bonding orbital analysis (NBO). Natural transition orbital

analysis was performed for orbital interpretation of electronic excitation. Hence,
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orbital transformation helps to provide a description of occupied natural transition

orbital paired with a single unoccupied orbital. One specific transition is weighted

with the appropriate eigenvalue (l).

8.3 Result and Discussion

8.3.1 Surface-Mediated Interaction of Bisphenol A, M-1,

and M-2

Molecular adsorption of all the three BPA compounds (see Figure 8.3) on graphene

surface occurs very strongly (AE ≈ 60 kcal mol−1). According to our ab initio

Figure 8.3: Equilibrium adsorption configurations with corresponding AE (kcal mol−1) values
for BPA (upper), M-1 (middle), and M-2 (lower) on bilayer matrices; (I) graphene, (II) MoS2.
Spheres of color white: H, cyan: C, red: O, yellow: S and pink: Mo atoms.

results, based on both the static calculation through DFT and considering the
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conformational dynamics through AIMD, we find the flattening of the molecule

resulting in strong molecular adsorptions on the defect-free graphene surface. This

result is in contrast with the adsorption on activated carbon. In fact, enthalpy

of adsorption of phenol also shows weaker surface affinity and there is depen-

dence on the pore diameter of carbon nanotube, which changes from -23.9 to

-18.1 kcal/mol with increasing pore diameter from 9.4 to 18.8 Å. [48] So, BPA

shows a strong adsorption at pristine graphene surface, whereas the functional-

ized graphene surface shows lesser adsorption affinity. For BPA, the adsorption

energy (depending on adsorption site and molecular orientation) is in the similar

range as found for the phenol on Ni(111) surface (0.64-0.91 eV). [49] In both the

cases, the carbon ring lies parallel to the surface at an equilibrium distance of

≈2.0 Å. The presence of surface functional group such as hydroxyl, carbonyl, or

carboxylic acid in the oxidized graphene restricts the possibility for direct attach-

ment of the BPA with graphene surface. Instead, there is favorability for adhesion

of molecule on the surface through H-bonding interaction as evidenced in previ-

ous experimental study. [25] We emphasize the fact that the clean graphene surface

triggers exceptionally strong adhesion and assists removal of the BPA. However,

carbonaceous materials, such as, activated carbon, carbon nanotubes, porous car-

bon, and graphene oxide have large specific surface areas with abundant pore size

distributions, but all of them have lesser strength for surface-adhesion. Between

two conventional models for adsorption kinetics (pseudo-first-order and pseudo-

second-order), the pseudo-second-order kinetic model fits the adsorption of BPA

on graphene. [25] Importantly, the pseudo-second-order model includes all the steps

of adsorption including external film diffusion, adsorption, and internal particle

diffusion. The magnitude (>1) of Freundlich constant supports favorable adsorp-

tion. These experimental findings [25] compare fairly well with the outcome from

our molecular dynamics study. Our ab initio results support highly negative stan-

dard free-energy change. Negative standard entropy change reflects the decreased
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randomness at the solid-liquid interface during the adsorption of BPA on graphene

for the spontaneous adsorption process. Interestingly, irreversibility is associated

with the strong surface affinity that supports complete removal of the BPA from

environment, while pristine graphene plays the role of surface. Decisively, strong

π-π stacking and C-H/O-H π interactions leads to such irreversible surface adsorp-

tion, which is evidenced from the analysis on IR stretching frequency as will be

discussed later.

EDCs consist of two terminal -OH groups as well as two aromatic rings bridged

via an aliphatic spacer group. Only, the chemical nature of the aliphatic spacer

group varies from one to another (BPA, M-1, and M-2; see Figure 8.1). Different

spacer aliphatic groups for isomeric molecules (M-1/M-2) and BPA have almost

equal contribution to dispersive interactions with graphene. This rules out the

possibility of selective isolation of M-1 and M-2. Hence, we conjecture that the

graphene layer would find application in removing the EDCs completely.

8.3.2 EDC-Detection

Mulliken electronic charge transferred from molecule to the graphene sheet is 0.03

E upon adsorption of BPA on bilayer graphene. Nature of the wave function for

the conduction band minima (CBM) and valence band maxima (VBM) at the

Γ-point supports the partial electron transfer from adsorbed molecule to the sheet

(see Figure 8.4). Since it is difficult to do rigorous calculations to predict optical

transition in a periodic system; we looked at CBM and VBM wave functions

carefully. They indeed show opposite parity with the functional we used. So, the

transition dipole moment would be nonzero between these two states. We find the

optical band gap (1.25 eV) at the Γ point upon strong adsorption of BPA on bilayer

graphene, arising from the coupling of electronic states to the asymmetric stretch

mode. This is to say that the optical absorption would appear in near-infrared
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Figure 8.4: Γ-point frontier orbitals (VBM and CBM) for model surface topologies. (a and b)
Side view of VBM and CBM for BPA@bilayer-graphene, respectively; (c, d) top view of the
same. Isocontour value used for orbital plots is 0.02 E bohr−3.

(NIR) regime. Mobile π-electrons, induced due to strong adsorbent-surface affinity

and weak electronic charge transfer from molecule to matrix, lead to a strong NIR

absorption as both the states remain in the same k-point value. Thus, the response

can be detectable.

To confirm the adsorption mechanism further, we performed the IR studies on

the molecular structure as it was in its adsorbed state over graphene and MoS2 (see

Table 8.1). Such analysis, in fact, helped in identifying the presence of different

interaction patterns between BPA and graphene. [25] Emergence of peaks at 2800-

3000 and 400-1800 cm−1 are in accordance with the peaks from the Fourier trans-

form IR spectrum of BPA as found experimentally, indicating that BPA molecules

were adsorbed on the surface of graphene. These new peaks originate from (i)

aromatic C-H bonds (ii) skeletal vibrational modes as well as π-aromatic ring vi-

bration in the low-energy regime. Furthermore, the stretching frequency of the

O-H group in BPA gets shifted from 3700 to 3500 cm−1, which can be ascribed
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Table 8.1: Shift in vibrational frequencies (in cm−1) for specific modes (in BPA) upon surface
adsorption, computed using ωb97xd/6-311+G (d, p) have been given.

Modes @Graphene @MoS2
O-H (Stretching) -200 -220,-200
O-H (Bending) +28 +28
Aromatic C=C -30 -23
Aromatic C-H -40 -50
Aliphatic C-H -55 -50

to hydrogen bonding between hydroxyl groups in BPA and π-electronic cloud on

the surface. The peak at 1640 cm−1 is associated with the skeletal vibration of

aromatic C-C bonds, which also blue-shifts by 30 cm−1 and gets widened after

adsorption, confirming the π-π interaction [50] between the benzene rings of BPA

and the graphene planes. Such blue-shift in frequency is less (23 cm−1) while

BPA is adsorbed on MoS2 surface. After comparative analysis between two differ-

ent surfaces and their adsorption affinity, it is clear that π-π interaction between

the benzene rings of BPA and the graphene planes force strong adhesion as ev-

ident in the significantly higher shifting of the vibrational frequency of aromatic

C-C bonds. Because of the added forces from the interaction between BPA and

graphene layers, two significant changes can be expected to happen compared to

pristine graphene. These are: (1) splitting of the 2D peak and (2) shift in the

G-mode, i.e alterations in Raman spectra which originates due to the tuning of

in-plane vibration after surface adsorption.

8.3.3 Carbonaceous Surface versus Inorganic Metal Chalco-

genide (MoS2) Surface

In contrast to the carbonaceous surface, EDCs get adsorbed on the inorganic metal

chalcogenide (MoS2) surface through the attachment of only one terminal phenolic

moiety (see Figure 8.3). Other tail of the adsorbed molecule remains far from
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the surface. This confers significantly less adsorption energy (∆E = 10-17 kcal

mol−1). We also performed a set of calculations and found that adsorption of BPA

on 1T-MoS2 is thermodynamically disfavorable with highly positive ∆G value.

The other analogue of MoS2, MoSe2, also shows similar feature like 1T-MoS2.

Hence BPA-adsorption is specific for 2H-MoS2 especially. Notably, structural

relaxations associated with locally modified charges on adsorbed molecule results

in conformational dynamics (see Figure 8.5) which has been elaborated in later

part. Adsorption energy for M-1 (-16.30 kcal/mol) is the highest among all three

(BPA: -10.45 and M-2: -11.28 kcal/mol, see Figure 8.3). Thus, at the optimized

conformation of adsorbed state, we find M-1 becomes more stable (RE = -5.10

kcal/mol) than M-2, on MoS2 surface. Note that, isomeric M-1/M-2 are equally

stable in both the cases: isolated states (as described previously in Chapter 7) [51]

and the surface-adsorbed state (on graphene surface). In addition, adsorption

energy of water on MoS2 surface varies (3.65-4.33 kcal/mol) depending on various

possible adsorption sites. Now, the selection for adsorption on the surface appears

to be in the order of M-1 > M-2 ≈ BPA � H2O. For the desorption process,

the trend gets reversed (H2O > M-2 ≈ BPA > M-1). Thus, MoS2 surface serves

the purpose of a stationary adsorbing medium analogous to the chromatographic

technique and leads to a facile surface-induced isolation of EDCs. So, we can

infer that graphene surface is efficient due to the strong affinity but at the cost of

irreversibility, whereas MoS2 surface is facile in terms of relatively more reversible

nature of adsorption as well as selective isolation.

8.3.4 Selective Isolation of EDCs

There are two kinds of adsorbent-adsorbate interactions. One main interaction

is the π-π interaction between the benzene rings of BPA and the surface planes.

The other is the hydrogen bonding between the oxygen-containing groups as well
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as C-H group (aromatic and / or aliphatic) contained in BPA and respective sur-

faces. Importantly, structural changes in the adsorbed molecule can give rise to

alteration of bond strengths and, thus, IR stretching frequencies of the specific

modes participating in the interaction. To determine the selectivity/separation

of solvated EDCs, we considered water as solvent media for water-soluble EDCs.

Hence, we focus on the subtle interplay among the possible interactions such as

surface-molecule, surface-solvent, solvent-molecule, and the intermolecular self-

assembly. Adsorption energy of water on MoS2 surface is in the range of 4-5

kcal/mol. This value is negligibly small compared to surface affinity of EDCs on

MoS2 Surface (∼15 kcal/mol). It also corroborates with the report on the weak

interaction of water with defect-free MoS2 surface. [52–54] Less interaction energy

discards the possibility of competitive surface coverage by water that might cause

limitations for accessibility of the desired molecule on the surface. In the context

of molecular solvation, we find strong hydration energy for the EDCs. Typical

H-bonding interactions are present between phenolic O-H and water. There is

existence of H-bond varying within a range of 1.7-2.0 Å. Water molecules can act

either as a bridge (H-bond distance: 1.63 and 2.10 Å) between two molecules or

being associated with a single molecule by forming H-bond at ∼1.82 Å. Quantifi-

cation of the adsorption energy of solvated dimer (along with 14 solvent molecules)

turns out to be -31.45, -23.57, and 22.29 kcal/mol for M-1, M-2, and BPA, respec-

tively. We find that M-1 shows more surface adsorption affinity (7.88 kcal/mol)

than M-2 in its solvated state too. In fact, through solvated dimer (along with 14

solvent molecules), we consider intermolecular (e.g., M-1M-1), solvent-molecule, as

well as solvent-solvent interactions. Considering the whole system on the surface,

there appear two more interaction modes: surface-solvent and surface–molecule,

which can possibly affect the surface adsorption of the molecule in their solvated

state. Also, we found the adsorption energy of a single unsolvated M-1 molecule to

be ∼16 kcal/mol. Hence, dimer in the solvated state exhibits the surface affinity
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almost twice the value of the same for an isolated molecule. Basically, it proves

that, the molecular solvation and surface adsorption are not competitive. Rather,

there is a cooperative interplay between two types of interactions.

In addition, surface affinity for solvent (∼4 kcal/mol) and for EDCs (∼15

kcal/mol irrespective of the state of solvation) confirms that the surface affinity

of EDCs does not get affected while they are in solvated or in assembled state.

However, adsorption affinity of water on the surface is much less and cannot com-

pete with the EDCs (4-5 kcal/mol). As we want the extraction of EDCs from

their water-contaminated state, we examine whether the solvation of the EDCs

will hamper their sorption property on the surface. The surface-adsorption affin-

ity (>22 kcal/mol) for all the solvated EDC dimers (BPA, M-1, and M-2) was

found to be also high; we conclude that the surface adsorption does not get af-

fected, while the EDCs are solvated. However, the solvation energy of BPA, M-1,

and M-2 lies in the range from -3.5 to -3.8 kcal per water molecule. Therefore,

solvation energy does not overcome of the strength of surface affinity of EDCs.

Although relative affinity difference is in the order of water adsorption energy, we

should point out that it is the absolute strength of the surface affinity for EDCs

that eventually matter. Moreover, energetics reveal that the solvated complex

gets more strongly bound to the surface when the water comes and solvates the

EDCs. Thus, there is no possibility to wash out the EDCs from surface by water,

which further supports the MoS2 surface to act as an ideal matrix to extract the

EDCs. Although the effective area of contact between the EDCs and surface is less

due to their nonlinear chain framework, the adsorption energy is in the order of

electron-volt (see Figure 8.3). This needs a detailed understanding of the existence

of effective surface-mediated mechanisms and charge transfer. We find the adsorp-

tion of BPA, M-1, and M-2 on both of these model surfaces (graphene and MoS2)

are dominated by the vdW interactions. Through consideration of conformational

dynamics of adsorbed EDCs at 300 K, we find that RE can fluctuate in the range
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from -3 to -7 kcal/mol (see Figure 8.5). Dynamical behavior of the adsorbent

Figure 8.5: RE versus time (left) and charge fluctuation (right) due to electronic charge trans-
ferred from molecule to the p-type surface MoS2 triggered by conformational dynamics.

regulates the electrostatic interaction, as a result of which electron transfer from

EDC to the surface may vary from 0.003 to 0.06. In particular, collective behavior

results in small electron transfer (∼0.03e), and a molecule diffuses laterally along

the surface maximizing the interaction between polar H in molecule and S atoms

on MoS2 matrix.

Thus, conformational dynamics triggers the interplay between electrostatic

and dispersive interactions in physisorbed EDCs. To understand the adsorbent-

adsorbate interfacial interaction, zeta potential is a physical parameter quantifying

the surface electrical potential of the solid particle and the stability of liquid dis-

persions. We find that the partial electron transfer from BPA to the sheet (∼0.03

e/BPA) results in excellent stability of graphene dispersions that originate from the

mutual electrostatic repulsion among graphene sheets. This indicates the graphene

sheets are negatively charged. In fact, the zeta potential of graphene measured in

aqueous solutions of BPA were observed to be negative, [25] which reached -46 mV

for pH 10.0 implying sufficient mutual repulsion [55] and ensured the stability of the

dispersion. As shown in Figure 8.3, OH is more likely to stick with bending mode

where H takes part in interaction. Importantly, OH groups are not prone to be

dissociated as revealed from frequencies of the OH stretching modes (from the MD
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trajectories). We can account these surface-mediated interactions for broadening

and shifting of the stretching mode of hydrogen-bonded hydroxyl groups. Accord-

ingly, dispersive interaction is attributed to the interaction of lone pair of surface-S

with π-aromatic-ring, aromatic H atoms, polar O-H bonds, and π-cloud at spacer

group. S ions also provide weak Lewis acidic (electron-acceptor) nature to the

MoS2 surface for BPA, M-1, and M-2 adsorption. These types of interactions can

vary due to a subtle difference in π-cloud orientation in spacer group, which actu-

ally arises between M-1 and M-2. Thus, a difference in interaction energy is found

for two isomers providing a way of isolation through surface-mediated couplings.

Thus, loading the specific substances and then releasing them on the MoS2 matrix

can occur through diffusion-controlled mechanisms, without erosion of the matrix.

8.3.5 Optical Responses of Bisphenol A and Its Metabo-

lites (M-1 and M-2)

Computed absorption spectra (see Figure 8.6) reveal predominant UV absorption

for EDCs. Absorption maxima get slightly shifted (∆λex≈ 2 nm) by changing

the dielectric constant of solvent media, that is, the nature of solvent molecule’s

coordination mode (see Table 8.2). So, probing the solvent dielectric media and

structural identification of EDCs are insensible through direct investigation of the

absorption spectra in different solvent media.

To understand the aspect of photodegradability of such EDCs, we focus on

their photoresponse and subsequent chemical changes. We search for two ma-

jor aspects upon illumination: whether (i) irreversible change in molecular shape

happens or not; (ii) any site or bond becomes prone to the radical reaction or

fragmentation. The natural transition orbital (NTO) shows the orbital involved

in optical transition (see Figure 8.7).

Two lowest-energy intense absorptions appear to be π to π*. For the lowest-



8.3. Result and Discussion 232

Figure 8.6: Computed absorption spectra of isolated molecules: BPA, M-1, and M-2 (represented
by solid lines) and at the matrix-adsorbed state (dotted lines) using TD-DFT. Two lowest ab-
sorption maxima (λex) values (P-1 and P-2) are given in Table 8.2.

energy excitation, the final state turns out to be an antibonding orbital, the pre-

dominant contribution to which comes from C-C in the spacer group as well as

aromatic ring. So, optical transition reduces the bond orders of the C-C in both the

terminal aromatic rings and middle spacer part, which is common for π-delocalized

systems. Interestingly, the second-lowest optical transitions are also shown to be

aromatic-H assisted π-to-π* transition. Rotation of the aromatic ring about C-

Table 8.2: Prominent absorption peaks (low energy) for M-1 and M-2, computed using
TDDFT/ωb97xd/6-311+G(d, p). Different dielectric constant of the medium (implicit solvent
model), such as, gas-phase (ε = 1), DMSO (ε = 46.7), Water (ε = 88) as well as explicit sol-
vent model (four H2O molecules are coordinated to terminal O-H bonds) show different spectral
features.

Solvent
environment

Absorption wavelegth (nm)
BPA M-1 M-2

ε = 1 214, 242, 245 216, 244, 248, 256 212, 230, 244, 249
ε = 46.7 215, 243, 246 216, 246, 248, 256 213, 234, 244, 250
ε = 88 214, 242, 245 214, 240, 245, 253 211, 236, 242, 250
H2O 212, 237, 240 211, 234, 240, 248 208, 233, 237, 246
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Figure 8.7: Dominant natural transition orbital pairs for the first two excited singlet states (ES)
of BPA, M-1/M-2, and BPA/M-1/M-2@MoS2 are given. Initial state is on the left; the final
state is on the right. Associated eigenvalues are (a) 0.61, (b) 0.59, (c) 0.49, (d) 0.51, (e) 0.86,
(f) 0.92, (g) 0.75, (h) 0.90 (i) 0.84, (j) 0.94, (k) 0.84, (l) 0.87.

C (C4-C5 and C4-C6 for M-1 and M-2, respectively) bond is found to separate

the charges in atoms to minimize the electron-electron repulsion. In case of M-1

and M-2, internal electron transfer occurs, where π-electrons get transferred from

middle aliphatic moiety to terminal aromatic groups. Optimum bond distances

lengthen by 0.07 Å for first (λex = 249 nm; 244 nm found as shoulder in Fig-

ure 8.5) two lowest excitation, whereas lengthening of 0.05 Å occurs with the

third excitation (λex = 230 nm). Moreover, from NBO analysis we confirm that

the bond length alterations (see Table 8.3) upon illumination become significant

for M-1 and M-2 but not for BPA. So, spacer aliphatic moiety (absent in BPA)

plays an important role in photochemistry of bisphenol compounds. Importantly,

partial equalization of consecutive single and double bonds occurs in M-1 and

M-2 through electronic redistribution. The middle spacer group in between two
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Table 8.3: Bond orders (“Wiberg bond index”) of specific bonds (A, B, C, D) for M-1 and M-2
(as shown in Figure 8.1) in ground state (GS) and optically excited (1st and 2nd) states (ES).

State
Bond order & Dihedrals
M-1 M-2

A B DH-1 C D DH-2
GS 1.828 1.025 40.63 2.120 1.012 -42.11

ES-1 1.715 1.034 9.72 1.766 1.019 -7.35
ES-2 1.713 1.027 13.29 1.316 1.011 -6.40

terminal phenyl groups tends to align in different plane (see the dihedral angle

changes in Table 8.3). M-1 exhibits the more geometric rearrangements than M-

2. Basically, π-electron in aliphatic spacer group contributes to such changes, and

because of its absence BPA exhibits the less structural distortion (less electronic re-

distribution throughout the molecular framework due to optical transition). Thus,

optical excitation creates concomitant shape rearrangements to different extents

for different EDCs. However, such geometrical changes upon photoexcitation are

reversible. This was confirmed by our AIMD study. We find that, within ∼500 fs,

the photoexcited state conformation of M-1 relaxed back to the ground-state con-

figuration. Thus, the photo-decomposition due to the irreversible shape changes

in the EDCs (BPA, M-1, and M-2) becomes impossible. However, in the surface-

absorbed state, terminal aromatic ring becomes electron-rich and susceptible to

electrophilic attack (e.g., by OH.; see nature of the orbital in Figure 8.8D,E). This

would give rise to the decomposition of aromatic ring and, hence, might facilitate

photo-decomposition. So, a possibility for surface-assisted photodegradation was

found, which is in accordance with our molecular orbital analysis.

Thus, the preceding discussion reveals that BPA metabolites (M-1and M-2) are

photoresponsive, but in the UV absorption region. However, shifting of absorption

spectral range from UV to visible is desirable for efficient solar-energy absorption.

We find that EDCs can also absorb much lower wavelength (∆λ ≈ +50 nm)

solar radiation (see Figure 8.6) after surface adsorption. This is attributed to the
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extended delocalization through terminal aromatic and aliphatic moiety in spacer

group. Hence, we propose the utilization of coating with graphene and MoS2 on

photocatalytic surfaces, such as, TiO2. Because of the specific surface adsorptions

of M-1 and M-2 (on graphene, MoS2), red shifting of low-energy absorption peaks

(see Figure 8.6) occurs. Higher-energy (lower λ) peaks do not get affected much

in presence of the matrix. But, low-energy excitation peaks get broadened and

split into two (see Figure 8.6) due to coupling between the surface and adsorbed

molecule. Indeed, the spectral shift is attributed to the perturbing influence of

the matrix on π-electronic cloud in transition orbital (see Figure 8.7). As a result,

surface induces conformational changes and subsequent electronic redistribution of

the π-electronic cloud in the spacer group of adsorbed molecule in its excited state.

Particularly interesting is the π-electronic cloud in spacer group, which dictates

different extent of stabilization to each of the states involved in transition. In

fact, this has great importance in case of surface-induced spectral shifting. This

understanding decisively brings out the possibilities for alteration of absorption-

spectral region of EDCs through appropriate choice of matrices.

8.3.6 Effect of Various Perturbing Influences on the Molec-

ular States

We look for the basic difference in the impact of electric polarization and opti-

cal pulses on EDCs. In presence of electric polarization, M-1 and M-2 undergo

a conformational change without major changes in bond order (at low electric

field strength < 0.26 V/Å). [51] Switchable stereocontrol of M-2 associated with

O-H bond reorientation was elaborated previously in chapter 7. [51] However, the

threshold value of uniform electric field to induce bond order alteration, was found

to be 0.93 V/Å. This static electric field strength creates redistribution of electron

density and intramolecular charge transfer. In contrast, when exposed to specific
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wavelengths of light (see Table 8.3), optical field distorts the ground-state (GS)

optimized geometry by elongating C=C and shortening the C-C bond, hence, re-

sulting in a structural transformation (see Table 8.4 and Figure 8.8) to arrive at

the other degenerate ground state.

Figure 8.8: Molecular orbital representation of M-2 in the presence of various perturbing in-
fluences: (A) ground state; (B) directional static electric field (0.018 a.u.); (C) uniform static
electric field (0.018 a.u.); (D) optically excited state (1st); (E) adsorbed (physisorption) on MoS2

matrix.

Here, we discuss the influences of various perturbing influences to utilize them

as a tool for removal and photodegradation of EDCs. The changes in electron delo-

calization pattern are also reflected in their structural parameters (see Table 8.4).

Hence, the perturbing efficiency, reflected through several structural parameters,

is dependent on the directional feature of the electric field. We find that there

are clearly visible changes, including large shifts of charge density from one end

of the molecule to the other due to both the optical and electric field-induced

perturbation (see Figure 8.8). But, the estimation of the electric field strength
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Table 8.4: A, B, C, D, E dictates optimized state in presence and absence of various external
perturbing Influences as described in Figure 8.7. Within parentheses: A(G): gas-phase; A(W):
water dielectric medium; B: directional static electric field (0.018 a.u.); C: uniform static electric
field (0.018 a.u.); D: Optically excited state (1st); E(M): adsorbed on MoS2 surface; E(Gr):
adsorbed on graphene surface. Structural parameters are: molecular length (ML in Å), C=C (A
in Å), C-C (B in Å) and dihedral angles (DH-1, DH-2 in degree)

Structural
parameters

A(G) A(W) B C D E(M) E(Gr)

M-1
ML 11.49 11.46 12.14 12.15 11.27 11.77 12.03
A 1.35 1.35 1.37 1.36 1.41 1.35 1.35
B 1.51 1.51 1.52 1.52 1.52 1.52 1.52

DH-1 40.63 39.92 26.18 -33.06 9.72 28.59 30.26
M-2

ML 13.07 13.17 12.69 12.22 13.25 13.11 12.73
A 1.34 1.34 1.35 1.37 1.41 1.35 1.35
B 1.52 1.52 1.53 1.55 1.43 1.51 1.52

DH-2 -42.11 -40.56 -26.80 34.58 -7.35 -20.16 9.06

required for such changes is quite high (∼1.0 V/Å). However, optimization of the

optically excited state would give rise to similar structural perturbation, which

can be achieved upon irradiation with UV radiation (250 nm), which is less abun-

dant in solar spectrum. These drawbacks associated with electric field and optical

excitation led us to search for other options. We find capturing of EDCs can eas-

ily be achieved by surface adsorption, but the electronic states (highest occupied

molecular orbital (HOMO) and lowest unoccupied molecular orbital in particular)

do not change drastically upon surface adsorption. Only a slight modification in

the orbital representations reflects the changes in molecular electronic structure,

which is governed by small conformational changes. Actually, there is no signature

of catastrophic structural breakdown as evident from the structural parameters in

Table 8.4. Thus, surface adsorption appears to be perfectly reversible in nature

(for MoS2 as substrate). Importantly, as we always look for reversibility to achieve

a recyclable isolation process, the perturbation should not be very strong as found

in case of graphene surface. Hence, MoS2 surface proves its superiority.
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We assessed the reactivity of the adsorbed species based on the electronic

structural feature of the molecule in its isolated and surface-adsorbed states. To

be more precise, we looked to see whether the orbital representation changes and

whether the changes can give rise to reactivity in the adsorbed species. What we

find is, irrespective of the state whether it is surface-adsorbed or isolated molecule,

two terminal rings possess more electron density which indicates that the termi-

nal aromatic rings will be prone to electrophilic attack. In presence of surface,

the process can be facilitated due to easy exposure of the reactive sites to the

electrophile. For isolated state, two terminal aromatic rings possess homogeneous

electron density, whereas inhomogeneity occurs after surface adsorption. As a

result, one terminal ring is found to have more electron density than the other.

Moreover, relative reduction in the electron density for occupied states (HOMO-1

and HOMO) occurs at surface-adsorbed state. Thus, surface adsorption facilitates

molecular accumulation on the surface and creates appropriate sites for both the

electrophilic and nucleophilic attacks which may lead to structural fragmentation.

8.4 Conclusion

In summary, MoS2 surface exhibits optimum surface-molecule affinity and hence

is perfect for reversible extraction of EDCs from environment. Surface adsorp-

tion is dominated by dispersive interaction, which is sensitive to the nature of the

spacer aliphatic group of EDCs. Thus, different EDCs, on the basis of varying

spacer groups, can be isolated selectively. The charge transfer from EDCs to the

surface is negligibly small and gets tuned (from 0.005 to 0.06 e) by conformational

dynamics. However, graphene bilayer matrix results in very strong adsorption

of EDCs with a detectable response at NIR regime. Associated results are im-

portant in designing graphene surface for complete removal and graphene-TiO2

composite for degradation of bisphenol-based EDCs. The separation efficacy for



239 References

both the matrices (graphene and MoS2) is not affected at the solvated state of

the molecules. These microscopic details demonstrate the superiority of the mem-

brane in cleaning water by affinity-based separation of such pollutants. In the

context of the optical responses of EDCs, we find that dielectric constant of the

medium alone cannot confer significant changes in spectral feature. Interestingly,

while EDCs get adsorbed on carbonaceous substrate (bilayer graphene) or metal

di-chalcogenide (MoS2) as matrices, cause significant red-shifting (∼40 nm) of

absorption spectra covering a broad spectral range. Because of photo-excitation,

internal electron transfer occurs from π-system to C-C antibond, thus, decreasing

the bond order. Prominently, terminal phenyl rings of EDCs become prone to un-

dergo radical reaction at surface-absorbed (on MoS2) state. Thus, surface-assisted

photodegradation of BPA metabolites seems to be appropriate due to the bond-

dissociative internal electron-transfer mechanism, triggered by optical transition.

We conjecture that surface-assisted degradation of the EDCs in the presence of

external perturbation is very much plausible.
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[40] P. E. Blöchl, Physical Review B 50, 17953 (1994).



243 References

[41] J. Hutter, M. Iannuzzi, F. Schiffmann, and J. VandeVondele, Wiley Interdis-

ciplinary Reviews: Computational Molecular Science 4, 15 (2014).

[42] E. C. Barnes, G. A. Petersson, J. A. Montgomery Jr, M. J. Frisch, and J. M.

Martin, Journal of Chemical Theory and Computation 5, 2687 (2009).

[43] A. McLachlan and M. Ball, Reviews of Modern Physics 36, 844 (1964).

[44] C. Lee, W. Yang, and R. G. Parr, Physical Review B 37, 785 (1988).

[45] A. D. Becke, The Journal of Chemical Physics 98, 5648 (1993).

[46] D. N. Laikov, Chemical Physics Letters 281, 151 (1997).

[47] N. Watanabe, S. Horikoshi, H. Kawabe, Y. Sugie, J. Zhao, and H. Hidaka,

Chemosphere 52, 851 (2003).

[48] I. Efremenko and M. Sheintuch, Langmuir 22, 3614 (2006).

[49] L. Delle Site, S. Leon, and K. Kremer, Journal of the American Chemical

Society 126, 2944 (2004).

[50] R. W. Coughlin and F. S. Ezra, Environmental Science & Technology 2, 291

(1968).

[51] S. Banerjee, G. Periyasamy, and S. K. Pati, The Journal of Physical Chemistry

B 118, 9258 (2014).

[52] A. AC08788386, Integrated ferroelectrics: an international journal (Taylor &

Francis, 1992).

[53] F. A. Frame and F. E. Osterloh, The Journal of Physical Chemistry C 114,

10628 (2010).



References 244

[54] Y. Li, H. Wang, L. Xie, Y. Liang, G. Hong, and H. Dai, Journal of the

American Chemical Society 133, 7296 (2011).

[55] J. D. Jackson, Classical electrodynamics (Wiley, 1999).



9
Modelling BPA-based Molecular

Architecture for Photochemical

Energy Storage?

9.1 Introduction

2, 2′-bis(4-hydroxyphenyl) propane (Bisphenol A; BPA) is an unavoidable com-

ponent of polycarbonate plastics [1] and epoxy resins, [2,3] which are widely used in

many commercial products, such as, food and drink packaging, medical devices,

compact discs, impact-resistant safety equipment, and water supply pipes. How-

ever, widespread human exposure to BPA eventually creates serious health haz-

ards. [4–7] The origin of such adverse reactivity of BPA is their photo-stability, [8]

resulting in their accumulation in nature without degradation. [9] Hence, the de-

tailed understanding on photo-cycle which avoids spontaneous photo-degradation

is of fundamental interest. In this chapter, we have described the microscopic

mechanism of photo-cycle present in BPA class of compounds and subsequent

?Work reported in this chapter has been submitted: Swastika Banerjee and Swapan K. Pati,
Modelling BPA-based Molecular Architecture for Photochemical Energy Storage (2016)
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transformations. From a fundamental point of view, photo-stability in these sys-

tems indicates a self-sustaining mechanism upon excitation energy transfer. In

this work, we take the advantage of the photostability of BPA-like architecture

which avoids the photo-decomposition during its photo-cycle. This can give rise

to stable photo-switchable molecular material(s), which is highly demanding for

various applications [10] ranging from memory devices [11], photochromic displays [12]

to optical switches and chemo-mechanical devices [13]. Notably, energy storage in

photochromic molecules has drawn huge attention which has been detailed in chap-

ter 1 (see section 1.3.3).

9.1.1 Principles of Energy Storage in Photochromic Molecules

The basic requirements of an active molecule for photochemical energy storage

are the following: (1) wide fundamental gap which prevents the thermal gener-

ation of free charge carriers; [14,15] (2) no permanent charges, since the charges

may create complex influence of field on charge transfer; [1] and (3) no photo-

decomposition processes. We note that, all these three criteria are well satisfied

by BPA-derivatives which exhibit weakly polar molecular surfaces and extreme

photo stability. Apart from these basic requirements, electronic structural details

are very crucial to justify the ultimate applicability. Mostly, donor-bridge-acceptor

(D-B-A) molecules impart efficient light to energy conversion process through re-

versible photo-switchability. [16] The bridge fundamentally acts as a rectifier that

promotes electron transfer (ET) from donor to acceptor but resist ET in the re-

verse direction, stabilising the charge transfer state. [17,18] Moreover, avoiding the

radiative emission process leads to photo-induced ET state which is a bound state

and maintains a finite energy difference with the ground state. Such processes can

effectively result in the photochemical energy storage. [10]
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9.1.2 System of our Interest

Herein, we introduce two BPA-metabolites, namely, 4-methyl-2,4-bis (p-hydroxyphenyl)

pent-2-ene (M-1) and 4-methyl-2, 4-bis (4-hydroxyphenyl) pent-1-ene (M-2) as

photo-stable molecular materials. We note that, BPA-derivatives represent a

broad class of molecular systems consisting of two terminal phenol groups, with

an aliphatic counterpart as a linker (see Figure 9.1a). Accordingly, M-1/M-2 pos-

sesses a D-B-A-like molecular architecture. However, their weakly polar molecular

surface is unlike the conventional D-B-A molecules. Hence, we rename them as X-

Figure 9.1: Molecular Structures of BPA and its metabolites (M-1 and M-2). X and Y are the
terminal groups, tertiary C-atom in the linker group is denoted as B. Dihedral angles containing
1− 2− 3− 5 (1′ − 2′ − 3′ − 4′) and 3− 5− 6− 7 (4′ − 3′ − 5′ − 6′) for M-1(M-2) are assigned as
DH-1 and DH-2, respectively.

B-Y molecular framework. The structural dissimilarity between M-1 and M-2 (two

isomers) lie in their linker’s configurations, denoted as B-1 and B-2, respectively
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(see Figure 9.1a). In addition to the olefinic moiety (B-1/B-2), tertiary C-atom

present in linker group results in the conformational flexibility. Here, we aim to

introduce the possibility for photochemical energy storage in M-1 and M-2, which

originates from photo-induced structural swapping. Through the first-principles

Density Functional Theory and ab-initio Molecular Dynamics based study cou-

pled with electron transfer theory, we have shown that photo-cycle consists of the

photo-induced electron transfer and subsequent redistribution of electron density

throughout the molecular framework. Consequently, two photo-switchable con-

formational states: S-1 and S-2 appear (see Figure 9.1b). These two states are

bounds states which give rise to photostability and reversible storage capacity for

light energy. We also highlight the role of through-space intramolecular interaction

in electronic transition and vice-versa, which differentiates the S-1 and S-2 states

in their charge-storage/transport mechanisms.

The remainder of this chapter is organised as follows: first, we introduce the

computational details, which is followed by the results and discussion on the optical

response of BPA, M-1, and M-2 molecules leading to photochemical energy storage.

We have carried out a thorough analysis of their photophysical properties, effect of

molecular assembly, solvent and temperature. Finally, we summarise our findings.

9.2 Computational details

Quantum chemical calculations have been performed using density functional the-

ory (DFT) as implemented in the Gaussian 09 [19]suite of programme. Geometry

optimization of the monomers and dimers is done using the long-range dispersion

corrected energy functional, ωb97xd. Triple zeta basis set (6-311+g (d,p) ) has

been used for all the atoms. True local minima has been confirmed by analysing

the vibrational frequencies. Time-dependent density functional theory (TDDFT)

calculations are based on the same exchange functional as used in DFT calcu-
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lations. Appropriateness of this level of theory has been discussed in details in

the previous chapters (chapter 7 and 8, see also reference [20]). Einstein coeffi-

cient A21(s−1) for spontaneous emission process has been determined using the

expression,

A21 =
8π2ν2e2g1

ε0mec3g2

f12 (9.1)

where, oscillator strength (f12) and frequency (ν) dictate the rate of emission.

This formulation has been adopted to find the relative emission rate at different

absorption wavelength. Fundamental gap (Efund) is defined as the difference of

the ionization potential and electron affinity:

Efund = IP − EA (9.2)

where, IP = E(N−1)−E(N); EA = E(N+1)−E(N). It requires the comparison

between the total energy of the N -electron ground state and that of the N ± 1-

electron state to determine EA and IP. On the other hand, optical gap (Eop) is

defined as,

Eop = ES1 − ES0 (9.3)

where, energy of the lowest energy electronic transition (S0 − S1) is accessible

via absorption of a single photon (see Figure 9.3a). In general, Eop is less than

Efund, as the electron and hole remain electrostatically bound to one another in

the excited state (contrary to the ionized state). The difference of the fundamental

gap and the optical gap is a measure of the exciton binding energy (binding energy

of electron-hole pair), EEB.

EEB = Efund − Eop (9.4)
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Electronic excitation and associated geometrical perturbation is dictated by

electron(hole)-phonon coupling constant (λe−v) which is defined as,

λe−v = N(EF )
∑
i

1

4π2Miν2
i

dhkk
dQi

(9.5)

For molecular systems, N(EF ) is the density of states at the Fermi level (per

molecule and per spin). The second term represents intramolecular vibronic cou-

pling (λelectron(hole)) which is the contribution from intramolecular reorganization

energy (λreorg) in carrier-vibronic coupling, as discussed in Marcus theory. [21,22];

where νi and Mi are frequency and reduced mass of the vibrational mode, Qi,

respectively; dhkk
dQi

is the diagonal vibronic matrix element for the electron (hole)

state k. λreorg for electron (λelectron) and hole (λhole) has been calculated using the

Equations 9.6-9.7:

λelectron =
(
E∗− − E−

)
+ (E∗an − E) (9.6)

λhole =
(
E∗+ − E+

)
+ (E∗cat − E) (9.7)

where, E is the ground-state energy of the optimized geometry of neutral molecule,

E−(E+) is the energy of the optimized anionic (cationic) species, E∗−(E∗+) is the

energy of the anionic (cationic) molecule at neutral geometry, E∗an(E∗cat) is the

energy of the neutral molecule at anionic (cationic) geometry. Relaxation energy

(λrel) can be expressed in terms of the vibrational structure present in an ionized

band and can be analysed to provide the values of the Huang−Rhys factors (Si),

which in the framework of the harmonic oscillator model are related to λrel by:

λrel =
∑
i

Sihνi (9.8)
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λrel =
∑
i

2π2Miν
2
i (∆Qi)

2 (9.9)

So, Si at a particular νi can present a frequency-resolved picture of electron (hole)-

vibronic coupling. To calculate the Sabsorption(emission) for hole, we consider the

vibrational frequencies of neutral (cationic) species, the same for electron is cal-

culated after considering the vibrational frequencies of anionic (neutral) species.

Absolute value of the transfer integral (t) for electron (hole) transfer from one

unit to another is approximated as (without considering any overlap),

t =
εL+1(H) − εL(H−1)

2
(9.10)

Major simplification applied is the Koopmans′ theorem (KT), [23] that is to rely on

the one-electron approximation. We have verified that KT estimates are in good

agreement with the results derived from electron-correlated CAS-SI (CASSCF-

State Interaction) calculations. We note that the ωb97xd functional obeys the

property: HOMO energy corresponds exactly to (minus) the vertical ionization

potential; the electron affinity is then obtained as (minus) the HOMO energy

of the N+1-electron system. We perform ab initio molecular dynamics (AIMD)

simulations using the gaussian plane wave (GPW) method and Perdew-Burke-

Ernzerhof (PBE) functional as implemented in the Quickstep module of the CP2K

set of program. [24] GTH (Goedecker-Teter-Hutter) pseudopotentials [25] has been

used, and valence electrons are handled using triple-ζ valence (TZV) basis set. To

account for noncovalent interactions, van der Waals (vdW) corrections (DFT-D3)

have been employed. [26,27]
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9.3 Results and Discussion

9.3.1 Optical Response and Photo-switchable Conforma-

tional States of EDCs (BPA, M-1, and M-2)

UV-sensitivity of BPA compounds are well known. We find that optical-excitation

of the ground state conformer, ‘S-1’ (see Figure 9.2a) at ∼250 nm leads to a stable

bound state denoted as ‘S-2’ conformer (see Figure 9.2d), shows sharp structural

distinction. In fact, UV-sensitivity (λmax = 225-250 nm; see Figure 9.2b) and

Figure 9.2: Laplacian of the contour of the electron density plots (isovalue = 0.02 e Å−3) are
shown for (a) S-1 and (d) S-2 conformations, respectively. (b) Computed absorption spectra of
BPA, M-1, and M-2 in gas-phase (represented by solid lines) and at solvated state (dotted lines)
for their ground state conformation (S-1). (c) Dominant natural transition orbital (NTO) pairs
for the first excited singlet states of BPA, M-1 and M-2. Frontier molecular orbitals for (e) S-1
and (f) S-2 conformations (H: HOMO and L: LUMO) are shown. Isovalue considered for all the
plots are 0.03 eÅ−3

.
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optical transitions involve typically π − π∗ states, as evidenced by the natural

transition orbitals analysis (see Figure 9.2c). We also note that polarity of the

medium does not affect the absorption maxima to a great extent (Figure 9.2b),

suggesting that the states involved in optical excitation remain mostly at molecu-

lar level and do not get perturbed by solvation. We find that the rate of emission

is 10-15 times lesser for lower-energy transition (λmax = 250 nm) compared to

the transitions at λmax = 225-240 nm, as obtained from the value of the Einstein

coefficient for spontaneous emission (see Equation 9.1). Thus, low-energy excited

state conformer (S-2) is quite stable. The conformational switching during S-1

→ S-2 optical transition is driven by the alteration in dihedral angles (DH-1 and

DH-2, see their definition in Figure 9.1a), as shown in Table 9.1. DH-1 determines

Table 9.1: Dihedral angles (in degree) for M-1 and M-2 at ground state conformer (S-1) and
photo-excited conformation state (S-2) are given. DH-1 (DH-2) at S-1(S-2) conformer is denoted
as DH-1(DH-2)S−1(S−2).

EDC DH-1S−1 DH-2S−1

(DH-1S−2) (DH-2S−2)
M-1 42◦ (11◦) 113◦ (80.85◦)
M-2 135◦(171◦) -175◦ (176◦)

the extended planarity of π-electronic cloud at X-component, whereas, DH-2 mea-

sures the relative alignment of two terminal groups (X and Y) with each other

(see Figure 9.1). For S-1→ S-2 transformation in M-1, DH-1 reduces to zero (pla-

narity increases) and DH-2 decreases by 32◦, which results in a “half open book”

like conformation (see Figure 9.2a and 9.2d). On the other hand, for S-1 → S-2

transformation in M-2, DH-1 turns out to be close to 180◦, resulting in extended

π-delocalisation at X-component, while DH-2 remains almost invariant. BPA ex-

hibits the least conformational changes upon optical excitation, in comparison with

M-1 and M-2. Thus, overall geometrical change after S-1 → S-2 transformation is

the maximum for M-1. Reason is that the B-1 linkage in M-1 leads to electronic

decoupling between two terminal π-clouds in the ground electronic state (S-1, see
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Figure 9.2a, c), while, the same linkage undergoes enhanced electronic coupling in

the optically excited state (S-2, see Figure 9.2d, f). Surface contour plots show

the evidence for bonding overlap between two terminal groups at S-2 state (M-

1S−2; Figure 9.2d) which is absent in case of S-1 (M-1S−1; Figure 9.2a). Thus,

modulation of dihedrals can result in a significantly different chemical bonding for

S-1 and S-2 conformers. Hence, B-1 acts as an asymmetric thread or wire. As a

result, the excitation energy transfer (EET) in M-1 leads to two photo-switchable

conformers (S-1 and S-2) with distinct spatial structure, electronic structure and

chemical bonding.

9.3.2 Photophysical Properties

We have estimated two kinds of transport gaps, namely, the optical gap (Eop) and

fundamental gap (Efund), involved in the excitation spectrum (see Equation 9.2

and 9.3 in computational details and Table 9.2). Eop at S-1 state is comparable

for M-1 and M-2 (4.91 eV). However, vertical photo-excitation from S-1 leads to

a photo-excited state which upon relaxation results in S-2 conformer exhibiting a

huge photochromic shift (2 eV) especially for M-1. This is because of the extended

electronic coupling between two terminal π-clouds.

Table 9.2: Optical gap, Eop(eV); absorption maxima, λmax (nm); transition dipole moment (f);
fundamental gap, Efund (eV); exciton binding energy, EEB (eV); Reorganisation energy (eV)
for electron (λelectron) and hole (λhole) are given for two different states of M-1 and M-2.

State Eop (λmax) Efund EEB λhole λelectron
M-1S−1 4.91 (252) 6.81 1.90 0.93 1.16
M-1S−2 2.95 (419) 6.81 3.86 - -
M-2S−1 4.96 (250) 7.31 2.35 0.72 0.93
M-2S−2 4.00 (311) 7.31 3.31 - -

Nevertheless, significant Efund and moderate Eop results in high exciton binding

energy (EEB; see Equation 9.4), as shown in Table 9.2. In this regard, knowledge of

the carrier-vibration coupling (λe−v; see Equation 9.5 in computational details) is
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necessary to understand the microscopic picture behind conformational switching

associated with electronic excitation. At the molecular level, λe−v is determined

from the intramolecular reorganization energy (λreorg) as prescribed in Marcus

theory, [21] where λreorg provides a direct link between the geometrical feature and

electronic coupling (see Equation 9.6 and 9.7). We find that both the M-1 and M-

2 exhibit high electron (hole) reorganisation energy (λelectron(hole)) at S-1 state (see

Table 9.2). Moreover, the uncorrelated e-h pair i.e. weakly bound e-h pair (loose

exciton) is stabilised in case of M-1(see Table 9.2). These excitons cannot recom-

bine because the ground state (S-1) and photoexcited state (S-2) adopt different

conformational space. This can impart the ability to store the photo-chemical

energy through photo-induced variation in conformation (S-1 versus S-2). Hence,

relative stability of S-1 and S-2 states is imperative to quantify the photo-chemical

energy storage.

9.3.3 Photochemical Energy Storage: Quantitative Esti-

mation

We estimate the difference in enthalpy and free energy between S-1 and S-2 states

(∆Hstorage and ∆Gstorage; see Figure 9.3a) to quantify the energy-storage during

the photo-excitation (see Table 2). Such quantities are analogous to the “packing

heat” for crystalline organic solids. [28] We note that, storage capacity is maximum

in case of M-1 (∆Gstorage (∆Hstorage) = 0.97 (0.88) eV/mol), which is almost twice

that of M-2 and nearly ten times that of BPA. Effect of conformational switch-

ing is reflected in normal mode displacement (∆Q), as shown in the schematic

presentation in Figure 9.3a. As mentioned earlier, M-1-like molecular structure

is associated with huge geometrical distortion (∆Q) after photo-excitation. We

find that M-1 exhibits opposite polarities (Xδ+ − B − Y δ−) on the two termi-

nal groups separated via bridge atoms (see Table 9.3). This is in contrast to
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Figure 9.3: (a) Sketch of potential energy surfaces related to optical excitation, showing the
vertical transitions, the normal mode displacement (∆Q) and the reorganisation energy (λ).
Conformers are labelled as S-1 and S-2, the electronic states are represented by conventional way
of representation (S0 and S1) Net energy storage for S-1 to S-2 switching is shown as ∆Estorage.
Electron densities are presented through the molecular electrostatic potential (ESP) surface for
M-1 at S-1 (b) and S-2 conformations (c). Red and blue colour represents the electron rich
and poor centre, respectively. At the S-1 conformation (density isovalue = 0.04), negative ESP
regions decrease, and the electron traps are partly filled. For S-2 conformation the molecular
surface has a continuous ESP (density isoval = 0.01) along the conjugated backbone.

the features found in the case of BPA and M-2. However, in case of M-1, par-

tial charges on two terminal groups are less (± 0.10-0.20) and delocalised over

the molecular framework. This implies that considerable photo-energy storage

Table 9.3: Estimate of ∆Hstorage, and ∆Gstorage in eV/mol) by BPA, M-1 and M-2. Par-
tial charges on X and Y fragments (as denoted in Figure 9.1), at S-1 (QS−1) and S-2 (QS−2)
conformers.

System ∆Hstorage (∆Gstorage) QS−1 QS−2

BPA -0.10 (-0.16) X:(+0.10); Y:(+0.10) X:(+0.09);Y:(+0.09)
M-1 -0.88 (-0.97) X:(+0.16); Y:(-0.09) X:(+0.21); Y:(-0.09)
M-2 -0.49 (-0.62) X:(-0.17); Y:(-0.11) X:(-0.09); Y:(-0.11)

through S-1→S-2 conversion (in M-1) is not solely driven by electrostatic inter-

action. ln fact, the molecular orbitals in S-2 reveals that “half open book” like

conformation allows significant orbital overlap between two terminal groups (see
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Figure 9.2f, marked with red circle), which leads to stabilisation of the excited

state and results in huge red-shift in optical transition. Secondly, the M-1S−1 has

the electron-trapping nature, while M-1S−2 facilitates the migration of charge car-

rier (electron) through the conjugated channel, as evidenced from the molecular

electrostatic potential map (see Figure 9.3b,c). Accordingly, S-2 conformer ac-

commodates charges to attain long-range electron or hole hopping. [29] Thus, B-1

bridge acts as a conductor or resistor depending on whether it is excited or in the

ground state, respectively. In fact, B-1 bridge facilitates forward excited-state ET,

but effectively prevents recombination in the reverse process which is associated

with through-space mechanisms. [30] Such behaviour is reminiscent with the previ-

ous experimental observation too. [31,32] From preceding discussion, charge-carrier

storage/transport property of M-1 shows sharp contrast while transforming from

ground state (S-1) to “half open book” like conformer (S-2).

9.3.4 Effect of Solvent and Intermolecular Interaction

To understand the dynamical behaviour of the molecular assembly in presence of

water solvent, we have carried out ab initio molecular dynamics simulation up to

10 ps. The time scale is reasonable, since the charge carriers realize a dynami-

cally disordered potential landscape at sub-100 fs timescale. [33] We find that H2O

molecules help to separate out the molecular assembly after stabilisation of wa-

ter cluster within the intermolecular space (see Figure 9.4). Thus, intermolecular

interaction weakens in presence of H2O solvent, which can play a crucial role to

impart the molecular nature of the water solvated M-1 system.

However, in the absence of solvent, intermolecular interaction determines the

nature of molecular aggregation. We note that non-planarity of the M-1 molecular-

surface does not allow extended π-stacking. Therefore, the molecular assembly is

only possible if the M-1 units can interact in end-on fashion (D-3), as shown in
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Figure 9.4: Snapshots at different times for M-1 dimer in the presence of explicit water solvent
are shown. Conformational dynamics leads to isolation of dimers into monomers (step-III-V).

Figure 9.5a. However, the D-3 configuration is thermodynamically less favourable

(binding energy (Eb) being slightly positive; +0.04 eV/mol). On the other hand,

M-1 dimers with D-1 and D-2 configurations are thermodynamically stable (Eb:

-0.20 and -0.15 eV/mol, respectively). For D-1 dimer, the interaction between two

monomeric units are based on aromatic (C−H/O−H)−π type, whereas, for D-2,

there is the maximisation of π − π interactions with two nearly parallel aromatic

rings. In brief, intermolecular interaction avoids any extended self-assembly (D-3);

instead, it leads to the formation of D-1/D-2 dimers.
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Figure 9.5: (a) Different dimer forms of M-1 (D-1, D-2, and D-3) and their relative stability
(∆E) with respect to the most stable form (D-1), along with the dominant natural transition
orbital (NTO) pairs for the first excited singlet states. Initial state is on the left; the final state
is on the right, associated eigenvalues (l) of NTOs are also given. (b) Computed absorption
spectra of M-1, D-1, D-2 and D-3 in gas-phase and in explicit water medium are shown.

9.3.5 Fate of Charge-carriers in Photo-switchable conform-

ers

M-1 dimers also exhibit similar UV-light sensitivity like monomeric M-1 molecule

(see Figure 9.5b). D-1 and D-3 configurations favour intramolecular π → π∗ tran-

sitions (see NTOs in Figure 9.5). However, D-2 dimer has transition orbitals from

both the monomeric units, due to the proximity of aromatic π-electronic clouds

from two terminal units. Nevertheless, characteristic features of the NTOs are

dependent on the relative orientation of the monomeric units. This can control

the intermolecular charge transfer integral at different dimer configurations. We

employ the “energy splitting in dimer” (ESD) method [34–38] to find the quantita-

tive estimation of the charge transfer integral (t; see Equation 9.10). Although,

thermodynamic stability of D-1 and D-2 are comparable, the ratio of telectron to

thole alters drastically for two configurations (see Table 9.4). For D-1, telectron <<
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Table 9.4: Transfer integrals for different configurations of M-1 dimer (in meV).

Transfer integral
Dimer configurations
D-1 D-2 D-3

telectron 8 70 97
thole 182 102 6

thole, whereas, for D-2, telectron and thole are almost equal in magnitude. In contrast,

dimerization in end-to-end fashion (D-3) which has been discussed previously as

the thermodynamically less feasible configuration, imparts a surprisingly different

behaviour when telectron >> thole. Hence, depending on the mode of intermolecu-

lar interaction, transfer integral for electron and hole get modulated. Notably, the

magnitude of telectron/thole (0.008-0.18 eV, see Table 9.4) is smaller than the elec-

tron/hole reorganisation energy (λelectron/hole = 0.93-1.16 eV, see Table 9.2) at S-1

conformer. Thus, charge localization is favourable in S-1 conformer due to the for-

mation of small polaron. Hence, the charge carriers remain localised on particular

conformational space until a favourable molecular configuration for charge transfer

occurs dynamically. There is spectroscopic evidence supporting such localization

of the charge carrier within one or a few molecules [39] as found in M-1. In practice,

the most studied crystalline semiconductors based on large conjugated molecules,

like, pentacene exhibits modest nuclear reorganization energy (∼0.1 eV) [40] which

is similar or smaller than the average intermolecular charge-transfer integral (≤

0.12 eV) [41], leading to the charge delocalization. Behaviour of S-1 conformer of

M-1 molecule is in contrast to these systems. Thus, the main point is that M-1

shows two different charge-transport (transfer) behaviour at two photo-switchable

states, where charge confinement prevails at ground state (S-1 conformer); and

charge-delocalisation happens at photo-excited state (S-2 conformer).
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9.3.6 Effect of Temperature

Besides reorganisation energy, finding the Huang−Rhys factor, Si, (see Eq. 9.8-

9.9 in computational details) can present a frequency-resolved picture of electron

(hole)-vibronic coupling (see Figure 9.6). Description of specific vibrational modes

contributing to the carrier-vibronic coupling (Si), is shown in Figure 9.6.

Figure 9.6: Huang − Rhys factors (S) related to the first ionisation band of M-1 and M-2 as a
function of the frequency of the vibrational modes for hole (a) and electron (b).

The important outcome of this analysis are: (1) at low T, there are some modes

coupled to electron and hole mobility (Figure 9.6a). These are the floppy modes

of vibration (ν < 200 cm−1), comprising of the whole molecular framework. At

higher temperature (200 < ν < 500 cm−1), a considerable number of vibrational

modes couple to electron mobility which is more than that of hole. We also find

that high frequency modes, such as, aromatic C=C (1000-1500 cm−1) and C-H

bond stretching vibrations (> 3000 cm−1) participate in carrier vibronic coupling.

(2) As the electron vibronic coupling strength (S-factor) is always higher than that

of hole vibronic coupling, hole mobility is higher than the electron. This trend is

in line with what is commonly observed in organic semiconductors. (3) While
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comparing M-1 with respect M-2, carrier-vibration coupling (S-factor) is much

lesser for M-2 molecular framework. In fact, the electronic rearrangement affects

the M-1 framework more than the M-2 structure which results in a very different

conformational state (S-2) upon optical excitation of M-1. So, the photo-excited

state of M-1(S-2) is very different from the ground state conformer of M-1 (S-1),

which is not that prominent in case of BPA and M-2.

Thus, a frequency-resolved picture of electron (hole) vibronic coupling allows

us to examine how excited electrons lose energy to specific modes of vibration and

how the temperature affects the electron/hole mobility. Most importantly, high-

frequency vibrational modes (> 200 cm−1) mainly dictate the electron phonon

coupling of M-1. This indicates that electrons interact strongly with intramolec-

ular modes which can result in high-field effects. Distribution of carrier vibronic

coupling elements over a wide range of frequency domain proves that carrier trans-

port can be tuned through a wide range of temperature. Difference in the distri-

bution of electron and hole vibronic coupling elements indicates difference in the

temperature dependence of hole and electron mobilities.

9.4 Conclusions

In summary, first principles study demonstrates the photo-excited state of Bisphe-

nol derivatives as stable bound states, which prevents the light-assisted radical-

isation or photo-decomposition of EDCs (BPA, M-1, and M-2). We emphasise

that an appropriate bridge between two terminal phenol groups rectify electronic

coupling/decoupling between two ends. B-1 bridge in M-1 exemplifies such an

excellent asymmetric wire which allows the swapping between two conformers: S-

1 (ground state) and S-2 (photo-transformed state). S-1→S-2 switching results

in substantial photochemical energy storage (∆Hstorage (∆Gstorage) = 0.88 (0.97)

eV/mol). These features originate from the proximity-induced through-space in-
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teraction in the S-2 conformer via alteration of the dihedrals. We also note that,

for the S-1 conformer, intermolecular charge transfer integral (thole/electron) is much

lesser compared to reorganisation energy (λhole/electron), which results in charge

localisation. In contrast, S-2 conformer exhibits extended charge delocalisation

due to strong electronic coupling between two terminal aromatic rings. Thus, S-

1 and S-2 conformers follow dissimilar charge-storage/transport mechanism and

are detectable through optical responses. Accordingly, we conjecture that optical

response of BPA-compounds is not only of environmental interest but also of de-

signing a technologically relevant molecular material. The results presented here

opens up a new frontier in designing an efficient optoelectronic material with M-1

like configuration. Still, there is room for finding a suitable template exhibiting op-

timum chemical interaction with EDCs to achieve large-capacity and long lifetime

for solar energy storage.
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10
Summary & Outlook

The central theme of this dissertation has been to elucidate the role of surface

chemistry in the modification of electrochemical and charge transport properties

of two dimensional as well as bulk materials. We have employed a combination

of first-principles density functional theoretical calculations, modelling and Boltz-

mann transport theory in our analysis. Three major topics of research is detailed

in the thesis, namely, anodic behaviour of layered materials, finding carrier mobil-

ity in two dimensional semiconductors and steric control, removal and application

of BPA-based molecular systems.

The anodic behaviour of boron sheets (BSs), borocarbonitrides (BxNz) and

black phosphorus has been elucidated for Li, Na and Mg-ion rechargeable bat-

tery in chapter 2, 3 and 4 respectively. The α1 and α1-AA polymorphs of BS

have been found to show optimum anodic behaviour, based on their electronic

structure and Li adsorption/desorption properties. Li-saturation confers the the-

oretical estimate of the capacity as 383 mAhg−1, which is higher than that of the

conventional graphitic electrode. We also studied the effect of variation in the

shape of BxNz-domain and B-N charge-imbalance in BxCyNz layers towards their

potential as anode material for Na-ion battery. Two-dimensional BxCyNz with

267
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nitrogen-excess trigonal BxNz-domain (TN) meets the requirements for a superior

anode for Sodium ion Battery (SIB). Monolayer TN -sheet can store Na(Li) which

results in specific capacity as high as 810(668) mAhg−1. The average open circuit

voltage is found to be 1.25 V vs. Na/Na+ for a wide range of chemical stoichiome-

tries of NaxTN . The enhanced electronic transport and fast diffusion kinetics of

the Na-ions is particularly found in the TN -anode, which in turn results in high

power efficiency in SIB, even better than that of graphite electrode in conventional

LIB. Charge-storage upon layer-wise accumulation of Na-ions on the TN -surface

is also appealing for application in sodium-ion capacitors, as an alternative to

lithium-ion capacitors. We also have demonstrated Black phosphorous as anode

in Magnesium-ion Battery. The results suggest that black phosphorus could be

used as an anode material in three phases with varying capacity in each phase

with optimum anodic voltage. This material is found to be perfect Mg-ion anode

with reduced Mg-diffusion barrier as well.

In next two chapters (in chapter 5 and 6), we have developed Boltzmann Trans-

port mechanism in deformation potential limit and have studied charge transport

properties of borocarbonitrides (B2.5CN2.5, BCN, BC4N) and phosphorene. Due to

topological defect, while B2.5CN2.5-I exhibit higher electron mobility, B2.5CN2.5-II

show higher hole mobility. In chapter 6, we find that tri-layer black phosphorus

offers itself as appropriate anisotropic carrier transport material which possesses

both the directional as well as electron-hole anisotropy.

In chapter 7, 8 and 9, we focus on bisphenol A (BPA) based molecular systems

and the effect of molecular surface chemistry on their reactivity. In chapter 7, we

explore the effects of solvent polarity and the nature of radical intermediates on

reaction pathways of metabolic activation. Computational study is then used to

examine the interaction of BPA based molecular systems with the surfaces of ma-
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terials for its removal from the environment in chapter 8. The results suggest that

MoS2 could be effective for the same in a reversible manner, while graphene acts

as a strong absorber. Chapter 9 describes work on the photochemical properties

of BPA derivatives. It has been shown that B-1 bridge in M-1-structure acts as

an asymmetric wire and leads to photo-induced switching between two conformers

(S-1 and S-2). These two conformers follow dissimilar charge-storage/transport

mechanism with detectable optical responses.

In brief, we have established the role of surface structure in periodic as well

as molecular systems to determine the chemical reactivity, electrochemical and

charge-transport properties, in this thesis. Most importantly, such studies pro-

vide access to atomistic details which is not readily accessible to experimentalists.

Recently, the experimental advancement has given rise to a library of new ele-

mental, binary and ternary layered systems with precise control over their surface-

structure. Our developed methodology would be able to predict microscopic details

for their applications in advanced devices.


