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Synopsis

This thesis starts with a brief introduction about granular materials and their importance as

described in Chapter 1. The background literature on shock waves in both molecular and

granular gases as well as the objective and motivation of present research work are presented

later in this chapter. The primary goals of this thesis are to (i) study the well-known Riemann

problem of plane shock waves propagating in a granular gas using hydrodynamic-like equations

(Chapters 3 and 4), (ii) develop numerical schemes to solve the related inhomogeneous PDEs

(Chapter 3), (iii) analyse and identify the unique characteristics of granular shock-waves in

comparison to their molecular counterparts (Chapter 4), (iv) a comparative analysis between the

predictions of the Euler- and Navier-Stokes-order hydrodynamic equations and the “extended”

(beyond Navier-Stokes-order) hydrodynamic models (Chapter 6), (v) analyse the characteristics

and the well-posedness of extended granular hydrodynamic models (Chapter 5) and finally (vi)

suggest ways to ‘regularize’ the extended moment models for a granular gas (Chapter 7) so as

to obtain smooth solutions at any Mach number.

Chapter 2 provides a brief overview of the kinetic theory of a dilute granular gas starting with

the derivation of basic inelastic Boltzmann equation and discusses the properties of the inelastic

collision integral. The well-known closure problem and its solution via moment closure meth-

ods, namely, the Chapman-Enskog method, Grad’s moment method and the maximum entropy

method, are discussed. The Grad’s moment method has been used to obtain the extended sets

of hydrodynamic equations, namely, 10-moment, 13-moment and 14-moment equations for a

dilute granular gas, and the respective constitutive relations are taken from the work of Kremer

& Marques Jr (2011). Chapter 3 to 7 contain new contributions of the present work.

The theory of normal shocks in molecular/granular gases and the formulation of Euler and

Navier-Stokes-order hydrodynamic equations for plane shock waves are described in Chapter 3.

The resulting one-dimensional PDEs have been solved by two relaxation-type numerical schemes:

(i) PDE-splitting technique following Jin & Xin (1995) and (ii) the numerical scheme of Delis

& Katsaounis (2003). Both numerical schemes produce shock-profiles accurately, and the shock

thickness results extracted from both schemes have been compared with the data of Torrilhon

& Struchtrup (2004) [who used a different numerical method], which further confirms the accu-

racy of both numerical schemes. The relative performance of two numerical schemes has been

evaluated, and it is shown that the PDE-splitting technique is faster than the method of Delis

& Katsaounis.

A detailed analysis of the Riemann problem for granular shock waves is presented in Chapter 4

by numerically solving the Euler and Navier-Stokes-Fourier (NSF) equations. The numerical

results reveal that the density and temperature profiles are asymmetric, with an ‘overshoot’ of

vii



the density occurring within the shock-layer; moreover, this density-peak travels with a constant

speed at late times, i.e., the shock travels with a steady speed in the asymptotic limit. The above

findings constitute two distinguishing features of the “granular” Riemann problem compared to

its ideal-gas counterpart. The fundamental difference of the granular shock problem from its

ideal-gas counterpart can be tied to ‘inelastic dissipation’ since this makes the upstream and

downstream states of a granular shock to live in non-equilibrium ’decaying’ states [similar to

the ‘homogeneous cooling state’ (HCS)]. The origin of asymmetric density profiles, leading to

the continual build-up of density inside the shock, seems to be tied to a pressure instability in

granular gases. It is shown that the granular energy equation must be regularized (Reddy &

Alam 2015) in order to arrest the maximum density.

Chapter 5 provides a detailed analysis of the extended hydrodynamic equations with reference

to the plane shock wave problem. A detailed analysis on the characteristics of extended hydro-

dynamic models is presented and this analysis confirms that the largest characteristic speed

in extended hydrodynamic equations depends on the number of moments retained in hydrody-

namic equations. Moreover, the largest characteristic speed increases if the number of moments

is increased: smax =
√
3θ,

√
4.54θ and

√
5.18θ (where θ is the dimensionless granular temper-

ature) for 10, 13 and 14-moment models, respectively. An analysis of the 10-moment model

for a granular gas for plane shock waves reveals that the density gradient can blow up if the

upstream Mach number exceeds a critical value; it is shown that this critical Mach number is

not influenced by the restitution coefficient (α) and the critical Mach number is increased when

the number of moments increases in extended hydrodynamic models. Lastly, a derivation of

Haff’s law is presented by assuming a spatially homogeneous solution for the 14-moment model.

Chapter 6 presents numerical solutions of plane shock waves in both molecular and granular

gases for extended hydrodynamic equations, and the results from extended hydrodynamic models

are compared with the numerical solutions of Navier-Stokes-Fourier model. For shock waves

in a molecular gas it is found that the agreement for the shock solutions of the 13- and 14-

moment equations is better than those predicted by the NSF equations since the results from

moment models show a quantitative agreement with the data from DSMC simulations for Mach

numbers up to Ma ≈ 2.0. More specifically, for Mach numbers Ma ≤ 1.3 the shock width

described by the NS, 13-moment and 14-moment equations are within the DSMC computational

scatter and for Mach numbers Ma > 1.3 the 13-moment and 14-moment predictions are more

accurate as compared to NS-model predictions, whereas the shock width described by the 10-

moment equations is in poor agreement with DSMC data as well as other models for all Ma.

From the results on shock waves in a granular gas, a density overshoot is found, which is not

present in the case of shocks in a molecular gas, which is predicted by every moment model

as well as the standard hydrodynamic models (as discussed in Chapter-4); among all models

presented here, the 14-moment model predicts a lesser density overshoot. Interestingly, all

models predict the same asymptotic value for the normalized shock speed and the maximum

temperature within the shock-layer follows the Haff’s law up to a critical time and the decay

is much slower thereafter, indicating quasi-invariant shock profiles. Different moment models

do not seem to have noticeable effect on the magnitude of this critical time for given control

parameters.



Appendix-A has been added as a supplement to Chapter-6 in which the numerical results for

blast waves are presented using four variants of hydrodynamic equations: Euler, 10-moment,

NSF and 14-moment models. Blast waves are a special class of shock waves that are caused by

the rapid and localized release of a large amount of energy in a medium. The results on the

density, granular temperature, skew temperature, heat flux and the contracted fourth moment

are compared among all models and it is found that the shock profiles are smoother for the

NSF and 14-moment model compared to those predicted by the Euler equations and 10-moment

equations; a shock-splitting phenomenon is observed in the skew temperature profiles for blast

waves in both molecular and granular gases.

A detailed derivation of the “regularized” version of 14-moment equations (dubbed “R14”

moment equations) for a dilute granular gas is presented in Chapter-7 following the Chapman-

Enskog-like “order-of-magnitude” method of Struchtrup (2004)– these equations contain addi-

tional higher-order gradient terms that help to produce ‘continuous/smooth’ shock solutions at

any Mach number. Subsequently, Navier-Stokes-Fourier (NSF) equations are obtained via the

regularization of Euler equations (which admit ‘discontinuous’ shock solutions) by implementing

the Maxwell-iteration procedure on (i) 13-field variables, and (ii) 14-field variables. It is shown

that there is a difference between NSF equations obtained from these two approaches: while the

heat flux vector is proportional only to the temperature gradient in the first approach (i.e. the

well-known Fourier law), in the second approach the heat flux is found to be proportional to the

temperature gradient as well as to the density gradient, leading to the generic “non-Fourier”

law (Goldhirsch 2003) in a granular gas.

In the later part of Chapter-7 the regularized 10-moment (R10) equations are derived, and in

order to clarify the advantage of regularized moment equations, the R10 equations have been

employed to solve the Riemann problem for both molecular and granular gases. Based on a

comparison of results between the 10-moment and R10-moment models, it is found that (i)

while the 10-moment model fails to produce continuous shock structures beyond an upstream

Mach number of Ma1 = 1.34, the R10-moment model predicts continuous and smooth shocks

even beyond the upstream Mach number of Ma1 = 1.34, (iii) all profiles predicted by 10-moment

model are steepened into a discontinuity (for Ma1 > 1.34) on the upstream part of the shock

but this unwanted feature is not seen in the case of R10-moment model profiles, (iv) the profiles

predicted by R10-moment model are less diffusive at the downstream end than the upstream

end and, lastly for a granular gas, (v) both R10 and 10-moment models predict asymmetric

density and temperature profiles, with the maxima of both density and temperature occurring

within the shock-layer, and the profiles are found to be smooth for the regularized model for all

Ma. Overall, from this chapter, it is concluded that the regularized moment equations produce

continuous shock structures beyond the critical Mach number of respective moment equations

and the shock profiles appear more realistic since they compare well with DSMC results. The

regularized version of extended hydrodynamic equations is therefore recommended for shock

calculations in both molecular and granular gases.





Nomen
lature

Roman Letters

A : Jacobian matrix of flux vector

B : Matrix of order 6× 6

R
n : n-dimensional real space

U : Vector of variables

F (U) : Flux Vector of U

x : One-dimensional position vector

t : Time

n : Particle number density

m : Mass of a particle

d : Diameter of a particle

v,v1 : Pre-collisional velocities of two hard sphere particles

v′,v′
1 : Post-collisional velocities of two hard sphere particles

ggg,ggg′ : Pre and post collision relative velocities

kkk : Unit collison vector

r, r1 : Position vectors

v,v1 : Particle velocity vectors

f(r,v, t) : Single-particle distribution function

F : External force

E : Granular kinetic energy

J : Determinant of the Jacobian matrix for the transformation (v′′,v′′
1) → (v,v1)

χ(r1, r) : Pair distribution function

Ω(f, f) : Collision integral

ui : Hydrodynamic velocity vector

CCC : Peculiar velocity

pij : Pressure tensor

qi : Heat flux vector

q : Heat flux in x-direction

D : Rate of energy dissipation per unit volume

Q〈ijk〉 : Traceless part of the third-order moment of f

R〈ij〉, R : Single and double contracted fourth-order moments of f

Si : Double-contracted fifth-order moment

Q : Shock asymmetry



H(i) : ith-order Hermite polynomial

a(i) : Expansion coefficients

σsij , q
s
i , R

s : Collisional source terms

Ma : Mach number

c : Adiabatic sound speed

l : Mean free path

L : Characteristic length scale of a system

Kn : Knudsen number

Re : Reynolds number

C : The Courant-Friedrichs-Lewy (CFL) number

L : Length of space domain

uN : Normalized velocity

vsh : Shock speed

vs : Speed of the density-peak

ṽs : Normalized shock speed

ṽ∞s : Asymptotic shock speed

Dreg : Regularized dissipation rate

F : Regularization factor

vcut, Vc : Cut-off velocities

s : Characteristic direction

Rijkl,Nijk,M(6)
ij : Higher-order moments of f

Greek Letters

α : The coefficient of restitution

ρ : The mass density

θ : Scalar temperature

θs : Skew temperature

σ : Longitudinal stress

µ : Shear viscosity

κ : Coefficient of thermal conductivity

κh : Higher order coefficient of thermal conductivity

φφφ : Arbitrary function of the velocity

ϑ : Relaxation rate in Burger’s equation

γ : Adiabatic index

σij : stress tensor

∆ : Dimensionless non-equilibrium part of the full contracted fourth-order moment R



ǫ : Relaxation rate in numerical schemes

ρN , θN : Normalized density and temperature

δ1, δ2 : Shock thickness

∇ : Differential operator

△ρ : Density-overshoot

ρmax : Density maximum

θmax : Maximum granular temperature

τH : Relaxation time in Haff’s law

θcut : Cut-off impact energy

δ, ǫ1, ǫ2 : Small positive quantities which are of the same order

ρJ : Density at the shock state

ψ : Higher-order moment/Non-conserved moment

ε : A small parameter

τr : Relaxation time in regularization

Subscripts Superscripts

1 : Upstream state quantity s : Collisional source of a quantity

2 : Downstream state quantity

c/cr : Critical value of a quantity
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Chapter 1

Introduction

1.1 Granular Materials

Granular materials are usually defined to be a collection of large number of discrete, dissipative,

solid particles, which are ubiquitous in nature. They are one of the most used materials in

the real world after water, and are of substantial importance in many industrial and natural

processes [Campbell (1990); Jaeger et al. (1992); Ottino & Khakhar (2000); Goldhirsch (2003);

Rao & Nott (2008); Forterre & Pouliquen (2008); Umbanhowar (2003)] such as agriculture,

energy production, storms, avalanche, etc. They are so prevalent in the world that we eat them

(rice, food grains), drink them (pharmaceutical powders), some times breathe them (dust), use

them as cosmetics, and play with them (sand, snow) in our daily life. Granular materials play a

very important role in many industrial processes because almost every industry (food industry,

agriculture industry, chemical industry, construction industry, and pharmaceutical industry,

etc.) relies on the bulk transport of granular materials such as sand, cement, coal, crushed

stones, food grains, pharmaceuticals, chemicals, etc [Jaeger et al. (1992)].

(a) Red soil (b) Gravel (c) Coal

(d) Fertilizers (e) Food grains (f) Pills

Figure 1.1: Few examples of granular matter that we see them in our daily life.

The size of granular particles may range from micro scale (chemical powders, pills, fertilizer,

etc.) to macro scale (infrastructure materials), and they occur in various geometries. In fact, the

particle size depends on the phenomena in which granular particles are taking place [for example

1
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packing powders may range from 1 µm to mm, a box of cereal ranges from mm to cm, food

grains in a silo, rocks and boulders ranges from cm to m]. Furthermore, most granular particles

are large enough in size such that Brownian motion is irrelevant and hence they interact solely

by friction and collision [Aranson & Tsimring (2006)]. Some examples of granular matter are

shown in the Fig. 1.1.

(a) Dry sand pile (b) Wet sand pile

Figure 1.2: Difference between dry and wet granular materials [Mitarai & Nori (2006)].

Granular materials are mainly classified into two namely dry and wet granular materials,

depending on the interstitial fluid between the granules. The interstitial fluid is a gas (usually

air) in case of dry granular materials and hence the effects of interstitial fluids are negligible for

the particle dynamics in dry granular materials [Mitarai & Nori (2006); Herminghaus (2005)].

Moreover, for dry granular media, the dominant interactions are inelastic collisions and friction,

which are short-range and non-cohesive. On the other hand, the interstitial fluid in wet granular

materials is a liquid, for example, water. The major effect that the liquid can induce in granular

materials is cohesion between the granules [Mitarai & Nori (2006)]. Some times, even humidity

in the air may introduce cohesion. Further, if the wet granular media become overwet, that

means the system is completely immersed in a liquid, they are referred to as saturated granular

materials or suspensions.

(a) Sand castle (b) Hour glass (c) Dust devil

Figure 1.3: Solid like, liquid like, and gas like behaviour of granular materials [Van der Weele
(2008)].
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In the physical world, we often see both dry and wet granular materials, such as dry sand

and beach sand, respectively. Although both have many aspects in common, but one major

difference between dry and wet granular materials is that wet granular materials are cohesive

due to surface tension where as dry granular materials are non-cohesive in nature (see Fig. 1.2).

Both dry and wet granular materials show unique and striking behaviours, which have attracted

the attention of many physicists, mathematicians and engineers for centuries.

According to Jaeger et al. (1996), the granular material behaves differently from any of the

other familiar forms of matter - solids, liquids, or gases and should therefore be considered

an additional state of matter in its own right. This argument follows from the observations

that the properties of granular materials are very different from the well-known three states of

matter. It has been shown that they can stay at rest like a solid, flow like a liquid, or behave

like a gas, and they can behave differently apart from these states too, depending on the rate

of external energy input to activate the granules [Mitarai & Nori (2006)]. Figure 1.3 shows that

the granular material can exist in all three states of matter. Apart from their practical and

natural significance, they also exhibit many interesting, complex and diverse phenomena such

as clustering, jamming, segregation, patterns formation, Leidenfrost effect, granular convection,

Brazil and inverse-Brazil nut effects, and roll waves [Jenkins & Savage (1983); Campbell (1990);

Ottino & Khakhar (2000); Samadani & Kudrolli (2000); Goldhirsch (2003); Aranson & Tsimring

(2006); Forterre & Pouliquen (2008); Razis et al. (2014)]. They also exhibit multiple metastable

steady states which are far from equilibrium and they may exhibit a transition from a granular

solid to a liquid and various ordered patterns under a variety of large driving forces [Aranson &

Tsimring (2006)]. Few phenomena exhibited by granular materials are shown in Fig. 1.4.

(a) Cluster formation
[Goldhirsch & Zanetti (1993)]

(b) Granular convection
[Shukla et al. (2014)]

(c) Brazil nut and reverse Brazil
nut effect [Breu et al. (2003)]

Figure 1.4: Phenomena exhibited by granular matter.

One extreme state of driven granular materials is a granular gas [Pöschel & Luding (2001);

Goldhirsch & Zanetti (1993); Goldhirsch (2003)] which can be realized under strong external

driving (such as shaking, shearing, stirring or other means), the particles move around randomly,

resembling the motion of atoms in a molecular gas, but it differs from a molecular gas in that the

macroscopic particles collide inelastically, resulting in a loss of kinetic energy ∼ (1−α2), where

0 ≤ α ≤ 1 is the coefficient of restitution, which characterize inelastic collisions, with α = 0 and

1 referring to perfectly sticky and elastic collisions, respectively. Due to inelastic collisions there

is a transformation of the translational kinetic energy into heat and the mechanical energy is

lost which implies a decay of granular temperature with time unless it is replenished by some
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external source. Granular gases fall under the category of rapid flows which are well-described by

hydrodynamic-like equations. The coarse-graining of pertinent “inelastic” Boltzmann equation

results in Euler and Navier-Stokes-type equations, modified to account for inelastic dissipation

that appears as an extra term in the energy equation. Such hydrodynamic equations have

been employed to understand the dynamics of granular fluids in different flow-configurations

(vibrated bed, Couette flow, Chute flow, etc.) up-to a moderate density. One noteworthy

feature of rapid granular flows is that they can be supersonic [Haff (1983)] and shock waves form

even under normal conditions [e.g. flow around obstacles [Buchholtz & Pöschel (1998); Rericha

et al. (2001); Amarouchene & Kellay (2006); Boudet et al. (2008)], strong shaking [Bougie et al.

(2002); Carrillo et al. (2008)], and shallow free-surface flows [Hutter & Savage (1988); Savage &

Hutter (1989); Gray et al. (2003); Gray & Thornton (2005)]]. Rapid flows of granular materials

also occur in geophysical and other natural phenomena such as interstellar dust, rock and land

slides, debris flows, snow avalanches, sand dunes, and planetary rings. Figure 1.5 shows some

rapid granular flows which are seen in the different parts of the world.

(a) Snow avalanche (b) Sanddune

Figure 1.5: Real life examples of rapid granular flows.

1.2 Shock Waves in Molecular Gas

A plane shock wave is generated when a supersonic gas flows into a subsonic gas; mathematically,

this is nothing but a discontinuity across which the hydrodynamic fields undergo discontinuous

jumps [Courant & Friedrichs (1948)]. The simplest nonlinear equation that admits shock so-

lutions is the inviscid Burger equation which represents a nonlinear “hyperbolic” conservation

equation and is given by
∂u

∂t
+ u

∂u

∂x
= 0. (1.1)

This equation serves as a beautiful example of an equation whose solutions represent nonlinear

waves in which the propagation velocity of a point on the pulse is equal to the amplitude at that

point and also appears as a best natural model for a significant class of physical phenomena

governed by a single conservation law [(Whitham 1974; Prasad 2001)]. Now we will briefly show

how this equation (1.1) admits a shock by using a particular initial condition which is taken to

be

u(x, 0) = e−x2
, x ∈ R. (1.2)
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In this regard we consider a successive geometrical shapes of the initial pulse given by (1.2).

The pulse of the nonlinear wave deforms as t increases, which is clear from the left panel of Fig.

1.6.

From the Fig. 1.6 it may be noted that at a critical time (t ≈ 1.166) the pulse has a tangent

with slope ∞ for the first time at some point on it and later the pulse ceases to represent the

graph of a function hence the physical interpretation fails. It has been observed that immediately

after the critical time, a moving discontinuity built up in the quantity u, which is called a shock.

Shock fits into the multi-valued part of the solution in such a way that it cuts off lobes of areas

on both sides of it in a certain ratio at any time greater than critical time and makes the solution

single valued, which is shown in the right panel of Fig.1.6 [(Prasad 2001)]. The formation of

shock can also be explained from the geometry of the characteristic curves of the equation (1.1),

for details we refer to Courant & Friedrichs (1948); Smoller (1983); Prasad (2001). Now we

2
2

Figure 1.6: Deformation of the pulse with time (on left) and formation of shock in inviscid
Burger equation. Both figures are adopted from Prasad (2001)

consider the equation originally studied by Burger [(Burgers 1948)] which includes a diffusive

term as a source term to the equation (1.1) and is given as

∂u

∂t
+ u

∂u

∂x
= ϑ

∂2u

∂x2
, (1.3)

which is also called viscous Burger equation and this is the simplest model equation which

combines the nonlinear and viscous effects of fluid mechanics [(LeVeque 1992)]. Left panel of

Fig. 1.7 shows that after some finite time, there are some points x at which the characteristics

have crossed and there are three characteristics which can be traced back to t = 0. Moreover,

at this point the solution u(x, t) represents a triple-valued function which does not make sense

in physical processes. At the time where the characteristics first cross, the solution u(x, t) has

an infinite slope– the wave solution breaks and forms a shock. In contrast this phenomena is

absent in the solution of viscous Burger equation, which is evident from the right panel of Fig.

1.7.

By adopting the vanishing viscosity method, one can determine the feasible solutions to the

physical problems using inviscid Burger equation for large time. Since the equation (1.1) is a

model of (1.3) for small ϑ. If ϑ is very small and the initial data is smooth, before the wave

begins to break the viscous term ϑ (∂2u/∂x2) is negligible as compared to the other terms and

hence the solutions to both equations look identical. Nevertheless, as the wave starts to break,
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Figure 1.7: Triple valued solution which leads to formation of shock in inviscid Burger equation
(1.1) (on left), solution and characteristics of viscous Burger equation (1.3) for small t (on right).
Both are adopted from LeVeque (1992)

the second derivative term (∂2u/∂x2) grows faster than ∂u/∂x. Hence at some point the term

ϑ (∂2u/∂x2) begins to play a role as this term is comparable to the other terms and this keeps

the solution smooth for all time, preventing the breakup of solutions that occurs for a inviscid

Burger equation or for the hyperbolic problem [(LeVeque 1992)], which is clearly evident from

the Fig. 1.8.

Figure 1.8: Solution to the viscous Burger’s equation for different values of ϑ LeVeque (1992)

A system of conservation laws given by

∂U

∂t
+
∂F (U)

∂x
= 0, (1.4)

where U ∈ R
n, is hyperbolic if the Jacobian matrix of F (U ) = A has n distinct real eigen

values, which means that matrix A is diagonalizable. A hyperbolic system in an infinite domain

(−∞ < x < −∞) with discontinuous initial conditions constitutes the “Riemann problem”

of shock waves [Courant & Friedrichs (1948); Prasad (2001)]. This means that the Riemann

problem for a system of conservation laws is as follows:

∂U

∂t
+ A

∂U

∂x
= 0, (1.5)

where U ∈ R
n and A is a n × n matrix with n distinct real eigen values with the following

initial condition

U 0(x) =

{

U1 x ≤ 0

U2 x > 0
(1.6)

From experimental viewpoints, the Riemann problem can be mimicked by the one-dimensional

version of the shock-tube problem which comprises of a gas-filled long-tube separated into two

chambers by a membrane. The gases in two chambers are in equilibrium, but differ in pressure

and density. After the membrane is burst, a shock wave and a contact discontinuity travel into



1.3 Shock Waves in Granular Gas 7

the low pressure region of the tube at supersonic speeds and a rarefaction wave travels into the

opposite direction. Apart from its interesting physical properties, the shock-tube problem also

serves as a standard benchmark to check (i) the accuracy of gas dynamics models as well as

(ii) the robustness of the numerical scheme to reproduce the shock profiles. Some advantages

of the Riemann problem which make it so attractive for numerical simulations are [(Grad 1952;

LeVeque 2002; Greenshields & Reese 2007)]: (i) its one-dimensional nature, (ii) the upstream

and downstream boundary conditions are clearly specified by the Rankine-Hugoniot conditions,

(iii) the gradients of hydrodynamic fields vanish far upstream and downstream of the shock, and

(iv) solid boundaries are absent.

Figure 1.9 shows the schematic of a shock wave caused by a piston. A plane piston moving with

a constant velocity U compresses an initially resting gas, with constant density ρ0 and pressure

P0 and the resulting flow can be divided into three regions, namely, compression, undisturbed

and transition regions, as shown in Fig. 1.9. The transition region connecting compression

and undisturbed regions reduces to a discontinuity, which is considered to be shock wave front

[(Pöschel & Brilliantov 2003)].

Figure 1.9: Schematic of piston driven shock wave within a molecular gas. Adopted from Pöschel
& Brilliantov (2003)

1.3 Shock Waves in Granular Gas

The analogous Riemann problem of shock waves in “granular” gas is interesting in its own right

and might be helpful for a better understanding of macroscopic properties of granular gases as

well as to check the validity of adopted hydrodynamic equations [Haff (1983); Jenkins & Sav-

age (1983); Goldshtein & Shapiro (1995); Esipov & Pöschel (1997); Sela & Goldhirsch (1998);

Garzó et al. (2007); Saha & Alam (2014)]. In previous works on plane shock-waves in granular

gases [Goldshtein et al. (1995); Kamenetsky et al. (2000); Serna & Marquina (2005)], the Euler-

level hydrodynamic equations, with dense-gas corrections for pressure and inelastic dissipation,

were employed to analyse the well-known “piston” problem: a rigid piston moves through an

undisturbed granular gas with a constant velocity, resulting in a steadily propagating shock front.

Specific assumptions were made on the state of the gas adjacent to the piston, yielding a “solid”

region (with maximum density and zero granular temperature) next to the piston that coex-

isted with a non-uniform region having a propagating shock-front at the downstream end. The

primary motivation of these works was to understand a possible relation between the trans-

port of mass and energy in a vertically vibrated bed of granular materials and the shock-wave

propagation through the bed.
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Latter works [Bougie et al. (2002); Carrillo et al. (2008)] investigated the role of shock-wave

propagation on ‘pattern-formation’ scenario in a vertically vibrated bed by solving Navier-

Stokes-order equations but supplemented with boundary conditions. Deriving/postulating the

correct forms of boundary conditions still remains an active field of research [Nott (2011)] in

rapid granular flows.

Figure 1.10: Perspective (on the left) and overhead (on the right) views of Weak (top), strong
(middle) and detached oblique (bottom) shock formation in granular free surface flows. This is
taken from Gray & Cui (2007)

Propagation of shock wave arising from one-dimensional motion of a solid piston while ad-

vancing in granular gas was first treated theoretically by Goldshtein et al. (1996a). When the

solid piston moves into a cold motionless gas with a finite speed U in the absence of gravity

generates a shock. Granules gains kinetic energy when passing through the shock front and

granular collisions lead to a continuous decrease of granular energy. This phenomena give rise

to formation of a layer of densely packed granules (solid block) on the moving piston which is

separated from the shock front by a fluidized region [(Goldshtein et al. 1996a; Kamenetsky et al.

2000)]. More recently, the molecular dynamics (MD) simulations have been used to analyse the

instability of the granular shock front [(Sirmas & Radulescu 2014)] in a visco-elastic granular

gas.

Experimentally, oblique shock waves and bow shock waves have been observed in granular

free surface flows [(Gray et al. 2003; Gray & Thornton 2005; Gray & Cui 2007; Cui & Gray

2013)]. Figure 1.10 shows the formation of weak, strong and detached oblique shocks when dry

granular avalanches composed of non-pareille sugar grains flows on a chute, inclined at 38
◦
to

the horizontal [(Gray & Cui 2007)]. The teardrop shaped shock generated when the flow of

sand from a funnel with a circular mouth impacting with the inclined plane [(Johnson & Gray

2011)], which is shown in the left panel of Fig. 1.11. The right panel of Fig. 1.11 shows the top

view of a bow shock, stagnation point and particle-free granular vacuum, generated when a sand

avalanche flows around a circular cylinder on a chute which is inclined at 36
◦
to the horizontal

[Cui & Gray (2013)].
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Figure 1.11: On left: Steady state teardrop shaped shock [(Johnson & Gray 2011)], on right:
bow shock [Cui & Gray (2013)].

1.4 Objectives and Motivation of Present Work

A rapid granular flow resembles the classical picture of a molecular gas and therefore the flu-

idized state of granules is termed as granular gas [Goldhirsch & Zanetti (1993)]. The study

of granular shock waves might be helpful for a better understanding of macroscopic properties

of granular gases. In all previous works [Goldshtein & Shapiro (1995); Goldshtein et al. (1995,

1996a,b); Kamenetsky et al. (2000); Serna & Marquina (2005)] on shock-waves in granular gases,

the Euler and Navier-Stokes equations were employed but such equations are valid when the

Knudsen number (Kn) is close to zero and hence are not suitable when the flow is in the rarefied

regime (Kn > 0.1). It may be noted, however, that the standard Navier-Stokes-level hydrody-

namic equations are not adequate to capture macroscopic behavior of granular gases when the

restitution coefficient is much smaller than its elastic limit and/or when the Knudsen number

(Kn) is close to zero.

Since the normal stress differences [Alam & Luding (2003, 2005)] are of order one in a granular

gas which requires a Burnett-order description in terms of an extended set of hydrodynamic

fields. Understanding the possible effects of such order-one normal stresses [Alam & Luding

(2003, 2005)] in rarefied granular gases on shock-wave dynamics forms one motivation of the

present work. As the dynamics is well described by the ’inelastic’ Boltzmann equation, the

solution of it via DSMC (direct simulation Monte Carlo) technique will be very useful but

this method is prohibitive with regards to computational requirements [Torrilhon & Struchtrup

(2004)]. Hence extended hydrodynamic models are appropriate for studying molecular/granular

gases in the rarefied regime and are also used for the modeling of granular gas [Goldhirsch (2003);

Garzó (2013)]. In an extended hydrodynamic approach the problem of solving the “inelastic”

Boltzmann equation is replaced by solving a system of generalized transport equations, which

is discussed in Chapter 2 in detail.
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In the remainder of this thesis, we analyse the well-known Riemann problem of the plane

shock waves propagating in an unbounded granular gas which, to our knowledge, has not been

studied before. The supersonic and subsonic granular gases are taken as the left and right states,

separated by a discontinuity whose time-evolution is analysed. We study the one-dimensional

shock waves in a dilute granular gas: using five levels of granular hydrodynamic equations:

(i) Euler equations, (ii) Navier-Stokes equations, (iii) 10-moment equations, (iv) 13-moment

equations and (v) 14-moment equations. We solve all these hydrodynamic equations of a dilute

granular gas using a relaxation-type numerical scheme. Our focus is to identify the structural

features of granular shock profiles (of density, temperature and velocity) and contrast them

with those of an ideal molecular gas. In addition, the validity of Haff’s law Haff (1983) is

critically assessed in the presence of a shock wave and certain scaling relations are uncovered.

The large-time evolution of shock profiles is briefly discussed.

To summarize, the primary goals of this thesis are to (i) study the well-known Riemann

problem of plane shock waves propagating in a granular gas using hydrodynamic-like equations

(Chapters 3 and 4), (ii) develop numerical schemes to solve the related inhomogeneous PDEs

(Chapter 3), (iii) analyse and identify the unique characteristics of granular shock-waves in

comparison to their molecular counterparts (Chapter 4), (iv) a comparative analysis between the

predictions of the Euler- and Navier-Stokes-order hydrodynamic equations and the “extended”

(beyond Navier-Stokes-order) hydrodynamic models (Chapter 6), (v) analyse the characteristics

and the well-posedness of extended granular hydrodynamic models (Chapter 5) and finally (vi)

suggest ways to ‘regularize’ the extended moment models for a granular gas (Chapter 7) so as

to obtain smooth solutions at any Mach number.

1.5 Organization of Present Thesis

This work begins with a brief review of kinetic theory of dilute granular gas along with the

moment closure approaches. In Chapter 2, we derive the ’inelastic’ Boltzmann equation and

discuss moment closure approaches. We also briefly discuss about different moment models of

a dilute granular gas, namely, the ten moment, thirteen moment and fourteen moment models

based on Grad’s procedure along with Euler and Navier-Stokes models. We adopt the 14-

moment model for a granular gas derived by Kremer and Marques (2011) and use it to derive

the lower-oder models and related constitutive relations.

Chapter 3 presents the theory of normal shock waves and numerical schemes used to solve

the hydrodynamic and extended hydrodynamic equations along with the validation of numerical

schemes.

The analysis of the Riemann problem of plane shock waves for a dilute granular gas is presented

in Chapter 4 by solving Euler and Navier-Stokes level of hydrodynamic equations numerically.

Chapter 5 shows the reduction of extended hydrodynamic equations to one-dimension and

their characteristics analysis along with their critical Mach number analysis. The derivation of

Haff’s law from the 14-moment model is also presented in this chapter.
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Plane shock wave structure is analysed for a molecular gas and dilute granular gas by solving

different sets of moment equations numerically in Chapter 6. Results obtained from these models

are compared with Navier-Stokes hydrodynamic equations and with the available literature.

In Chapter 7, we derive the “regularized” moment equations for a dilute granular gas. An

investigation of plane shock wave via “regularized” ten moment equations is presented and the

results are compared with the Grad-type 10-moment equations.

Finally the summary and the future work are presented in Chapter 8.

Characteristics of plane blast waves in a granular gas is studied using the extended hydro-

dynamic models and Navier-Stokes model. Results on blast waves are presented in Appendix:

A.





Chapter 2

Kinetic Theory of Dilute Granular

Gas

2.1 Introduction

In classical mechanics the flow of a gas composed of monatomic molecules is completely described

by Newton’s equation of motion with given initial conditions (the position and the velocity of

each and every molecule) at a particular instant. This approach to the theory of a gas has two

drawbacks. Firstly, the lack of detailed initial conditions at a prescribed initial instant; secondly,

the number of molecules that compose the gas are so enormously large (one mole of a gas contains

6.022×1023 molecules) that even if we know the initial conditions exactly, in the task of following

the subsequent motions of each and every molecule, the calculations are unimaginable. Hence

this description is not manageable even for a dilute gas. The alternative description is to consider

the statistical averages in terms of the velocity distribution function f(r,v, t), whose evolution

is governed by the well-known Boltzmann equation [(Boltzmann 1878; Burnett 1935; Grad 1949;

Chapman & Cowling 1970; Sone & Aoki 1987)]. In this chapter, we briefly review the “inelastic”

Boltzmann equation and discuss the closure problem of moment equations. Finally we present

the transport equations and constitutive relations for the “extended” hydrodynamic equations

[(Kremer & Marques Jr 2011; Brilliantov & Pöschel 2003; Struchtrup 2005b)] that are more

appropriate for rarefied dilute gases.

2.2 The Inelastic Boltzmann Equation

The fundamental equation of kinetic theory of molecular gases is the Boltzmann equation derived

by Ludwig Eduard Boltzmann in 1872. It is a non-linear integro-differential equation for the

one particle distribution function that describes the evolution in space and time of a monatomic

ideal gas due to collisions and free flight of particles. To understand the macroscopic nature

of granular gases, the kinetic theory of granular gases has been developed by many authors

[(Jenkins & Richman 1985a; Brey et al. 1997, 1998, 1999; Garzó & Dufty 1999; Alam et al.

2002; Goldhirsch 2003; Brilliantov & Pöschel 2004; Pöschel & Luding 2001; Rao & Nott 2008)].

The collisions in granular gases are inelastic, unlike in molecular gases, and hence one needs to

modify the collisional source term to take into account the effect of inelasticity. Like molecular

gases, when applying kinetic theory to granular gases, the following assumptions are taken into

account while deriving the inelastic Boltzmann equation [(Goldhirsch 2003; Brilliantov & Pöschel

2004; Kremer 2010)]:

• Granular gas is composed of smooth and frictionless hard spherical molecules.

13
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• Collisions are binary and instantaneous.

• The energy is dissipated due to inelastic collision.

In this section, we derive the inelastic Boltzmann equation for granular gases by using the

above assumptions.

We consider a granular gas, where the particles are of mass m and diameter d and interact

via binary collisions. The velocities of two particles before collision and after collision are given

by (v,v1) and (v′,v′
1) respectively. The geometry of the collision may range from a head-on

collision to a glancing one. The schematic picture of a binary collision between two spherical

granular particles is depicted in Fig. 2.1. We specify the geometry of the collision by the unit

collision vector kkk pointing from the center of the particle denoted by index 1 to the center of the

other particle without index. The collisions in a granular gas are inelastic and are characterized

by the following relation:

(ggg′ · kkk) = −α(ggg · kkk), (2.1)

where ggg = (v1 − v) and ggg′ = (v′
1 − v′) denote the relative velocities before and after a collision,

respectively, and α is the coefficient of restitution. Note that α ∈ [0, 1], with α = 1 and 0

representing perfectly elastic and sticky collisions, respectively. The binary collision between

two spherical granular particles leads to the following collision law:

v′ = v +
(1 + α)

2
(ggg · kkk)kkk, v′

1 = v1 −
(1 + α)

2
(ggg · kkk)kkk. (2.2)

It follows that the change in kinetic energy upon a collision is given by

∆E =
m

2
v′2 +

m

2
v′2
1 − m

2
v2 − m

2
v′2 = −m

4
(1− α2) (ggg · kkk)2, (2.3)

which is zero for perfectly elastic collisions (α = 1, i.e., in a molecular gas).

The state of the granular gas is described by single-particle distribution function f(r,v, t)

which characterizes the spatial and velocity distribution of individual particles. The single-

particle distribution function is defined such that f(r,v, t)drdv gives the number of particles at

time t in a differential volume dr around the position r and a differential velocity volume dv

around the velocity v.

In the absence of collisions within an infinitesimal time interval dt, all particles in the phase

space volume drdv at time t will be found in the phase space d(r+vdt)d(v+ F

mdt), where F is the

external force. Since the volume of the phase space is conserved, we have d(r+vdt)d(v+ F

mdt) =

drdv. This statement can be written in terms of distribution function as

f(r+ vdt,v +
F

m
dt, t+ dt)drdv− f(r,v, t)drdv = 0. (2.4)

If collisions are allowed, some particles collide during the time interval dt and hence the R.H.S

of Eq. (2.4) is not identically equal to zero. The net increase of the number of particles in

the volume drdv during the time interval dt is proportional to drdvdt. So in the presence of
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Figure 2.1: Schematic of a binary collision between two hard sphere particles.

collisions, Eq. (2.4) is modified as

f(r+ vdt,v +
F

m
dt, t+ dt)drdv− f(r,v, t)drdv =

(

∂f

∂t

)

coll

drdvdt, (2.5)

where
(

∂f

∂t

)

coll

= Gain due to inverse collisions− Loss due to direct collisions, (2.6)

represents the rate of change of distribution function due to collisions [(Chapman & Cowling

1970)]. Using Taylor’s series expansion of f(r + vdt,v + F

mdt, t + dt) about (r,v, t) up-to the

terms containing dt we arrive at the Boltzmann equation

∂f

∂t
+ v.

∂f

∂r
+

F

m
.
∂f

∂v
=

(

∂f

∂t

)

coll

. (2.7)

In the absence of external body force the Boltzmann equation becomes

∂f

∂t
+ v.

∂f

∂r
=

(

∂f

∂t

)

coll

. (2.8)

To find an expression for
(

∂f
∂t

)

coll
, we consider only binary collisions between particles and

introduce the two-particle distribution function such that

f (2)(r,v, r1,v1, t) drdr1 dv dv1 (2.9)

is the number of particles at time t with one particle having position within dr around r and

velocity within dv around v and the other particles within dr1 around r1 and velocity within
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dv1 around v1.

dk

g

g

g"

g

k"
k

1

1

Cylinder of length g dt

Figure 2.2: The velocity and trajectory of particle 1 before and after it collides with test particle.
The position vector of test particle in the laboratory reference frame is r, and kkk is the unit
vector pointing toward the center of test particle from the center of particle 1. The dashed circle
represents particle 1 in the restituting/inverse collision.

Let the particle without index (see Fig. 2.2) be our test particle which lives in the phase space

drdv. Now consider the collision of particle 1 with the test particle during the time interval dt.

First we determine the rate at which the particles will leave the volume drdv by direct collisions

and later determine the rate at which particles will enter into this volume by inverse collisions.

The collisional contact of particle 1 with the test particle is to occur on an infinitesimal element

of its surface defined by the solid angle dkkk around kkk and its center at the instant of contact

must be in a region around r − kkk d. During the time interval dt the center of particle 1 will

move a distance |ggg|dt. i.e, the center of particle 1 must reside in a cylinder of length |ggg|dt and a

cross-section area d2dkkk(ggg·kkk|ggg| ). So the volume in which particle 1 resides during the time interval

dt before collision and having the velocity in the range dv1 is dr1 = d2dkkk(ggg · kkk)dt. Hence the

number of collisions which are responsible for decrease of particles in the phase space drdv

during the time interval dt is

f (2)(r− dkkk,v1, r,v, t) d
2 (ggg · kkk) dkkk drdv dv1 dt (2.10)

with ggg · kkk > 0 so that only impending collisions are counted.

Now we determine the rate at which particles enter into the range drdv by inverse/restituting

collisions [Chapman & Cowling (1970)]. Let us consider the pre-collisional velocities of particle 1

and test particle for inverse collision be v′′
1 and v′′, respectively, and after collision their velocities

will be v1 and v, respectively. The accumulation of particles in the phase space volume drdv
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during the time interval dt due to inverse collisions is

f (2)(r− dkkk′′,v′′
1 , r,v

′′, t) d2 (ggg′′ · kkk′′) dkkk′′ drdv′′ dv′′
1 dt (2.11)

with the constraint ggg · kkk′′ < 0.

From Eq. (2.1), we have

ggg · kkk′′ = −α (ggg′′ · kkk′′). (2.12)

It is convenient to choose kkk′′ = −kkk. Consequently, the collision rule gives v′′
1 and v′′ in terms of

v1 and v as

v′′ = v +
(1 + α)

2α
(ggg · kkk)kkk, v′′

1 = v1 − (1 + α)

2α
(ggg · kkk)kkk. (2.13)

The volumes in velocity space before and after collisions are related by

dv′′ dv′′
1 = |J |dv dv1, (2.14)

where J the determinant of the Jacobian for the transformation (v′′,v′′
1) → (v,v1) which is

given in Eq. (2.13). Clearly we have |J | = 1/α, where α is the restitution coefficient.

By substituting Eq. (2.12) and Eq. (2.14) into Eq. (2.11) we get,

1

α2
f (2)(r+ dkkk,v′′

1 , r,v
′′, t) d2 (ggg.kkk) dkkk drdv dv1 dt. (2.15)

The net gain of particles within drdv due to collisions with particles whose velocity before and

after collision is near v1 can be obtained by subtracting Eq. (2.10) from Eq. (2.15) as

[

1

α2
f (2)(r+ dkkk,v′′

1 , r,v
′′, t)− f (2)(r− dkkk,v1, r,v, t)

]

d2 (ggg · kkk) dkkk dv1 drdv dt. (2.16)

Integrating the above equation over all kkk and over all velocities v1, i.e., over the entire surface of

particle 1 yields the net gain of particles
(

∂f
∂t

)

coll
drdv dt within drdv due to collisions during

the time interval dt. Hence the expression for
(

∂f
∂t

)

coll
is given by

(

∂f

∂t

)

coll

= d2
∫

(ggg ·kkk)> 0

[

1

α2
f (2)(r+ dkkk,v′′

1 , r,v
′′, t)− f (2)(r− dkkk,v1, r,v, t)

]

(ggg·kkk) dkkk dv1 ≡ Ω(f, f),

(2.17)

which is also called collision integral. Hence the Boltzmann equation assumes the following form

∂f

∂t
+v.

∂f

∂r
+
F

m
.
∂f

∂v
= d2

∫

(ggg ·kkk)> 0

[

1

α2
f (2)(r+ dkkk,v′′

1 , r,v
′′, t)− f (2)(r− dkkk,v1, r,v, t)

]

(ggg·kkk) dkkk dv1.

(2.18)

For dilute granular gases, the two-particle distribution function can be written as

f (2)(r1,v1, r,v, t) = f(r1,v1, t) f(r,v, t) (2.19)

This follows from the assumption of molecular chaos [(Boltzmann 1878)] which means that the

velocities of two particles just prior to a collision are uncorrelated. If the system is dilute, we

can assume that the velocity distribution function does not change with slightly changing the
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position. Hence for a dilute granular gas, the Boltzmann equation in the absence of external

forces reads

∂f

∂t
+ v.

∂f

∂r
= d2

∫

(ggg ·kkk)> 0

[

1

α2
f(r,v′′

1 , t) f(r,v
′′, t)− f(r,v1, t) f(r,v, t)

]

(ggg · kkk) dkkk dv1. (2.20)

For dense gases, Enskog [Enskog (1923)] proposed a correction to the form of two-particle

distribution function as

f (2)(r1,v1, r,v, t) = χ(r1, r) f(r1,v1, t) f(r,v, t) (2.21)

where χ(r1, r) is the pair distribution function [Chapman & Cowling (1970)] which is unity for

a dilute gas.

2.3 Moment Transfer Equation and the Closure Problem

Before deriving the moment chain for macroscopic/hydrodynamic fields, we discuss about im-

portant properties of collision integral. The explicit form of collision integral for dilute granular

gases is given by

Ω(f, f) = d2
∫

(ggg ·kkk)> 0

[

1

α2
f(r,v′′

1 , t) f(r,v
′′, t)− f(r,v1, t) f(r,v, t)

]

(ggg · kkk) dkkk dv1. (2.22)

The collision integral Ω(f, f) satisfies the following two properties.

Ω(f + h1, f + h2) = Ω(f, f) +Ω(f, h2) +Ω(h1, f) +Ω(h1, h2),

Ω(a1f, a2f) = a1 a2 Ω(f, f),
(2.23)

where h1 and h2 are functions of the velocity and a1 and a2 are constants.

Let us consider any arbitrary function of the velocity φφφ ≡ φφφ(r,v, t). Multiply Ω(f, f) with

φφφ(r,v, t) and integrate over all velocities v we get

∫

dvφφφ(v)Ω(f, f) = d2
∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) 1

α2
f(r,v′′

1 , t) f(r,v
′′, t)φφφ(v) (2.24)

− d2
∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f(r,v1, t) f(r,v, t)φφφ(v).

From Eq. (2.12) and Eq. (2.14) we have the following relation,

1

α2
(ggg · kkk) dv dv1 = (ggg′′ · kkk) dv′′ dv′′

1 . (2.25)

By using above relation the first term on the R.H.S of Eq. (2.24) becomes

d2
∫

dv′′
∫

dv′′
1

∫

(ggg′′ ·kkk)> 0
dkkk (ggg′′ · kkk) f(r,v′′

1 , t) f(r,v
′′, t)φφφ(v). (2.26)

Since the relation (v′′,v′′
1) → (v,v1) is equivalent to (v,v1) → (v′,v′

1), we can rewrite the above
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equation as

d2
∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f(r,v1, t) f(r,v, t)φφφ(v

′). (2.27)

Eq. (2.27) is symmetric about v and v1, so this is equivalent to

d2
∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f(r,v1, t) f(r,v, t)φφφ(v

′
1 ). (2.28)

From Eq. (2.27) and Eq. (2.28), the first term on the R.H.S of (2.24) takes the following form

d2

2

∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f(r,v1, t) f(r,v, t)

[

φφφ(v′) + φφφ(v′
1 )
]

. (2.29)

The second term on the R.H.S of (2.24) is also symmetric about v and v1 and hence it can be

rewritten as

d2

2

∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f(r,v1, t) f(r,v, t) [φφφ(v) + φφφ(v1 )] . (2.30)

Finally, Eq. (2.24) is given by

∫

dvφφφ(v)Ω(f, f) =
d2

2

∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f1 f Ξ[φφφ(v)], (2.31)

where

Ξ[φφφ(v)] =
[

φφφ(v′) + φφφ(v′
1 ) − φφφ(v) − φφφ(v1 )

]

(2.32)

and further more two abbreviation f ≡ f(r,v, t), f1 ≡ f(r,v1, t) were introduced.

The moment transfer equation is now obtained by the multiplication of the Boltzmann

equation (2.20) by an arbitrary function φφφ(r,v, t) and then carrying out integration of the

resulting equation over all values of velocity v. This leads to the following equation,

∂

∂t

∫

φφφ f dv +
∂

∂xi

∫

φφφ vi f dv −
∫
[

∂φφφ

∂t
+ vi

∂φφφ

∂xi

]

fdv

=

∫

dvφφφ(v)Ω(f, f). (2.33)

Hence using Eq. (2.31), the moment-transfer (coarse-grained or hydrodynamic) equation reads

∂

∂t

∫

φφφ f dv +
∂

∂xi

∫

φφφ vi f dv −
∫ [

∂φφφ

∂t
+ vi

∂φφφ

∂xi

]

fdv

=
d2

2

∫

dv

∫

dv1

∫

(ggg ·kkk)> 0
dkkk (ggg · kkk) f1 f Ξ[φφφ(v)]. (2.34)

From the right-hand side of Eq. (2.34) we may infer that for any kind of distribution function

it vanishes when Ξ[φφφ(v)] = 0. A function φφφ which fulfills such condition is called a “collision
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invariant” or a “summational invariant”. From Eq. (2.2) and (2.3) we find that

Ξ[m] = 0,

Ξ[mv] = 0,

Ξ[
m

2
v2] = −m

4
(1− α2) (ggg · kkk)2.

(2.35)

From Eq. (2.35), we can see that the set φφφ(v) = {m,mv, m2 v2} forms the set of collision

invariants for the case of a molecular gas, corresponding to the conservation of mass, momentum

and energy, respectively. But for the granular gas the set φφφ(v) = {m,mv} forms the set of

collision invariants corresponding to the conservation of mass and momentum.

From Eq. (2.34) one finds that if an nth order system of moment transport equations is

obtained, then there is an (n+1)th order velocity moment contained in the moment system and

therefore, an equation is needed that governs the transport of (n + 1)th higher-order moment.

This is the problem of “closure”. This problem is remedied if the form of the non-equilibrium

distribution function f is specified in terms of nth order moments so that the highest-order

velocity moment contained in the moment system can be related to the lower-order moment

quantities. It is worth mentioning that there may be more than one phase-space distribution

that leads to the same closure [Groth & McDonald (2009)], i.e., a system of moment equations

is not defined by a unique distribution function. In the next section we discuss about moment

closure methods.

2.3.1 Moment Closure Methods

This section provides a brief description of moment closure approaches. In a moment closure

approach the problem of solving the Boltzmann equation is replaced by solving a system of

generalized transport equations which are obtained from the moment transfer equation (2.34).

Moment closure methods play an important role in handling the behaviour of non-equilibrium

gas by assuming the distribution function with more degrees of freedom. In general it is assumed

that the addition of more moments in a closure give rise to a system of moment equations, which

approximate non-equilibrium flows accurately [(Groth & McDonald 2009)]. A few advantages

of moment closure methods: they model non-equilibrium gas flows with minify expense as

compared to particle-based methods, they render a protracted range of physical credibility over

the standard continuum models, namely the Euler and Navier-Stokes equations [(McDonald

& Groth 2013)]. A few techniques of moment closure or “extended” hydrodynamic approaches

are: (i) the Chapman-Enskog expansion, (ii) Grad’s moment method and (iii) maximum entropy

method.

The Chapman-Enskog method [(Chapman 1918; Enskog 1917; Chapman & Cowling 1970)] is

based on a singular perturbation series expansion in terms of the Knudsen number, which gives

the Euler equations at zeroth-order expansion, the equations of Navier-Stokes and Fourier at the

first-order expansion, the Burnett equations at the second-order expansion, the Super-Burnett

equations at the third-order expansion, and so on. This is the best known approach to derive

transport equations from the Boltzmann equation [(Chapman & Cowling 1970; Cercignani 1975;

Struchtrup 2005b)]. The main advantage of the Chapman-Enskog method [(Chapman & Cowling
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1970)] is that no additional hydrodynamic variables are introduced and the drawback is that

the higher-order systems of transport equations which are obtained based on Chapman-Enskog

method are unstable for very small disturbances.

An alternative approach for obtaining a closed moment system is Grad’s moment method

[(Grad 1949)] in which the distribution function is expanded in terms of Hermite polynomials in

the components of the fluctuating velocity with the Maxwellian distribution function (equilib-

rium distribution function) as an weight function. This method introduces new sets of unknowns

such as stress tensor, heat fluxes and higher-order moments of the distribution function. The

closure can be obtained by truncating the Hermite polynomial expansion [(Grad 1949; Goldreich

& Tremaine 1978; Jenkins & Richman 1985a)]. By using the truncated distribution function

one can obtain a closed moment system up to desired moments of interest. Moment equations

obtained from Grad’s method are hyperbolic for near-equilibrium flows and they loose hyper-

bolicity if relative deviations occur from local-equilibrium [(Torrilhon 2000; Struchtrup 2005b;

Torrilhon 2010; McDonald & Torrilhon 2013)]. In addition to the restrictive region of hyperbolic-

ity, Grad’s system suffers from closure breakdown [(Torrilhon 2000; Struchtrup 2005b; McDonald

& Groth 2013; McDonald & Torrilhon 2013)]. The Grad’s method has been extended to inelastic

granular gas by Goldreich & Tremaine (1978) and later by Jenkins & Richman (1985a, 1988)

and Saha & Alam (2014, 2016). In particular, Goldreich & Tremaine (1978) used an anisotropic

Gaussian to obtain constitutive relations in the context of modeling Saturn’s ring as a dilute

granular gas.

Later in 1996, Levermore developed an alternative hierarchy of moment closures [(Lever-

more 1996; Müller & Ruggeri 2013)] based on maximum-entropy approximation (also called

“quasi-equilibrium” approximation), following the original idea of Holway Jr (1966). This clo-

sure approach assumes a phase space distribution function which maximizes entropy, which is

consistent with a given set of moments [(Gorban & Karlin 1994; Levermore 1996; McDonald &

Groth 2013; Jaynes 1957a,b)], instead of a series expansion (CE expansion) and a polynomial

expansion (Grad expansion). The Levermore hierarchy has a number of desirable properties

including strict hyperbolicity. The resulting PDEs remain hyperbolic with realizable moment

solutions for all physically realistic situations. The first member of Levermore hierarchy of clo-

sure corresponds to the Euler system, while the second member results in 10-moment closure,

which is also known as the Gaussian closure [(Levermore 1996; Levermore & Morokoff 1998; Lam

2011)]. The Gaussian closure furnishes a set of equations for an anisotropic pressure tensor in

addition to the typical continuity and moment equations. The Gaussian closure is a simplified

model as it does not predict the effects of heat-flux. So this closure is unsuitable for situations

in which heat-flux plays a significant role. The higher-order closure of the Levermore moment

closure hierarchy would provide moment equations for heat-transfer, unfortunately explicit an-

alytic expressions of the transport equations for the moments of interest are complicated to

determine.

2.4 14-Moment Theory for a Dilute Granular Gas

Once the distribution function is known, one can calculate its moments. Here we will derive and

discuss the set of equations for the 14-moments. The extended set of 14 hydrodynamic fields is
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required to deal with rarefied regime of a granular gas. The macroscopic variables, namely, the

mass density ρ, the hydrodynamic velocity ui and the pressure p are defined via:

ρ =

∫

mfdv ≡ mn,

ρui =

∫

mvifdv,

p =

∫

m
C2

3
fdv,

(2.36)

where CCC = v − uuu is the peculiar velocity and the kinetic temperature is

θ ≡ p

ρ
=

1

3n

∫

C2fdv. (2.37)

The other relevant moments are pressure tensor pij and heat flux vector qi:

pij =

∫

mCiCjfdv, qi =

∫

m

2
C2Cifdv. (2.38)

It is convenient to decompose the pressure tensor pij into its trace p and a deviatoric part

σij = pij − ρθδij ≡ p<ij>, (2.39)

where the angular bracket on the subscripts of a tensorial quantity denotes the traceless/deviatoric

part of the tensor. From Eq. (2.34), it follows that the mass and the momentum conservation

equations are same as in a fluid,

∂ρ

∂t
+
∂ (ρ ui)

∂xi
= 0,

∂ (ρ ui)

∂t
+
∂ (ρ ui uj)

∂xj
+

∂p

∂xi
+
∂σij
∂xj

= 0,

(2.40)

but the energy balance equation is

3

2

∂p

∂t
+

3

2

∂ (p ui)

∂xi
+

∂qi
∂xi

+ p
∂ui
∂xi

+ σij
∂ui
∂xj

= −3

2
D, (2.41)

that contains a non-conservative term given by

D =
md2 ( 1 − α2 )

12

∫

ggg·kkk> 0
(ggg · kkk)3 f1 fdkkkdv1dv. (2.42)

The above term D is the rate of energy dissipation per unit volume and takes care of the fact

that the energy is not conserved in a granular gas; of course, D → 0 as α → 1 and we recover

the standard energy balance equation for a molecular gas by setting D = 0 in Eq. (2.41).

The set of balance equations (2.40) and (2.41) are not closed due to the presence of higher-

order moments σij and qi. In the standard Euler/Navier-Stokes hydrodynamics, these higher-

order moments are expressed in terms of the gradients of lower-order moments, known as con-

stitutive relations (Newton’s law of viscosity and Fourier’s law of heat-flux), and thereby closing
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the system of equations. In the realm of “extended” hydrodynamics (i.e., going beyond Navier-

Stokes order [Müller & Ruggeri (1993a); Torrilhon & Struchtrup (2004); Kremer (2010)]), the

time evolution equations for σij and qi are written down. For example, we can write down an

evolution equation for the stress tensor, using Eq. (2.34), as

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Q〈ijk〉
∂xk

+ 2 p
∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= σsij , (2.43)

where the source term σsij due to particle collisions is

σsij =
1

2

∫

(ggg·kkk)> 0
m ( Ć〈iĆj〉 + Ć1〈i

´C1j〉 − C〈iCj〉 − C1〈iC1j〉 )f1 f d
2 (ggg · kkk) dkkkdv1dv (2.44)

and Q〈ijk〉 is the traceless part of the third-order moment given by

Q〈ijk〉 =
∫

mC〈iCjCk〉fdv. (2.45)

Note that for any third-order tensor Aijk, symmetric in all indices, its traceless part A〈ijk〉 can

be expressed as

A〈ijk〉 = Aijk −
1

5
(Aimmδjk +Ajmmδik +Akmmδij) . (2.46)

Similarly, the evolution equation for the heat flux is

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂R〈ij〉
∂xj

+
1

6

∂R

∂xj
− 5

2

p

ρ

∂pij
∂xj

− σij
ρ

∂pjk
∂xk

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Q〈ijk〉
∂uj
∂xk

= qsi , (2.47)

where the source term due to collisions qsi is

qsi =
1

2

∫

(ggg·kkk)> 0

m

2
( Ć2Ći + Ć1

2
Ć1i − C2Ci −C2

1 C1i ) f1 f d
2 (ggg · kkk) dkkkdv1dv, (2.48)

and the higher-order moments of the distribution function on the left-hand side of Eq. (2.47),

R〈ij〉 =
∫

mC2C〈iCj〉fdv and R =

∫

mC4fdvvv, (2.49)

are the single- and double-contracted fourth-order moments, respectively. Lastly, we obtain an

evolution equation for the full contracted fourth-order moment R by putting φφφ = mC4 into Eq.

(2.34):

∂R

∂t
+
∂(Rui)

∂xi
+
∂Si
∂xi

− 8

ρ
qi
∂(pδij + σij)

∂xj
+ 4R〈ij〉

∂ui
∂xj

+
4

3
R
∂ui
∂xi

= Rs, (2.50)

where the collisional source term is

Rs =
1

2

∫

m [ Ć4 + Ć1
4 − C4 − C4

1 ] f1 f d
2 (ggg · kkk) dkkkdv1dv, (2.51)
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and Si is the double-contracted fifth-order moment

Si =

∫

mC2C2Cifdv. (2.52)

The standard hydrodynamic equations (2.40) and (2.41), augmented by the balance equations

for higher-order fields (2.43), (2.47) and (2.50), constitutes an “extended” hydrodynamic model

for a granular gas in terms of 14-field variables [ρ, ui, p, σij , qi, R]. As in the case of standard

hydrodynamics, the above moment chain [(2.43),(2.47) and (2.50)] for extended hydrodynamics

also contains higher-order terms (Q〈ijk〉, R〈ij〉 and Si) that require a suitable ansatz for closure.

The relevance of Eq. (2.50) in the context of a granular gas is most important since this is

responsible for the non-Fourier contribution to the heat flux [see Eq. (2.61)]. When Eq. (2.50)

is removed, we obtain the standard 13-moment theory of a molecular gas [(Grad 1949)].

2.4.1 Closure from Grad’s Method

The higher-order terms in Eqs. (2.43),(2.47) and (2.50) can be closed by providing closures

for the distribution function. One common way to provide closure approximation for kinetic

equations is to use Grad’s moment method [Grad (1949)] in which one represents the non-

equilibrium distribution function as

f(r,v, t) =
n

(2πθ)
3
2

e−
C2

2θ

(

M
∑

i=0

a(i)H(i)

)

, (2.53)

where n = ρ/m is the particle number density and H(i) denotes ith-order Hermite polynomials

and a(i) are the expansion coefficients which are related to the moments of the distribution

function. The number of terms M retained in the expansion (2.53) is dictated by the physical

considerations. It is often argued [Grad (1949); Goldreich & Tremaine (1978); Jenkins & Rich-

man (1988); Struchtrup (2005b); Kremer & Marques Jr (2011)] that the macroscopic state of a

gas can be characterized by the ten, thirteen, and fourteen basic field variables for 10-moment,

13-moment and 14-moment closures, respectively.

Following Grad’s method, Kremer & Marques Jr (2011) proposed the following form for the

non-equilibrium distribution function

f =
n

(2πθ)
3
2

e−
C2

2θ

(

1 +
σij
2ρθ2

CiCj +
qi

5ρθ3

(

C2 − 5θ
)

Ci +
(C4 − 10C2θ + 15θ2

8θ2

)

∆

)

, (2.54)

where

∆ =
1

15 ρ θ2
(R−Req) (2.55)

is the dimensionless non-equilibrium part of the full contracted fourth-order moment R. Us-

ing the closure (2.54) for distribution function, the constitutive relations for the higher-order

moments of the distribution function are

Q〈ijk〉 = 0, R〈ij〉 = 7 θ σij, R = 15 ρ θ2 (1 + ∆), Si = 28 θ qi. (2.56)
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Following linearization of moments, the collisional source terms were also evaluated by Kremer

& Marques (2011) as:

D =
4

3

d2

m

√
π (1− α2)

[

1 +
3∆

16

]

ρ2 θ
3
2 ,

σsij = −4

5

d2

m

√
π θ (1 + α) (3 − α)

[

1 − ∆

32

]

ρ σij ,

qsi = − 1

15

d2

m

√
π θ (1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

ρ qi,

Rs = −4
d2

m

√
π θ (1 + α)

[

(2α2 + 9) (1 − α) + (30α2 (1 − α) + 271 − 207α)
∆

16

]

ρ2 θ2.

(2.57)

To determine the source terms D and Rs, only linear terms in ∆ are retained but to determine

σsij and qsi the products of ∆ with σij and qi, in addition to the linear terms, are retained.

Equations (2.40),(2.41), (2.43),(2.47) and (2.50), together with constitutive relations (2.56) and

(2.57), constitute the complete set of 14-moment system for a dilute granular gas.

2.5 Constitutive Relations for 13-moment and 10-moment Sys-

tems

For the 13-moment closure, the non-equilibrium distribution function f is the same as Eq. (2.54)

with ∆ = 0 since the full contracted fourth moment is not treated as a field variable in the 13-

moment model. With this closure the corresponding constitutive relations for the higher-order

moments and the linear source terms are obtained from Eqs. (2.56) and (2.57) by setting ∆ to

zero. Therefore, the extended hydrodynamic equations at 13-moment level consist of equations

(2.40),(2.41), (2.43) and (2.47) with constitutive relations (2.56) and (2.57) and ∆ = 0.

Similarly, for 10-moment closure, the non-equilibrium distribution function f is obtained

from Eq. (2.54) by setting qi and ∆ to zero, and the related constitutive relations are obtained

from Eqs. (2.56) and (2.57) in the same limit. The extended hydrodynamic equations at 10-

moment level correspond to equations (2.40),(2.41) and (2.43).

2.6 Constitutive Relations for Standard Hydrodynamic Models

2.6.1 Euler system

The structure of Euler equations for a granular gas, consisting of Eqs. (2.40) and (2.41), is the

same as that for gases of elastic particles except for the energy sink term D which accounts for

inelastic collisions [Jenkins & Richman (1985a); Goldshtein & Shapiro (1995); Goldshtein et al.

(1995)]. For a Maxwellian distribution function, it is straightforward to verify that

σij = 0, qi = 0, R = 15ρθ2. (2.58)

The energy loss term DE for Euler system can be obtained from Eq. (2.57) by setting ∆ to be

zero. Hence the Eqs. (2.40) and (2.41) with the above constitutive relations (2.58) will form
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the hydrodynamic equations at Euler-level for a dilute granular gas. It is noteworthy here that

the hydrodynamic equations at Euler level for a molecular gas remain the same as (2.40) and

(2.41), but the restitution coefficient is set to α = 1 such that the collisional dissipation term in

the energy balance equation vanishes identically (i.e., DE = 0).

2.6.2 Navier-Stokes hydrodynamics

The laws of Navier-Stokes and Fourier are obtained from 14-moment equations using the Maxwell

iteration procedure [Kremer & Marques Jr (2011); Ikenberry & Truesdell (1956)]. The hydro-

dynamic equations at NS-level consist of Eqs. (2.40) and (2.41) with the following constitutive

relations:

DNS =
4

3
nd2

√
π
(

1− α2
)

[

1 +
3

16
a2

]

ρ θ
3
2 , (2.59)

σij = −2µ
∂u〈i
∂xj〉

, (2.60)

qi = −κ ∂θ
∂xi

− κh
∂ρ

∂xi
, (2.61)

with a2 =
16(1 − α)(1 − 2α2)

30α2(1− α) + 81− 17α
= ∆∞, (2.62)

where a2 = ∆∞ = ∆(t → ∞) is the stationary value of the non-equilibrium part of the full-

contracted fourth-moment. The simplified expressions for the shear viscosity µ, thermal conduc-

tivity κ and the higher-order thermal conductivity κh are given by [Garzó et al. (2007); Kremer

& Marques Jr (2011)]:

µ =
5

4

m

d2

√

θ

π

1

(1 + α)(3 − α)[1 − a2
32 ]
, (2.63)

κ =
75

2

m

d2

√

θ

π

1 + 2a2
(1 + α)[49 − 33α + (19− 3α)a232 ]

, (2.64)

κh =
75

2ρ

m

d2
θ

√

θ

π

a2
(1 + α)[49 − 33α + (19− 3α)a232 ]

. (2.65)

It may be noted that the hydrodynamic equations at Navier-Stokes level for a molecular gas are

obtained by setting the restitution coefficient α = 1, i.e., for a molecular gas the hydrodynamic

equations at Navier-Stokes level remain same as (2.40) and (2.41), with vanishing values for

the collisional dissipation term in the energy balance equation and the stationary value of the

non-equilibrium part of the full-contracted fourth-moment (i.e., DNS = 0 = a2). Moreover, the

transport coefficients for a molecular gas of elastic particles are same as in (2.64) - (2.65), with

the restitution coefficient is set to one. Hence the transport coefficients for a molecular gas of
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elastic particles are given by the following expressions.

µ =
5

16

m

d2

√

θ

π
, (2.66)

κ =
75

64

m

d2

√

θ

π
, (2.67)

κh = 0. (2.68)

2.7 Flow chart of hydrodynamic models

Figure 2.3: An overview of all hydrodynamic models used in this thesis.
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Appendix 2A. Derivation of the non-equilibrium distribution func-

tion with fourteen field variables

In Grad’s moment method [Grad (1949)] the non-equilibrium distribution function is expanded

in terms of Hermite polynomials around the base state as Maxwellian distribution (see, Eq.

(2.53)). The relevant physical moments we considered here are the mass density ρ, the hydro-

dynamic velocity u, the pressure p, the shear stress σij , the heat flux qi and the dimensionless

non-equilibrium part of the fully contracted fourth-order moment ∆. Hence at this moments

the expansion contains up to 4th-order Hermite polynomial. At the fourteen moment order

the relavent Hermite polynomials are {1 , Ci , Ci Cj , C
2Ci , C

4}. In terms of these Hermite

polynomials the non-equilibrium distribution function can be written as

f = fM
(

a(0) + a
(1)
i Ci + a

(2)
ij CiCj + a

(3)
i C2Ci + a(4) C4

)

, (2.69)

where fM is the equilibrium Maxwellian distribution function and is given by

fM =
n

(2πθ)
3
2

e−
C2

2θ . (2.70)

In order to find the fourteen expansion coefficients a(0), a
(1)
i , a

(2)
ij , a

(3)
i and a(4) one has to multiply

the Eq. (2.69) with corresponding Hermite polynomial and then integrate the resultant equation

over all values of velocity. Following the above procedure one can obtain the expressions for the

fourteen expansion coefficients as

a(0) = 1 +
15

8
∆; a

(1)
i = 0; a

(2)
ij =

σij
2ρθ2

− 5

4θ
∆ δij; (2.71)

a
(3)
i = − qi

5 ρ θ3
; a(4) =

∆

8 θ2
. (2.72)

Finally with inclusion of expressions of expansion coefficients a(0), a
(1)
i , a

(2)
ij , a

(3)
i and a(4), the

complete non-equilibrium distribution function at fourteen moments reads

f =
n

(2πθ)
3
2

e−
C2

2θ

(

1 +
σij
2ρθ2

CiCj +
qi

5ρθ3

(

C2 − 5θ
)

Ci +
(C4 − 10C2θ + 15θ2

8θ2

)

∆

)

. (2.73)

Different closures can be obtained via the above expansion by truncating the terms with in the

bracket. For example, by truncating at the first term, the second term, the third term and

the fourth term one can obtain 5-moment, 10-moment, 13-moment and 14-moment closures,

respectively.



Chapter 3

Normal Shock Waves and Numerical

Method

3.1 Introduction

The best example for simple and highly non-equilibrium flow phenomena is a normal shock

wave. The structure of shock wave has been studied extensively via numerically, theoretically

and experimentally since middle of the 19th century using different techniques [(Courant &

Friedrichs 1948)]. A normal shock wave is a disturbance propagating between a supersonic fluid

and a subsonic fluid, distinguished by a sharp change in its fluid properties. In other words, a

normal shock involves a transition between a uniform upstream flow and a uniform downstream

flow, i.e., we can treat the shock wave as an interface of finite thickness between two different

equilibrium states of a gas [(Courant & Friedrichs 1948; Grad 1952; Bird 1994; Narasimha & Das

1990; Matsuo & Aoki 1992; Reese et al. 1995; Greenshields & Reese 2007; Sone et al. 2001; Xu &

Josyula 2006)]. Shock waves arise at explosions, detonations, supersonic movements of bodies,

and so on. This chapter presents (i) an overview of the theory of plane shock waves and (ii)

the validation of two numerical schemes used to solve the shock wave problem via Navier-Stokes

hydrodynamic model.

3.2 Formulation of the Problem

For one-dimensional (1D) planar shock waves, all variables are functions of a single spatial

coordinate x and time t [Courant & Friedrichs (1948)] and the system is assumed to be uniform

(having no gradients) and infinite along the y- and z- directions, see Fig. 3.1. The flow velocity

in the x-direction is u(x , t) and the velocities in the two remaining orthogonal directions are

set to zero. The heat flux in the x-direction is taken to be q(x , t) and zero in remaining

orthogonal directions. In this system there are two relevant temperatures: (i) the temperature

in the direction of flow is θxx and (ii) the temperature in two orthogonal directions are uniform

(θyy = θzz ). In the following we focus on Navier-Stokes model.

It is convenient to work with following two variables:

θ =
1

3
(θxx + 2 θyy) and θs =

1

3
(θxx − θyy), (3.1)

called the mean scalar temperature θ and the skew temperature θs, respectively. Note that the

skew temperature θs vanishes when the directional temperatures are equal, i.e., for θxx = θyy ,

and hence the scalar temperature is θ = θxx = θyy in this limit. The latter condition is strictly

valid at equilibrium of a molecular gas. It is straightforward to verify that the deviatoric stress

29
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Figure 3.1: Sketch of one-dimensional flow.

tensor has one non-zero component namely the longitudinal stress, which can be expressed as

σxx = 2 ρ θs, in terms of the skew temperature. Furthermore from the constitutive relation of

the stress tensor (2.59) we have the following relation

σxx = − 4

3
µ
∂u

∂x
= 2 ρ θs ≡ σ. (3.2)

3.2.1 One-dimensional reduced hydrodynamic models

Here we present the one-dimensional form of hydrodynamic models using (3.1) and (3.2). For

one-dimensional version of Navier-Stokes system, the continuity, momentum and energy balance

equations are:

∂ρ

∂t
+

∂

∂x

(

ρ u
)

= 0, (3.3)

∂

∂t

(

ρ u
)

+
∂

∂x

(

ρ u2 + ρ θ + σ
)

= 0, (3.4)

∂

∂t

(

ρ u2 + 3 ρ θ
)

+
∂

∂x

(

ρ u3 + 5 ρ θu + 2uσ + 2 q
)

= − 3DNS . (3.5)

The constitutive relations for longitudinal stress σ and the dissipation rate DNS are given by

(3.2) and (2.59), respectively. The constitutive relation for heat flux is

q = −κ ∂θ
∂x

− κh
∂ρ

∂x
. (3.6)

The one-dimensional Euler system is obtained by setting σ = 0 and q = 0 into (2.3 -2.5) and

DNS is replaced by DE.
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3.3 Normal Shock Waves

A normal shock occurs when a supersonic gas enters into a subsonic gas [(Courant & Friedrichs

1948; Prasad 2001; Mackenzie 2006)]. Due to the interaction with the subsonic gas particles,

the supersonic gas particles are slowed down and causes a sharp increase in the density and

temperature at this point, see Fig. 3.2. For instance, the normal shock wave can be easily

visualized in a balloon bursting [(Mackenzie 2006)]. When a balloon bursts, the interior gas is

expelled outward radially and it collides with the stationary exterior gas and causes a build up

of particles at the boundary between the two gases, which moves radially outward.

ρ

ρ
1

ρ
2

u
1

u
2

θ
1

θ
2

x
DownstreamUpstream

Figure 3.2: Schematic of normal shock wave density profile.

Let us denote the upstream (x→ −∞) and downstream (x→ ∞) states of a shock, located

at x = 0, by (ρ1, u1, θ1) and (ρ2, u2, θ2), respectively. The finite jump in each state variable

across a shock is given by the so-called Rankine-Hugoniot (RH) relations [Courant & Friedrichs

(1948); Liepmann & Roshko (1957)] which connect the upstream and downstream states of a

shock. These relations can be obtained from the balance laws (3.3 - 3.5), by using the fact

that the terms which are independent of the gradients of hydrodynamic fields do not contribute

[Courant & Friedrichs (1948); Goldshtein & Shapiro (1995); Goldshtein et al. (1995, 1996a)]:

ρ1 v1 = ρ2 v2

ρ1 v
2
1 + ρ1 θ1 + σ1 = ρ2 v

2
2 + ρ2 θ2 + σ2

ρ1 v
3
1 + 5 ρ1 θ1 v1 + 2σ1 v1 + 2 q1 = ρ2 v

3
2 + 5 ρ2 θ2 v2 + 2σ2 v2 + 2 q2.

(3.7)

where vi = ui − vsh, with vsh being the shock speed. In the stationary coordinate frame of the

shock (i.e., the coordinate reference frame is moving with the shock speed), the above relations
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becomes

ρ1 u1 = ρ2 u2

ρ1 u
2
1 + ρ1 θ1 + σ1 = ρ2 u

2
2 + ρ2 θ2 + σ2

ρ1 u
3
1 + 5 ρ1 θ1 u1 + 2σ1 u1 + 2 q1 = ρ2 u

3
2 + 5 ρ2 θ2 u2 + 2σ2 u2 + 2 q2.

(3.8)

These relations provide necessary conditions for any solution of the system (3.3 - 3.5). The

conditions given in (3.8) can be further simplified by assuming that the end states are in “local”

equilibrium such that the higher-order moment variables σ, q and ∆ are zero at upstream and

downstream ends. Substituting these boundary conditions in (3.8) we arrive at the standard

Rankine-Hugoniot relations,

ρ1u1 = ρ2u2

ρ1u
2
1 + ρ1θ1 = ρ2u

2
2 + ρ2θ2

ρ1u
3
1 + 5ρ1θ1u1 = ρ2u

3
2 + 5ρ2θ2u2,

(3.9)

for a molecular gas described by Euler/Navier-Stokes-order of hydrodynamics.

The local Mach number Ma is defined as the ratio of velocity of the gas to the speed of sound

through the molecular gas / granular gas [Goldshtein & Shapiro (1995)]

Ma =
|u|
c

≡ |u|√
γ θ

, (3.10)

where γ is the adiabatic index (the ratio between two specific heats) whose numerical value for

a monatomic molecular / granular gas is 5/3, and c =
√
γθ is the adiabatic sound speed which

is also the characteristic slope [Courant & Friedrichs (1948)] obtained from Euler equations.

Assuming that the flow is adiabatic and solving the RH relations (3.9), the downstream quantities

can be expressed as in terms of their upstream counterparts,

ρ2
ρ1

=
(γ + 1)Ma21

2 + (γ − 1)Ma21
u2
u1

=
2 + (γ − 1)Ma21
(γ + 1)Ma21

θ2
θ1

=
(2γMa21 − (γ − 1))((γ − 1)Ma21 + 2)

(γ + 1)2Ma21
,

(3.11)

where Ma1 = |u1|/
√
γ θ is the upstream Mach number. For the Riemann problem, the local

Mach number is maximum at the upstream state and decreases through the shock by reaching

its minimum value at the downstream state.
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3.4 Reference Scales and Dimensionless Equations

The changes through the shock profile occur due to collisions, so the mean free path (l) is a

natural choice for the length scale. The expression for the mean free path of a gas is

l =
16µ

5
√
2πρ

√
θ
, (3.12)

where the shear viscosity coefficient µ for hard-spheres molecules is given by:

µ =
5m

4d2

√

θ

π

1

(1 + α)(3 − α)
. (3.13)

For shock wave calculations below, all quantities are non-dimensionalized by the “upstream”

reference state quantities. The dimensionless variables are given by

ρ̂ =
ρ

ρ1
, û =

u√
θ1
, θ̂ =

θ

θ1
, θ̂s =

θs
θ1
,

σ̂ =
σ

ρ1θ1
, q̂ =

q

ρ1θ1
√
θ1
, x̂ =

x

l1
, t̂ =

t
√
θ1
l1

.

(3.14)

For simplicity we remove hat for non-dimensional quantities.

3.4.1 Navier-Stokes system in dimensionless form

The one-dimensional balance equations for Navier-Stokes system in dimensionless form take the

following form:

∂ρ

∂t
+

∂

∂x

(

ρ u
)

= 0, (3.15)

∂

∂t

(

ρ u
)

+
∂

∂x

(

ρ u2 + ρ θ
)

=
5
√
2π

12

( 1

2
√
θ

∂θ

∂x

∂u

∂x
+

√
θ
∂2u

∂x2

)

, (3.16)

∂

∂t

(

ρ u2 + 3 ρ θ
)

+
∂

∂x

(

ρ u3 + 5 ρ θu
)

=
5
√
2π

6
u
( 1

2
√
θ

∂θ

∂x

∂u

∂x
+

√
θ
∂2u

∂x2

)

+
5
√
2π

6

√
θ
(∂u

∂x

)2
+

5
√
2π

8

(b2
b1

) [ 1

2
√
θ

(∂θ

∂x

)2
+

√
θ
∂2θ

∂x2

]

+
5
√
2π

8

(b3
b1

) [3

2

√
θ

ρ

∂θ

∂x

∂ρ

∂x
+ θ

3
2

(1

ρ

∂2ρ

∂x2
− 1

ρ2

(∂ρ

∂x

)2)]

− 64 b1

5
√
2
(1 − α2) ρ2 θ

3
2

(

1 +
3

16
a2

)

, (3.17)
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where

b1 =
5

4
√
π

1

(1 + α) (3 − α) [1 − a2
32 ]
,

b2 =
75

2
√
π

1 + 2 a2
(1 + α)[49 − 33α + (19 − 3α) a2

32 ]
,

b3 =
75

2
√
π

a2
(1 + α)[49 − 33α + (19 − 3α) a2

32 ]
.

(3.18)

The constitutive relations for longitudinal stress and heat flux are given by

σ = −5
√
2π

12

√
θ
∂u

∂x
,

q = −5
√
2π

16

[b2
b1

√
θ
∂θ

∂x
+
b3
b1

θ
3
2

ρ

∂ρ

∂x

]

.

(3.19)

From Eqs. (3.18) and (3.19), we note that for a molecular gas (i.e., α = 1), b2 and b3 reduce to
75

64
√
π
and 0. Therefore, for a molecular gas, the constitutive relation of heat flux contains only

temperature gradient.

3.4.2 Euler system in dimensionless form

The dimensionless Euler system can be obtained from the dimensionless Navier-Stokes system

(3.15 - 3.17) for which there are no gradient terms on the right hand side. Moreover, in the

dissipation rate we have to set a2 to zero, since a2 is related to the fourth-order moment. Hence,

by setting all gradients terms on the right hand side of equations (3.15 - 3.17) to zero and further

setting a2 = 0, we obtain the dimensionless Euler system as:

∂ρ

∂t
+

∂

∂x

(

ρ u
)

= 0, (3.20)

∂

∂t

(

ρ u
)

+
∂

∂x

(

ρ u2 + ρ θ
)

= 0, (3.21)

∂

∂t

(

ρ u2 + 3 ρ θ
)

+
∂

∂x

(

ρ u3 + 5 ρ θu
)

= − 64 b1

5
√
2
(1 − α2) ρ2 θ

3
2 . (3.22)

3.5 Numerical Scheme for Shock Waves

Our main task is to solve the one dimensional reduced models of Sec. 3.4 which can be expressed

in operator form

∂

∂t
U +

∂

∂x
F (U ) = G(U), (3.23)

where U is the vector of variables, F (U ) is the vector of flux and G(U ) is the vector of

source terms. The explicit forms of U , F (U ) and G(U) for Navier-Stokes model are clearly
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seen from the equations (3.15 - 3.17) and are given by:

UUU =







ρ

ρ u

ρu2 + 3ρθ






, (3.24)

FFF (UUU) =







ρ u

ρu2 + ρθ

ρu3 + 5ρθu






, (3.25)

GGG(UUU) =

































0

5
√
2π

12

(

1
2
√
θ

∂θ
∂x

∂u
∂x +

√
θ ∂

2u
∂x2

)

5
√
2π
6 u

(

1
2
√
θ

∂θ
∂x

∂u
∂x +

√
θ ∂2u

∂x2

)

+ 5
√
2π
6

√
θ
(

∂u
∂x

)2

+ 5
√
2π
8

(

b2
b1

) [

1
2
√
θ

(

∂θ
∂x

)2
+

√
θ ∂2θ

∂x2

]

+ 5
√
2π
8

(

b3
b1

) [

3
2

√
θ
ρ

∂θ
∂x

∂ρ
∂x

+ θ
3
2

(

1
ρ

∂2ρ
∂x2 − 1

ρ2

(

∂ρ
∂x

)2)]

− 64 b1
5
√
2
(1 − α2) ρ2 θ

3
2

(

1 + 3
16 a2

)

































. (3.26)

The system (3.23) is called hyperbolic in U and t if the eigenvalues of the Jacobian matrix,

∂F (U )/∂U , are real and distinct [Courant & Friedrichs (1948)], and hence the characteristic

speeds are finite.

An appropriate shock-capturing scheme [Shu & Osher (1988); Yee et al. (1990); Jin & Xin

(1995); Liu & Osher (1996); LeVeque (2002); Xu (2002); Delis & Katsaounis (2003); Serna &

Marquina (2005); Xu & Huang (2010)] needs to be employed to solve (3.23) along with Rankine-

Hugoniot conditions (3.11). We solve the system of inhomogeneous partial differential equations

(3.23) using relaxation schemes via two different approaches: (1) the relaxation scheme of Jin &

Xin (1995) and (2) the relaxation scheme of Delis & Katsaounis (2003). In the first approach the

source terms are incorporated via the well known PDE splitting technique and in later approach

the source terms are incorporated in the relaxation scheme itself. It must be noted that the

original relaxation scheme of Jin & Xin (1995) was developed to solve a hyperbolic system of

the form (3.23) which does not contain any source term (i.e., G(U ) = 0).

3.5.1 PDE splitting technique†

The solution of (3.23) using PDE splitting technique approach involves a ’two-stage’ procedure:

in the first stage, the homogeneous equation

∂Uh

∂t
+
∂F (Uh)

∂x
= 0, with U

h(x, t = 0) = U(x, t = 0), (3.27)

†This numerical technique has been developed in collaboration with Dr. Santosh Ansumali
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is solved, and in the second stage the solution of the homogeneous part (3.27) is used to solve

∂U

∂t
= G(U), with U (x, t = 0) = U

h(x, t = 0), (3.28)

and thereby construct the full solution.

The homogeneous system (3.27) is solved by employing the same relaxation scheme of Jin

& Xin (1995) that finds the solution of an equivalent relaxation system

∂Uh

∂t
+
∂V

∂x
= 0, (3.29)

∂V

∂t
+A

∂Uh

∂x
= −1

ǫ
(V − F (Uh)), (3.30)

where U
h ∈ R

n, V ∈ R
n, x ∈ R

1, t > 0 and ǫ is a small positive parameter called the

relaxation rate. Putting ǫ → 0 into the hyperbolic part of the relaxation system (3.30), we

obtain the local equilibrium solution V = F (Uh) which, along with (3.29), retrieves the orig-

inal homogeneous system (3.27). The hyperbolic part of the relaxation system (3.30) has two

characteristic variables V ± A
1
2 U that travel with the characteristic speeds ±A

1
2 , respectively.

For the convergence and the dissipative nature of the relaxation system (3.29) - (3.30), it is

necessary that

F
′(Uh) − A ≤ 0 for all Uh, (3.31)

which is known as the subcharacteristic condition, where F
′(Uh) is the Jacobian matrix of

flux F (Uh). By choosing sufficiently large A, Eq. (3.31) can always be satisfied. But it is

desirable to obtain the smallest A meeting the above criterion, because of the CFL constraints

on numerical stability. For simplicity we assume that A has a special form,

A = diag{a1, a2, · · · , an}, am > 0 (1 ≤ m ≤ n). (3.32)

The Jacobian matrix of flux F (Uh) constitutes a “complete” eigen-system {λ1, λ2, · · · , λn},
and hence we can either take a1 = sup|λ1|, a2 = sup|λ2|, · · · , an = sup|λn| or simply a1 = a2 =

· · · = an = max(sup|λ1|, sup|λ2|, · · ·, sup|λn|) for all t and x, both satisfying the subcharacteristic

condition −√
am ≤ λm ≤ √

am for all Uh and 1 ≤ m ≤ n. For the present purpose we choose

a1 = a2 = · · · = an = max(sup|λ1|, sup|λ2|, · · · , sup|λn|) (3.33)

for all t and x to construct the diagonal matrix (3.32). Hence by doing this we ensure that the

characteristic speeds of the hyperbolic part of the relaxation system (3.30) are always as large as

the characteristic speeds of the original problem (3.27), so that the subcharacteristic condition

holds always.

In the following we briefly discuss about this relaxation scheme of Jin & Xin (1995). Let us

consider the spatially-uniform spatial grid points xi+ 1
2
with a step size ∆x = xi+ 1

2
− xi− 1

2
for

i = 1, ..., N ; the time discretization tn is also taken as uniform with a time step ∆t = tj+1 − tj

for j = 0, 1, 2, · · ·. We denote the approximate cell average of a quantity W at time tj in the
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Figure 3.3: Schematic of the one-dimensional grid.

cell [xi− 1
2
, xi+ 1

2
] by W

j
i and the approximate point value of W at x = xi+ 1

2
by W

j

i+ 1
2

. Let

D+W i =
1

∆x

(

W i+ 1
2
−W i− 1

2

)

. (3.34)

A classical first-order accurate upwind scheme for spatial discretization and a second order

accurate TVD (total variation diminishing) Runge-Kutta time-splitting scheme applied to the

system (3.29) - (3.30) compute (U j+1
i ,V j+1

i ) for given (U j
i ,V

j
i ) as:

U
∗
i = U

j
i ,

V
∗
i = V

j
i +

∆t

ǫ
(V ∗

i − F (U ∗
i )),

U
(1)
i = U

∗
i −∆tD+ V

∗
i ,

V
(1)
i = V

∗
i −∆tAD+U

∗
i ,

U
∗∗
i = U

(1)
i ,

V
∗∗
i = V

(1)
i − ∆t

ǫ
(V ∗∗

i − F (U ∗∗
i ))− 2

∆t

ǫ
(V ∗

i − F (U ∗
i )),

U
(2)
i = U

∗∗
i −∆tD+ V

∗∗
i ,

V
(2)
i = V

∗∗
i −∆tAD+U

∗∗
i ,

U
j+1
i =

1

2
(U j

i +U
(2)
i ),

V
j+1
i =

1

2
(V j

i + V
(2)
i ),

(3.35)

with

U i+ 1
2
=

1

2
(U i +U i+1)−

1

2
A− 1

2 (V i+1 − V i),

V i+ 1
2
=

1

2
(V i + V i+1)−

1

2
A

1
2 (U i+1 −U i).

(3.36)

This splitting scheme takes two implicit stiff source steps and two explicit convection steps

alternatively. Here we omitted the superscript h on U . Once the solution of the homogeneous

part U
(h)
i is known, we can find the solution U i of (3.28)

U i = U
(h)
i + ∆tG(U

(h)
i ). (3.37)

The spatial (∆x) and temporal (∆t) steps must be chosen such that the Courant-Friedrichs-Lewy
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(CFL) condition,

C = max(ai∆t/∆x) < 1, (3.38)

is satisfied. In the present numerical scheme, the source terms are incorporated via the well-

known splitting technique for inhomogeneous partial-differential equations: (3.23) is solved by

solving (3.27) and (3.37) sequentially in two stages as described above. More details of the

algorithm can be found in Jin & Xin (1995). Few advantages of relaxation schemes over a

typical Riemann solver are:

• The main advantage of the relaxation-type numerical scheme is that they neither use

spatial Riemann solvers nor use the solution of nonlinear algebraic equations temporally.

• One can apply standard upwind schemes without solving the Riemann problem, because

of the constant linear characteristic fields.

• One can design highly efficient and vectorized algorithms.

• One can easily extend this methodology to the systems of higher dimensions.

3.5.2 Numerical scheme of Delis & Katsaounis

Instead of solving the system (3.23) by PDE splitting technique, we also implemented the nu-

merical scheme of Delis & Katsaounis (2003) that incorporates the source terms in the relaxation

scheme itself. Let us consider an inhomogeneous system (3.23), the corresponding equivalent

relaxation system is given by Delis & Katsaounis (2003):

∂U

∂t
+
∂V

∂x
= G(U ), (3.39)

∂V

∂t
+A

∂U

∂x
= −1

ǫ
(V − F (U )), (3.40)

Here the original inhomogeneous system (3.23) has been replaced by a linear hyperbolic system

(3.39) - (3.40) with a relaxation source term, which in the relaxation limit ǫ → 0 recovers

the original system (i.e., the relaxation limit ǫ → 0 rapidly drives V → F (U )). Moreover, if

the following condition, the so called subcharacteristic condition holds [Evje & Fjelde (2002);

Lattanzio & Serre (2001); Li et al. (2002)]

F
′(U) − A ≤ 0 for all U , (3.41)

the solution of the system (3.39) - (3.40) approaches the solution of the original inhomogeneous

system (3.23) as ǫ → 0, where F
′(U) is the Jacobian matrix of flux function F (U) and A =

diag{a1, a2, · · · , an} with am’s (1 ≤ m ≤ n) are positive constants. It is evident that for varying

U in a bounded domain, the subcharacteristic condition can always be satisfied by choosing

sufficiently large am (1 ≤ m ≤ n). However it is desirable to choose smallest am (1 ≤ m ≤ n)

which can meet the above subcharacteristic condition.

Here the spatial discretization, the time discretization and cell averages are same as in Sec.

3.5.1. For the source term application, we adapt the upwind scheme for spatial discretization
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and TVD Runge-Kutta time-splitting scheme for time discretization like in Sec. 3.5.1. Hence

for given (U j
i ,V

j
i ), (U

j+1
i ,V j+1

i ) are computed as follows:

U
∗
i = U

j
i ,

V
∗
i = V

j
i +

∆t

ǫ
(V ∗

i − F (U ∗
i )),

U
(1)
i = U

∗
i −∆tD+ V

∗
i + ∆tG(U ∗

i ),

V
(1)
i = V

∗
i −∆tAD+U

∗
i ,

U
∗∗
i = U

(1)
i ,

V
∗∗
i = V

(1)
i − ∆t

ǫ
(V ∗∗

i − F (U ∗∗
i ))− 2

∆t

ǫ
(V ∗

i − F (U ∗
i )),

U
(2)
i = U

∗∗
i −∆tD+ V

∗∗
i + ∆tG(U∗∗

i ),

V
(2)
i = V

∗∗
i −∆tAD+U

∗∗
i ,

U
j+1
i =

1

2
(U j

i +U
(2)
i ),

V
j+1
i =

1

2
(V j

i + V
(2)
i ).

(3.42)

Finally, the spatial (∆x) and temporal (∆t) steps must satisfy the Courant-Friedrichs-Lewy

(CFL) condition, C = max(ai∆t/∆x) < 1. The relaxation rate ǫ plays the role of numerical

viscosity, so more numerical diffusion will be added if we take the larger values for ǫ. Hence

the relaxation rate ǫ must be very small compared to the time step size and the spatial step

size (i.e., ǫ≪ ∆t and ǫ ≪ ∆x). Further details of this scheme are found in Delis & Katsaounis

(2003, 2005).

3.5.3 Boundary conditions for Relaxation scheme

As we know that the relaxation schemes [Jin & Xin (1995); Delis & Katsaounis (2003)] introduce

a new artificial variable V to the problem, so a natural question arises is that what are the

boundary conditions for V . We implement the boundary conditions for V that are consistent

to the local equilibrium V = F (U). Let the integration domain be Φ and ∂Φ be its boundary.

Suppose that U |∂Φ is specified, then we set V |∂Φ = F (U |∂Φ). It means that if U satisfies

Dirichlet boundary condition and so does V . Suppose that U satisfies the Neumann boundary

condition that is ∂
∂xU = 0, then we get ∂

∂xV = 0 because we have ∂
∂xV = F

′(U ) ∂
∂x U .

Similarly other boundary conditions which are satisfied by U can be imposed for V also. We

use the boundary conditions for V as discussed above in our numerical experiments.

3.6 Validation of Numerical Schemes

To validate two numerical schemes, which are discussed in Sec. 3.5.1 and 3.5.2, we consider

normal shock waves propagating in a molecular gas (the coefficient of restitution is α = 1). The
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upstream boundary conditions for normal shock wave problem are taken as

ρ1 = 1, u1 = Ma1
√
γ, θ1 = 1, (3.43)

and the downstream boundary conditions are provided by the Rankine-Hugoniot conditions

(3.11). The initial discontinuity is placed at x = 0. The numerical experiments are carried out

over a domain of length L = 50 covering (−L/2,L/2) with a 2000 grid points, with a time step of

∆t = (C∆x/max ai). For all calculations we set the CFL number to C = 0.01 and the relaxation

rate in (3.30) and (3.40) is set to be ǫ = 10−8 as this provides converged results. To obtain a

time-invariant state as expected for shocks propagating in an ideal gas, the computations are

carried out over a long time (t ≥ 100).

3.6.1 Molecular shock: comparison with previous results

To validate the PDE-splitting technique, we present the results of molecular shock waves ob-

tained by Navier-Stokes model. The density and velocity profiles, predicted by Navier-Stokes

model, are presented in Fig. 3.4. Note that the profiles shown in Fig. 3.4 have been normalized

via the following relations:

ρN =
ρ − ρ1
ρ2 − ρ1

, (3.44)

uN =
u − u2
u1 − u2

. (3.45)

From Fig. 3.4, it is noteworthy that there are strong gradients across the shock layer for
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Figure 3.4: Shock wave profiles for a molecular gas: (a) density and (b) velocity.

each hydrodynamic variable, and moreover the thickness of this layer decreases with increasing

upstream Mach number Ma1, as expected.

As in previous works [Gilbarg & Paolucci (1953); Pham-Van-Diep et al. (1991); Torrilhon &

Struchtrup (2004)], here we introduce a characteristic width of the density profile to define the

thickness of the shock. The shock thickness, which is often used to characterize the shock wave
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Figure 3.5: (a) Schematic picture of the definition of shock width δ1: The red line indicates
the density and the green line indicates the tangent to the density profile with the maximum
slope; the distance between points of intersections of this tangent line with ρ1 and ρ2 is the
shock width or shock thickness δ1, (b) Variation of inverse shock width (l1 / δ1), with Ma1. The
triangles represent the present solution of Navier-Stokes model and the circles denote Navier-
Stokes solution of Torrilhon & Struchtrup (2004).

properties instead of comparing full shock wave profiles, is defined as:

δ1 =
ρ2 − ρ1

max(∂ρ/∂x)
. (3.46)

From the definition of δ1, we infer that it has a linear dependence on the density values at
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Figure 3.6: Comparison between PDE splitting technique using Jin & Xin (1995) scheme(black
line) and Delis & Katsaounis (2003) scheme(red circles). Left: Ma1 = 1.2, middle: Ma1 = 2,
right: Ma1 = 3.

upstream and downstream and a slope corresponding to the maximum density gradient and is

schematically depicted in Fig. 3.5 (a). The variation of the inverse of the shock thickness (l1 / δ1)

with upstream Mach number (Ma1) is shown in Fig. 3.5 (b). The solutions obtained from the

PDE-splitting technique are denoted by blue triangles which almost overlap with the black circles
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which represent the data of Torrilhon & Struchtrup (2004) using a different numerical method.

On the whole, Fig. 3.5 (b) confirms the accuracy of the PDE-splitting technique.

3.6.2 Comparison between two numerical schemes

Here we validate the two numerical approaches discussed in Sec. 3.5. The density and velocity

profiles, obtained by Navier-Stokes model for inflow Mach number of Ma1 = 1.2, Ma1 = 2 and

Ma1 = 3, are displayed in Fig. 3.6 (a,b,c), respectively. From Fig. 3.6, we conclude that both

numerical schemes predict the same behavior accurately. On the other hand, Tables 3.1 and 3.2

indicate that the PDE-splitting technique is a little faster than the numerical scheme of Delis

& Katsaounis (2003). The numerical simulations in Table 3.1 are carried out for a molecular

gas over a time (t = 100) by taking a spatial domain of length L = 50 covering (−L/2,L, 2)

and the numerical simulations in Table 3.2 are carried out for a granular gas with the coefficient

of restitution (α = 0.9) over a time (t = 100) by taking a spatial domain of length L = 300

covering (−L/6, 5L/6). We set the CFL number C = 0.01 and the relaxation rate ǫ = 10−8 for

all computations listed in Tables 3.1 and 3.2. Moreover the discontinuity is placed at x = 0.

Table 3.1: Time taken for converged solution (Molecular gas)

∆x ∆t Numerical scheme-1 Numerical scheme-2

0.05 1.76045 × 10−4 5.133 min. 6.632 min.
0.025 8.80223 × 10−5 20.575 min. 26.570 min.

Table 3.2: Time taken for converged solution (Granular gas)

∆x ∆t Numerical scheme-1 Numerical scheme-2

0.025 8.80223 × 10−5 120.387 min. 155.798 min.
0.01 3.52089 × 10−5 779.952 min. 1018.852 min.

3.7 Relationship between Mach number, Reynolds number and

Knudsen number

In §3.6.1, we discussed about the effect of Mach number on shock wave profiles. We are also

interested to see the effect of Knudsen number (Kn) on shock wave profiles. In this regard,

we show that the Mach number and Knudsen number are linearly related. The Mach number

is defined as the ratio of velocity of the gas to the speed of sound through the gas and the

expression for Mach number is given in (3.10).

Now we introduce two more dimensionless numbers namely Knudsen number (Kn) and

Reynolds number (Re). The Knudsen number is defined as the ratio between the mean free

path (l) to the characteristic length scale (L) of the system and for a hard-sphere gas the

expression for Knudsen number is given by

Kn =
l

L
≡ 16µ

5
√
2π θρL

. (3.47)



3.8 Summary 43

The Reynold’s number is defined as the ratio of the inertial forces to the viscous forces and the

expression for this is given by

Re =
ρ uL
µ

. (3.48)

From equations (3.10), (3.47) and (3.48), we arrive at the following relation which relates the

Knudsen number to Mach number via Reynold’s number as

Kn =
16

5

√

γ

2π

Ma

Re
. (3.49)

Using Eq. (3.49), one can relate the effect of Mach number on shock profiles to the effect of

Knudsen number on shock profiles.

3.8 Summary

The theory of normal shocks in molecular/granular gases and the formulation of Euler and

Navier-Stokes-order hydrodynamic equations for plane shock waves have been described. The

Rankine-Hugoniot conditions for a dilute granular gas are found to be identical as those for a

molecular gas. The resulting one-dimensional PDEs have been solved by two relaxation-type

numerical schemes: (i) PDE-splitting technique following Jin & Xin (1995) and (ii) the numerical

scheme of Delis & Katsaounis (2003). Both numerical schemes produce shock-profiles accurately,

and the shock thickness results extracted from both schemes have been compared with the data of

Torrilhon & Struchtrup (2004) [who used a different numerical method], which further confirms

the accuracy of both numerical schemes. The relative performance of two numerical schemes

has been evaluated, and it is shown that the PDE-splitting technique is faster than the method

of Delis & Katsaounis. All numerical computations carried out in chapters 4, 6, 7 and A of this

thesis are performed using two numerical schemes: the PDE-splitting technique with Jin & Xin

relaxation scheme and the method of Delis & Katsaounis.





Chapter 4

Plane Shock Waves, Haff’s Law and

Regularized Energy Equation†

4.1 Introduction

In this chapter, the Riemann problem of planar shock waves is analysed for a dilute granular gas

by solving Euler- and Navier-Stokes-order equations numerically. The density and temperature

profiles are found to be asymmetric, with the maxima of both density and temperature occurring

within the shock-layer. The density-peak increases with increasing Mach number and inelasticity,

and is found to propagate at a steady speed at late times. The granular temperature at the

upstream and downstream end of the shock decay according to Haff’s law [θ(t) ∼ t−2]. The

Haff’s law seems to hold inside the shock up-to a certain time for weak shocks, but deviations

occur for strong shocks. The time at which the maximum temperature deviates from Haff’s

law follows a power-law scaling with upstream Mach number and the restitution coefficient.

The origin of the continual build-up of density with time is discussed, and it is shown that the

granular energy equation must be ‘regularized’ to arrest the maximum density.

4.2 Hydrodynamic Equations for a Granular Gas and Plane

Shock Waves

At Navier-Stokes (NS) order, the relevant physical variables are the mass density ρ, the hydro-

dynamic velocity u and the granular/kinetic temperature θ, the pressure tensor pij and the heat

flux vector qi. The pressure tensor is decomposed such that p = ρθ is pressure and σij is its

deviatoric part. The hydrodynamic balance equations for the mass, momentum and energy are

discussed in §2.4 and are given by:

∂ρ

∂t
+
∂ (ρ ui)

∂xi
= 0, (4.1)

∂ (ρ ui)

∂t
+
∂ (ρ ui uj)

∂xj
+

∂p

∂xi
+
∂σij
∂xj

= 0, (4.2)

3

2

∂p

∂t
+

3

2

∂ (p ui)

∂xi
+
∂qi
∂xi

+ p
∂ui
∂xi

+ σij
∂ui
∂xj

= −3

2
D. (4.3)

†This chapter has been published in Journal of Fluid Mechanics (M. H. L. Reddy and M. Alam, vol. 779, R2,
2015)

45
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The term on the right-hand side of (4.3) represents the rate of energy dissipation per unit volume,

D =
4

3
nd2

√
π
(

1− α2
)

(

1 +
3

16
a2

)

ρ θ
3
2 , (4.4)

with

a2 =
16(1 − α)(1 − 2α2)

30α2(1− α) + 81− 17α
(4.5)

representing the contracted fourth moment of the distribution function. The set of balance

equations (4.1-4.3) is made closed by providing constitutive relations for σij and qi:

σij = −2µ

(

1

2

(

∂ui
∂xj

+
∂ui
∂xi

)

− 1

3

∂ui
∂xi

)

(4.6)

qi = −κ ∂θ
∂xi

− κh
∂ρ

∂xi
. (4.7)

The expressions for the shear viscosity µ, the thermal conductivity κ and the higher-order

thermal conductivity κh are given in Chapter 2 (§2.6.2). For the Euler model too, the balance

equations are (4.1-4.3), but with constitutive relations σij = 0 = qi and the contracted fourth

moment of the distribution function a2 is set to zero.

4.2.1 Equations for plane shock waves: Navier-Stokes (NS) and

Euler models

For plane shock waves, the NS-model can be written in “quasi-conservation” form,

∂ρ

∂t
+

∂

∂x

(

ρu
)

= 0, (4.8)

∂

∂t

(

ρu
)

+
∂

∂x

(

ρu2 + ρθ + σ
)

= 0, (4.9)

∂

∂t

(

ρu2 + 3ρθ
)

+
∂

∂x

(

ρu3 + 5ρθu+ 2uσ + 2 q
)

= −3D, (4.10)

with a non-conservative term D in the energy equation (4.10). The constitutive relations for the

“longitudinal” stress and the heat flux are given by

σxx = −4

3
µ
∂u

∂x
≡ σ, (4.11)

q = −κ∂θ
∂x

− κh
∂ρ

∂x
, (4.12)

and the dissipation rate D is given by (4.4). The one-dimensional Euler system is obtained by

setting σ = 0 and q = 0 into (4.8-4.10).
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4.2.2 Rankine-Hugoniot conditions of a granular gas and the

end states

We already discussed the Rankine-Hugoniot conditions for a molecular gas in §3.3. As we know

that if the volume fraction is very small the granular gas resembles an ideal gas. Hence the

dilute granular gas resembles an ideal gas (Goldhirsch 2003). So the R-H condition for dilute

granular case are same as that of molecular gas. These relations are given in Eq. (3.7) of §3.3
and are reproduced below:

ρ1v1 = ρ2v2, (4.13)

ρ1v
2
1 + ρ1θ1 + σ1 = ρ2v

2
2 + ρ2θ2 + σ2, (4.14)

ρ1v
3
1 + 5ρ1θ1v1 + 2σ1v1 + 2q1 = ρ2v

3
2 + 5ρ2θ2v2 + 2σ2v2 + 2q2, (4.15)

where vi = ui − vsh, with vsh being the shock speed.

One thing we need to point out here is that there is no equilibrium state in granular gas

which in contrast to the molecular gas. So an additional ansatz is now made: the upstream and

downstream states are spatially uniform (which, along with a temporally decaying temperature

field, represents the “local” equilibrium of a granular gas (Haff 1983), known as the homogeneous

cooling state, see Eq. (4.21) in §4.3.3). The spatial homogeneity [i.e. ∇(ρ,u, θ) = 0] of end-

states implies that the flux terms σ, (4.11), and q, (4.12), vanish at x → ±∞. Therefore,

putting σ = 0 = q into (4.13-4.15) we arrive at the RH-conditions for a granular gas. Moreover

the numerical value of the adiabatic index γ, which is the ratio between two specific heats for a

monatomic granular gas is same as in molecular gas. The initial (t = 0) shock profiles are given

by (ρ1, u1, θ1) for x ≤ 0 and (ρ2, u2, θ2) for x > 0, and the shock speed is zero at t = 0. Assuming

that the flow is adiabatic and solving the RH-relations (4.13 - 4.15) for a stationary shock, the

downstream quantities can be expressed in terms of their upstream counterparts, as given in Eq.

(3.11) of §3.3. It may be noted that the resulting RH-conditions are identical for both molecular

and ‘smooth’ granular gases (Goldshtein et al. 1995) at Euler/NS-order of hydrodynamics.

4.2.3 Reference scales for granular shock wave problem

One should be careful in choosing the reference scales for non-dimensionalization, since, un-

like in an equilibrium molecular gas, the hydrodynamic fields in a granular gas can vary with

time. We use all “upstream” state quantities evaluated at t = 0 as reference scales for non-

dimensionalization. The dimensionless variables are therefore given by

ρ̂ =
ρ

ρ1(0)
, û =

u
√

θ1(0)
, θ̂ =

θ

θ1(0)
, σ̂ =

σ

ρ1(0)θ1(0)
, x̂ =

x

l1
, t̂ =

t
√

θ1(0)

l1
, (4.16)

where the length scale used is the mean free path, l = 16µ/5
√
2πρ

√
θ, with the shear viscosity

µ being given by (3.13).

The one-dimensional balance equations in dimensionless form have the same form as in
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(4.8-4.10) which can be written in operator form (removing hat from dimensionless quantities)

∂

∂t
U +

∂

∂x
F (U ) = G(U), (4.17)

where U is the vector of variables, F (U) is the vector of flux and G(U) is the vector of source

terms. For Navier-Stokes model the forms of U , F (U ) and G(U) are given by

UUU =







ρ

ρ u

ρu2 + 3ρθ






, FFF (UUU) =







ρ u

ρu2 + ρθ

ρu3 + 5ρθu






, (4.18)

GGG(UUU) =







0
∂σ
∂x

−2∂(u σ)
∂x − 2 ∂q

∂x − 3D






. (4.19)

4.3 Results and Discussion: Granular Shock Waves and Regu-

larization

Here we consider normal shock-waves propagating in a dilute granular gas (i.e. the restitution

coefficient is α 6= 1). The upstream boundary conditions are taken as

ρ1 = 1, u1 = Ma1
√
γ, θ1 = 1, (4.20)

where Ma1 = |u1|/
√

γ θ1(0) is the upstream Mach number at t = 0, while the downstream

boundary conditions are provided by RH conditions (3.11). The initial discontinuity is placed

at x = 0. For early time evolution of shocks in a granular gas, all computations were carried out

in a domain of length L = 100 covering (−L/2, L/2) and for long time evolution of shocks in a

granular gas, numerical experiments were carried out in a domain of length L = 4000 covering

(−2000, 2000) with varying number of grid points and a time-step of △t = (C△x/max ai). A

spatial step size of △x = 0.05 was found to be sufficient for the results at early times, but for

the results at late times were obtained with △x = 0.01. Finally for all calculations we set the

spatial step size to △x = 0.01; the CFL number to C = 0.01; the relaxation rate in (3.30 and

3.40) is set to ǫ = 10−8 as this provided converged results. Fig. 4.1 shows the convergence

of Navier-Stokes solutions for different △x using the numerical scheme discussed in §3.5.1 and

Fig. 4.2 shows the convergence of Navier-Stokes solutions for different △x using the numerical

scheme discussed in §3.5.2.

4.3.1 Shock structures in a granular gas

Firstly we present the results of early time dynamics (up-to t = 10) of the density ρ(x, t), the

granular temperature θ(x, t), and the gas velocity u(x, t) are shown in figure 4.3 for Ma1 = 1.2

and α = 0.9. To show the effect of inelasticity and the effect of Mach number on the shock

profiles, we also displayed the results for Ma1 = 1.2 and α = 0.75 in figure 4.4 and for Ma1 = 2
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Figure 4.1: Comparison of Navier-Stokes shock profiles of (a) density, (b) granular temperature
and (c) velocity at time t = 10 for Ma1 = 1.2 and α = 0.9 and for a different values of step size
△x. In all panels, the filled green circles, filled red squares and solid black line indicates the
results for △x = 0.05, 0.025 and 0.01, respectively.
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Figure 4.2: Comparison of Navier-Stokes shock profiles of (a) density, (b) granular temperature
and (c) velocity at time t = 10 for Ma1 = 1.2 and α = 0.7 and for a different values of step size
△x. In all panels, the filled green circles, filled red squares and solid black line indicates the
results for △x = 0.05, 0.025 and 0.01, respectively.
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Figure 4.3: Predictions of Euler model (top row) and Navier-Stokes model (bottom row) for
shock profiles of (a, d) density, (b, e) granular temperature and (c, f) velocity at different times
(t = 0, 2, 4, 10) for Ma1 = 1.2 and α = 0.9. Circles in panel d represent the density profile at
t = 10, obtained from the numerical scheme of Delis & Katsaounis (which is discussed in §3.5.2.)

and α = 0.9 in figure 4.5, respectively. In all figures the profiles obtained from Euler and Navier-

Stokes models are contrasted in the top and bottom rows, respectively. It is seen that while the

initial discontinuity of hydrodynamic fields seem to persist at all times for the Euler model, all

profiles become smoother with time due to the diffusive action of viscosity for NS model.

We also observe that the density profile (panels a and d) develops an “over-shoot” within

the shock in the sense that the maximum density (ρmax) is larger than its downstream value

and this overshoot (= ρmax − ρ2) increases as time progresses; this will be discussed in detail in

§4.3.2. Moreover from the panels (a, d) of figures (4.3 - 4.5), one can comment that the density

overshoot increases as inelasticity and Mach number increases. Panels b and e indicate that both

upstream and downstream temperatures decay with time, and the maximum temperature (θmax)

occurs within the shock layer; this will be discussed in detail in §4.3.3. It is noteworthy that the

value of the maximum temperature decreases as we increase the inelasticity, which is evident

from the panels (b, e) of figures 4.3 and 4.5. The velocity profiles in panels (c, f) indicate that

the local Mach number is maximum at the upstream state and decreases through the shock by

reaching its minimum value at the downstream state. The qualitative nature of hydrodynamic

profiles at higher Ma1 and the lower values of α remain similar to those of in figures (4.3 - 4.5).

4.3.2 Density overshoot and its propagation speed

The time evolution of the density overshoot, △ρ ≡ (ρmax − ρ2), for an upstream Mach number

of Ma1 = 1.2 and a restitution coefficient of α = 0.9 is shown in figure 4.6(a) – the red-
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Figure 4.4: Predictions of Euler model (top row) and Navier-Stokes model (bottom row) for
shock profiles of (a, d) density, (b, e) granular temperature and (c, f) velocity at different times
(t = 0, 2, 4, 10) for Ma1 = 1.2 and α = 0.75.
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Figure 4.5: Predictions of Euler model (top row) and Navier-Stokes model (bottom row) for
shock profiles of (a, d) density, (b, e) granular temperature and (c, f) velocity at different times
(t = 0, 2, 4, 10) for Ma1 = 2 and α = 0.9.
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Figure 4.6: (a) Temporal evolution of the density-overshoot, △ρ ≡ (ρmax − ρ2), for Ma1 = 1.2
and α = 0.9. Inset shows the variation of the spatial location of ρmax with time. (b) Evolution
of normalized shock speed, ṽs = vs/c, where vs = x(ρ = ρmax)/t is the speed of the density-peak
and c =

√
γθ1 is the adiabatic sound speed, for Ma1 = 1.2 (main panel) and Ma1 = 2 (inset)

with α = 0.9.

dashed and blue-solid lines denote predictions of Euler and NS models, respectively. While

△ρ = 0 for a molecular gas (figure 3.4b and (Gilbarg & Paolucci 1953; Torrilhon & Struchtrup

2004)), we find that △ρ > 0 in a granular gas and its magnitude increases with time; note that

(△ρ)NS < (△ρ)Euler, except for very short early times. We also found that △ρ increases as

the Mach number and/or the dissipation are increased, which is evident from the figures (4.3 -

4.5). The occurrence of density-overshoot is a novel feature of “granular” shock waves and its

large-time behaviour is discussed in §4.3.4.
The inset of figure 4.6(a) indicates that the spatial position of ρmax shifts to the right with

time, from which a shock speed can be estimated. The speed of propagation of the density

maximum is defined as vs = x(ρ = ρmax)/t, and its temporal variations for Ma1 = 1.2 and 2

are displayed in the main panel and the inset of figure 4.6(b), respectively, with α = 0.9. It is

seen that the normalized shock speed, ṽs = vs/c (where c is the adiabatic sound speed, (3.10)),

reaches a steady asymptotic value at large times for both Euler (red curve) and NS (blue curve)

models. Comparing the inset with the main panel, we find that ṽ∞s ≡ ṽs(t → ∞) is higher at

higher Ma1. This is further evident from figure 4.7 which shows the variation of ṽ∞s with (1−α)
for a range of Ma1. While ṽ∞s does not depend on the restitution coefficient, it increases almost

linearly with increasing Ma1 (see the inset of figure 4.7). Overall, we may conclude from figures

4.6(b) and 4.7 that the density-peak travels with a steady constant speed at sufficiently late

times; this conclusion is similar to that found for the piston-driven shock wave too (Kamenetsky

et al. 2000).
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4.3.3 Temperature profiles: Haff’s law and scaling relations

For an undriven granular gas with initial temperature θ(0), the hydrodynamic equations admit

a spatially homogeneous solution [∇(ρ,u, θ) = 0] with a time-dependent temperature [θ(x, t) ≡
θ(t)] such that the gas cools according to Haff’s law (Haff 1983):

θ(t) =
θ(0)

(1 + t/τH)2
, where τH =

3

2nd2
√

πθ(0)(1− α2)(1 + 3a2/16)
(4.21)

is the relaxation time. The full derivation of Haff’s law is shown in Appendix 4A. Equation (4.21)

represents the well-known ‘homogeneous cooling state’ (HCS) of a granular gas. The departure

from (4.21) occurs when the system becomes inhomogeneous with cluster formation, called

‘inhomogeneous cooling state’ (ICS, Luding & Herrmann (1999)). Note that, for homogeneous

solutions density and velocities are constant in time and hence for all Haff’s law comparison we

fix the density to be constant by taking the upstream reference density.

Recall from the panels (b, e) of figures (4.3 - 4.5) that the temperatures at the upstream (θ1 ≡
θ(x = −L/2)) and downstream (θ2 ≡ θ(x = L/2)) ends decay as time progresses. The temporal

evolutions of θ1 and θ2 are compared with (4.21) in figures 4.8(a) and 4.8(b), respectively. It is

clear that both the upstream and downstream temperatures closely follow Haff’s law for all α.
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Figure 4.9: (a) Temporal evolution of maximum granular temperature θmax for Ma1 = 1.2;
Haff’s law is denoted by the red curve and the blue curves represent numerical solutions for
α = 0.9 and 0.7; inset shows a zoomed part of the same figure. (b) Same as panel a but for
Ma1 = 2.

The time evolution of the maximum granular temperature (θmax) is shown in figures 4.9(a)

and 4.9(b) for Ma1 = 1.2 and 2, respectively, with α = 0.9 (upper curve) and 0.7 (lower curve) –

the Haff’s solution (corresponding to θ(0) = θ2 and ρ(0) = ρ1), denoted by the red line, is also

superimposed for each α. For the case of a weak shock∗ (Ma1 = 1.2), θmax seems to follow Haff’s

∗The weak and strong shocks correspond to Mach numbers of Ma ∼ 1 and Ma >> 1, respectively. In the present
work, we followed Grad’s moment theory (Grad 1949) that gives a critical Mach number of Macr ≈ 1.65 above
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Figure 4.10: (a) Temporal evolution of maximum granular temperature θmax and spatial evo-
lution of granular temperature θ for Ma1 = 2 and α = 0.7; (b) shows the spatial evolution of
granular temperature for long times t≫ tc.
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Figure 4.11: Variation of critical time tc (at which numerical solution θmax crosses/overtakes
Haff’s solution) with (1− α) for different Ma1; the inset shows scaling (4.22) for data collapse.
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law up-to a critical time (marked by the vertical black line in the inset of figure 4.9a for α = 0.9),

but decays much slower thereafter. For a strong shock (Ma1 = 2), however, θmax decays at a

faster rate than the Haff’s law for t < tc and at a slower rate for t > tc. The gradients of

hydrodynamic fields in the shock-layer (viz. figure 4.4) might be responsible for the faster decay

of θmax at early times. On the other hand, the departure of θmax from Haff’s law beyond t > tc,

leading to a near-saturation of θmax at large times (see the blue curves for t > 200 in figures

4.9b) is reminiscent of the temperature evolution in the inhomogeneous cooling state (Luding &

Herrmann 1999). A similar kind of behaviour (keeping physical relevance aside) “deviation from

Haff’s law” which is found in Fig. 4.9 has been observed in freely cooling systems (Gonzalez

et al. 2014; Luding & Goldshtein 2003) at long times. Panels (a) and (b) of Fig. 4.10 show the

temporal and spatial evolution of maximum granular temperature for Ma1 = 2 and α = 0.7.

The maximum of granular temperature attains a quasi-steady state at long time (for which

t ≫ tc) which is evident from Figs. 4.10 (a) and (b). Further one can observe from Fig. 4.10

(b) that the minimum granular temperature is not attaining a quasi-steady state even at long

times which is responsible for increase of the density maximum with time [See §4.3.4].
The critical time (tc) at which the shock solution θmax crosses/overtakes Haff’s solution (viz.

figures 4.9 a,b) decreases with increasing inelasticity (1 − α) and upstream Mach number Ma1

as it is evident from the main panel of figure 4.11. Interestingly, the data for all Ma1 can be

collapsed via the following scaling relation,

tc ∼ (Ma1 − 1)−9/8(1− α)−17/20, (4.22)

denoted by the black line in the inset of figure 4.11. The exponents in (4.22) have been deter-

mined via a least-square fitting of all data, with a standard deviation of less than 2%.
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Figure 4.12: Temporal evolutions of (a) density (b) pressure for Ma1 = 2 and α = 0.7.

which the 13-moment equations do not admit continuous solutions: a shock is considered weak if Ma < Macr
and strong otherwise.
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Figure 4.13: Temporal evolutions of granular temperature for Ma1 = 2 and α = 0.7.

4.3.4 Large time behaviour: density overshoot and pressure

instability

In this subsection, we address the issue of large time behaviour of granular shock profiles. Figures

4.12(a) and 4.12(b) display the density and pressure profiles at different times for parameter

values of Ma1 = 2 and α = 0.7. In both panels, the abscissa, xs = x− x(ρmax), has been scaled

with respect to the location of the maximum density ρmax. For this parameter set, the location

of the density-maximum (panel a) is found to coincide with that of a local pressure minimum

plocmin (panel b) for t ≥ 16 (which also coincides with a local minimum of granular temperature

θmin ≡ θ(ρ = ρmax), see figure 4.13). These overall findings also hold for other parameter values

of Ma1 and α. The higher pressures on both sides of ρmax create pressure differences that drive

the particles to rush-in from both sides, thereby enhancing ρmax with time (see, the green line

in Fig. 4.14). This mechanism is akin to the well-known pressure instability which drives cluster

formation due to collisional cooling in both (i) undriven [(Goldhirsch & Zanetti 1993)] and (ii)

driven [(Alam & Nott 1997, 1998; Gayen & Alam 2006; Alam et al. 2008)] granular gases.

Figure 4.14 confirms that ρmax keeps increasing with time and hence the density profile ρ(x, t)

would keep changing as t→ ∞. This points toward an apparent deficiency of the inelastic hard-

sphere model and some important physics is missing in it: within the denser/clustered region,

the impact velocities are likely lower compared to those in the dilute homogeneous region and

hence the collisional dissipation would be lower in the denser regions. The latter point can be

justified by recalling the fact that the restitution coefficient (of real particles) approaches its

elastic limit (α→ 1) as the impact velocity decreases (Goldhirsch 2003).
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4.3.5 A simple regularization procedure: energy equation
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Figure 4.14: Arrest of maximum density ρmax via a regularization procedure.

Here we propose a simple regularization procedure to arrest the maximum density. As stated

in the previous subsection, the collisional dissipation is much lower in the denser/clustered region

as the impact velocities in a granular gas are much slower in the denser/clustered region. It

means that when the granular system approaches clustered region, the restitution coefficient

can be taken to approach to its elastic limit. This can be incorporated in the present model by

rewriting the collisional dissipation rate in the granular energy equation as

Dreg = F(ξ)D ≡ (1 + ξ2) exp(−ξ2)D (4.23)

where the “regularization” factor F(ξ) has been exactly evaluated by Luding & Goldshtein

(2003) to which the readers are referred for related details on the collision model with a “cut-

off”restitution coefficient. In (4.23),

ξ2(x, t) =
v2cut
v2

≡ θcut
θ(x, t)

(4.24)

is identified with the ratio between a critical/cut-off impact energy θcut and the local fluctuation

energy (granular temperature). It is clear that Dreg = D for ξ2 = 0 = θcut, recovering the

original constitutive model of §4.2, and Dreg < D for ξ2 > 0. Lastly, we set Dreg = 0 whenever

F(ξ(x, t)) < Fcr << 1; as an illustration we have used Fcr = 0.05 which translates into a critical

value of ξ2cr ≈ 4.75 (and hence θmin ≈ 0.21θcut) below which the particle collisions are treated as

elastic.

With the dissipation rate being given by (4.23) and assuming that other transport coefficients

(µ, p, κ and κh) remain unaffected, we have solved (4.8-4.10) for the same shock-wave problem
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by specifying different values of θcut. As a proof-of-concept, the results are shown in figure 4.14

which confirms that the continual increase of ρmax can indeed be arrested, see the black and red

lines for θcut = 0.01 and 0.05, respectively. The smaller the value of θcut, the larger the time

to reach the arrested state of ρmax. For a “dense” granular gas, the arrested maximum density

can be tied with the random-packing limit, suggesting a “gas-solid” transition as in the work of

Kamenetsky et al. (2000) for piston-driven granular shock-waves. The same transition can also

be addressed within the present regularized model (4.23) by employing the transport coefficients

for a dense granular gas. A detailed investigation of these issues is relegated to a future work.

4.4 Conclusions

The Riemann problem of granular shock waves was analysed by numerically solving the granular

hydrodynamic equations, namely, Euler and Navier-Stokes equations. The density and temper-

ature profiles were found to be asymmetric, with the maxima of both density and temperature

occurring within the shock layer which constitute two distinguishing features of the “granu-

lar” Riemann problem (compared to that for ideal gases). The fundamental difference of the

granular shock problem from its ideal-gas counterpart can be tied to ‘inelastic dissipation’ since

this makes the upstream and downstream states of a granular shock to live in non-equilibrium

’decaying’ states (similar to HCS), which, in turn, is responsible for the non-trivial shock struc-

tures uncovered here. Inside the shock too, the Haff’s law was found to hold for the maximum

temperature, but for weak shocks (Ma1 ∼ 1) only, and deviations occurred for strong shocks. A

scaling relation (4.22) was uncovered that expresses the critical time (at which the maximum

temperature deviates from Haff’s law) as a function of Mach number and inelasticity. The ori-

gin of asymmetric density profiles, leading to the continual build-up of density inside the shock,

seems to be tied to a pressure instability in granular gases. A simple regularization procedure

to arrest the maximum density has been proposed.
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Appendix 4A. Dimensionless Form of Haff’s Law

Here we derive the well known Haff’s law from Navier-Stokes model discussed in the chapter:

4. We are looking for the spatially homogeneous solution of Navier-Stokes model which means

that all the field variables are depend only on time (t). Hence in one dimension the spatially

homogeneous solutions of Navier-Stokes model given in Eqs. (4.8) - (4.10) reduces to the follow-

ing system for the basic field variables, namely density (ρ), velocity (u), and scalar temperature

(θ):

dρ

dt
= 0,

du

dt
= 0,

dθ

dt
= − 8

√
2

3
√
π

(1− α)

(3− α)

(

1 +
3

16
a2

)

ρ θ
3
2 .

(4.25)

All the above equations are non-dimensionalized using the reference scales discussed in 4.2.3.

The mass density and the velocity remain constant in time which is evident from the first two

equations of (4.25). On integrating the last equation of (4.25) and using initial condition, we

arrive at the well known Haff’s law:

θ(t) =
θ(t = 0)

(

1 + 4
√
2

3
√
π

(1−α)
(3−α)

(

1 + 3
16 a2

) √

θ(t = 0) ρ(t = 0) t
)2 . (4.26)

The Haff’s law (4.26) derived from Navier-Stokes model is slightly different from the classical

Haff’s law which can be derived from the Euler level hydrodynamics as

θ(t) =
θ(t = 0)

(

1 + 4
√
2

3
√
π

(1−α)
(3−α)

√

θ(t = 0) ρ(t = 0) t
)2 . (4.27)

Appendix 4B. Initial Ratio of Downstream and Upstream Field

Variables

Unlike in molecular gas we have to specify the Rankine-Hugoniot conditions (boundary condi-

tions) for granular gas at time t = 0. The ratio of downstream to upstream density, velocity

and granular temperature are given as:

ρ2(t = 0)

ρ1(t = 0)
=

(γ + 1)Ma21
2 + (γ − 1)Ma21

,

u2(t = 0)

u1(t = 0)
=

2 + (γ − 1)Ma21
(γ + 1)Ma21

,

θ2(t = 0)

θ1(t = 0)
=

(2γMa21 − (γ − 1))((γ − 1)Ma21 + 2)

(γ + 1)2Ma21
,

(4.28)
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where Ma1 = u1(0)/
√

γ θ1(0) is the upstream Mach number at t = 0 and γ is the ratio of specific

heats which is 5/3 for the dilute granular case.





Chapter 5

Analysis of Extended Hydrodynamic

Equations: Characteristics, Critical

Mach Number and Discontinuous

Shock Solution†

5.1 Introduction

In this chapter, all moment models, namely, the ten moment, thirteen moment and fourteen

moment models which were discussed in §2.4 and §2.5 are reduced to one-dimension and all of

them are written in conservation form. We discuss about the characteristics of all these moment

models and analyze the conditions for their hyperbolicity. An analysis of the characteristics

of the 14-moment model indicates that the extended hydrodynamic models remain hyperbolic

even in the presence of stress and heat flux. Unlike the Navier-Stokes equations, the extended

hydrodynamic models admit continuous shock solutions up-to a critical Mach number whose

value increases with increasing the number of moments (i.e. hydrodynamic fields) retained. The

related analysis for the critical Mach number of moment models and the derivation of Haff’s law

from the 14-moment model are presented.

5.2 Equations for Plane Shock Waves

For plane shock waves, the flow velocity in the x-direction is u(x , t) and zero in the other

two orthogonal directions and the heat flux in the x-direction is taken to be q(x , t) and zero in

remaining orthogonal directions. As discussed in §3.2, we work with the mean scalar temperature

θ and the skew temperature θs.

θ =
1

3
(θxx + 2 θyy) and θs =

1

3
(θxx − θyy). (5.1)

The the longitudinal stress is given by

σ = − 4

3
µ
∂u

∂x
= 2 ρ θs. (5.2)

†Part of this chapter (§5.2 - §5.4) has been done in collaboration with Dr. Santosh Ansumali.
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5.2.1 10-moment model

For one-dimensional planar shock wave problem, the 10-moment model is reduced to a system of

four coupled PDEs for four physical variables namely, the density (ρ(x , t)), the velocity (u(x , t)),

the scalar temperature (θ(x , t)) and the longitudinal stress (σ(x , t)), as given by:

∂ρ

∂t
+

∂

∂x
(ρu) = 0, (5.3)

∂

∂t
(ρu) +

∂

∂x

(

ρu2 + ρθ + σ
)

= 0, (5.4)

∂

∂t

(

ρu2 + 3ρθ
)

+
∂

∂x

(

ρu3 + 5ρθu+ 2σu
)

= −3D, (5.5)

∂

∂t

(

2

3
ρu2 + σ

)

+
∂

∂x

(

2

3
ρu3 +

4

3
ρθu+

7

3
σu

)

= σs. (5.6)

The expressions for the energy dissipation rate D and the source term σs are

D =
4

3

d2

m

√
π (1− α2) ρ2 θ

3
2 ,

σs = −4

5

d2

m

√
π θ (1 + α) (3 − α) ρ σ.

(5.7)

5.2.2 13-moment model

The reduced 13-moment system for the plane shock wave problem, contains an additional field

variable namely, the heat flux q(x , t), in addition to the variables of the 10-moment system.

Hence the 13-moment extended hydrodynamic equations are given by:

∂ρ

∂t
+

∂

∂x
(ρu) = 0, (5.8)

∂

∂t
(ρu) +

∂

∂x

(

ρu2 + ρθ + σ
)

= 0, (5.9)

∂

∂t

(

ρu2 + 3ρθ
)

+
∂

∂x

(

ρu3 + 5ρθu+ 2σu+ 2q
)

= −3D, (5.10)

∂

∂t

(

2

3
ρu2 + σ

)

+
∂

∂x

(

2

3
ρu3 +

4

3
ρθu+

7

3
σu+

8

15
q

)

= σs, (5.11)

∂

∂t

(1

2
ρu3 +

5

2
ρθu+ σu+ q

)

+
∂

∂x

(

1

2
ρu4 + 4ρθu2 +

5

2
σu2

+
16

5
qu+

7

2
σθ +

5

2
ρθ2
)

= qs + σsu− 5

2
Du. (5.12)

The source term qs is given by

qs = − 1

15

d2

m

√
π θ (1 + α) (49 − 33α) ρ q, (5.13)

and the expressions for the energy dissipation rate D and the source term σs are given by (5.7).
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5.2.3 14-moment model

The 14-moment model is reduced to a system of six equations for the plane shock wave problem.

The one-dimensional field equations for 14-moment system, which involves six field variables

namely, the density (ρ(x , t)), the velocity (u(x , t)), the scalar temperature (θ(x , t)), the longi-

tudinal stress (σ(x , t)), the heat flux q(x , t), and the dimensionless non-equilibrium part of the

full contracted fourth-order moment ∆ defined as

∆ =
1

15 ρ θ2
(R−Req). (5.14)

The one-dimensional equations for the 14-moment extended hydrodynamic model are

∂ρ

∂t
+

∂

∂x
(ρu) = 0, (5.15)

∂

∂t
(ρu) +

∂

∂x

(

ρu2 + ρθ + σ
)

= 0, (5.16)

∂

∂t

(

ρu2 + 3ρθ
)

+
∂

∂x

(

ρu3 + 5ρθu+ 2σu+ 2q
)

= −3D, (5.17)

∂

∂t

(

2

3
ρu2 + σ

)

+
∂

∂x

(

2

3
ρu3 +

4

3
ρθu+

7

3
σu+

8

15
q

)

= σs, (5.18)

∂

∂t

(1

2
ρu3 +

5

2
ρθu+ σu+ q

)

+
∂

∂x

(

1

2
ρu4 + 4ρθu2 +

5

2
σu2 +

16

5
qu

+
7

2
σθ +

5

2
ρθ2(1 + ∆)

)

= qs + σsu− 5

2
Du, (5.19)

∂

∂t

(

ρu4 + 10ρθu2 + 4σu2 + 8qu+ 15ρθ2(1 + ∆)
)

+
∂

∂x

(

ρu5 + 14ρθu3 + 8σu3

+
84

5
qu2 + 35ρθ2(1 + ∆)u+ 28σθu+ 28θq

)

= Rs + 8qsu+ 4σsu2 − 10Du2. (5.20)

The expressions for the energy dissipation D and the source terms σs, qs, RS given as:

D =
4

3

d2

m

√
π (1− α2)

[

1 +
3∆

16

]

ρ2 θ
3
2 , (5.21)

σs = −4

5

d2

m

√
π θ (1 + α) (3 − α)

[

1 − ∆

32

]

ρ σ, (5.22)

qs = − 1

15

d2

m

√
π θ (1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

ρ q, (5.23)

Rs = −4
d2

m

√
π θ (1 + α)

[

(2α2 + 9) (1 − α) + (30α2 (1 − α) + 271 − 207α)
∆

16

]

ρ2 θ2.

(5.24)

5.3 Characteristics of Extended Hydrodynamic Equations

Let us first determine the characteristics of the 14-moment model for a stationary shock; our

analysis follows the original work of Grad (1949). The one-dimensional 14-moment system

[Eqs. (5.15) - (5.20)] can be simplified by choosing a coordinate system in which u = 0 at the

observation point and is written in terms of primitive variables (ρ, u, p, σ, q,R) as
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∂ρ

∂t
+ ρ

∂u

∂x
= 0, (5.25)

∂u

∂t
+

1

ρ

∂p

∂x
+

1

ρ

∂σ

∂x
= 0, (5.26)

∂p

∂t
+

(

5

3
p+

2

3
σ

)

∂ u

∂x
+

2

3

∂ q

∂x
= −D, (5.27)

∂σ

∂t
+

(

4

3
p+

7

3
σ

)

∂ u

∂x
+

8

15

∂ q

∂x
= σs, (5.28)

∂q

∂t
+

16

5
q
∂ u

∂x
+

1

6

∂R

∂x
− 5

2

(

p

ρ
− σ

ρ

)

∂p

∂x
+

(

p

ρ
− σ

ρ

)

∂σ

∂x
− 7

2

σ p

ρ2
∂ρ

∂x
= qs (5.29)

∂R

∂t
+

7

3
R
∂ u

∂x
+ 28

p

ρ

∂q

∂x
+ 20

q

ρ

∂p

∂x
− 8

q

ρ

∂σ

∂x
+ 28

pσ

ρ

∂u

∂x
− 28

q p

ρ2
∂ρ

∂x
= Rs, (5.30)

where the source terms are given by Eqs. (5.21) - (5.24). The evolution equation of a charac-

teristic curve ϕ(x, t) = 0 is obtained by solving the equation |B| = 0, where B is a 6× 6 matrix

given by:

B =























ϕt ρϕx 0 0 0 0

0 ϕt
1
ρϕx

1
ρϕx 0 0

0 (53p+
2
3σ)ϕx ϕt 0 2

3ϕx 0

0 (43p+
7
3σ)ϕx 0 ϕt

8
15ϕx 0

−7
2
p σ
ρ2 ϕx

16
5 qϕx −5

2(
p
ρ − σ

ρ )ϕx (pρ − σ
ρ )ϕx ϕt

1
6ϕx

−28p q
ρ2
ϕx (73R+ 28p σ

ρ )ϕx 20 q
ρϕx −8 q

ρϕx 28p
ρϕx ϕt























. (5.31)

The characteristic equation in present case is

ϕt

{

225 ρ2 ϕ5
t − 1260 q (p+ σ)ϕ5

x +
(

3150 p2 − 105 ρR + 1890 p σ + 945σ2
)

ϕ4
xϕt

+ 1204 ρ q ϕ3
xϕ

2
t − 1470 ρ pϕ2

xϕ
3
t − 930 ρ σ ϕ2

xϕ
3
t

}

= 0. (5.32)

Introducing the slope of the characteristic direction as

s =
dx

dt
= −ϕt

ϕx
, (5.33)

the characteristic equation (5.32) can be rewritten in terms of s which can be further decomposed

as s = 0 and a fifth-order polynomial in s:

225 ρ2 s5 − 1470 ρ p s3 − 930 ρ σ s3 − 1204 ρ q s2 + 1260 q (p + σ)

+
(

3150 p2 − 105 ρR + 1890 p σ + 945σ2
)

s = 0. (5.34)

If we assume that the heat flux and stresses are negligible and using the equilibrium value for

R = 15p2

ρ , Eq. (5.34) reduces to

s
(

s4 − 1470

225

p

ρ
+

1575

225

p2

ρ2

)

= 0, (5.35)
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which has five roots

s = 0, s2 = c1 θ and s2 = c2 θ (5.36)

where c1 = 49+
√
826

15 ∼ 5.18 and c2 = 49−
√
826

15 ∼ 1.35. Hence the characteristic speeds for the

14-moment model are

s = 0, 0, ±
√
5.18 θ, ±

√
1.35 θ, (5.37)

which are real and hence the 14-moment model is hyperbolic.

In a similar manner we obtain the characteristic speeds of 13-moment and 10-moment models:

s = 0, ±
√
4.54 θ, ±

√
0.661 θ, (5.38)

s = 0, 0, ±
√
3 θ, (5.39)

respectively. Therefore, all three extended hydrodynamics models (10-, 13- and 14-moment

models) yield hyperbolic systems. Note that the slope s must be replaced by u + s for an

arbitrary coordinate system in which u is non zero. The solution s = 0 represents characteristics

along the particle path and the solutions s 6= 0 represent characteristic directions given by u± s
with sound speeds s. The non-zero characteristic speed in (5.37 - 5.39) should be compared with

the adiabatic sound speed

c =
√

γ θ =
√

5 θ/3 for a monatomic gas, (5.40)

which is the characteristic slope derived from Euler equations [(Courant & Friedrichs 1948)].

For all three extended hydrodynamic models that we are using, note that there are two sound

speeds, one is larger and the other is smaller than the adiabatic sound speed (5.40). The above

analysis also clarifies that the largest characteristic speed in extended hydrodynamics increases

with increasing the number of moments [(Weiss 1995; Müller & Ruggeri 1993b)]: smax =
√
3θ,√

4.54θ and
√
5.18θ for 10, 13 and 14-moment models, respectively.

The inclusion of the heat flux and stresses to the characteristic equation is to slightly modify

the numerical results on characteristic speeds as we show below.

5.3.1 Characteristics with inclusion of heat flux and stresses:

In the presence of small but finite values of the heat flux and stresses,we can solve Eq. (5.34)

via a perturbation expansion. By inserting the equilibrium value of R into Eq. (5.34) we get

225ρ2s5 − (1470 ρ p − 930 ρ σ)s3 − 1204 ρ q s2 +
(

1575 p2 + 1890 p σ + 945σ2
)

s

+ 1260 q (p+ σ) = 0. (5.41)

We look for a solution of the form

s = s0 + δs1 +O(δ2), (5.42)
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with σ = ǫ1 and q = ǫ2, where δ, ǫ1, and ǫ2 are small positive quantities which are assumed

to be of the same order. Inserting the series-expansion for s into Eq. (5.41) and equating the

coefficients of δ0 and δ to zero, we obtain the leading- and first-order perturbation equations,

1575 p2 s0 − 1470ρ p s30 + 225 ρ2 s50 = 0, (5.43)

1890 p s0 ǫ1 + 1260 p ǫ2 + 1575 p2 s1 + 930 ρ s30 ǫ1 −1204 ρ s20 ǫ2 − 4410 ρ p s20 s1 + 1125 ρ2 s40 s1 = 0,

(5.44)

respectively. The solutions of the leading-order perturbation equation are the same as (5.37):

s0 = 0,±
√

c1
p

ρ
,±
√

c2
p

ρ
. (5.45)

The first order perturbation equation (5.44) is solved in terms of s0 to yield:

s1 = −
2
(

315 p (3 s0 ǫ1 + 2 ǫ2 ) + ρ s20 (465 s0 ǫ1 − 602 ǫ2 )
)

45
(

35 p2 − 98 ρ p s20 + 25 ρ2 s40

) . (5.46)

Inserting (5.45) into (5.46), we obtain corrections to five roots of (5.41):

s1 = −4 ǫ2
5 p

,
14 c3 ǫ2 ∓ 15 c5 ǫ1

√

c1 p /ρ

210 c7 p
,
14 c4 ǫ2 ± 15 c6 ǫ1

√

c2 p /ρ

210 c8 p
(5.47)

where

c3 = 43
√
826 + 1432, c4 = 43

√
826 − 1432, c5 = 2464 + 31

√
826,

c6 = 2464 − 31
√
826, c7 = 7

√
826 + 118 and c8 = 7

√
826 − 118.

(5.48)

The composite solutions of Eq. (5.41) are: s = s0 + δ s1. It is easy to verify that the roots

are real, implying that the system remains hyperbolic in the presence of finite stresses and heat

flux. Hence the extended hydrodynamic equations form a hyperbolic system.

5.4 Critical Mach Number Analysis and the Weak Solution

It is well-known [(Grad 1949; Weiss 1995)] for a molecular gas that the extended hydrodynamic

equations (10- and higher-order moment models) yield smooth/continuous solutions for the

steady shock wave problem if the (upstream) Mach number is smaller than some critical value.

Here we carry out the same analysis for a granular gas described by the 10-moment, 13-moment,

and 14-moment models, and show that the system of ODEs for stationary plane shock waves

breaks down at some critical Mach number, leading to discontinuous shock solutions, the so-

called “weak” solution of hyperbolic equations.

To illustrate the above, we focus on the 10-moment system for a planar shock moving at a

constant speed. The shock is stationary in a reference frame which is moving with the shock

speed and hence the time derivatives vanish. For a planar stationary shock, the 10-moment
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equations for a dilute granular gas boils down to:

d

dx

(

ρu
)

= 0,

d

dx

(

ρu2 + ρθ + σ
)

= 0,

d

dx

(

ρu3 + 5ρθu+ 2σu
)

= −3D, (5.49)

d

dx

(2

3
ρu3 +

4

3
ρθu+

7

3
σu
)

= σs,

where the expressions for the energy dissipation rate D and the source term σs are given in

(5.7). The boundary conditions for the above system of ODEs are supplied by the RH relations

and θs1 = 0 = θs2. Solving the first two equations of (5.49) and using the boundary conditions,

we get:

C1 = ρu = ρ1u1,

C2 = ρu2 + ρθ + σ = (γMa21 + 1)ρ1θ1.
(5.50)

Recall that σ = 0 at both upstream and downstream ends. With the help of following two

algebraic equations

u =
C1

ρ
, σ = C2 − C2

1

ρ
− ρ θ, (5.51)

which are arising from (5.50), the system of ODEs (5.49) can be combined to give a coupled

ODEs for ρ(x) and θ(x) as,

dρ

dx
=

ρ3

3(γMa21 + 1)C1 ρ1 θ1

[D − σs

ρ− ρc

]

, (5.52)

dθ

dx
=

(−2D − σs)

3C1
+

(

2C2
1 − ρC2

3 ρ3

)

dρ

dx
, (5.53)

where

ρc =
4γMa21

3(γMa21 + 1)
ρ1 (5.54)

is the critical density at which the density gradient (5.52) blows up. Equation (5.52) has a

smooth solution which connects two end states ρ1 and ρ2 if the upstream density is smaller than

the critical density (i.e. ρ1 < ρc). The condition for this critical state can be obtained from

ρc = ρ1:

Ma1 =

√

3

γ
=

3√
5
. (5.55)

Hence the 10-moment system admits a continuous/smooth solution up-to a Mach number of

Ma1 = 3/
√
5 ≈ 1.34. In other words, if the shock speed is smaller than the acoustic wave speed

in the system, a smooth solution exists for the system [(Levermore & Morokoff 1998)].

This overall conclusion holds for 13- and 14-moment models too, but the critical Mach

numbers of different moment models are different as given in Table 5.1. It is noteworthy that

the value of the critical Mach number as well as the critical density (5.54) do not depend on the

restitution coefficient (α); this is due to the fact that the source terms (which are functions of
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α) do not influence the critical density, see Eq. 5.52. Table 5.1 confirms that the critical Mach

number increases with increasing the number of moments retained in extended hydrodynamics

[(Weiss 1995)]. This implies that the range of Mach number over which the continuous shock

solution exists becomes larger with increasing the number of moments.

Table 5.1: Critical Mach number

Moment model 10-moment 13-moment 14-moment

Macr
3√
5
∼ 1.34 ∼ 1.65 ∼ 1.763

The above analysis clarifies that the extended hydrodynamic equations will yield continuous

solutions only for a finite range of Mach number, although the continuous solution exists at any

Mach number for the Navier-Stokes model. If we retain an infinite number of moments, then it

is possible to push the critical Mach number to infinity, thereby obtaining continuous solutions

for the whole range of Mach number, which is equivalent to solving the original Boltzmann

equation. It is pertinent to ask: what happens to the stationary shock solutions of extended

hydrodynamic equations with a finite number of moments for Ma > Macr? A “weak” solution

of extended hydrodynamic equations can be constructed for Ma > Macr, following the well-

known procedure of “equal-area” rule [(Courant & Friedrichs 1948)]. We consider this in §5.5
to compare ODE and PDE solutions of 10-moment model.

5.5 10-moment model: Comparison of ODE solution with PDE

solution

For planar stationary shocks in molecular gas, the 10-moment system takes the following form.

d

dx

(

ρ u
)

= 0, (5.56)

d

dx

(

ρ u2 + ρ θ + σ
)

= 0, (5.57)

d

dx

(

ρ u3 + 5 ρ θ u + 2σ u
)

= 0, (5.58)

d

dx

(

2 ρ u θ − σ u
)

=
16

5

d2

m

√
π θ ρ σ. (5.59)

Recall that the longitudinal stress σ = 2 ρ θs, where θs = (θxx− θyy)/3 is the skew temperature.

The boundary conditions for the above ODE system are specified in terms of jump conditions,

also called Rankine-Hugoniot relations. Using the Rankine-Hugoniot relations, first three equa-

tions (5.56 -5.58) are solved easily and one can deduce u, θ, and θs as a function of ρ and the
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upstream reference values as

u =
ρ1 u1
ρ

θ =
1

3 ρ2
[

ρ2 θ
(

γMa21 + 5
)

− 2 ρ ρ1 θ1
(

γMa21 + 1
)

+ γMa21 ρ
2
1 θ1
]

,

θs =
1

6ρ2
[

−ρ2 θ1
(

γMa21 + 5
)

+ 5 ρ ρ1 θ1
(

γMa21 + 1
)

− 4 γMa21 ρ
2
1 θ1
]

.

(5.60)

In the above we make use of the fact that the skew-temperature vanishes at both upstream and

downstream equilibria. Finally, the ten-moment system for a steady shock in a molecular gas is

reduced to the following single ODE for density ρ:

dρ

dx
=

32
√
π

5 ρ21 u1 θ1

d2

m

[

ρ5
√
θ θs

3(γMa21 + 1)ρ− 4γMa21ρ1

]

, (5.61)

upon substituting values of u, θ, and θs into the Eq. (5.59).

After non-dimensionalization, using (6.1) and (6.2), this ODE takes the following form:

dρ

dx
=

32

5
√
2πKnMa1

√
γ

[

ρ5
√
θ θs

3(γMa21 + 1)ρ− 4γMa21

]

, (5.62)

where

θ =
1

3 ρ2
[

ρ2
(

γMa21 + 5
)

− 2 ρ
(

γMa21 + 1
)

+ γMa21
]

, (5.63)

and

θs =
1

6ρ2
[

−ρ2
(

γMa21 + 5
)

+ 5 ρ
(

γMa21 + 1
)

− 4 γMa21
]

. (5.64)

This constitutes an initial-value problem which can be solved numerically by using the fourth

order Runge-Kutta method. Care must be taken while solving this ODE since above the critical

Mach number (Ma1 > Macr) a discontinuity appears embedded in the solution. If the upstream

Mach number is above the critical Mach number, then the initial value for ρ becomes its frozen

jump value ρJ , i.e. when Ma1 >
3√
5
, the upstream state may be connected by a jump to the

shock state ρJ , which is then connected to the downstream state. The first three jump relations

which are arising from the mass conservation, momentum conservation and energy conservation

(associated with (5.56 -5.58)) are inevitably satisfied by any solution of (5.62). The value of the

density at the shock state ρJ can be obtained from an additional constraint associated with the

Eq. (5.59). It is necessary that the condition [(Levermore & Morokoff 1998)]

[ρ u (θ − θs)]Up = [ρ u (θ − θs)]Down (5.65)

holds in order for Eq. (5.59) to be satisfied weakly across a shock/jump - this is similar to

Maxwell’s equal-area rule in thermodynamics [(Callen 2006)] that guarantees admissible/stable

thermodynamic states. The subscripts Up and Down in Eq. (5.65) indicates the evaluation of

the term with in the square brackets on either side of the jump. Hence by considering the left

state being the upstream reference state and the right state being the state just after the jump
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(shock state), the relation (5.65) dictates that

θ1 = θJ − θsJ . (5.66)

We arrive at the following equation by substituting the values of θJ and θsJ with the help of

Eq. (5.63) and Eq. (5.64).

γMa21
1

ρ2J
− 3

2 ρJ
(γMa21 + 1) +

1

2
(γMa21 + 3) = 0. (5.67)

Equation (5.67) is a quadratic equation in 1
ρj

whose roots are as follows:

1

ρJ
=
γMa21 + 3

2γMa21
, and

1

ρJ
= 1 = ρ1. (5.68)

Hence the value of the density at the shock state ρJ is given by [(Levermore & Morokoff 1998)]:

ρJ =
2γMa21
γMa21 + 3

. (5.69)
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Figure 5.1: Comparison of density profiles using ODE and PDE solutions. Left: Ma1 = 1.2,
right: Ma1 = 3.

Finally we compare the density profiles obtained from the solution of the ODE (5.62) with

that obtained from the solution of the system of PDEs via the numerical schemes as discussed in

§3.5. Note that the density is normalized as in (3.44). Figure 5.1(a,b) displays a comparison of

ODE and PDE solutions for Ma1 = 1.2 and Ma1 = 3. For the Mach number Ma1 = 1.2, which is

below the critical Mach number (Macr), there is no embedded shock and the PDE solution lies

on the top of the ODE solution, see Fig. 5.1(a). For an upstream Mach number Ma1 = 3, which

is above the critical Mach number (Macr ≈ 1.34), the initial value of ρ is taken as its frozen
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jump value as given in (5.69) to solve (5.62). In this case too we observe excellent agreement

between PDE and ODE solutions as seen in Fig. 5.1(b) which confirms that the PDE-solution

obtained from the relaxation scheme captures the frozen-jump value of the density.

Collectively the comparisons in Figs. 5.1(a,b) further validate the relaxation-type numerical

schemes (Chapter:3) that we have used to solve the PDE-system for the one-dimensional shock-

wave problem. This also shows that the relaxation-type schemes are able to capture both smooth

and discontinuous shock solutions of extended hydrodynamic models.

5.5.1 Regularization

It is clear from §5.4 that the moment models which are formulated from Grad’s procedure, when

applied to stationary shock problem, will suffer from a subshock in front of the shock for Mach

numbers greater than critical Mach number of the moment model (see Fig.5.1(b)). Regulariza-

tion or parabolization is one method to get a smooth shock profile beyond the critical Mach

number of the respective moment model [(Struchtrup & Torrilhon 2003; Torrilhon & Struchtrup

2004)]. Regularization process changes the character of the hyperbolic system by adding some

parabolic terms, for example the higher order gradient expressions obtained from Boltzmann’s

equation to Grad’s system. In the original Grad’s 10-moment system the contribution from the

third order moments of the distribution function is zero. But if we follow the regularization

procedure adopted by Struchtrup and Torrilhon [(Struchtrup & Torrilhon 2003; Torrilhon &

Struchtrup 2004; Struchtrup 2005b)] for 10-moment model we will get the expressions for the

higher-order moments like heat flux vector and the third order traceless moment. These expres-

sions contain the gradient terms of the lower-order moments of the distribution function and

change the hyperbolic nature of the 10-moment system to parabolic. By doing this we can get

smooth shock profiles beyond the critical Mach number. These issues are dealt separately in

Chapter 7 of this thesis.

5.6 Haff’s Law from 14-Moment Model

Here we derive the Haff’s law from the 14-moment model. For a spatially homogeneous system,

all the basic field variables depend only on time. Hence, for the spatially homogeneous solution,

the 14-moment model reduces to the following system of six equations in one-dimension for the

density (ρ), velocity (u), scalar temperature (θ), skew-temperature (θs), heat-flux (q), and the
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fourth order moment (∆) :

dρ

dt
= 0,

du

dt
= 0,

dθ

dt
= − 8

√
2

3
√
π

(1− α)

(3− α)
ρ θ

3
2

[

1 +
3∆

16

]

,

dθs
dt

= −8
√
2

5
√
π

√
θ
[

1− ∆

32

]

ρ θs,

dq

dt
= − 2

√
2

15
√
π

√
θ

(3− α)

[

49− 33α+ (19 − 3α)
∆

32

]

ρ q,

d∆

dt
= −

√
2

30
√
π

ρ
√
θ

(3− α)

[

16(2α2 − 1)(1 − α) + ∆
(

30α2(1− α) + 81− 17α
)]

.

(5.70)

All above equations have been scaled using the following scaling parameters and the hats are

removed for simplicity.

ρ̂ =
ρ

ρ1
, û =

u√
θ1
, θ̂ =

θ

θ1
, θ̂s =

θs
θ1
, q̂ =

q

ρ1θ1
√
θ1
,

t̂ =
t

τ
, where τ =

4√
2n1πd2

√
θ1(1 + α)(3 − α)

·
(5.71)

When deriving the last equation in (5.70) we considered linear terms in ∆. From the first two

equations of (5.70), we can infer that the mass density and the velocity remain constant in time

and furthermore the mass density (ρ)) is taken to be one. It is noteworthy to say that, from the

fourth and fifth equations of (5.70), the skew temperature and the heat flux do not evolve in

time when the initial conditions for these two variables vanish. From the last equation of (5.70),

we may conclude that a vanishing initial condition for the fourth moment implies that it may

evolve in time.

Let us consider a special case in which the fourth moment is constant in time,

∆∞ ≡ ∆(t→ ∞) =
16(1 − 2α2)(1 − α)

30α2(1− α) + 81− 17α
, (5.72)

which follows from the last equation of (5.70). Substituting the above value of ∆ into the third

equation of (5.70) and integrating the resulting equation leads to the well-known Haff’s law

[(Haff 1983)]:

θ(t) =
θ(t = 0)

(

1 + 4
√
2

3
√
π

(1−α)
(3−α)

[

1 + 3(1−α)(1−2α2)
30α2(1−α)+81−17α

]

√

θ(t = 0) ρ(t = 0) t

)2 . (5.73)

The above equation can be written in a simple form as

θ(t) =
1

(k0 + k1 t)2
, (5.74)
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with k0 =
1√

θ(t=0)
and k1 =

4
√
2

3
√
π

(1−α)
(3−α)

(

1 + 3
16∆∞

)

ρ.

Now we solve the coupled non-linear system (5.70) semi-analytically by treating ∆∞ as the

stationary solution for ∆. In terms of a new variable δ(t) = ∆(t)−∆∞, the last equation in the

(5.70) can be rewritten as:

dδ(t)

dt
= −

√
2

30
√
π

1

(3− α)

[

30α2(1− α) + 81− 17α
]

ρ
√

θ(t) δ(t). (5.75)

Solving the above equation with the help of (5.73) we get the solution as:

δ(t) = k
(k2/k1)
0 δ(0) (k0 + k1 t)

− k2
k1 , (5.76)

where

k2 =

√
2

30
√
π

1

(3− α)

[

30α2(1− α) + 81− 17α
]

ρ. (5.77)

Substituting δ(t) in the third equation of (5.70) we get

dθ(t)

dt
= −

[

k3 + k4(k0 + k1 t)
−(k2/k1)

]

θ(t)
√

θ(t), (5.78)

where

k3 =
8
√
2

3
√
π

(1− α)

(3− α)

[

1 +
3

16
∆∞

]

ρ,

k4 =
1√
2π

(1− α)

(3− α)
k

k2
k1
0 ρ δ(0).

(5.79)

The solution for (5.78) is:

θ(t) =
4(k1 − k2)

2 (k0 + k1 t)
2(k2/k1)

[

k4(k0 + k1 t) + (k1 − k2) (k0 + k1 t)(k2/k1)
(

k3 t− k4
k1−k2

k
1−(k2/k1)
0 + 2√

θ(0)

)]2

(5.80)

Using the expressions of θ(t) and δ(t) in the remaining equations of (5.70) we can obtain the

expressions for θs(t) and q(t). Due to integration complexity we solve the differential equations

for θs(t) and q(t) numerically by considering the initial conditions θs(0) = 1, q(0) = 1, θ(0) = 1

and δ(0) = 1−∆∞.

In Fig. 5.2 (a), the time decay of the temperature (black solid line) which is the solution of

(5.80) is compared with the Haff’s law (red dashed line) which is the solution of (5.73). Panel

(b) of Fig. 5.2 shows the same as in panel (a), but plotted in log-scale. One observes from Fig.

5.2 that the temperature decay (θ) exactly follows Haff’s law. Moreover this decay rate is faster

when the restitution coefficient is decreasing from 1, i.e. if the dissipation is increasing, the time

decay of the temperature is faster (which is evident from Fig. 5.2).

Figure 5.3 shows the time evolutions of the fourth order moment δ, the skew temperature θs,

and the heat flux q for restitution coefficients of α = 0.95, α = 0.9 and α = 0.7 respectively.
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Figure 5.2: (a) Decay of the temperature with time: The black solid line represents the solution
of (5.80) and the red dashed line indicating the Haff’s law, which is given by (5.73), (b) same
as in panel (a), but in log-scale.
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Figure 5.3: Decay of the fourth order moment, the skew-temperature,and the heat flux with
respect to time for a coefficient of restitution α = 0.95 (left panel), α = 0.9 (center panel), and
α = 0.7 (right panel).
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Figure 5.4: Decay of the fourth order moment, the skew-temperature,and the heat flux with
respect to time for a coefficient of restitution α = 0.5 (left panel), α = 0.3 (center panel), and
α = 0.1 (right panel).

Figure 5.4 shows the same as in Fig. 5.3, but for restitution coefficients of α = 0.5, α = 0.3 and

α = 0.1, respectively. Observing the left, center and right panels of Figs. 5.3 and 5.4, we find

that the decay of the fourth order moment and the skew-temperature is slower with increasing

dissipation whereas the decay of the heat flux is faster with increasing dissipation. The reason

for this might be that the heat flux is directly connected with the energy transportation, which

is mostly affected by the dissipation (inelasticity). Moreover one can observe that the initial

value of δ decreases from 1 in the limit of α → 0, since the initial value of δ depends on ∆∞
whose value increases with increasing dissipation.

5.7 Summary

The extended hydrodynamic equations have been analysed with reference to the plane shock

wave problem. An analysis on the characteristics of extended hydrodynamic models is presented

and this analysis confirms that the largest characteristic speed in extended hydrodynamic equa-

tions depends on the number of moments retained in hydrodynamic equations. Moreover, the

largest characteristic speed increases if the number of moments is increased: smax =
√
3θ,

√
4.54θ

and
√
5.18θ (where θ is the dimensionless granular temperature) for 10, 13 and 14-moment mod-

els, respectively. It is shown that inelastic dissipation does not affect the characteristic speeds

of Navier-Stokes as well as moment models.

An analysis of the 10-moment model for a granular gas for plane shock waves reveals that the

density gradient can blow up if the upstream Mach number exceeds a critical value; it is shown

that this critical Mach number is not influenced by the restitution coefficient (α) and the critical

Mach number is increased when the number of moments increases in extended hydrodynamic

models. Lastly, a derivation of Haff’s law is presented by assuming a spatially homogeneous

solution for the 14-moment model.
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Appendix 5A. Haff’s Law from 10-Moment Model

Here we derive the well known Haff’s law from 10-moment model discussed in chapter 5 and

2. We are looking for the spatially homogeneous solution of 10-moment model which means

that all the field variables are depend only on time (t). The spatially homogeneous solutions of

10-moment model in one dimension [Eqs. (5.3) - (5.6)] reduces to the following system for the

four basic field variables, namely density (ρ), velocity (u), scalar temperature (θ), and (θs):

dρ

dt
= 0,

du

dt
= 0,

dθ

dt
= − 8

√
2

3
√
π

(1− α)

(3− α)
ρ θ

3
2 ,

dθs
dt

= − 8
√
2

5
√
π

√
θ ρ θs.

(5.81)

All equations in (5.81) are made dimensionless by using the reference scales discussed in (5.71).

The mass density and the velocity remain constant in time which is evident from the first two

equations of (5.81). On integrating the third equation of (5.81) and using initial condition, we

arrive at the Haff’s law:

θ(t) =
θ(t = 0)

(

1 + 4
√
2

3
√
π

(1−α)
(3−α)

√

θ(t = 0) ρ(t = 0) t
)2 . (5.82)

It is noteworthy to say here is that the Haff’s law (5.82) derived from 10-moment model and 13-

moment model (derivation not shown) is coincides with the classical Haff’s law (4.27). Hence the

main difference between the classical Haff’s law and the Haff’s law derived from the 14-moment

model / Navier-Stokes model is that the factor
(

1 + 3
16 a2

)

in the denominator, where a2 is the

stationary value of the non-equilibrium part of the full contracted fourth-moment (∆∞). One

can say that the presence of the fourth-order contracted moment makes the Haff’s law derived

from 14-moment model different from the classical Haff’s law.

Table 5.2: Haff’s law

Euler, 10-moment & 13-moment Navier-Stokes & 14-moment

θ(t) = θ(t=0)
(

1+ 4
√

2
3
√

π

(1−α)
(3−α)

√
θ(t=0) ρ(t=0) t

)2 θ(t) = θ(t=0)
(

1+ 4
√

2
3
√

π

(1−α)
(3−α) (1+

3
16

a2)
√

θ(t=0) ρ(t=0) t
)2



Chapter 6

Numerical Analysis of Shock Waves

via Extended Hydrodynamic

Models†

6.1 Introduction

The results from Navier-Stokes-Fourier model, R13-moment model [(Struchtrup & Torrilhon

2003)] are compared with DSMC (direct simulation Mante Carlo, (Bird 1994)) calculations for

the shock width (see Eq. 6.14) in Fig. 6.1. This comparison for the shock thickness shows the

accuracy of the higher-order models like R13 (regularized 13-moment model) over Navier-Stokes-

Fourier model. It is clear from Fig. 6.1 that the extended hydrodynamic model namely R13 is

more accurate than the classical Navier-Stokes-Fourier hydrodynamic model as the results from

R13 model show a better agreement with DSMC results. The results obtained from DSMC

method are realistic since the Boltzmann equation is solved by DSMC method. This motivates

us to use the extended hydrodynamic models to calculate the shock structure problem for a

granular gas.

 0

 0.1

 0.2

 0.3

 1  1.2  1.4  1.6  1.8  2  2.2

l1/δ1

Ma1

N-S
DSMC

R13

Figure 6.1: Shock width vs upstream Mach number for a hard spheres gas, data extracted from
Torrilhon & Struchtrup (2004). R13 refers to “regularized” 13-moment equations [see Chapter
7].

†Part of this chapter (§6.3) has been done in collaboration with Dr. Santosh Ansumali; however he did not offer
any comments on the contents of the original version of this Chapter.
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In this chapter, we present numerical results for the Riemann problem of one-dimensional

shock waves in a molecular gas as well as in a dilute granular gas using three levels of granular hy-

drodynamic equations: (i) 10-moment equations, (ii) 13-moment equations and (iii) 14-moment

equations. We use the numerical schemes which are discussed in §3.5.1 and §3.5.2 to solve

the above models numerically. First we present results obtained from the above models of a

molecular gas. Next we show the early time behavior of unsteady plane shock waves in a dilute

granular gas, and the results obtained from extended hydrodynamic (10-moment, 13-moment

and 14-moment) models are compared with Navier-Stokes hydrodynamic model.

6.1.1 Non-dimensionalization

Since we are going to compare the results of plane shock wave problem between all extended

hydrodynamic model with the classical hydrodynamic models, namely, Euler and Navier-Stokes,

we use the same reference scales which are discussed in §3.4, for non-dimensionalization of

extended hydrodynamic equations.

ρ̂ =
ρ

ρ1
, û =

u√
θ1
, θ̂ =

θ

θ1
, θ̂s =

θs
θ1
,

σ̂ =
σ

ρ1θ1
, q̂ =

q

ρ1θ1
√
θ1
, x̂ =

x

l1
, t̂ =

t
√
θ1
l1

,

(6.1)

with the upstream mean free path (l1) and the shear viscosity coefficient (µ1) given by

l1 =
16µ1

5
√
2πρ1

√
θ1
, µ1 =

5m

4d2

√

θ1
π

1

(1 + α)(3 − α)
. (6.2)

When we do non-dimensionalization, only the source terms in the extended hydrodynamic equa-

tions will change and the left hand side of the extended hydrodynamic equations have the same

form as in §5.2.1, §5.2.2 and §5.2.3 for the 10-moment, 13-moment and 14-moment models, re-

spectively. The dimensionless form of the 14-moment system is same as (5.15 - 5.20) with the

following source terms:

D =
64 b1

15
√
2
(1− α2)

[

1 +
3∆

16

]

ρ2 θ
3
2 , (6.3)

σs = − 64 b1

25
√
2

√
θ (1 + α) (3 − α)

[

1 − ∆

32

]

ρ σ, (6.4)

qs = − 16 b1

75
√
2

√
θ (1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

ρ q, (6.5)

Rs = −64 b1

5
√
2

√
θ (1 + α)

[

(2α2 + 9) (1 − α) (6.6)

+ (30α2 (1 − α) + 271 − 207α)
∆

16

]

ρ2 θ2, (6.7)

and the expression for b1 given by

b1 =
5

4
√
π

1

(1 + α) (3 − α)
. (6.8)
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6.2 Steady Shock Waves in a Molecular Gas

Here we analyze the Riemann problem of planar shock waves for a molecular gas by solving

the 10-moment, 13-moment and 14-moment equations, and the results are compared with those

obtained from Navier-Stokes-order equations. The upstream boundary conditions are taken as

ρ1 = 1, u1 = Ma1
√
γ, θ1 = 1, θs1 = 0 = q1 = ∆1, (6.9)

while the downstream boundary conditions are provided by RH jump conditions (3.11). For the

14-moment model the downstream boundary conditions are given by

ρ2 =
(γ + 1)Ma21

2 + (γ − 1)Ma21
ρ1,

u2 =
2 + (γ − 1)Ma21
(γ + 1)Ma21

u1,

θ2 =
(2γMa21 − (γ − 1))((γ − 1)Ma21 + 2)

(γ + 1)2Ma21
θ1,

θs2 = 0, q2 = 0, and ∆2 = 0.

(6.10)

The density and velocity profiles presented here are normalized as

ρN =
ρ − ρ1
ρ2 − ρ1

, uN =
u − u2
u1 − u2

, (6.11)

and the temperature profiles are normalized via:

θN =
θ − θ1
θ2 − θ1

, (6.12)

for the case of a molecular gas.

We perform numerical simulations of shock waves in a molecular gas using the relaxation

scheme described in Chapter 3. In all numerical experiments we take the relaxation rate ǫ in

(3.30) to be 10−8 as this gives converged results for both molecular and granular gases. We

perform numerical experiments by considering an one-dimensional domain of length 50 covering

(−25, 25) with 2000 grid points, until a time of 100 with ∆t = C ·∆x/max(ai) and placing the

initial discontinuity at x = 0. Any CFL (Courant-Friedrichs-Lewy) number which is less than

one gives a stable solution for 10, 13 and 14 moment models for the whole range of Knudsen

number (Kn), i.e. for any value of Mach number (see Eq. (3.49) in §3.7 which relates the

Mach number(Ma) and Knudsen number(Kn)). However, for Navier-Stokes model, the CFL-

number(C) must be decreased with increasing Kn to obtain a stable solution; for example, we

have found that the CFL numbers of 0.5, 0.1 and 0.01 give stable solutions for Kn = 0.0001, 0.1

and 1, respectively. For present computations of shocks in a molecular gas, we take the CFL(C)
number for the moment models as 0.1 while for Navier-Stokes model it is taken as 0.01.
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6.2.1 Effect of Mach number (Ma) on molecular shock wave

structures

Upstream Mach number = 1.2
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Figure 6.2: Density, velocity and pressure profiles from the moment models and Navier-Stokes
model for an upstream Mach number of 1.2.

The first shock structure to be analyzed here is that of a “weak shock”∗ with the upstream

number of Ma1 = 1.2. All moment models produce continuous shock structure for this Mach

number since the critical Mach number for discontinuous solution is larger than 1.2. The den-

sity profiles as predicted by the moment models and Navier-Stokes model for this weak shock

wave are presented in figure 6.2 (a). One can see from this figure that Navier-Stokes solution

closely matches with the 14-moment and 13-moment solutions. Comparing Navier-Stokes and

14-moment density profiles, it appears that there is a minor disagreement on the downstream

part of the shock wave. We can say that Navier-Stokes profiles are more diffusive than those

of 14-moment model on the upstream part of the shock, and are less diffusive than 14-moment

model on the downstream part of the shock.
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Figure 6.3: Scalar temperature , skew temperature and the longitudinal stress profiles from
moment models and Navier-Stokes model for an upstream Mach number of 1.2.

Moreover we notice that the 10-moment model solution is not in agreement with other

models discussed here, and this may be due to the fact that the 10-moment model is incapable

of modelling heat-transfer effects. The density profile predicted by the 10-moment model is less

∗The “weak” shock refers to Ma ∼ 1, with Ma < Macr ≈ 1.65 (as given by 13-moment model).
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diffusive than any model which incorporate the heat transfer effects. One can notice that the

10-moment density profile looks steeper on the upstream side of the shock than the downstream

side of the shock.
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Figure 6.4: Heat flux and the fourth order contracted moment profiles from moment models and
Navier-Stokes model for an upstream Mach number of 1.2.

The pressure profiles for the moment models and the N-S model shown in figure 6.2 (c) are

calculated from the trace of the pressure tensor; i.e., p = Pii/3 ≡ ρθ by using the ideal gas

equation of state. The velocity and the pressure profiles presented in figure 6.2 (b,c) predicted

by the moment models and the N-S model look qualitatively similar. The scalar temperature,

the skew temperature and the longitudinal stress profiles, predicted by the moment models and

the N-S model, are displayed in Figs. 6.3 (a,b,c). From this figure one can see a qualitatively

good agreement between the heat-transfer capable models. Although the 10-moment model can

model deviatoric stresses, this model significantly over-predicts the skew temperature and the

longitudinal stress, see 6.3 (b,c).

Figure 6.4 (a) shows the heat flux (q) profile from 13-moment model, 14-moment model and

N-S model (10-moment model can not model the heat transfer effects). For the N-S model, the

heat flux is calculated from the non-Fourier law:

q = −κ ∂θ
∂x

− κh
∂ρ

∂x
. (6.13)

Note that the N-S prediction for heat flux closely agrees with that for 14-moment model, however

the heat flux for 13-moment model differs noticeably from N-S predictions.

The only model capable of predicting the fourth order fully contracted velocity moment is

the 14-moment model, see 6.4 (b). It is found that ∆ undergoes sign-change across the shock.

Upstream Mach number = 1.5

The second shock structure to be analyzed here is that of a weak shock with an upstream number

of Ma1 = 1.5. For this inflow Mach number, except the 10-moment model, all other moment

models produce continuous shock structure. The density profiles predicted by the moment
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Figure 6.5: Density, velocity and pressure profiles from moment models and Navier-Stokes model
for the upstream Mach number of 1.5.
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Figure 6.6: Scalar temperature , skew temperature and the longitudinal stress profiles from
moment models and Navier-Stokes model for the upstream Mach number of 1.5.
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models and Navier-Stokes model are depicted in figure 6.5 (a). An important noticeable feature

of these results is that the density profile has steepened into a small discontinuity on the upstream

side of the shock for the 10-moment model. As discussed in chapter 5, this type of discontinuous

shock wave will form whenever the inflow velocity is higher relative to the largest frozen wave

speed. The largest wave speed for the 10-moment model occurs when Ma1 = 3/
√
5 ≈ 1.34 (see

Eq. (5.55) in chapter 5). Two additional numerical experiments (not shown) were performed for

the 10-moment model with Mach numbers of 1.34 and 1.35. In fact, a discontinuity is observed

for the case of Mach number 1.35, while a smooth transition is found for the case of Mach

number 1.34. The velocity and the pressure profiles presented in Figs. 6.5 (b,c) as predicted by

the moment models and the N-S model are qualitatively similar.
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Figure 6.7: Heat flux and the fourth order contracted moment profiles from moment models and
Navier-Stokes model for the upstream Mach number of 1.5.

The scalar temperature , the skew temperature and the longitudinal stress profiles, predicted

by the moment models and the N-S model, are displayed in Figs. 6.6 (a,b,c). From this figure

one can see a relatively good agreement between the heat-transfer capable models. Fig. 6.7 (a)

shows the heat flux (q) profiles for 13-moment model, 14-moment model and N-S model; Fig.

6.7 (b) displays the fourth order contracted moment profile for 14-moment model. Comparing

Fig. 6.4 (a) and Fig. 6.7 (a), it is found that the maximum of heat flux (|q|max) for 13-moment

and 14-moment models is larger than that of Navier-Stokes model and the difference increases

with increasing Mach number. Further, comparing Fig. 6.4 (b) and Fig. 6.7 (b), it is evident

that the maximum of fourth order contracted moment (|∆|max) increases with increasing Mach

number.

Upstream Mach number = 2

The third shock structure to be analyzed here is that of a shock with an upstream number

of Ma1 = 2. For this inflow Mach number, the 10-,13- and 14-moment models fail to produce

continuous shock structure. The density profiles as predicted by the moment models and Navier-

Stokes model are depicted in Fig. 6.8 (a). An important feature of these results is that the

density profile has steepened into a small discontinuity on the upstream side of the shock for
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Figure 6.8: Density, velocity and pressure profiles from moment models and Navier-Stokes model
for the upstream Mach number of 2.
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Figure 6.9: Scalar temperature, skew temperature and the longitudinal stress profiles from
moment models and Navier-Stokes model for the upstream Mach number of 2.
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Figure 6.10: Heat flux and the fourth order contracted moment profiles from moment models
and Navier-Stokes model for the upstream Mach number of 2.
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all moment models. The velocity and the pressure profiles presented in Fig. 6.8 predicted by

the moment models and the N-S model are qualitatively similar to those in Fig. 6.5 (b,c) for

Ma1 = 1.5.
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Figure 6.11: Density, velocity and pressure profiles from moment models and Navier-Stokes
model for the upstream Mach number of 3.

The corresponding scalar temperature, the skew temperature and the longitudinal stress

profiles are shown in Fig. 6.9. Figure 6.10 (a) shows the heat flux (q) profile for 13-moment

model, 14-moment model and N-S model and Fig. 6.10 (b) shows the fourth-order contracted

moment (∆) profile for 14-moment model. One can see that the heat flux profiles for 13-moment

and 14-moment models closely follow each other at this Mach number.

Upstream Mach number = 3
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Figure 6.12: Scalar temperature, skew temperature and the longitudinal stress profiles from
moment models and Navier-Stokes model for the upstream Mach number of 3.

The fourth shock structure to be analyzed here is that of a shock with the upstream number

of Ma1 = 3. The density, velocity and pressure profiles predicted by the moment models

along with Navier-Stokes model for this Mach number are depicted in figures 6.11 (a,b,c). The

corresponding scalar temperature, the skew temperature and the longitudinal stress profiles are

displayed in figures 6.12 (a,b,c). Figure 6.13 shows the heat flux (q) profile for 13-moment

model, 14-moment model and N-S model and the fourth order contracted moment profile for

14-moment model. It is seen that the difference between the heat flux profiles obtained from

the 13-moment and 14-moment models increases with increasing Mach number - this is evident

from a comparison between Fig. 6.10 and Fig. 6.13.
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Figure 6.13: Heat flux and the fourth order contracted moment profiles from moment models
and Navier-Stokes model for the upstream Mach number of 3.

6.2.2 Effect of Mach number (Ma) on peak values of higher-

order field variables

First we discuss about the variation of maximum value of skew temperature θmax
s as we increase

the Mach number from 1.2 to 3: refer to Fig. 6.3 (b), Fig. 6.6 (b), Fig. 6.9 (b) and Fig. 6.12 (b).

Figure 6.14 shows the variation of θmax
s with upstream Mach number Ma1 as predicted by the

10-moment, 13-moment and 14-moment models and the N-S model. From this figure, we find

that the maximum value of skew temperature increases with increasing Mach number (Ma1).

We also infer that, for Ma1 < 1.2, all moment models and N-S model seem to predict the same

maximum value for the skew temperature and as we further increase the Mach number, the

10-moment model predicts a large value for θmax
s ; there is a good qualitative agreement for θmax

s

obtained from the heat transfer predicting models 13-moment, 14-moment and Navier-Stokes

models.

Secondly we discuss the effect of increasing Mach number on the maximum values of the

modulus of heat flux |q|max. We know that, the 10-moment model can not predict the heat flux

effects and hence the predictions for |q|max from 13-moment and 14-moment models along with

the N-S model are presented in Fig. 6.15. Like the maximum value of scalar temperature, |q|max

also increases with increasing Mach number. From this figure one can find a close agreement

between all models up to a Mach number of around 1.5, but from Mach number 1.5 to 3 there

is a small disagreement between the moment models and the N-S solutions. In particular,

|q|max
13 > |q|max

14 > |q|max
NS for Ma1 ≤ 1.5 and |q|max

14 > |q|max
13 > |q|max

NS for Ma1 > 1.5 (see Fig. 6.4

(a), Fig. 6.7 (a), Fig. 6.10 (a) and Fig. 6.13 (a)).

Finally we discuss about the variation of the maximum value of the fully-contracted fourth-

order moment (∆ = 1
15 ρ θ2 (R− Req)) when we increase the Mach number from 1 to 3. The 10-

moment, 13-moment and N-S systems do not include the fully-contracted fourth-order moment;

only the 14-moment system incorporates ∆ as a separate field variable. Figure 6.16 shows how

this quantity changes when Mach number is varied. It is evident that the maximum value of |∆|
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Figure 6.14: Maximum values of skew temperature profiles with varying Mach numbers.

10
-2

10
-1

10
0

10
1

 1  1.5  2  2.5  3

|q
|m

a
x

Ma1

N-S
14-m
13-m

Figure 6.15: Maximum values of modulus of heat flux profiles for varying Mach numbers.



90 Chapter 6. Numerical Analysis of Shock Waves via Extended Hydrodynamic Models

10
-4

10
-3

10
-2

10
-1

10
0

 1  1.5  2  2.5  3

|∆
|m

a
x

Ma1

Figure 6.16: Maximum of the contracted fourth order moment profiles for varying Mach numbers.

increases with increasing Mach number. Collectively, figures 6.14, 6.15 and 6.16 suggest that

the difference between the predictions of 14-moment model and 13-moment model is primarily

due to the presence of an additional hydrodynamic field, ∆, in the former.

6.2.3 Structure of shock waves: shock width and its asymmetry

Here we discuss about two important parameters namely, the shock thickness (width) and the

shock asymmetry, which are often used to characterize the shock wave properties instead of

comparing shock wave profiles. The usual shock width or shock thickness [Gilbarg & Paolucci

(1953); Pham-Van-Diep et al. (1991); Torrilhon & Struchtrup (2004)] is defined as

δ1 =
ρ2 − ρ1

max(∂ρ/∂x)
, (6.14)

which is same as in Eq.(3.46). Note that δ1 has a linear dependence on the density difference

between the upstream and downstream ends and a slope corresponding to the maximum density

gradient and the schematic picture of the definition of the shock width is shown in Fig. 3.5(a).

This definition of shock width is not appropriate for extended hydrodynamic models when

Ma1 > Macr for which the shock profiles are discontinuous. So we consider another definition

of shock width as follows:

δ2 = x(88%ρ)− x(12%ρ) (6.15)

and is used when Ma1 > Macr. When Ma1 < Macr, two definitions of shock width Eqs. (6.14)

and (6.15) yield approximately the same value, i.e.,δ1 ≅ δ2. A comparison between these two

definitions of shock width is shown in Fig. 6.17 based on the 13-moment model. One can see a
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Figure 6.18: Inverse shock width vs upstream Mach number.
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close agreement between the two definitions of shock width over a range of Mach number.

Usually the shock width is related to the upstream mean free path (l1) and hence the inverse

of shock width (l1/δ) is plotted in figure 6.18. Shock structure calculations are done for upstream

Mach numbers of 1.05, 1.1, 1.15, 1.2, 1.25, 1.3, 1.4, 1.5, 1.6, 1.8, 1.9, 2, 2.25, 2.5, 3.0, 3.25, 3.45, 3.5, 4.0, 4.5

and 5.0 in order to show the change of shock thickness over Mach numbers, see table 6.1. The

results of shock thickness are compared between the moment models, Navier-Stokes model and

with the DSMC calculations: the DSMC results are taken from Torrilhon et al. (2004). Figure

6.18 shows variation of the inverse shock width for moment models and Navier-Stokes model

along with DSMC results. It is seen that up to a Mach number ≅ 1.5, the results from 13-

moment and 14-moment models and N-S model agree well with the DSMC results. But the

predictions of 10-moment model disagree with the other models. The 14-moment results agree

well with the DSMC results. The above comparison indicates the clear advantage of higher

order models, like 13-moment and 14-moment models, over the 10-moment and Navier-Stokes

models.

Table 6.1: Shock width vs Mach number

Ma1 Inverse shock width (l1/δ)

10-moment 13-moment 14-moment N-S

1.05 0.0523634 0.0481061 0.038683 0.0390735
1.1 0.0698972 0.0557781 0.0469007 0.0478085
1.15 0.0915001 0.0644482 0.0573205 0.0592405
1.2 0.115295 0.0739303 0.0695038 0.0730199
1.25 0.139207 0.0839853 0.0828064 0.0885076
1.3 0.162009 0.0943637 0.096658 0.105
1.4 0.217391 0.115369 0.12498 0.13896
1.5 0.263158 0.136349 0.154095 0.17268
1.6 0.310078 0.157666 0.184257 0.205598
1.8 0.38835 0.19802 0.20202 0.268374
1.9 0.425532 0.210526 0.215054 0.298009
2.0 0.454545 0.222222 0.227273 0.326368
2.25 0.52632 0.245399 0.251572 0.391575
2.5 0.57971 0.264901 0.268456 0.448679
3.0 0.666667 0.296296 0.294118 0.541148
3.25 0.689655 0.305344 0.30303 0.578135
3.45 0.701754 0.314961 — 0.604205
3.5 0.701754 — — 0.610253
4.0 0.754717 — — 0.661952
4.5 0.769231 — — 0.701641
5.0 0.8 — — 0.732221

Recall from §5.4 that the hyperbolic moment equations do not yield continuous shock struc-

tures if the Mach number exceeds its highest characteristic velocity [Weiss (1995); Ruggeri

(1993); Struchtrup (2005b); Grad (1952)]. For example, the 13-moment model fails to predict

continuous shock structure beyond the Mach number Ma1 = 1.65, since at this Mach number

they suffer from a subshock in front of the shock [Grad (1949, 1952, 1958)]. It may be noted

from Table 6.1 that 13-moment model fails to describe the shock structure if the upstream Mach
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number Ma1 exceeds ≈ 3.5 this happens because of the first subshock that appears at a Mach

number Ma1 = 1.65 which grows with increasing Mach number and the second subshock appears

in the middle of the shock for a Mach number Ma1 ≈ 3.5 [Torrilhon (2000); Struchtrup (2005b)].

In the same way we found that the 14-moment model also fails to describe the shock structure

if the Mach number is approximately greater than 3.4, see Table 6.1.

ρ1
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Figure 6.19: Schematic picture of the definition of shock asymmetry Q: the red curve indicates
the density profile and x⋆ is the position at which the density is equal to the average of upstream
and downstream density. The ratio of the areas of regions R1 and R2 defines the asymmetry of
the shock wave profile for density.

The second important quantity, the shock asymmetry, gives more information about the

shape of the shock wave profile. The schematic picture of the definition of the shock asymmetry

is depicted in Fig. 6.19. The shock asymmetry of the density profile is defined as

Q =

∫ x⋆

−∞(ρ(x)− ρ1)dx
∫∞
x⋆ (ρ2 − ρ(x))dx

=
area(R1)

area(R2)
, (6.16)

where x⋆ satisfies the relation ρ(x⋆) = (ρ1+ρ2)/2. The shock asymmetry results for hard spheres

obtained by DSMC simulations from Pham-Van-Diep et al. (1991) and Torrilhon et al. (2004)

are presented in Fig. 6.20. This figure also shows the results of the N-S model and all moment

models discussed in this chapter. From this figure it is evident that none of them exhibit a

good agreement with the DSMC results. For realistic shock waves the value of asymmetry is

approximately equal to unity, which means that the measured profiles are almost symmetric.

The DSMC results for hard spheres tend to predict a smaller asymmetry value(Q < 1) which is

a clear contradiction. The results of N-S model predict an asymmetry value of more than unity

for Ma1 > 1. The results of 13-moment and 14-moment models predict an asymmetry value of

approximately around unity for Ma1 < 1.4, which is realistic and for Ma1 > 1.4 these models

also indicate a qualitative failure like Navier-Stokes model. In contrast, the 10-moment model

predicts Q < 1 for all Ma1 and shows a decreasing Q with increasing Ma1. Therefore, the results
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Figure 6.20: Shock asymmetry vs upstream Mach number.

of 10-moment model for Q disagrees with DSMC results as well as with other models discussed

here.

6.3 Shock Wave Structure in a Granular Gas

To study the early time dynamics of shock wave structures in a dilute granular gas, we consider

one-dimensional domain of length L = 100 covering (−50, 50), filled with a dilute granular gas of

two different homogeneous cooling states at left and right, namely, upstream and downstream,

respectively, with the shock being positioned at x = 0. The upstream boundary conditions for

a dilute granular gas are taken as

ρ1 = 1, u1 = Ma1
√
γ, θ1 = 1, θs1 = 0 = q1, ∆1 =

16(1 − 2α2)(1− α)

30α2(1− α) + 81− 17α
= ∆2,

(6.17)

while the downstream boundary conditions are provided by RH relations (3.11). The shock

wave is located at x = 0 and propagates to the right(downstream) as time progresses. The

numerical computations are performed using the numerical schemes which were discussed in

§3.5 and by taking 4000 grid points, with a CFL number(C) of 0.1 for all moment models, while

for Navier-Stokes model the CFL number(C) was taken as 0.01.

To ascertain the difference between granular and molecular shock structures, first we present

the results of the Riemann-problem for a restitution coefficient of α = 0.99, which corresponds

to a nearly elastic system. The early time dynamics (up to t = 10) of density (ρ) obtained

from Navier-Stokes model, 13-moment and 14-moment models for this value of the restitution

coefficient are presented in Fig. 6.21 (a), (b) and (c), respectively. Fig. 6.22 shows the same
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Figure 6.21: The early time evolution of granular density for Ma1 = 1.2 and the restitution
coefficient is α = 0.99. (a) Navier-Stokes model, (b) 13-moment model and (c) 14-moment
model.

but for a larger time t = 100. From these two figures, we find that all models predict the

qualitatively same behavior for the density (ρ). Comparing all panels of Fig. 6.22, we observe

that the density maximum occurs within the “shock layer”, which leads to a density overshoot

△ρ ≡ (ρmax − ρ2). (6.18)

The density overshoot is non-zero for a granular gas (α 6= 1) and is not present in the case of

a molecular gas (α = 1). This novel feature is predicted by all models discussed here, and was

identified first by Reddy & Alam (2015) as detailed in Chapter 4. Moreover the density peak

travels from left to right. Overall Figs. 6.21 and 6.22 confirm that the density overshoot is

present even in the nearly elastic limit (α ≈ 1) and its magnitude increases with time.
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Figure 6.22: The time evolution of granular density for Ma1 = 1.2 and restitution coefficient
is α = 0.99, up to a time of t = 100. (a) Navier-Stokes model, (b) 13-moment model and (c)
14-moment model.

6.3.1 Effects of Mach number and the restitution coefficient on

granular shocks

To show the effect of Mach number (Ma) on shock profiles, we present results for two values

of the upstream Mach number Ma1 = 1.2 and Ma1 = 2 for a restitution coefficient of α = 0.9.
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Figure 6.23: The early time evolution of granular density for a restitution coefficient of α = 0.9.
Top row: Ma1 = 1.2 and bottom row: Ma1 = 2, (a) Navier-Stokes model, (b) 13-moment model
and (c) 14-moment model.

The results for density are presented in Fig. 6.23 with the top row indicating the results for

Ma1 = 1.2 and the bottom row for Ma1 = 2, Moreover, the panel (a) displays the solutions of

N-S model, panel (b) shows the solutions of 13-moment model and panel (c) shows the solutions

of 14-moment model, respectively. All panels of Fig. 6.23 confirm that the density maximum

(ρmax) occurs whithin the shock layer and it is moving to right with increasing time. There are

some differences between Navier-Stokes model and moment models at t ∼ 0, but at t = 10, the

profiles look qualitatively same for all models. We also observe that, the profiles from moment

models are not smooth at t ≤ 4, but at time t = 10 all profiles look smooth.

To show the effect of the restitution coefficient on the structure of shock waves in a granular

gas, we present the density profiles for α = 0.7 in Figs. 6.24 (a), (b) and (c). Panels (a), (b) and

(c) indicate the solutions of N-S model, 13-moment model and 14-moment model, respectively.

Comparing the top row of Fig. 6.23 and Fig. 6.24, we find that the density maximum increases

with the increasing dissipation. Overall, we may conclude from Figs. 6.23 and 6.24 that the

density maximum occurs within the shock layer and its magnitude increases with increasing

Mach number (Ma) and dissipation.

The early time dynamics of the granular temperature θ are shown in Fig. 6.25, with the top

row representing the results for Ma1 = 1.2 and the bottom row for Ma1 = 2. All panels of Fig.

6.25 indicate that both the upstream and downstream temperatures decay with time. It is also

evident from Fig. 6.25 that the temperature maximum occurs within the shock layer and the

maximum temperature also decays with time.

The time evolution of the velocity profiles are depicted in Fig. 6.26 for the restitution coeffi-
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Figure 6.24: The early time evolution of granular density for a restitution coefficient of α = 0.7
and Ma1 = 1.2, (a) Navier-Stokes model, (b) 13-moment model and (c) 14-moment model.
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Figure 6.25: The early time evolution of granular temperature for a restitution coefficient of
α = 0.9. Top row: Ma1 = 1.2 and bottom row: Ma1 = 2, (a) Navier-Stokes model, (b)
13-moment model and (c) 14-moment model.
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cient of α = 0.9 and for Mach numbers of Ma1 = 1.2 and 2.0, using Navier-Stokes model (panel

(a)), 13-moment model (panel (b)) and 14-moment model (panel (c)). All models qualitatively

predict the same behavior for the velocity. It is evident from all velocity profiles that the local

Mach number is maximum in the upstream reference state and decreases through the shock

layer, reaching its minimum value in the down stream state. The velocity profiles at higher

Mach numbers (Ma1 = 2.0) evolve in a similar fashion, see the bottom row of Fig. 6.26.
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Figure 6.26: The early time evolution of velocity for a restitution coefficient of α = 0.9. Top
row: Ma1 = 1.2 and bottom row: Ma1 = 2, (a) Navier-Stokes model, (b) 13-moment model and
(c) 14-moment model.

The early time evolution of the skew temperature (θs) profiles are presented in Fig. 6.27 for

the restitution coefficient of α = 0.9 and for a Mach number of Ma1 = 1.2, using Navier-Stokes

model (panel (a)), 13-moment model (panel (b)) and 14-moment model (panel (c)). The black,

red and blue lines in each panel represent the solutions at t = 2, 4 and t = 10, respectively.

From Fig. 6.27, we may conclude that the skew temperature, which is initially zero, attains a

maximum value in very short time and there after it decrease with time. Moreover, a two-peak

structure is observed in the skew temperature profiles (from moment models) at t = 2 and

these two peaks are going to merge and form a single peak at time t = 10, this is evident from

Fig. 6.27. The qualitative nature of the skew temperature profiles at higher Mach numbers

(Ma1 = 2.0) and for the different values of the restitution coefficient remains similar, see the

bottom row of Fig. 6.27.

The early time dynamics of the granular heat flux profiles are depicted in Fig. 6.28 for a

restitution coefficient of α = 0.9 and for a two different Mach number of Ma1 = 1.2 (top row

panels) and Ma1 = 2 (bottom row panels), using Navier-Stokes model (panel (a)), 13-moment

model (panel (b)) and 14-moment model (panel (c)) with the black, red and blue lines indicating
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Figure 6.27: The early time evolution of the skew temperature (θs) for a restitution coefficient
of α = 0.9. Top row: Ma1 = 1.2 and bottom row: Ma1 = 2, (a) Navier-Stokes model, (b)
13-moment model and (c) 14-moment model. In each panel black, red and blue lines indicates
the solutions at t = 2, 4 and t = 10, respectively.
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Figure 6.28: The early time dynamics of the granular heat flux (q) for a restitution coefficient
of α = 0.9. Top row: Ma1 = 1.2 and bottom row: Ma1 = 2, (a) Navier-Stokes model, (b)
13-moment model and (c) 14-moment model. In each panel black, red and blue lines indicate
the solutions at t = 2, 4 and t = 10, respectively.
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Figure 6.29: The time evolution of the fourth order fully contracted moment (∆) for the resti-
tution coefficient of α = 0.9 with panel (a) indicates the solutions for Ma1 = 1.2, panel (b) for
Ma1 = 1.5 and panel (c) for Ma1 = 2. Coloured lines namely black, red and blue in each panel
indicate the solutions at t = 2, 4 and t = 10, respectively.

the solutions at t = 2, 4 and t = 10, respectively. It seems that the granular heat flux which is

initially zero at both upstream and downstream ends, approaches a negative value within the

shock layer at very early times and the magnitude of this minimum decreases with time, which

is evident from Fig. 6.28. We observe that the heat flux profiles predicted by Navier-Stokes

model and extended hydrodynamic models are qualitatively similar at time t = 10, but some

differences can be found between moment models and Navier-Stokes model at initial times. We

also note that the absolute of minimum value of granular heat flux increases with increasing

Mach number (Ma1) which is clear from the bottom panels of Fig. 6.28.

The time evolution of the fourth order moment (∆) is presented in Fig. 6.29 (a,b,c) for

a restitution coefficient of α = 0.9 for three Mach numbers Ma1 = 1.2 (panel(a)), Ma1 = 1.5

(panel(b)), and Ma1 = 2 (panel(c)), respectively. We observe that the the fourth order moment

(∆), which has an initial value ∆1 = ∆2 ≈ −0.01456, reaches its maximum value at an early

time and its maximum decreases with time. We also observe that the magnitude of the fourth

order moment increases with increasing Mach number (Ma1).

6.3.2 Density overshoot and its characterization

The density overshoot, (△ρ ≡ (ρmax − ρ2)), which is defined in Eq. (6.18) and its behavior

was presented in chapter 4 from Euler and Navier-Stokes models. Here we present its temporal

evolution using moment models and compare it with the predictions of Navier-Stokes model.

The time evolution of △ρ is depicted in Fig. 6.30 (a,b,c). The evolution of △ρ with time, for an

upstream Mach number of Ma1 = 1.2 and the restitution coefficients of α = 0.9, 0.7 are shown

in Fig. 6.30 (a),(b) respectively, whereas Fig. 6.30 (c) shows the same for an upstream Mach

number of Ma1 = 2 and a restitution coefficient of α = 0.9. From Fig. 6.30, we find that △ρ > 0

in a granular gas and its magnitude increases with time (but △ρ = 0 for a molecular gas), which

is predicted by all models discussed here. It is noteworthy that

(△ρ)14m ≈ (△ρ)13m < (△ρ)NS ≤ (△ρ)10m, (6.19)
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except for very short early times. It is evident from Fig. 6.30 (a,b,c) that the magnitude of △ρ
increases with increasing Mach number and the dissipation (i.e. with decreasing α).
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Figure 6.30: The temporal evolution of the density overshoot, (△ρ ≡ (ρmax − ρ2)). Panel (a)
represents the evolution of △ρ, for Ma1 = 1.2 and α = 0.9. Panel (b) and panel (c) represents
the same as panel (a), but for Ma1 = 1.2, α = 0.7 and for Ma1 = 2 and α = 0.9, respectively.
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Figure 6.31: The temporal evolution of the spatial location of ρmax. Panel (a) represents the
evolution of ρmax, for Ma1 = 1.2 and α = 0.9. Panel (b) and panel (c) represents the same as
panel (a), but for Ma1 = 1.2, α = 0.7 and for Ma1 = 2 and α = 0.9, respectively.

Figures 6.31 (a,b,c) confirm that the spatial location of ρmax is shifting to the right with

time, from which one can estimate the shock speed. The normalized speed of density maximum

is defined as

ṽs =
vs
c
, (6.20)

where c is the adiabatic sound speed (see Eq. 3.10). Its temporal evolution is presented in Fig.

6.32 (a,b,c). It is observed that the normalized shock speed, ṽs, approaches a steady asymptotic

value at long times, which is well predicted by all models. Comparing the main panels with

the insets of Fig. 6.32 (a,b), we may conclude that the normalized shock speed ṽs has a weak

dependence on the restitution coefficient. Moreover comparing the main panels of Fig. 6.32

(a,b) with the main and inset panels of Fig. 6.32 (c), we find that the normalized shock speed

ṽs increases with the upstream Mach number (Ma1). Overall, we may conclude that all moment

models predict the same normalized shock speed,

(ṽs)14m ≈ (ṽs)13m ≈ (ṽs)10m ≈ (ṽs)NS ≈ (ṽs)Euler, (6.21)
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Figure 6.32: Evolution of normalized shock speed, ṽs = vs/c, where vs is the speed of the
density-peak and c =

√

γθ1(0) is the adiabatic sound speed. Panel (a) indicates the evolution
of ṽs, for α = 0.9 (main panel) and α = 0.7 (inset) with Ma1 = 1.2. Panel (b) indicates the
same as in panel (a) but for Ma1 = 2 and panel (c) indicates the evolution of ṽs, for Ma1 = 1.5
(main panel) and Ma1 = 3 (inset) with α = 0.9.

which means that the density peak travels with a steady constant speed at sufficiently late times.

6.3.3 Comparison of temperature decay with Haff’s law
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Figure 6.33: Temporal evolution of the maximum granular temperature θmax: (a) for Ma1 = 1.2,;
the main panel of (b) for Ma1 = 1.5 and the inset for Ma1 = 2. The red curve in each panel
represents Haff’s law, blue and black curves represents numerical solutions from N-S model and
14-moment model, respectively.

We recall from Fig. 6.25 that the temperature maximum (θmax) occurs within the shock

layer and it decays as time progresses. The predictions of 14-moment model and N-S model for

the temporal evolution of θmax are shown in Fig. 6.33 (a) for a Mach number of Ma1 = 1.2 with

α = 0.9 (upper curves) and 0.7 (lower curves). Figure 6.33 (b) shows the same but for the Mach

number of Ma1 = 1.5 with α = 0.9 (main panel) and for the Mach number of Ma1 = 2 with

α = 0.9 (inset). The red line denotes the Haff’s law, Eq. (5.80), which is superimposed with

the numerical solutions of 14-moment and N-S model. Surprisingly the maximum temperature
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(θmax) seems to follow Haff’s law up to a critical time [tc, defined in Eq. 4.22] for weak shock

(Ma1 = 1.2), but thereafter it decays much slower compared to Haff’s law. For strong shocks,

θmax decays faster than Haff’s law for t < tc and much slower than Haff’s law for t > tc. From

Fig. 6.33 (a,b), we conclude that 14-moment model and other moment models approximately

predicts the same critical time (tc) for all Mach numbers and the restitution coefficients, and

the critical time decreases with increasing inelasticity (1−α) and upstream Mach number Ma1.

6.4 Summary: Predictions of Extended Hydrodynamic Models

We presented shock structure solutions in a molecular gas as well as in a dilute granular gas

by solving the extended hydrodynamic equations, in particular, 10-moment, 13-moment, 14-

moment equations along with Navier-Stokes equations for hard spheres. For both molecular and

granular shock waves, the results on the density, the temperature, the skew temperature, the heat

flux and the fourth moment are compared among these models. The extended hydrodynamic

equations yield steady smooth shock solutions up to a critical Mach number (Macr) as elaborated

in §5.3. For shock wave results in a molecular gas, the agreement for the shock solutions of the

moment equations, namely, 13-moment and 14-moment equations, is better than those predicted

by Navier-Stokes equations. The results show reliable qualitative and quantitative agreement

with DSMC simulations for Mach numbers up to Ma ≈ 2.0 [see Fig. 6.18]. It is noted that

for Mach numbers Ma ≈ 1.3, the shock width described by Navier-Stokes, the 13-moment and

14-moment equations are within the DSMC computational scatter, whereas the shock width

described by the 10-moment equations is in poor agreement with DSMC data. For Mach numbers

Ma > 1.3, the 13-moment and 14-moment model predictions are more accurate than those of

Navier-Stokes model.

For shock waves in a granular gas, we observed a density overshoot which is not present in

the case of a molecular gas, and every model predicts this feature. Among all models presented

here, the 14-moment model predicts a lesser density overshoot [Eq. (6.19)]. We also found that

at sufficiently late times the density peaks travels with a steady constant speed. Interestingly,

all models predict the same asymptotic value for the normalized shock speed. It is shown that

the maximum temperature within the shock-layer follows the Haff’s law up to a critical time

and decays much slower for t > tc. Different moment models do not seem to have any noticeable

effect on the magnitude of the critical time for given control parameters.





Chapter 7

Regularized Moment Equations for a

Granular Gas

7.1 Introduction

In Chapter 6, we presented shock wave solutions for both molecular and granular gases using

10-,13-, and 14-moment models. It was shown that the shock profiles predicted by all moment

models are discontinuous when the Mach number is larger than the respective Macr as discussed

in §5.4. The smooth shock solutions can be obtained if the moment equations are made parabolic

via some regularization technique [(Struchtrup 2004)].

In this chapter we present a detailed derivation of “regularized” moment equations for a dilute

granular gas. To regularize the 14-moment equations and the 10-moment equations for inelastic

hard-spheres we adopt the order-of-magnitude method of Struchtrup (2004). We also show that

Navier-Stokes hydrodynamic model can be obtained by regularizing the Euler model. Finally, to

show the difference between moment model and “regularized” moment model, we apply the R10-

moment model to plane shock wave problem and the results are compared with the 10-moment

model.

7.2 An Overview of the Order-of-Magnitude Method

The order-of magnitude method introduced by Struchtrup (2004) gives a new solution for the

closure problem in kinetic theory of gases for the infinite set of moment system obtained from the

Boltzmann equation. This means that the problem of solving the Boltzmann equation is moved

to moment space from the phase space [(Struchtrup 2004)]. The order-of magnitude method

of Struchtrup is motivated from the “consistent-order extended thermodynamics” (COET) of

Müller et al. (2003). This method consists of three basic steps which are given [(Struchtrup

2004, 2005a,b)] as follows:

1. Finding the order of magnitude λ of the moments.

The main aim of this step is to see the order of magnitude of moments in powers of a

small parameter (ε, usually this should be the Knudsen number). Towards this aim, a

higher-order / non-conserved moment ψ is expanded in powers of ε as

ψ = ψ0 + εψ1 + ε2 ψ2 + · · · . (7.1)

The above expansion is similar to the Chapmann-Enskog expansion which is applied on the

distribution function. In this method the primary focus is to determine the leading order

of ψ, unlike usual Chapmann-Enskog expansion where we compute ψi’s for i = 0, 1, 2, · · · .

105
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The leading order of a moment ψ is obtained by inserting the above ansatz (7.1) into the

system of moment equations. If ψi = 0 for all i < λ, then a moment ψ is said to be of

leading order λ. The order of magnitude of a moment ψ is nothing but the leading order

of that moment. This step of the order-of-magnitude method [(Struchtrup 2004, 2005b)]

follows from the idea of “Consistent order extended thermodynamics(COET)” [(Müller

et al. 2003)], in which those authors performed a Maxwellian iteration procedure [(Trues-

dell & Muncaster 1980)] instead of a Chapmann-Enskog expansion.

2. Construction of moment set with minimum number of moments at order λ.

In this step, a few of the moments chosen initially are combined linearly to introduce

new variables in the system. The new variables are built in such a way that the number

of moments at a given order λ is minimum. This step provides an unambiguous set of

moments at order λ and ensures that the final result will not be dependent on the initial

choice of moments (Struchtrup 2004).

3. Removal of all terms in all equations that would lead to contributions of orders λ > λ0 in

the balance laws.

This follows from the definition of the order of accuracy λ0: “A set of equations is said to

have a accurate of order λ0, if the stress tensor σij and the heat flux vector qi are known

within the order O(ελ0)”. This definition of the order of accuracy relies on the fact that

all moment equations are strongly coupled. This means that each term in every moment

equation has some influence on all other equations, especially on the conservation laws.

The influence of every term can be weighted by powers of ε (usually the Knudsen number

Kn), and is related, but not same as the order of magnitude of the moments present in

that term. A theory of order λ0 will only consider those terms in all the equations whose

leading order of influence in the conservation laws is λ ≤ λ0. This implies that all terms

in the moment equations that are of leading order λ ≤ λ0 must be detained and terms not

satisfying this condition are ignored.

The order-of-magnitude method gives the Euler and Navier-Stokes-Fourier equations at

zeroth and first order, respectively, and hence agrees with the classical Chapmann-Enskog

method in the lower orders. At second order this approach yields the well known 13-

moment equations of Grad [(Grad 1949)] and at third order it gives a “regularization” of

the Grad moment equations, the so-called R13 moment equations. These R13 moment

equations were first derived in [(Struchtrup & Torrilhon 2003; Torrilhon & Struchtrup

2004)] by combining two closure-methods, namely, Grad and Chapmann-Enskog.

7.3 14-Moment Equations for a Granular Gas

As discussed in Chapter 2, the state of the granular gas is described by a set of moments of

the single-particle distribution function f(r,v, t). In general, the moment of the distribution

function is defined as

〈φ〉 =
∫

φ f dv. (7.2)
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where φ is a polynomial of the particle velocity vvv. To obtain the well-known 13-moment theory

of Grad [Grad (1949)] one has to take φ = m{1, vi, 13C2, C〈iCj〉,
1
2C

2Ci}. So the variables under

consideration in Grad’s 13-moment system are the moments ρ, ρ ui, p, σij , qi. In order to obtain

the 14-moment system, an extra moment, namely, the contracted fourth-order moment,

R = 〈mC4〉 =
∫

mC4 f dv, (7.3)

is added. It is convenient to use a dimensionless non-equilibrium part of R, denoted by ∆, and

is defined by

∆ =
1

15 ρ θ2
(R−Req) =

1

15 ρ θ2

∫

mC4 (f − f eq) dv, (7.4)

where

f eq =
n

(2πθ)
3
2

e−
C2

2θ (7.5)

is the equilibrium distribution function. At equilibrium the contracted fourth order moment Req

is given by

Req =

∫

mC4 f eq dv = 15 ρ θ2, (7.6)

where ρ and θ are the density and temperature, respectively.

As discussed in Chapter 2, the basic equations for the 14-moment system (ρ, ρ ui, θ, σij, qi,∆)

of a dilute granular gas read as

∂ρ

∂t
+
∂ (ρ ui)

∂xi
= 0, (7.7)

∂ (ρ ui)

∂t
+
∂ (ρ ui uj)

∂xj
+

∂p

∂xi
+
∂σij
∂xj

= 0, (7.8)

ρ

(

∂θ

∂t
+ ui

∂θ

∂xi

)

+
2

3

(

ρ θ
∂ui
∂xi

+ σij
∂ui
∂xj

+
∂qi
∂xi

)

= −D, (7.9)

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= σsij , (7.10)

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= qsi , (7.11)

15 ρ θ2
(

∂∆

∂t
+ ui

∂∆

∂xi

)

− 20 (1 +∆) θ

(

∂qi
∂xi

+ σij
∂ui
∂xj

)

+
∂Si
∂xi

+ 4Rij
∂ui
∂xj

− 8 qi
∂θ

∂xi
− 8

ρ
qi

(

∂σij
∂xj

+ θ
∂ρ

∂xi

)

= ∆s, (7.12)

where the angular brackets over subscripts denote deviatoric part of respective tensors. In

the above equations, for notational convenience, the higher-order moments Q〈ijk〉 and R〈ij〉 are

replaced with Qijk and Rij , respectively. So the definitions of higher-order moments which
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appear in the above transport equations are given as

Qijk =

∫

mC〈iCjCk〉fdv, (7.13)

Rij =

∫

mC2C〈iCj〉fdv, (7.14)

Si =

∫

mC2C2Cifdv, (7.15)

and the source terms are given by

D =
md2 ( 1− α2 )

12

∫

ggg·kkk> 0
(ggg · kkk)3 f1 f dkkkdv1dv (7.16)

σsij =
1

2

∫

(ggg·kkk)> 0
m ( Ć〈iĆj〉 + Ć1〈i

´C1j〉 − C〈iCj〉 − C1〈iC1j〉 )f1 f d
2 (ggg · kkk) dkkkdv1dv (7.17)

qsi =
1

2

∫

(ggg·kkk)> 0

m

2
( Ć2Ći + Ć1

2
Ć1i − C2Ci − C2

1 C1i ) f1 f d
2 (ggg · kkk) dkkkdv1dv, (7.18)

∆s = Rs + 30 (1 + ∆)D θ, (7.19)

Rs =
1

2

∫

m [ Ć4 + Ć1
4 − C4 − C4

1 ] f1 f d
2 (ggg · kkk) dkkkdv1dv. (7.20)

The first two equations (7.7) and (7.8) represent the conservation laws for mass and momen-

tum, respectively, while Eqs. (7.9), (7.10), (7.11) and (7.12) represent the balance laws for the

energy, the deviatoric part of the pressure tensor, the heat flux vector and the dimensionless

non-equilibrium part of fourth-order contracted moment, respectively. Equations (7.10), (7.11)

and (7.12) do not form a closed set of equations as they contains additional moments, Qijk,Rij ,

and Si of higher order as defined in Eqs. (7.13), (7.14) and (7.15). These additional terms must

be related to the variables under consideration via the distribution function. The variables under

consideration in 14-moment system, the Grad’s non-equilibrium distribution function [Kremer

& Marques Jr (2011)] reads

f |14 = fM

(

1 +
σij
2ρθ2

CiCj +
qi

5ρθ3

(

C2 − 5θ
)

Ci +
(C4 − 10C2θ + 15θ2

8θ2

)

∆

)

. (7.21)

Using the above distribution function one can compute the constitutive equations for the

additional moments of the distribution function. Using the distribution function (7.21) one can

express the higher-order moments in terms of lower-order moments as

Qijk|14 = 0, Rij|14 = 7 θ σij , Si|14 = 28 θ qi, (7.22)

and similarly one can evaluate the collisional source terms. To evaluate the collisional source

terms D and Rs, only linear terms in ∆ are retained but to determine σsij and q
s
i the products of

∆ with σij and qi, in addition to the linear terms, are retained [Kremer & Marques Jr (2011)].
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D =
4

3 τr
(1− α2)

[

1 +
3∆

16

]

ρ θ,

σsij = − 4

5 τr
(1 + α) (3 − α)

[

1 − ∆

32

]

σij ,

qsi = − 1

15 τr
(1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

qi,

Rs = − 4

τr
(1 + α)

[

(2α2 + 9) (1 − α) + (30α2 (1 − α) + 271 − 207α)
∆

16

]

ρ θ2

∆s =
4

τr
(1 + α)

[

(1 − α) (1 − 2α2) − (30α2 (1 − α)− 17α + 81)
∆

16

]

ρ2 θ2.

(7.23)

In the above equations we have introduced a relaxation time, τr, which is given by

τr =
m

ρd2
√
π θ

. (7.24)

Insertion of the expressions for additional moments given in (7.22) and the collisional source

terms given in (7.23) into Eqs. (7.7) - (7.12) yields the Grad-type 14-moment system for a dilute

granular gas. Like, the well-known Grad’s 13-moment system, the present 14-moment system

is symmetric hyperbolic [Müller & Ruggeri (2013); Weiss (1995)] and develops discontinuous

stationary shocks for the Mach numbers above 1.763. The main difference between 13-moment

and 14-moment systems when applied to stationary shock wave problem is that the critical Mach

number is increased from Macr|13 = 1.65 to Macr|14 = 1.763 - we have analysed this issue in §5.4.
The primary goal of this Chapter is to derive a set of 14-moment equations which admit

continuous shock solutions at any Mach number. Towards this goal, we follow the order-of-

magnitude method of Struchtrup (2004). It is shown §7.4.1 that the resulting equations have

additional higher-order gradient terms that regularize the 14-moment theory [Eq. (7.7) - (7.12)].

7.4 Regularization of 14-Moment Equations

To regularize the 14-moment system, Eq. (7.7) - Eq. (7.12), we introduce the deviations of

Qijk,Rij , and Si from their values obtained from the 14-moment distribution function (7.21) as

Q̃ijk = Qijk −Qijk|14 = Qijk,

R̃ij = Rij −Rij|14 = Rij − 7 θ σij,

S̃i = Si − Si|14 = Si − 28 θ qi.

(7.25)

It is clear from the above that for the fourteen moment closure Q̃ijk = R̃ij = S̃i = 0. In

order to compute non-zero approximations for these deviation quantities, one has to consider

the evolution equations for Qijk,Rij , and Si. The moment transport equations for Qijk,Rij ,
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and Si are given by

∂Qijk

∂t
+
∂ (Qijk ul)

∂xl
+
∂Rijkl

∂xl
+

3

7

∂R〈ij
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− 3

ρ
σ〈ij
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∂xk〉
− 3

ρ
σ〈ij

∂σk〉l
∂xl

+ 3Ql〈ij
∂uk〉
∂xl

+
12

5
q〈i

∂uk〉
∂xj

= Qs
ijk, (7.26)

∂Rij

∂t
+
∂ (Rij uk)

∂xk
+
∂Nijk

∂xk
+

2

5

∂S〈i
∂xj〉
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∂ul
∂xk

+
14

15
R
∂u〈i
∂xj〉

+ 2Rk〈i
∂uj〉
∂xk

+
4

5
Rk〈i

∂uk
∂xj〉

+
6

7
R〈ij

∂uk〉
∂xk

− 2

ρ
Qijk

∂pkl
∂xl

− 28

5 ρ
q〈i

∂pj〉k
∂xk

= Rs
ij , (7.27)

∂Si
∂t

+
∂ (Si uj)

∂xj
+
∂M(6)

ij

∂xj
+ 4Nijk

∂uk
∂xj

− 4

ρ
Rij

∂pjk
∂xk

− 7

3

R

ρ

∂pij
∂xj

+
4

5

(

Si
∂uj
∂xj

+ Sj
∂uj
∂xi

)

+
9

5
Sj

∂ui
∂xj

= Ss
i , (7.28)

where the source terms are defined as

Qs
ijk =

1

2

∫

(ggg·kkk)> 0
m
(

Ć〈iĆ〈jĆk〉 + Ć1〈i
´C1j〉

´C1k〉 − C〈iCj〉Ck〉 − C1〈iC1j〉C1k〉

)

f1 f d
2 (ggg · kkk) dkkkdv1dv,

(7.29)

Rs
ij =

1

2

∫

(ggg·kkk)> 0
m
(

Ć2Ć〈iĆj〉 + Ć2
1

´C1〈i
´C1j〉 − C2C〈iCj〉 − C2

1C1〈iC1j〉

)

f1 f d
2 (ggg · kkk) dkkkdv1dv,

(7.30)

Ss
i =

1

2

∫

(ggg·kkk)> 0
m
(

Ć2Ć2Ći + Ć1
2
Ć1

2
Ć1i − C2C2Ci − C2

1C
2
1 C1i

)

f1 f d
2 (ggg · kkk) dkkkdv1dv.

(7.31)

Note that the equations (7.26 - 7.28) have been derived by following the same procedure as

discussed in §2.3 of Chapter 2. Further the higher order moments involved in equations (7.26 -

7.28) are defined as

Rijkl =

∫

mC〈iCjCkCl〉fdv, (7.32)

Nijk =

∫

mC2C〈iCjCk〉fdv, (7.33)

M(6)
ij =

∫

mC2C2CiCjfdv. (7.34)

7.4.1 Procedure to calculate regularized terms

Our aim is to find the non-zero contributions of Q̃ijk, R̃ij and S̃i [see Eq. (7.25)] and hence

one has to consider linear contributions in terms of Q̃ijk, R̃ij and S̃i when evaluating the above

source terms. To determine the constitutive relations for source terms, one must consider the

fifth-order approximation for the non-equilibrium distribution function which also contains the

moments under consideration for the regularization process. Hence one has to consider the
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following fifth-order approximation for the distribution function [Gu & Emerson (2009)]

f = fM

(

1 +
σij

2 ρ θ2
CiCj +

qi
5 ρ θ3

(C2 − 5 θ)Ci +

(

C4 − 10C2 θ + 15 θ2

8 θ2

)

∆ +
Qijk

6 ρ θ3
CiCj Ck

+
(Rij − 7 θ σij)

28 ρ θ4
(C2 − 7 θ)CiCj +

(Si − 28 θ qi)

280 ρ θ5
(C4 − 14C2θ + 35 θ2)Ci

)

,

(7.35)

where the underlined terms are new in comparison to the distribution function (7.21) that holds

for a 14-moment system. In fact, Eq. (7.35) generates a system of 29-moment equations.

Using (7.35), the source terms (7.29), (7.30), and (7.31) have been evaluated which are linear

in Q̃ijk, R̃ij , and S̃i, respectively, and are given by

Qs
ijk = − 6

5 τr
(1 + α) (3 − α) Q̃ijk, (7.36)

Rs
ij = − 1

105 τr
(1 + α) [499 − 6α (48 + α(5α − 11))] R̃ij , (7.37)

Ss
i = − 1

3360 τr
(1 + α)

[

20551 − 13947α + 5217α2 − 3093α3
]

S̃i. (7.38)

Now we outline the procedure of obtaining non-zero values for the deviation quantities

Q̃ijk, R̃ij , and S̃i, using the transport equations of Qijk [Eq.(7.26)], Rij [Eq.(7.27)], and Si

[Eq.(7.28)], respectively. Firstly we insert the deviation quantities Q̃ijk, R̃ij , and S̃i [(7.25)] into

the transport equations of Qijk, Rij, Si and all the time derivatives of the fourteen field variable

(ρ, ρ ui, θ, σij, qi,∆) are eliminated using their corresponding transport equations (7.7 - 7.12).

After some simple algebra and with the help of the source terms (7.36 - 7.38), one obtains the

following set of evolution equations
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+
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5
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Q̃ijk, (7.39)
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R̃ij , (7.40)
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where

A1 =
6

5
(1 + α) (3 − α), (7.42)

A2 =
1

105
(1 + α) [499 − 6α (48 + α(5α − 11))] , (7.43)

A3 =
1

3360
(1 + α)

[

20551 − 13947α + 5217α2 − 3093α3
]

. (7.44)

Following the arguments of Struchtrup & Torrilhon (2003) [see also, Struchtrup & Torrilhon

(2013)], we assume that the non-equilibrium moments of the 14-moment system, i.e., σij , qi and

∆, change on the time scale defined by τr, while all other non-equilibrium moments Qijk,Rij ,

and Si change on a faster time scale ε τr where ε is a small parameter. [Indeed, we will set this

small parameter ε equal to unity at the end]. Using the above argument, Eqs. (7.39) -(7.41) are

changed slightly on the right hand side which contains the small parameter ε, and are given by
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The above Eqs. (7.45) -(7.47) are now expanded in terms of the small parameter ε via

Q̃ijk = Q̃(0)
ijk + ε Q̃(1)

ijk + · · · ,
R̃ij = R̃(0)

ij + ε R̃(1)
ij + · · · , (7.48)

S̃i = S̃
(0)
i + ε S̃

(1)
i + · · · .

Here we account for terms up to first order in ε. The above expansion is a Chapman-Enskog-like

expansion, with ε being the small parameter. For a detailed discussion, we refer to Struchtrup

& Torrilhon (2003), Struchtrup (2004) and Struchtrup & Torrilhon (2013).

Now inserting the ansatz (7.48) into the balance laws for Q̃ijk, R̃ij , and S̃i, i.e., Eqs. (7.45)

- (7.47), we compare the terms of the same order in ε. It is straightforward to verify that the

zeroth-order approximations of Q̃ijk, R̃ij, and S̃i resulting from balancing terms of order ε−1,

gives

Q̃(0)
ijk = R̃(0)

ij = S̃
(0)
i = 0. (7.49)

Hence the zeroth-order approximation gives the original 14-moment system as discussed in §7.3
(also in chapter 2).

The first-order approximations of Q̃ijk, R̃ij, and S̃i, resulting from balancing terms of order

ε0, can be written as
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where the notation
[

·
]

|f14
indicates that all moments inside the square brackets must be evaluated

with the fourteen-field phase density f14, which is given by (7.21). The constitutive relations

for higher-order moments using the fourteen-field density distribution function are given by

Rijkl|14 = Nijk|14 = 0, M(6)
ij = 35 ρ θ3 (1 + 3∆) δij + 63 θ2 σij,

and Q̃ijk|14 = R̃ij|14 = S̃i|14 = 0. (7.53)

Finally the corrections to 14-moment equations are obtained as follows after setting ε = 1.
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θ q〈i

∂ ln ρ

∂xj〉

− 28

5 ρ
q〈i

∂σj〉k
∂xk

+ 4 θ σk〈i
∂uj〉
∂xk

+ 4 θ σk〈i
∂uk
∂xj〉

− 8

3
θ σij

∂uk
∂xk

− 14

3 ρ
σij σkl

∂uk
∂xl

− 14

3 ρ
σij

∂qk
∂xk

+ 14 ρ θ2 ∆
∂u〈i
∂xj〉

]

, (7.55)

S̃i = S̃
(1)
i = − τr

A3

[

28 θ qsi − 28

ρ
qiD + 140 ρ θ2 ∆

∂θ

∂xi
+ 28 θ σij

∂θ

∂xj
+ 35 ρ θ3

∂∆

∂xi

− 35 θ2∆
∂σij
∂xj

− 56

3

(

qi
ρ

∂qj
∂xj

+ θ qi
∂uj
∂xj

+
qi
ρ
σjk

∂uj
∂xk

)

+
56

5
θ

(

qi
∂uj
∂xj

+ qj
∂ui
∂xj

+ qj
∂uj
∂xi

)]

. (7.56)

7.4.2 Regularized 14-moment equations

The above corrections, Eqs. (7.161 - 7.56), must be inserted into the equations for stress tensor,

heat flux vector and the fourth order contracted moment which read

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+ 2 p
∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

+
∂Q̃ijk

∂xk
= σsij, (7.57)

∂qi
∂t

+
∂(qi uj)

∂xj
+

5

2
σij

∂θ

∂xj
+

5

2
ρ θ

∂θ

∂xi
+ θ

∂σij
∂xj

− σij
ρ

∂σjk
∂xk

− σij θ
∂ ln ρ

∂xj

+
5

2

∂
(

ρ θ2∆
)

∂xi
+

7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+
1

2

∂R̃ij

∂xj
+ Q̃ijk

∂uj
∂xk

= qsi , (7.58)

15 ρ θ2
(

∂∆

∂t
+ ui

∂∆

∂xi

)

+ 4 (2 + 5∆) θ

(

∂qi
∂xi

+ σij
∂ui
∂xj

)

+ 20 qi
∂θ

∂xi

− 8

ρ
qi

(

∂σij
∂xj

+ θ
∂ρ

∂xi

)

+
∂S̃i
∂xi

+ 4 R̃ij
∂ui
∂xj

= ∆s. (7.59)

Note that the underlined terms in Eqs. (7.57 - 7.59) are of higher-order and are dubbed “regu-

larization” terms which are absent in the original 14-moment theory [see Eqs. (7.7 - 7.12)].

Hence, we have derived the complete set of regularized equations for the 14-field variables

ρ, ui, θ, σij , qi,∆ that consists of Eqs. (7.7) - (7.9) and (7.57) - (7.59) with higher-order terms

given by (7.161) - (7.56). From now onwards we refer to these equations as the R14 equations,

where “R” stands for “regularized”, and 14 denotes the number of field variables.
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7.4.3 R14 Equations in One-Dimension

The R14-moment model is reduced to a system of six equations for the plane shock wave problem.

The one-dimensional field equations for R14-moment system, which involves six field variables

namely, the density (ρ(x , t)), the velocity (u(x , t)), the scalar temperature (θ(x , t)), the longi-

tudinal stress (σ(x , t)), the heat flux q(x , t), and the dimensionless non-equilibrium part of the

full contracted fourth-order moment ∆. The one-dimensional equations for the R14 extended

hydrodynamic model are

∂ρ

∂t
+

∂

∂x

(

ρ u
)

= 0, (7.60)

∂

∂t

(

ρ u
)

+
∂

∂x

(

ρ u2 + ρ θ + σ
)

= 0, (7.61)

∂

∂t

(

ρ u2 + 3 ρ θ
)

+
∂

∂x

(

ρ u3 + 5 ρ θ u + 2σ u + 2 q
)

= −3D, (7.62)

∂

∂t

(2

3
ρ u2 + σ

)

+
∂

∂x

(2

3
ρ u3 +

4

3
ρ θ u +

7

3
σ u +

8

15
q + Q

)

= σs, (7.63)

∂

∂t

(1

2
ρ u3 +

5

2
ρ θ u + σ u + q

)

+
∂

∂x

(1

2
ρ u4 + 4 ρ θ u2 +

5

2
σ u2 +

16

5
q u

+
7

2
σ θ +

5

2
ρ θ2 (1 + ∆) + Qu +

1

2
R
)

= qs + σs u − 5

2
D u, (7.64)

∂

∂t

(

ρ u4 + 10 ρ θ u2 + 4σ u2 + 8 q u + 15 ρ θ2 (1 + ∆)
)

+
∂

∂x

(

ρ u5 + 14 ρ θ u3

+ 8σ u3 +
84

5
q u2 + 35 ρ θ2 (1 + ∆)u + 28σ θ u + 28 θ q + 4Qu2 + 4Ru + S

)

= Rs + 8 qs u + 4σs u2 − 10D u2, (7.65)

where Q, R and S are non-zero terms which are arising from the regularization and these terms

are underlined in (7.63) - (7.65). The expressions for these non-zero terms and the source terms

D,σs, qs, and Rs are given by:

Q = Q̃xxx = −3 τr
A1

[

3

5
θ
∂σ

∂x
− 3

5
θ σ

∂ ln ρ

∂x
− 3

5

σ

ρ

∂σ

∂x
+

8

25
q
∂u

∂x

]

, (7.66)

R = R̃xx = − τr
A2

[

7 θ σs − 7
σ

ρ
D +

14

3

(

4

5
θ − σ

ρ

)

∂q

∂x
+

56

15
q

(

∂θ

∂x
− 1

ρ

∂σ

∂x

)

− 56

15
θ q

∂ ln ρ

∂x
+

(

8

3
θ σ − 14

3

σ2

ρ
+

28

3
ρ θ2∆

)

∂u

∂x

]

, (7.67)

S = S̃x = − τr
A3

[

28 θ qs − 28
q

ρ
D +

(

140 ρ θ2 ∆ + 28 θ σ
) ∂θ

∂x
− 35 θ2 ∆

∂σ

∂x

+ 35 ρ θ3
∂∆

∂x
− 56

3

q

ρ

∂q

∂x
+

56

3
q

(

4

5
θ − σ

ρ

)

∂u

∂x

]

, (7.68)
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D =
4

3

d2

m

√
π (1− α2)

[

1 +
3∆

16

]

ρ2 θ
3
2 , (7.69)

σs = −4

5

d2

m

√
π θ (1 + α) (3 − α)

[

1 − ∆

32

]

ρ σ, (7.70)

qs = − 1

15

d2

m

√
π θ (1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

ρ q, (7.71)

Rs = −4
d2

m

√
π θ (1 + α)

[

(2α2 + 9) (1 − α) + (30α2 (1 − α) + 271 − 207α)
∆

16

]

ρ2 θ2.

(7.72)

The numerical solution of the plane shock waves using R14-equations is left to a future work.

However, we will show some preliminary numerical results on shock waves using R10-equations

in Section 7.6.

7.5 Euler Equations and Their Regularized Forms

In this section we intend to show that the same idea [Struchtrup & Torrilhon (2003)] that

resulted in the R14 equations can be used to derive the equations of Navier-Stokes and Fourier.

These familiar equations can be obtained as the regularization of the 5-moment equations, better

known as Euler equations. In the following we shall show that the resulting NSF-equations differ

slightly if we start from (i) the 13-moment equations [§7.5.1], or, from (ii) the 14-moment theory

[§7.5.2].

7.5.1 Navier-Stokes-Fourier equations from 13-moment theory

The basic equations of gas dynamics, namely, the Euler equations, are obtained by taking

φ = m{1, vi, 13C2}, so the variables under consideration are the moments ρ, ρ ui, p = ρ θ and

the relevant moment equations are the mass conservation law (7.7), momentum conservation

law (7.8)and the energy equation (7.9).These five equations for five field variables ρ, ui, θ do not

form a closed set due to the presence of the pressure deviator σij and the heat flux vector qi in

these equations. It follows from (7.21) and (7.35) that the corresponding distribution function

for this closure is the Maxwellian distribution, f |5 = fM . The Maxwellian closure yields

σij|5 = 0, qi|5 = 0, ∆ = 0, (7.73)

and the resulting equations are the Euler equations.

It is well-known that the Euler equations are hyperbolic in nature and produces discontin-

uous shocks in super-sonic flows [Courant & Friedrichs (1948)]. For the regularization of these

equations we follow the same procudure adopted in the previous section. First consider the
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transport equations for σij and qi,

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= −A4

τr
σij, (7.74)

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= −A5

τr
qi,

(7.75)

where

A4 =
4

5
(1 + α) (3 − α), (7.76)

A5 =
1

15
(1 + α) (49 − 33α). (7.77)

Note that Eqs. (7.7 - 7.9) and Eqs. (7.74 - 7.75) form the 13-moment theory of Grad. We

introduce a small parameter ε in the right-hand sides of balance equations for σij and qi, which

then read

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= −1

ε

A4

τr
σij , (7.78)

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= −1

ε

A5

τr
qi.

(7.79)

Next, we make the following ansatz [Struchtrup & Torrilhon (2003)],

σij = σ
(0)
ij + ε σ

(1)
ij , qi = q

(0)
i + ε q

(1)
i , (7.80)

and compare the same order terms in ε. As expected we find the zeroth-order approximation to

be

σ
(0)
ij = 0, q

(0)
i = 0, (7.81)

which results in the Euler equations.

The first-order approximation yields

[

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

]

|f5

= −A4

τr
σ
(1)
ij , (7.82)
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[

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

]

|f5

= −A5

τr
q
(1)
i ,

(7.83)

where all moments inside the notation
[

·
]

|f5
must be replaced by their values evaluated with

the Maxwellian phase density f5 = fM . The constitutive relations for higher-order moments

using the Maxwellian phase density distribution function are given by

σij|5 = qi|5 = Qijk|5 = Rij|5 = 0 and R = 15 ρ θ2. (7.84)

From the above constitutive relations, Eq. (7.82) and Eq. (7.83) reduce to Navier-Stokes law

for the stress tensor and the Fourier law for the heat flux, respectively, and are given by

σij = σ
(1)
ij = −2µ

∂u〈i
∂xj〉

, (7.85)

qi = q
(1)
i = −κ ∂θ

∂xi
. (7.86)

Here, µ and κ denote shear viscosity and thermal conductivity, respectively, and are given as

µ =
5

4

m

d2

√

θ

π

1

(1 + α)(3− α)
, (7.87)

κ =
75

2

m

d2

√

θ

π

1

(1 + α) (49 − 33α)
. (7.88)

The above expressions for the transport coefficients of shear viscosity and thermal conductivity

coincides with the expressions of Jenkins & Richman (1985b) for the hard-sphere gas molecules.

Here it is noteworthy to say that the heat flux vector is only proportional to the temperature

gradient if we consider up to 13-moment theory.

It may be recalled that Navier-Stokes-Fourier (NSF) equations are parabolic in nature and

do not allow discontinuous shock solutions– in contrast, the Euler equations are hyperbolic

and admit discontinuous shock solutions. Thus, Navier-Stokes-Fourier (NSF) equations can be

considered as the “regularized” version of Euler equations, or, simply the R5-moment equations

(i.e. regularized five-field moment theory).

7.5.2 NSF equations from 14-moment theory

Here we show that Navier-Stokes-Fourier equations can be obtained from the 14-moment theory.

In §7.5.1, we found that the heat flux (7.86) follows the standard Fourier law. It is well-known

that the heat flux for a granular gas depends on gradient of density too [(Goldhirsch 2003)].

To obtain this gradient term in the Fourier law, we have to regularize the five-field theory by

considering fourteen-field variables as we show below. In this regard, we consider the transport
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equations for σij, qi and ∆,

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= −A6

τr
σij , (7.89)

∂qi
∂t

+
∂(qi uj)

∂xj
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
+

7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= −A7

τr
qi, (7.90)

15 ρ θ2
(

∂∆

∂t
+ ui

∂∆

∂xi

)

− 20 (1 +∆) θ

(

∂qi
∂xi

+ σij
∂ui
∂xj

)

+
∂Si
∂xi

+ 4Rij
∂ui
∂xj

− 8 qi
∂θ

∂xi
− 8

ρ
qi

(

∂σij
∂xj

+ θ
∂ρ

∂xi

)

= −A8

τr
[A9 ∆ − A10] ρ

2 θ2, (7.91)

where

A6 =
4

5
(1 + α) (3 − α)

[

1 − ∆

32

]

, (7.92)

A7 =
1

15
(1 + α)

[

49 − 33α + (19 − 3α)
∆

32

]

, (7.93)

A8 = 4 (1 + α), (7.94)

A9 =
1

16

(

30α2 (1 − α)− 17α + 81
)

, (7.95)

A10 = (1 − α) (1 − 2α2). (7.96)

As a first step in regularization, we introduce the small parameter ε in the right-hand sides

of transport equations for σij, qi and ∆, which are then read as

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= −1

ε

A6

τr
σij, (7.97)

∂qi
∂t

+
∂(qi uj)

∂xj
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
+

7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= −1

ε

A7

τr
qi, (7.98)

15 ρ θ2
(

∂∆

∂t
+ ui

∂∆

∂xi

)

− 20 (1 + ∆) θ

(

∂qi
∂xi

+ σij
∂ui
∂xj

)

+
∂Si
∂xi

+ 4Rij
∂ui
∂xj

− 8 qi
∂θ

∂xi
− 8

ρ
qi

(

∂σij
∂xj

+ θ
∂ρ

∂xi

)

= −1

ε

A8

τr
[A9 ∆ − A10] ρ

2 θ2, (7.99)

Secondly, we make the following ansatz [Struchtrup & Torrilhon (2003, 2013)],

σij = σ
(0)
ij + ε σ

(1)
ij , qi = q

(0)
i + ε q

(1)
i , ∆ = ∆(0) + ε∆(1). (7.100)

Substituting the above ansatz into equations (7.97)-(7.99) and compare the same order terms in

ε. It is easy to verify that the zeroth-order approximation for σij , qi and ∆, which results from

balancing the terms of order ε−1, gives

σ
(0)
ij = 0, q

(0)
i = 0, and ∆(0) = 0. (7.101)
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Hence the zeroth-order approximation again results in the Euler equations.

Now, balancing the terms of order ε0 we arrive at the first-order approximation, which yields

[

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

]

|f14

= −1

ε

A6

τr
σ
(1)
ij , (7.102)

[

∂qi
∂t

+
∂(qi uj)

∂xj
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
+

7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

]

|f14

= −1

ε

A7

τr
q
(1)
i , (7.103)

[

15 ρ θ2
(

∂∆

∂t
+ ui

∂∆

∂xi

)

− 20 (1 + ∆) θ

(

∂qi
∂xi

+ σij
∂ui
∂xj

)

+
∂Si
∂xi

+ 4Rij
∂ui
∂xj

− 8 qi
∂θ

∂xi
− 8

ρ
qi

(

∂σij
∂xj

+ θ
∂ρ

∂xi

)

]

|f14

= −1

ε

A8

τr

[

A9 ∆
(1) − A10

]

ρ2 θ2,

(7.104)

where all moments inside the notation
[

·
]

|f14
must be replaced by their values evaluated with the

14-moment phase density f14 which is given by (7.21). The constitutive relations for higher-order

moments using the 14-moment phase density distribution function are given by

Qijk|14 = 0, Rij|14 = 7 θ σij, Si|14 = 28 θ qi, R = 15 ρ θ2(1 + ∆). (7.105)

By substituting the constitutive relations (7.105) into equations (7.102) -(7.104) and balancing

the terms of order ε0, equations (7.102) -(7.104) reduces to the following.

σ
(1)
ij = −2 p τr

A6

∂u〈i
∂xj〉

, (7.106)

q
(1)
i = − 5 τr

2A7

[

ρ θ
∂θ

∂xi
+ 2 ρ θ∆(1) ∂θ

∂xi
+ θ2 ∆(1) ∂ρ

∂xi
+ ρ θ2

∂∆(1)

∂xi

]

, (7.107)

∆(1) =
A10

A9
=

16 (1 − α) (1 − 2α2)
(

30α2 (1 − α)− 17α + 81
) = ∆. (7.108)

Finally substituting (7.108) into equations (7.106) and (7.107) we arrive at Navier-Stokes law

and the Fourier law, respectively, and are given by

σij = σ
(1)
ij = −2µ

∂u〈i
∂xj〉

, (7.109)

qi = q
(1)
i = −κ ∂θ

∂xi
− κh

∂ρ

∂xi
. (7.110)

Here, µ, κ and κh denote shear viscosity, thermal conductivity and higher-order thermal con-
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ductivity, respectively, and are given

µ =
5

4

m

d2

√

θ

π

1

(1 + α)(3 − α)
[

1 − ∆
32

] , (7.111)

κ =
75

2

m

d2

√

θ

π

1 + 2∆

(1 + α)
[

49 − 33α + (19 − 3α) ∆
32

] , (7.112)

κh =
75

2ρ

m

d2
θ

√

θ

π

∆

(1 + α)
[

49 − 33α + (19− 3α) ∆
32

] . (7.113)

The above expressions for the shear viscosity µ, thermal conductivity κ and the higher-order

thermal conductivity κh are coincide with the expressions of (Garzó et al. 2007) and (Kremer &

Marques Jr 2011) and by neglecting ∆ these expressions coincide with the expressions of Jenkins

& Richman (1985b).

It is noteworthy that the heat flux vector, Eq. (7.110), is proportional to the temperature

gradient and also to the density gradient. The latter “non-Fourier” term is the main difference

between Navier-Stokes-Fourier equations obtained here and in §7.5.1. Of course, the transport

co-efficients obtained here [Eq. (7.111) - (7.113)] differ slightly from those in §7.5.1 [Eq. (7.87)

- (7.88)] due to the non-zero value of the fourth-order contracted moment (∆).

7.6 Planar Steady Shock: Smooth Solution from R10 Equations

Our analysis in §5.4 of Chapter 5 for steady plane shock waves using 10-moment model resulted

into a single ODE for the density field ρ(x):

dρ

dx
=

ρ3

3(γMa21 + 1)C1 ρ1 θ1

[D − σs

ρ− ρc

]

, (7.114)

where

ρc =
4γMa21

3(γMa21 + 1)
ρ1 (7.115)

Clearly, the density gradient blows up when ρ ≥ ρc, or, when Ma > Macr = 3/
√
5. We reanalyse

this problem in §7.6.2 using R10 equations as derived in §7.6.1.

7.6.1 R10 equations: derivation

Consider the 10-moment equations for a dilute granular gas.The variables under consideration

in the 10-moment system are the moments ρ, ρ ui, p, σij . Hence the basic transport equations
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for the this system (ρ, ρ ui, θ, σij) of dilute granular gas read as

∂ρ

∂t
+
∂ (ρ ui)

∂xi
= 0, (7.116)

∂ (ρ ui)

∂t
+
∂ (ρ ui uj)

∂xj
+

∂p

∂xi
+
∂σij
∂xj

= 0, (7.117)

ρ

(

∂θ

∂t
+ ui

∂θ

∂xi

)

+
2

3

(

ρ θ
∂ui
∂xi

+ σij
∂ui
∂xj

+
∂qi
∂xi

)

= −D, (7.118)

∂σij
∂t

+
∂(σij uk)

∂xk
+

4

5

∂q〈i
∂xj〉

+
∂Qijk

∂xk
+ 2 p

∂u〈i
∂xj〉

+ 2σk〈i
∂uj〉
∂xk

= σsij , (7.119)

where the angular brackets over subscripts denote deviatoric part of respective terms. The first

two equations (7.116) and (7.117) represent the conservation laws for mass and momentum,

respectively, while Eqs. (7.118) and (7.119) represent the balance laws for the energy and the

deviatoric part of the pressure tensor, respectively. Equations (7.118) and (7.119) do not form

a closed set of equations as they contains additional moments, qi and Qijk of higher order.

These additional terms must be related to the variables under consideration via the distribution

function. The variables under consideration in 10-moment system, the Grad’s non-equilibrium

distribution function [Kremer & Marques Jr (2011)] reads

f |10 = fM

(

1 +
σij
2ρθ2

CiCj

)

. (7.120)

With the help of the distribution function (7.120) one can obtain the higher-order moments

presented in equations (7.118) and (7.119) to be

qi|10 = 0, Qijk|10 = 0, (7.121)

and the collisional source terms D and σsij are given in (7.23) with ∆ to be zero. Therefore, the

10-moment system consists of Eqs. (7.116 - 7.119) in the absence of underlined terms.

In order to regularize the 10-moment system, one has to consider the moment equations for

qi and Qijk. The moment transport equations for qi and Qijk are given by

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= qsi , (7.122)

∂Qijk

∂t
+
∂ (Qijk ul)

∂xl
+
∂Rijkl

∂xl
+

3

7

∂R〈ij
∂xk〉

− 3

ρ
σ〈ij

∂p

∂xk〉
− 3

ρ
σ〈ij

∂σk〉l
∂xl

+ 3Ql〈ij
∂uk〉
∂xl

+
12

5
q〈i

∂uk〉
∂xj

= Qs
ijk. (7.123)

The higher-order moments involved in the above equations are evaluated with the distribution

function f |10, which is given in (7.120) and are given by

R = 15 ρ θ2, Rij|10 = 7 θ σij, Rijkl|10 = 0. (7.124)
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The source terms qsi and Qs
ijk are given by

qsi = −A5

τr
qi, Qs

ijk = −A1

τr
Qijk. (7.125)

As discussed in Sec.7.3 and 7.4, we assume that the non-equilibrium moments of the 10-

moment system, i.e., σij, change on the time scale defined by τr, while the remaining higher-

order non-equilibrium moments qi and Qijk change on a faster time scale ε τr, where ε is a small

parameter. Using these argument, equations (7.122) and (7.123) are changed slightly on the

right hand side which contains the small parameter ε:

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

= −1

ε

A5

τr
qi, ,

(7.126)

∂Qijk

∂t
+
∂ (Qijk ul)

∂xl
+
∂Rijkl

∂xl
+

3

7

∂R〈ij
∂xk〉

− 3

ρ
σ〈ij

∂p

∂xk〉
− 3

ρ
σ〈ij

∂σk〉l
∂xl

+ 3Ql〈ij
∂uk〉
∂xl

+
12

5
q〈i

∂uk〉
∂xj

= −1

ε

A1

τr
Qijk. (7.127)

As before inserting the following ansatz

qi = q
(0)
i + ε q

(1)
i + · · · , (7.128)

Qijk = Q(0)
ijk + εQ(1)

ijk + · · · , (7.129)

into equations (7.126) and (7.127), and comparing the terms of the same order in ε, it is straight-

forward to verify that the zeroth-order approximations of qi and Qijk resulting from balancing

terms of order ε−1, gives

q
(0)
i = 0, Q(0)

ijk = 0. (7.130)

Hence the zeroth-order approximation gives the original 10-moment system. The first-order

approximations of qi and Qijk, resulting from balancing terms of order ε0, can be written as

[

∂qi
∂t

+
∂(qi uj)

∂xj
+

1

2

∂Rij

∂xj
+

1

6

∂R

∂xi
− 5

2
θ

(

ρ
∂θ

∂xi
+ θ

∂ρ

∂xi
+
∂σij
∂xj

)

− σij
ρ

(

ρ
∂θ

∂xj
+ θ

∂ρ

∂xj
+
∂σjk
∂xk

)

+
7

5
qj
∂ui
∂xj

+
2

5
qi
∂uj
∂xj

+
2

5
qk
∂uk
∂xi

+ Qijk
∂uj
∂xk

]

|f10

= −A5

τr
q
(1)
i ,

(7.131)
[

∂Qijk

∂t
+
∂ (Qijk ul)

∂xl
+
∂Rijkl

∂xl
+

3

7

∂R〈ij
∂xk〉

− 3

ρ
σ〈ij

∂p

∂xk〉
− 3

ρ
σ〈ij

∂σk〉l
∂xl

+ 3Ql〈ij
∂uk〉
∂xl

+
12

5
q〈i

∂uk〉
∂xj

]

|f10

= −A1

τr
Q(1)

ijk, (7.132)
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where the notation
[

·
]

|f10
indicates that all moments inside the square brackets must be evaluated

with the ten field phase density f10, which is given in (7.120). The corrections to 10-moment

equations are obtained as

qi = q
(1)
i = − τr

A5

[

5

2
ρ θ

∂θ

∂xi
+

5

2
σij

∂θ

∂xj
+ θ

∂σij
∂xj

− θ σij
∂ ln ρ

∂xj
− σij

ρ

∂σjk
∂xk

]

, (7.133)

Qijk = Q(1)
ijk = −3 τr

A1

[

θ
∂σ〈ij
∂xk〉

− θ σ〈ij
∂ ln ρ

∂xk〉
− σ〈ij

ρ

∂σk〉l
∂xl

]

, (7.134)

The above corrections must be inserted into the energy equation (7.118) and the stress

tensor equation (7.119) to get the complete set of regularized equations for the 10-field variables

ρ, ui, θ, σij that consists of Eqs. (7.116) - (7.119) with higher-order terms given by (7.133) -

(7.134). We refer to these equations as the R10 equations from now onwards, where “R” stands

for “regularized”, and 10 denotes the number of field variables.

7.6.2 One-dimensional conservation form of R10 equations

The R10-moment model is reduced to a system of four equations for the plane shock wave

problem. The one-dimensional field equations for R10-moment system, which involves four field

variables namely, the density (ρ(x , t)), the velocity (u(x , t)), the scalar temperature (θ(x , t)),

and the longitudinal stress (σ(x , t)). The one-dimensional equations for the R10-moment model

are

∂ρ

∂t
+

∂

∂x

(

ρ u
)

= 0, (7.135)

∂

∂t

(

ρ u
)

+
∂

∂x

(

ρ u2 + ρ θ + σ
)

= 0, (7.136)

∂

∂t

(

ρ u2 + 3 ρ θ
)

+
∂

∂x

(

ρ u3 + 5 ρ θ u + 2σ u + 2 q
)

= −3D, (7.137)

∂

∂t

(2

3
ρ u2 + σ

)

+
∂

∂x

(2

3
ρ u3 +

4

3
ρ θ u +

7

3
σ u +

8

15
q + Q

)

= σs, (7.138)

where q and Q are non-zero terms which are arising from the regularization and these terms

are underlined in (7.137) and (7.138). The expressions for these non-zero terms and the source

terms D and σs are given by:

q = qx = − τr
A5

[

5

2
(ρ θ + σ)

∂θ

∂x
+

(

θ − σ

ρ

)

∂σ

∂x
− θ σ

∂ ln ρ

∂x

]

, (7.139)

Q = Q̃xxx = − 9 τr
5A1

[

θ
∂σ

∂x
− θ σ

∂ ln ρ

∂x
− σ

ρ

∂σ

∂x

]

, (7.140)

D =
4

3

d2

m

√
π (1− α2) ρ2 θ

3
2 , (7.141)

σs = −4

5

d2

m

√
π θ (1 + α) (3 − α) ρ σ. (7.142)
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Now, we focus on the R10-moment system for a planar shock moving at a constant speed,

i.e. the shock is stationary in a reference frame which is moving with the shock speed and hence

the time derivatives vanish. For a planar stationary shock, the R10-moment equations for a

dilute granular gas boil down to:

d

dx

(

ρu
)

= 0, (7.143)

d

dx

(

ρu2 + ρθ + σ
)

= 0, (7.144)

d

dx

(

ρu3 + 5ρθu+ 2σu
)

= −3D − 2
dq

dx
, (7.145)

d

dx

(2

3
ρu3 +

4

3
ρθu+

7

3
σu
)

= σs − 8

15

dq

dx
− dQ

dx
. (7.146)

The boundary conditions for the above system of ODEs are supplied by the RH relations and

θs1 = 0 = θs2. Solving the first two equations of (7.143 - 7.152) and using the boundary

conditions, we get:

C1 = ρu = ρ1u1,

C2 = ρu2 + ρθ + σ = (γMa21 + 1)ρ1θ1.
(7.147)

Recall that σ = 0 at both upstream and downstream ends. Using the relations (7.147), the

system of ODEs (7.143 - 7.152) can be combined to get following coupled ODEs for ρ(x) and

θ(x),

dρ

dx
=

ρ3

3(γMa21 + 1)C1 ρ1 θ1

[

D − σs + 6
5

dq
dx + dQ

dx

ρ− ρc

]

, (7.148)

dθ

dx
=

1

3C1

(

−2D − σs − 4

5

dq

dx
+

dQ
dx

)

+

(

2C2
1 − ρC2

3 ρ3

)

dρ

dx
, (7.149)

(7.150)

along with two algebraic equations

u =
C1

ρ
, σ = C2 − C2

1

ρ
− ρ θ, (7.151)

where

ρc =
4γMa21

3(γMa21 + 1)
ρ1, (7.152)

and the expressions for q, Q, D and σs are given in (7.139) - (7.142), respectively. The pres-

ence of dq
dx and dQ

dx results in second-order gradient terms [ d
2ρ

dx2 ,
d2θ
dx2 ] in (7.148) which smoothens

discontinuous solutions as demonstrated in §7.7.
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7.7 Comparison Between 10-M and R10-M Models for Plane

Shock Waves: Numerical Results

Here we analyze the Riemann problem of planar shock waves for a molecular gas as well as for

a granular gas by solving the R10-moment equations and the results are compared with those

obtained from the 10-moment equations. The upstream boundary conditions for this plane shock

wave problem are taken as

ρ1 = 1, u1 = Ma1
√
γ, θ1 = 1, σ1 = 0, (7.153)

while the downstream boundary conditions are provided by RH jump conditions (3.11) which

are given by

ρ2 =
(γ + 1)Ma21

2 + (γ − 1)Ma21
ρ1,

u2 =
2 + (γ − 1)Ma21
(γ + 1)Ma21

u1,

θ2 =
(2γMa21 − (γ − 1))((γ − 1)Ma21 + 2)

(γ + 1)2Ma21
θ1,

σ2 = 0.

(7.154)

7.7.1 Comparison for a molecular gas
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Figure 7.1: Molecular shock wave profiles as predicted by R10 and 10-moment model for an
upstream Mach number Ma1 = 1.2: (a) density and (b) velocity.

First, we perform numerical simulations of shock waves in a molecular gas using the numerical

scheme of Delis & Katsaounis (2003), which is described in the §3.5.2. We have done plane shock

wave numerical experiments by considering an one-dimensional domain of length 50 covering

(−25, 25) with 2000 grid points, until a time of 100 with ∆t = C · ∆x/max(ai) and placing
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Figure 7.2: Molecular shock wave profiles as predicted by R10 and 10-moment model for an
upstream Mach number Ma1 = 1.2: (a) temperature and (b) longitudinal stress.

the initial discontinuity at x = 0. In all numerical experiments we take the relaxation rate ǫ

in (3.40) to be 10−8 as this gives converged results for both molecular and granular gases. We

have pointed out in §6.2 that the CFL number should be very small for Navier-Stokes model

which is treated as R5 model. This true in the case of R10-moment model also. So for present

computations of shocks in a molecular gas, we take the CFL(C) number as 0.01, which gives the

stable solution.
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Figure 7.3: Molecular shock wave profiles as predicted by R10 and 10-moment model for an
upstream Mach number Ma1 = 2: (a) density and (b) velocity.

As we know from §5.4 that the critical Mach number for 10-moment model is Macr|10 = 1.34.

To show the clear-cut advantage of the R10-moment model over the 10-moment model, we

present the results by choosing two different Mach numbers, in which one is less than Macr|10 and
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Figure 7.4: Molecular shock wave profiles as predicted by R10 and 10-moment model for an
upstream Mach number Ma1 = 2: (a) temperature and (b) longitudinal stress.
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Figure 7.5: Inverse shock width vs Mach number for a molecular gas. 10-moment and DSMC
results on inverse shock width are same as in Fig. 6.18, but upto a Mach number of 2.
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other is greater than Macr|10 . The density, velocity and the temperature profiles are normalized

via (6.11) and (6.12), respectively, for a molecular case comparison. For a Mach number Ma1 =

1.2, the density and velocity profiles are presented in Fig. 7.1 (a), (b), and the temperature and

longitudinal stress profiles are shown in Fig. 7.2 (a), (b). At this upstream Mach number both

models produce continuous shock structure but a qualitative and quantitative difference can be

seen in all profiles [see Figs. 7.1 & 7.2]. By comparing the density, velocity, temperature and

the longitudinal stress from Fig. reffig:7f1 and 7.2, we comment that all profiles predicted by

R10-moment model are more diffusive on both upstream and downstream sides, where as the 10-

moment profiles look some what steeper on the upstream part than the downstream one. Recall

that the R10-moment model, is capable of modelling heat-transfer effects like Navier-Stokes

model, whereas the 10-moment model does not incorporate these effects.

Figure 7.3 shows the density and velocity profiles as predicted by 10-moment and R10-moment

models for an upstream Mach number Ma1 = 2, and Fig. 7.4 presents the temperature and

longitudinal stress profiles for the same upstreamMach number. A noticeable feature of results at

this upstream Mach number is that the 10-moment model produce discontinuous shock structure

whereas the R10-moment model produces continuous shock structure [see Figs. 7.3 & 7.4]. One

can see that all profiles predicted by 10-moment model are steepened into a discontinuity on the

upstream part of the shock but this unwanted feature is not seen in the case of R10-moment

model profiles. Overall, R10-moment model predicts the smooth shock profiles unlike the 10-

moment model. Observing the profiles predicted by the R10-moment model for both upstream

Mach numbers Ma1 = 1.2 and Ma1 = 2, we point out that the profiles are less diffusive at the

downstream end than the upstream end.

Finally, we compare an important parameter, namely, the shock thickness (width) which is

defined in §6.2.3 [see (6.14) and (6.15)], between R10-moment and 10-moment models. The

shock width results from these two models are compared with the shock width results calculated

from DSMC data (which are obtained from Gilbarg & Paolucci (1953); Pham-Van-Diep et al.

(1991); Torrilhon & Struchtrup (2004)) and are presented in Fig. 7.5. From this figure one can

notice that the results from 10-moment model are not in good agreement with the DSMC data

whereas the results from R10-moment model have an better agreement upto an upstream Mach

number of Ma1 ≈ 1.5. Overall, Fig. 7.5 confirms the advantage of regularized moment models

over original moment models and the classical hydrodynamic models.

7.7.2 Comparison for a granular gas

Here we present results of one-dimensional Riemann problem in a dilute granular gas using

10-moment and R10-moment models. We show the comparison of shock wave structure among

these two models at time t = 10. So to study shock wave structures in a dilute granular gas,

we consider a one-dimensional domain of length L = 100 covering (−50, 50), filled with a dilute

granular gas of two different homogeneous cooling states at left and right, namely, upstream and

downstream, respectively. The upstream boundary conditions for a dilute granular gas are given

as in (7.154) and the downstream boundary conditions are provided by RH relations (3.11). The

shock is being positioned at x = 0 initially and propagates to the right(towards downstream)



7.7 Comparison Between 10-M and R10-M Models for Plane Shock Waves: Numerical Results 131

 1

 1.1

 1.2

 1.3

 1.4

-10  0  10  20  30

ρ

x

α = 0.9

(a)

 1

 1.2

 1.4

 1.6

-10  0  10  20  30

ρ

x

α = 0.7

(b)

Figure 7.6: Granular density profiles predicted by R10 (red dashed curve) and 10-moment model
(blue curve) for an upstream Mach number Ma1 = 1.2: at time t = 10 (a) for a restitution
coefficient of α = 0.9 and (b) for α = 0.7.
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Figure 7.7: Granular temperature profiles predicted by R10 (red dashed curve) and 10-moment
model (blue curve) for an upstream Mach number Ma1 = 1.2: at time t = 10 (a) for a restitution
coefficient of α = 0.9 and (b) for α = 0.7.
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as time progresses. The numerical computations are performed using the numerical scheme of

Delis & Katsaounis (2003), which is discussed in the §3.5.2 and by taking 10000 grid points,

with a CFL number(C) of 0.005 for both models discussed here.
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Figure 7.8: Granular longitudinal stress profiles predicted by R10 (red dashed curve) and 10-
moment model (blue curve) for an upstream Mach number Ma1 = 1.2: at time t = 10 (a) for a
restitution coefficient of α = 0.9 and (b) for α = 0.7.

We present the results on granular shock waves for two values of the upstream Mach number

Ma1 = 1.2 and Ma1 = 1.5, and two values of restitution coefficient α = 0.9 and α = 0.7.

Fig. 7.6 and Fig. 7.9 show the predictions of 10-moment (blue curve) and R10-moment (red

dashed curve) models for density at time t = 10 for the upstream Mach number Ma1 = 1.2

and Ma1 = 1.5, respectively. In each figure, panel (a) and panel (b) represent the results for a

restitution coefficient of α = 0.9 and α = 0.7, respectively. Comparing Fig. 7.6 and Fig. 7.9, we

can make following observations:

• the density profiles predicted by R10-moment model are smoother and more diffusive on

the upstream side than 10-moment model,

• both 10-moment and R10-moment models predict a non-zero density overshoot (△ρ ≡
(ρmax − ρ2)) within the shock-layer, which is a novel feature of shock waves in a granular

gas [Reddy & Alam (2015)],

• R10-moment model predict a lesser magnitude of the density overshoot (△ρ) compared to

10-moment model, and

• the density maximum (ρmax) increases with increasing Mach number (Ma1 ↑) and the

dissipation (α < 1) for both models.

Fig. 7.7 shows the granular temperature profiles as predicted by 10-moment (blue curve) and

R10-moment (red dashed curve) models for an upstream Mach number of Ma1 = 1.2, and Fig.
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Figure 7.9: Granular density profiles predicted by R10 (red dashed curve) and 10-moment model
(blue curve) for an upstream Mach number Ma1 = 1.5: at time t = 10 (a) for a restitution
coefficient of α = 0.9 and (b) for α = 0.7.
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Figure 7.10: Granular temperature profiles predicted by R10 (red dashed curve) and 10-moment
model (blue curve) for an upstream Mach number Ma1 = 1.5: at time t = 10 (a) for a restitution
coefficient of α = 0.9 and (b) for α = 0.7.
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Figure 7.11: Granular longitudinal stress profiles predicted by R10 (red dashed curve) and 10-
moment model (blue curve) for an upstream Mach number Ma1 = 1.5: at time t = 10 (a) for a
restitution coefficient of α = 0.9 and (b) for α = 0.7.

7.10 present the same but for an upstream Mach number of Ma1 = 1.5 at time t = 10. As

in the density case, panel (a) and panel (b) in each figure indicate the results for a restitution

coefficient of α = 0.9 and α = 0.7, respectively. By comparing Fig. 7.7 and Fig. 7.10, one can

conclude the following:

• granular temperature profiles predicted by R10 model are smoother at both Mach num-

bers, whereas steepend discontinuity at the upstream side of the shock can be seen in

temperature profiles predicted by 10-moment model for an upstream Mach number of

Ma1 = 1.5,

• both models predict the temperature maximum θmax and temperature minimum θmin

within the shock layer, and

• R10 model predicts a lesser value for the temperature maximum (θmax) and the higher

value for the temperature minimum (θmin), which can be clearly seen from panel (b) of

Fig. 7.7 and Fig. 7.10.

Fig. 7.8 shows the granular longitudinal stress profiles as predicted by 10-moment (blue curve)

and R10-moment (red dashed curve) models for an upstream Mach number of Ma1 = 1.2, and

Fig. 7.11 shows for an upstream Mach number of Ma1 = 1.5 at time t = 10. panel (a) and panel

(b) in each figure correspond to a restitution coefficient of α = 0.9 and α = 0.7, respectively.

By comparing Fig. 7.8 and Fig. 7.11, we can conclude the following:

• longitudinal stress profiles predicted by R10-moment model are smoother like density and

temperature profiles,

• like in temperature maximum (θmax), R10 model predicts a lesser value for the maximum

of longitudinal stress (σmax), and
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• an interesting feature of two-peak structure can be observed from the longitudinal stress

profiles for both models.

In overall, from the comparison of results for granular shock waves, we can say that the R10-

moment model predicts smooth shock profiles beyond Macr|10 , unlike the standard 10-moment

model. Both models predict the density overshoot, temperature maximum within the shock

layer; in particular, the R10-moment model predicts smaller values for the above said quantities.

7.8 Summary

A detailed derivation of the “regularized” version of 14-moment equations (dubbed “R14” mo-

ment equations) for a dilute granular gas is presented following the Chapman-Enskog-like “order-

of-magnitude” method of Struchtrup (2004)– these equations contain additional higher-order

gradient terms that help to produce ‘continuous/smooth’ shock solutions at all Mach numbers

studied. Subsequently, Navier-Stokes-Fourier (NSF) equations are obtained via the regular-

ization of Euler equations (which admit ‘discontinuous’ shock solutions) by implementing the

Maxwell-iteration procedure on (i) 13-field variables, and (ii) 14-field variables. It is shown that

there is a difference between NSF equations obtained from these two approaches: while the

heat flux vector is proportional only to the temperature gradient in the first approach (i.e. the

well-known Fourier law), in the second approach the heat flux is found to be proportional to the

temperature gradient as well as to the density gradient, leading to the generic “non-Fourier”

law (Goldhirsch 2003) in a granular gas.

In the later part of this Chapter (§7.6 and §7.7) the regularized 10-moment (R10) equations

are derived, and in order to clarify the advantage of regularized moment equations, the R10

equations have been employed to solve the Riemann problem for both molecular and granular

gases. Based on a comparison of results between the 10-moment and R10-moment models, it is

found that (i) while the 10-moment model fails to produce continuous shock structures beyond an

upstream Mach number of Ma1 = 1.34, the R10-moment model predicts continuous and smooth

shocks even beyond the upstream Mach number of Ma1 = 1.34, (iii) all profiles predicted by

10-moment model are steepened into a discontinuity (for Ma1 > 1.34) on the upstream part

of the shock but this unwanted feature is not seen in the case of R10-moment model profiles,

(iv) the profiles predicted by R10-moment model are less diffusive at the downstream end than

the upstream end and, lastly for a granular gas, (v) both R10 and 10-moment models predict

asymmetric density and temperature profiles, with the maxima of both density and temperature

occurring within the shock-layer, and the profiles are found to be smooth for the regularized

model for all Ma. Overall, from this chapter, it is concluded that the regularized moment

equations produce continuous shock structures beyond the critical Mach number of respective

moment equations and the shock profiles appear more realistic since they compare well with

DSMC results. The regularized version of extended hydrodynamic equations seems to be suitable

for shock calculations in both molecular and granular gases.
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Appendix 7A. R14 equations for a dilute granular gas

The complete set of regularized moment equations at 14-field variables ρ, ui, θ, σij, qi,∆ is given

by

∂ρ

∂t
+
∂ (ρ ui)

∂xi
= 0, (7.155)

∂ (ρ ui)

∂t
+
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+
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+
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with higher-order terms
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Appendix 7B. R10 equations for a dilute granular gas

The complete set of regularized moment equations at 10-field variables ρ, ui, θ, σij is given by
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with higher-order terms
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Chapter 8

Summary and Conclusions

In this Chapter a summary of research work done, with conclusions drawn from the present

research work, is presented. A brief discussion on the future work that can be taken up as a

consequence of the present work is presented at the end.

As stated in §1.4 of Chapter 1, the primary goals of this thesis were to (i) study the well-known

Riemann problem of plane shock waves propagating in a granular gas using hydrodynamic-like

equations (Chapters 3 and 4), (ii) develop numerical schemes to solve the related inhomogeneous

PDEs (Chapter 3), (iii) analyse and identify the unique characteristics of granular shock-waves in

comparison to their molecular counterparts (Chapter 4), (iv) a comparative analysis between the

predictions of the Euler- and Navier-Stokes-order hydrodynamic equations and the “extended”

(beyond Navier-Stokes-order) hydrodynamic models (Chapter 6), (v) analyse the characteristics

and the well-posedness of extended granular hydrodynamic models (Chapter 5) and finally (vi)

suggest ways to ‘regularize’ the extended moment models for a granular gas (Chapter 7) so as

to obtain smooth solutions at any Mach number.

8.1 Summary

A brief introduction about granular materials and their importance in the world were discussed

in Chapter 1. This Chapter also presented the background literature on shock waves in both

molecular and granular gases. It also presented the objective and motivation of present research

work.

Chapter 2 was devoted to the kinetic theory of dilute granular gas. We started with the

derivation of basic inelastic Boltzmann equation and discussed the properties of the inelastic

collision integral Ω(f, f). Later we derived the moment transfer equation and also discuss about

the closure problem. In the next section of this Chapter we discussed about different moment

closure methods: (i) the Chapman-Enskog method, (ii) the Grad’s moment method and (iii) the

maximum entropy method. The Grad’s moment method was used to obtain the extended sets

of hydrodynamic equations namely 10-moment, 13-moment and 14-moment equations for dilute

granular gas and the constitutive relations were taken from the model of Kremer & Marques Jr

(2011).

In Chapter 3, we formulated Euler and Navier-Stokes hydrodynamics equations for one-

dimensional planar shock waves and the theory of normal shocks in molecular/granular gas.

Plane shock wave problem via Navier-Stokes hydrodynamic equations is solved by relaxation-

type numerical scheme using two different methods: (i) PDE-splitting technique following Jin

& Xin (1995) [§3.5.1] and (ii) the numerical scheme of Delis & Katsaounis (2003) [§3.5.2]. A

comparison of shock width results obtained from the present schemes with the data of Torrilhon

139
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& Struchtrup (2004), using a different numerical method, confirmed the accuracy of our numer-

ical schemes. Moreover from Fig. 3.6, it was confirmed that both numerical schemes used here

predict the shock profiles accurately but they differ in the execution time.

Chapter 4 was devoted to the analysis of the Riemann problem of granular shock waves

by solving the granular hydrodynamic equations, namely, Euler equations and Navier-Stokes

equations, numerically. It was shown that the Rankine-Hugoniot relations are identical for both

molecular and dilute granular gases at Euler and Navier-Stokes order hydrodynamics. In §4.3,
the grid convergence of the two numerical schemes discussed in §3.5 was demonstrated for the

granular shock waves via Navier-Stokes model. The Euler and Navier-Stokes predictions about

the shock structures in granular gases were presented in §4.3.1 for different Mach numbers (Ma)

and restitution coefficients (α). Two important features, which make granular shock waves

different from the molecular case, were found to be (i) the density overshoot and (ii) its steady

propagation speed as discussed in §4.3.2. Section 4.3.3 revealed that the maximum temperature

within the shock layer follows the Haff’s law for initial times and deviations occurred there after.

A scaling relation (4.22) was uncovered that expresses the critical time (at which the maximum

temperature deviates from Haff’s law) as a function of Mach number and inelasticity. The long

time behaviour of granular shock structures, leading to the continual build-up of density inside

the shock, was discussed in §4.3.4. A simple regularization procedure to arrest the maximum

density was proposed in §4.3.5.
Chapter 5 discussed the “extended” hydrodynamic equations when applied to plane shock

wave problem. The one-dimensional reduced equations for planar shock wave problem obtained

from the extended hydrodynamic models, namely, 10-moment, 13-moment, and 14-moment

models, were presented in §5.2. For one-dimensional field equations for planar shock wave prob-

lem, the 10-moment model was reduced to a system of four coupled PDE’s which involves four

physical field variables, namely, the density ρ(x , t), the velocity u(x , t), the scalar temperature

θ(x , t) and the longitudinal stress σ(x , t); the 13-moment model was reduced to a system of five

coupled PDE’s which involves an additional physical field variable namely heat flux q(x , t) in

addition to the 10-moment field variables, and the 14-moment model was reduced to a system of

six coupled PDE’s with an extra field variable, namely, the dimensionless non-equilibrium part

of the full-contracted fourth-order moment ∆ apart from the field variables of 13-moment model.

In §5.3 we presented a detailed analysis on the characteristics of extended hydrodynamic mod-

els and this analysis confirmed that the largest characteristic speed in extended hydrodynamic

equations depends on the number of moments (hydrodynamic fields) in extended hydrodynamic

equations. Moreover, the largest characteristic speed increased when the number of moments

was increased in extended hydrodynamics: smax =
√
3θ,

√
4.54θ and

√
5.18θ for 10, 13 and

14-moment models, respectively. It was found that 14-moment equations still form a hyperbolic

system even in the presence of small finite stresses and heat flux.

We carried out the critical Mach-number analysis in §5.4, which confirmed that the critical

Mach number and the critical density are not influenced by the restitution coefficient (α), and

the critical Mach number for 10-moment, 13-moment and 14-moment models are 1.34, 1.65 and

1.763, respectively. This analysis also confirmed that the critical Mach number increases with

increasing the number of moments retained in extended hydrodynamic models. For planar
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stationary shock problem in a molecular gas, the 10-moment system boiled down to a single

ODE for density (5.62). We found an excellent agreement between the solution of this ODE

(5.62) with that of the solution of the system of PDE’s obtained via the numerical schemes

discussed in §3.5. In §5.6, we derived spatially homogeneous solution and Haff’s law from the

14-moment model.

Chapter 6 was devoted to the numerical solutions of plane shock waves in a molecular gas

as well as in a dilute granular gas with the extended hydrodynamic equations (10-moment, 13-

moment, 14-moment equations). For both molecular and granular shock waves, the results on

the density, the temperature, the skew temperature, the heat flux and the fourth moment were

compared among these moment models and Navier-Stokes model. The extended hydrodynamic

equations yield steady smooth shock solutions up to a critical Mach number (Macr) as elaborated

in Chapter 5 (§5.3). For shock wave results in a molecular gas, the agreement for the shock

solutions of the moment equations (13-moment and 14-moment equations) was found to be better

than those predicted by Navier-Stokes equations. These results showed reliable qualitative and

quantitative agreement with DSMC simulations for Mach numbers up to Ma ≈ 2.0 [see Fig.

6.18]. It was noted that for Mach numbers Ma ≤ 1.3, the shock width described by Navier-

Stokes, the 13-moment and 14-moment equations are within the DSMC computational scatter,

whereas the shock width described by the 10-moment equations is in poor agreement with

DSMC data. For Mach numbers Ma > 1.3, the 13-moment and 14-moment predictions are

more accurate than the NS-model. For shock waves in a granular gas, we observed a density

overshoot which is not present in the case of a molecular gas, and every extended-hydrodynamic

model predicted this feature. Among all models presented here, the 14-moment model predicted

a lesser density overshoot [Eq. (6.19)]. We also found that at sufficiently late times the density

peaks travels with a steady constant speed. It was shown that the maximum temperature within

the shock-layer follows the Haff’s law up to a critical time (for weak shocks only) and decays

much slower for t > tc.

Appendix-A has been added as a supplement to Chapter-6 in which the numerical results for

blast waves are presented using four variants of hydrodynamic equations: Euler, 10-moment,

NSF and 14-moment models. Blast waves are a special class of shock waves that are caused by

the rapid and localized release of a large amount of energy in a medium. The results on the

density, granular temperature, skew temperature, heat flux and the contracted fourth moment

are compared among all models and it is found that the shock profiles are smoother for the

NSF and 14-moment model compared to those predicted by the Euler equations and 10-moment

equations; a shock-splitting phenomenon is observed in the skew temperature profiles for blast

waves in both molecular and granular gases.

In Chapter 7, we presented a detailed derivation of “regularized” 14-moment equations for

a dilute granular gas and also showed that Navier-Stokes-Fourier equations can be obtained in

two different ways: the regularization of Euler equations via (i) the 13-field theory and (ii) the

14-field theory. The main difference between NSF equations obtained from these two approaches

was that the heat flux vector is proportional to only the temperature gradient from the first

approach whereas the heat flux vector is proportional to the temperature gradient and also to

the density gradient. In §7.6 we presented a derivation of regularized 10-moment equations.
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To show the advantage of R10-moment equations over the 10-moment equations, we applied

these models to the Riemann problem of shock waves in a molecular gas as well as in a granular

gas and the results were compared between these two models. The 10-moment model fails to

produce continuous shock structures beyond an upstream Mach number of Ma1 = 1.34 whereas

the R10-moment model was found to predict continuous and smooth structure as compared to

10-moment model beyond an upstream Mach number of Ma1 = 1.34.

8.2 Conclusions

Based on results presented in Chapters 3 to 7, the conclusions of the present work are summarized

below.

From the two relaxation-type numerical schemes discussed in Chapter 3 [(i) PDE-splitting

technique using Jin & Xin (1995) and (ii) the numerical scheme of Delis & Katsaounis (2003)], we

conclude that the both numerical schemes to produce the same shock profiles accurately which is

evident from Fig. 3.6. The shock thickness results extracted from the present numerical schemes

were compared with the data of Torrilhon & Struchtrup (2004) [who used a different numerical

method] which further confirmed the accuracy of both numerical schemes. Furthermore, it was

demonstrated that the numerical scheme of Delis & Katsaounis is slower than the PDE-splitting

technique even though both predict the shock profiles accurately.

In chapter 4, the Riemann problem of granular shock waves was analysed by numerically solv-

ing the Euler and Navier-Stokes hydrodynamic equations. The density and temperature profiles

were found to be “asymmetric”, with the maxima of both density and temperature occurring

within the shock layer which constitute two distinguishing features of the “granular” Riemann

problem (compared to that for ideal gases). The fundamental difference of the granular shock

problem from its ideal-gas counterpart can be tied to ‘inelastic dissipation’ since this makes the

upstream and downstream states of a granular shock to live in non-equilibrium ‘decaying’ states

(similar to HCS), which, in turn, is responsible for the non-trivial shock structures uncovered

here. Inside the shock too, the Haff’s law was found to hold for the maximum temperature,

but for weak shocks (Ma1 ∼ 1) only, and deviations occurred for strong shocks. The origin

of asymmetric density profiles, leading to the continual build-up of density inside the shock,

seems to be tied to a pressure instability in granular gases. It is shown that the granular energy

equation must be regularized in order to arrest the maximum density within the shock-layer.

The detailed analysis done in §5.3 on the characteristics of extended hydrodynamic models

confirmed that the largest characteristic speed in extended hydrodynamic equations depends on

the number of moments retained and the largest characteristic speed increases with increasing

moments: smax =
√
3θ,

√
4.54θ and

√
5.18θ for 10-, 13- and 14-moment models, respectively.

The analysis carried out in §5.4 confirmed that the critical Mach number and the critical density

are not influenced by the restitution coefficient (α), and the critical Mach number for 10-, 13- and

14-moment models are found to be 1.34, 1.65 and 1.763, respectively. This analysis also clarified

that the critical Mach number increases with the number of moments retained in extended

hydrodynamic models.
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For shock wave results in a molecular gas, the agreement for the shock solutions of the 13-

and 14-moment equations, is better than those predicted by Navier-Stokes equations. The

results showed reliable qualitative and quantitative agreement with DSMC simulations for Mach

numbers up to Ma ≈ 2.0 [see Fig. 6.18]. For Mach numbers Ma ≤ 1.3 the shock width described

by Navier-Stokes, the 13-moment and 14-moment equations are within the DSMC computational

scatter, whereas the shock width described by the 10-moment equations is in poor agreement

with DSMC data. For Mach numbers Ma > 1.3, the 13-moment and 14-moment predictions are

more accurate than the NS-model. For shock waves in a granular gas, we observed a density

overshoot which is not present in the case of a molecular gas, and every extended hydrodynamic

model predicts this feature too. Among all models presented here, the 14-moment model yields

a lesser density overshoot [Eq. (6.19)]. The predictions on granular shock-waves are found to be

similar to those predicted by the NS-model as discussed in Chapter 4. Different moment models

do not seem to have noticeable effect on the magnitude of the critical time for given control

parameters.

The “regularized” 14-moment equations for a dilute granular gas was derived in Chapter 7 by

applying the order-of-magnitude method of Struchtrup (2004). We conclude that Navier-Stokes-

Fourier equations obtained from (i) the 13-moment theory and (ii) the 14-moment theory are

different. In particular they differ in the constitutive relation for the heat flux vector qi; the heat

flux is proportional to both temperature gradient and density gradient when the NSF equations

are derived from the 14-field variables while it is proportional to the temperature gradient when

the NSF equations are obtained from the 13-field variables. Based on a comparison of results for

the Riemann problem of shock waves in molecular and granular gases using the 10-moment and

R10-moment models, we conclude that the regularized moment equations produce continuous

shock structures beyond the critical Mach numbers of respective moment equations and the

results appear more realistic since they compare well with DSMC results [Fig. 7.5]. Therefore

it is recommended to use the “regularized” moment equations to solve shock-wave problems for

both molecular and granular gases.

8.3 Future work

As pointed out in the introduction of this thesis, this research work was focused primarily

on plane shock wave propagation in a dilute granular gas via different sets of hydrodynamic

equations. We used extended hydrodynamic models along with the classical Euler and Navier-

Stokes hydrodynamic models to study the shock propagation in molecular and granular gases.

The following issues may be investigated in a future work.

⋆ This work can be extended to study the propagation of shock waves in a “dense” granular

gas as well as in a visco-elastic granular gas to understand the dense gas effects and the

visco-elastic effects on shock structures.

⋆ A detailed investigations on the regularization of the energy equation in order to arrest

the maximum density [§4.3.5] in a dilute granular gas for Navier-Stokes model have to be

carried out in future.
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⋆ Large time behaviour (t → ∞) of granular shock structures needs to be investigated via

moment models, since most results presented in §6.3 pertain to t ≤ 10. This analysis is

likely to show whether the energy equation requires “additional” regularization as found

for Navier-Stokes model [see §4.3.5 in Chapter 4].

⋆ A detailed numerical analysis of the plane shock wave problem using the R10 and R14

models can be carried out in future. These continuum predictions should be compared

with particle-level simulations via DSMC or MD simulations.

Performing DSMC simulations for this plane shock wave problem in a granular gas is not

as simple as in a molecular gas because of temperature decaying initial conditions. This

can be taken up in a future work.

⋆ The spatio-temporal stability analyses of the HCS (homogeneous cooling state) using R10

and R14 models need to be carried out. Such linear stability analysis is required to address

the “well-posedness” of the “regularized” moment models. This is also likely to shed light

on possible instabilities associated with higher-order fields which, in turn, may influence

the dynamics of granular shock waves.

⋆ The boundary conditions for the higher-order fields of “regularized” granular hydrody-

namic equations should be derived in future. These are required to solve any practical

problem, such as the channel flow, vibrated bed, the flow over obstacles, etc..

In simulations of rarefied gas flows boundary conditions pose major difficulties. To solve

confined flows such as channel flow, complete set of wall boundary conditions are required

for moment equations. The macroscopic boundary conditions for higher moments should

be obtained from the microscopic boundary conditions for the Boltzmann equation through

averaging, since the macroscopic moment equations were obtained by averaging from the

Boltzmann equation. In future, we plan to derive the boundary conditions for R10 and

R14 moment models by following the works of Struchtrup (2005b); Gu & Emerson (2007);

Torrilhon & Struchtrup (2008) and Rana & Struchtrup (2016).



Appendix A

Planar Blast Waves in a Granular

Gas†.

A.1 Introduction

Blast waves are a special class of shock waves that occur in compressible gases in a natural way

[(Blandford & McKee 1976; Smoller 1983)]. They are caused by the rapid and localized release

of a large amount of energy in a medium[(Taylor 1950a,b; Ostriker & McKee 1988; Courant

& Friedrichs 1948)]. Shocks and blasts waves are also generated in granular flows, irrespective

of the flow being dense or dilute [(Boudet et al. 2009; Boudet & Kellay 2013; Barbier et al.

2015)]. Figure A.1 shows a graphic example of a spherical blast wave formed in the first nuclear

detonation named the “Trinity” explosion (1945) in which the atomic explosive was fired 100 ft

above the ground. The dynamics of the growth of the hole [(Boudet et al. 2009)] generated by

impacting a thin, dilute, and fast flowing granular layer with steel spheres, which is found to

mimic spherical blast shocks, is depicted in Fig. A.2.

Figure A.1: Photograph of the Trinity detonation at a time of 16 msec taken from
http://www.atomicheritage.org/history/trinity-test-1945

Here we present the study of one-dimensional analog of spherical blast shocks in a dilute gran-

ular gas which is modelled using four variants of hydrodynamic equations: Euler, 10-moment,

†Part of this chapter has been published in Proceedings of the 29th International Symposium on Rarefied Gas
Dynamics, AIP Publishing (Reddy, Ansumali & Alam, Vol. 1628, pp. 480-487, 2014)
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Figure A.2: Images of the expanding hole right after the impact of a steel sphere. (a) An image
of the flow produced from a funnel of 2.4 mm in diameter. (b) impact of a 16 mm diameter steel
sphere. (c) impact of a 2 mm diameter steel sphere. This figure is adopted from Boudet et al.
(2009)

Navier-Stokes and 14-moment models (which are discussed in chapter 2). The one-dimensional

blast-wave problem is formulated and the resulting equations are solved numerically using a

relaxation-type scheme (which was discussed in §3.5). The results on the density, the granular

temperature, the skew temperature, the heat flux and the fourth moment are compared among

all models. Like in chapter 6, we find that the shock profiles are smoother for Navier-Stokes and

14-moment model compared to those predicted by the standard Euler equations and 10-moment

equations. A shock-splitting phenomenon is observed in the skew temperature profiles for blast

waves in a granular gas as well as in a molecular gas.

A.2 Planar Blast Wave Experiments: Initial Data

In the absence of gravity the one-dimensional blast waves are generated when evolving in time by

taking the left state of a Riemann problem as a supersonic granular gas, with the right state being

at rest. The one-dimensional shock-wave problem is formulated in a similar way as in Chapter

4 and the resulting equations are then solved numerically using a relaxation-type scheme which

is discussed in Chapter 3. We choose the initial data in such a way that it generates a shock-

contact-shock structure [(Serna & Marquina 2005)]. We have conducted numerical experiments

with four values of the restitution coefficient α = 1, 0.95 , 0.9, and α = 0.75, using the following

initial data [Reddy et al. (2014)]:
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and

∆1 =
16(1 − α)(1 − 2α2)

30α2(1− α) + 81− 17α
= ∆2. (A.2)
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The computations are carried out by considering a one-dimensional domain of length 50 covering

[−25, 25] with 5000 grid points, until a time t = 10, with a Courant-Friedrichs-Lewy (CFL)

number of 0.01 for Navier-Stokes model and 0.1 for all other models. The initial discontinuity

is located at x = 0.

A.3 Effects of Inelasticity on Time Evolution of Blast Waves

Firstly we present the results corresponding to a restitution coefficient (α) equal to unity via

four different models at time t = 10. This means that the particles are perfectly elastic and the

results resemble the blast waves in a molecular gas. Elastic blast wave results for the density,

scalar temperature and velocity profiles are depicted in Fig. A.3 and the skew-temperature,

heat-flux and the fourth order moment (∆) profiles are depicted in Fig. A.4. From Fig. A.3, we
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Figure A.3: Predictions of Euler, 10-moment, Navier-Stokes and 14-moment models for elastic
blast wave profiles at time t = 10. (a) Density, (b) temperature, (c) velocity profiles.

see that Navier-Stokes and 14-moment model profiles are much smoother comparative to those

of 10-moment profiles and the 10-moment model profiles are smoother comparative to the Euler

model, which is expected because Navier-Stokes and 14-moment models incorporate heat and

shear stress effects and the 10-moment model can predict only shear stress effects whereas the

Euler model fails to predict any of these effects. Further note that the skew-temperature which

is arising from the normal stress effects vanishes for the Euler model. An interesting feature, a

two peak structure, is observed on the skew-temperature profiles which was not found in “shock

wave” skew-temperature profiles, which is presented in Fig. A.4 (a).

For a granular gas with restitution coefficient of α = 0.9, the time evolution of the density

profile is displayed in Fig. A.5 for the 10-moment model (a), Navier-Stokes model (b) and

14-moment model (c). For all cases the density build-up is observed around the contact wave.

i.e., the clustering of a granular gas is seen to occur around the contact when evolving in

time. Comparing the density profiles at time t = 10, we find that the density maximum is

ρmax ≈ 18, 10 and 8.5 for the 10-moment model, Navier-Stokes model and 14-moment model,

respectively. Considering Navier-Stokes model as a reference, we conclude that the density

maximum predicted by the 14-moment model is 0.15 times less than the density maximum in

Navier-Stokes model whereas the density maximum predicted by the 10-moment model is 1.8

times. In contrast, for the elastic case, the density maximum approaches steady state value of
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Figure A.4: Predictions of 10-moment, Navier-Stokes and 14-moment models for elastic blast
wave profiles at time t = 10. (a) Skew temperature, (b) heat-flux, (c) contracted fourth-order
moment (∆) profiles.
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Figure A.5: Temporal evolution of blast wave density for α = 0.9. (a) 10-moment model, (b)
Navier-Stokes model, (c) 14-moment model.
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ρmax ≈ 5.8 (see Fig. A.3). Comparing with the density plots for α = 0.75 (see Fig. A.6), we

find that the particle clustering occurs faster with decreasing restitution coefficient whereas for

an elastic gas there is no clustering.
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Figure A.6: Temporal evolution of blast wave density for α = 0.75. (a) 10-moment model, (b)
Navier-Stokes model, (c) 14-moment model.

The temporal evolution of density maximum as predicted by the Euler, Navier-Stokes, 10-

moment and 14-moment models are presented in the main panels of Fig. A.7 (a), (b), and (c)

for restitution coefficients of 0.95, 0.9 and 0.75, respectively and the insets show the location of

the density maximum with time. From Fig. A.7 (main panels), we conclude that the value of

density maximum increases with time. It is seen that (ρmax)10,14,NS < (ρmax)Euler from the very

beginning and moreover the 14-moment model predicts a lower density maximum compared to

any model discussed here. From the main panels of Fig. A.7, we also remark that the value

of density maximum increases with increasing dissipation and time. Overall, in the absence of

gravity, the blast waves in granular gases produce a continuous build-up of density around the

contact wave which may approach to close-packed limit in a finite time irrespective of the system

being dilute or dense.
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Figure A.7: Temporal evolution of density maximum (main panel) and the variation of spacial
location of ρmax with time (inset). (a) α = 0.95, (b) α = 0.9, (c) α = 0.75.

The insets of Fig. A.7 show that the spatial position of ρmax shifts to the right with time,

from which a speed of propagation of the density maximum can be estimated. The speed of
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propagation of density maximum is defined as υs = x (ρmax )/t , and its temporal evolutions are

displayed in the Fig. A.8 (a), (b), and (c) for the restitution coefficient of 0.95, 0.9 and 0.75,

respectively. It is seen that the speed of the density maximum (peak) attains a steady state

value after a long time. This result for blast-waves is similar to that found for granular shock

waves as discussed in Chapters 4 and 6.
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Figure A.8: Temporal evolution of the speed of density maximum (υs)profiles. (a) α = 0.95, (b)
α = 0.9, (c) α = 0.75.

The time evolution of the granular temperature profiles using (a) 10-moment, (b) Navier-

Stokes and (c) 14-moment models corresponding to restitution coefficients of α = 0.9 and α =

0.75 are displayed in Fig. A.9 and Fig. A.10, respectively. We notice that there is a jump in
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Figure A.9: Temporal evolution of blast wave granular temperature for α = 0.9. (a) 10-moment
model, (b) Navier-Stokes model, (c) 14-moment model.

granular temperature at the blast wave front and it decreases nearly to zero near the contact,

again increases in fluidized region (to the right of contact wave) and then decreases, as dictated

by the physics of the inelastic granular gas. The main reason is that the gas becomes less

compressible near the contact wave. By comparing the granular temperature profiles at time

t = 10 in Fig. A.9 and Fig. A.10, it is noted that Navier-Stokes granular temperature profiles

are smoother than the 10- and 14-moment models.

In Fig. A.11, we present the time evolution of skew temperature profiles which are obtained

from the 10-moment (a), Navier-Stokes (b) and 14-moment (c) models for α = 0.9. An inter-

esting feature of a two peak structure is seen to be developed on the skew-temperature profile



A.3 Effects of Inelasticity on Time Evolution of Blast Waves 151

 0

 0.2

 0.4

 0.6

 0.8

 1

-5  0  5  10  15  20

θ

x

(a)
t = 2

t = 5

t = 10

 0

 0.2

 0.4

 0.6

 0.8

 1

-5  0  5  10  15

θ

x

(b)
t = 2

t = 5

t = 10

 0

 0.2

 0.4

 0.6

 0.8

 1

-5  0  5  10  15

θ

x

(c)
t = 2

t = 5

t = 10

Figure A.10: Temporal evolution of blast wave granular temperature for α = 0.75.(a) 10-moment
model, (b) Navier-Stokes model, (c) 14-moment model.

in each case at a short time. It is noteworthy that these two peaks propagate downstream at
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Figure A.11: Temporal evolution of blast wave skew-temperature for α = 0.9. (a) 10-moment
model, (b) Navier-Stokes model, (c) 14-moment model.

different speeds, thereby splitting away from each other with time: the downstream peak travels

at a faster rate than its upstream cousin. We also remark that, initially the magnitude of the

upstream peak is higher than the magnitude of the downstream peak and as time progress the

magnitude of downstream peak becomes higher compared to its upstream peak. As in the case

of scalar temperatures, the skew temperature profiles are smoother in the case of Navier-Stokes

model. From the skew temperature profiles for a restitution coefficient of α = 0.75, which are

displayed in Fig. A.12, we find that the magnitude of skew temperature decreases with the

increase of inelasticity.

In Fig. A.13, we display the temporal evolution of “blast-wave” heat-flux profiles for the

restitution coefficient of α = 0.9 using Navier- Stokes model (a) and 14-moment model (b). A

comparison of heat flux profiles at time t = 10 is displayed in Fig. A.13 (c) for α = 0.9 marked by

the black dashed line and α = 0.75 marked by the red dash double dotted line, respectively, with

the main panel showing the results from Navier-Stokes model and the inset showing the results

from 14-moment model. Recall that the heat flux is zero in the Euler and 10-moment models.

It is seen that the heat flux profiles have a multiple-peak structure and these structural features

of heat-flux q are directly correlated with the corresponding scalar temperature profiles in Fig.
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Figure A.12: Temporal evolution of blast wave skew-temperature for α = 0.75. (a) 10-moment
model, (b) Navier-Stokes model, (c) 14-moment model.
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A.9 and Fig. A.10 that can be understood by analyzing the constitutive relation of heat flux for

a granular gas. Considering the nearly elastic case (α = 0.9) for which the density-gradient term

in the Fourier law for a granular gas can be neglected and hence Fourier law: q ∝ −∂θ/∂x, we
see that the granular temperature in Fig. A.9 (b) has a two-hump structure: it increases at the

blast wave-front, decreases near the contact wave, again increases to the right of contact wave

and later decreases; hence the heat flux profiles in Fig. A.13 have to follow the opposite pattern

as dictated by the Fourier law. From heat flux profiles at time t = 10, we see that the overall

blast wave width is approximately same for the N-S and 14-moment models and it decreases

from ≈ 15 for α = 0.9 to ≈ 8 for α = 0.75.

Lastly, we present the time evolution of the fourth order moment (∆) in Fig. A.14 for the

restitution coefficient of (a) α = 0.9, (b) α = 0.75. From Fig. A.14 (a) and (b), we remark

that the magnitude of the fourth order moment decreases with time. Figure A.14 (c) shows a

comparison of fourth order moment profiles at time t = 10 for α = 0.9 marked by the black

dashed line and α = 0.75 marked by the red dash double dotted line. From Fig. A.14 (c), one

can conclude that the magnitude of the fourth order moment (∆) increases as you go towards

the elastic limit. In other words, the magnitude of the fourth order moment decreases with

decrease of the restitution coefficient.
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Figure A.14: Temporal evolution of blast wave fourth order moment (∆) using 14-moment
model. (a) α = 0.9, (b) α = 0.75, (c) Comparison of fourth order moment (∆) profiles at time
t = 10 for the restitution coefficients 0.9 and 0.75.
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Garzó, V. & Dufty, J. 1999 Dense fluid transport for inelastic hard spheres. Physical Review

E 59 (5), 5895.
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