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Abstract

Liquid drops supported on solid surfaces are commonly encountered in nature and in indus-

tries. While their aesthetically pleasing shapes and motion generate curiosity, the understanding

of these shapes and their dynamics are a must in several applications. This classical problem in

statics and dynamics poses several interesting but unresolved questions and we address some of

them in this thesis.

Statics

We first carry out analytical and numerical studies on the shapes of two-dimensional and axisym-

metric pendant drops hanging under gravity from a solid surface. We show that drop shapes with

both pinned and equilibrium contact angles can be obtained naturally from a single boundary

condition in the analytical energy optimization procedure. Our numerical procedure too yields

optimum energy shapes which turn out to satisfy Young’s equation, without the explicit im-

position of a boundary condition at the plate. It is shown analytically that a static pendant

two-dimensional drop can never be longer than 3.42 times the capillary length. A related finding

is that a range of existing solutions for long two-dimensional drops correspond to unphysical

drop shapes. Therefore two-dimensional drops of small volume display only one static solution.

In contrast, it is known that axisymmetric drops can display multiple solutions for a given vol-

ume. We demonstrate numerically that there is no limit to the height of multiple-lobed Kelvin

drops, but the total volume is finite, with the volume of successive lobes forming a convergent

series. The stability of such drops is in question, though. Thus drops of small volume can some

times attain large heights. A bifurcation is found within the one-parameter space of Laplacian

shapes, with a range of longer drops displaying a minimum in energy in the investigated space.

Axisymmetric Kelvin drops exhibit an infinite number of bifurcations.

Then we analyze, in two dimensions, the shapes that liquid drops will assume when resting

statically on a solid surface inclined to the horizontal. Earlier experimental and numerical studies

yield multiple solutions primarily because of inherent differences in surface characteristics. On

a solid surface capable of sustaining any amount of hysteresis, we obtain the global, and hence

unique, minimum energy shape as a function of equilibrium contact angle, drop volume and

plate inclination. It is shown, in the energy minimization procedure, how the potential energy

of this system is dependent on the basis chosen to measure it from, and two realistic bases,

front-pinned and back-pinned, are chosen for consideration. This is at variance with previous

numerical investigations where both ends of the contact line are pinned. It is found that the free

end always assumes Young’s equilibrium angle. Using this, simple equations which describe the

angles and the maximum volume are then derived. The range of parameters where static drops

vii



are possible is studied. We also introduce a detailed force balance for this problem and study the

role of the wall in supporting the drop. We show that a portion of the wall reaction can oppose

gravity while the other portion aids it. This determines the maximum drop volume that can be

supported at a given plate inclination. This maximum volume is the least for a vertical wall, and

is higher for all other wall inclinations. This study can be extended to three-dimensional drops

in a straightforward manner, and even without this, lends itself to experimental verification of

several of its predictions.

Dynamics

In order to study the dynamics of drops on solid surfaces, a numerical tool to simulate inter-

facial and wetting flows is necessary. A general algorithm for a hybrid numerical method for

the solution of the model H fluctuating hydrodynamic equations for binary mixtures is devel-

oped. The momentum conservation equations with Landau-Lifshitz stresses are solved using the

fluctuating lattice Boltzmann equation while the order parameter conservation equation with

Langevin fluxes are solved using the stochastic method of lines. Two methods, based on finite

difference and finite volume, are proposed for spatial discretisation of the order parameter equa-

tion. In earlier studies, discretization errors result in an effective break-down of the fluctuation

dissipation theorem, especially at large wave numbers. We take special care to ensure that the

fluctuation-dissipation theorem is maintained at the lattice level in both cases. The methods are

benchmarked by comparing static and dynamic correlations and excellent agreement is found

between analytical and numerical results. The Galilean invariance of the model is tested and

found to be satisfactory. Thermally induced capillary fluctuations of the interface are captured

accurately, indicating that the model can be used to study nonlinear fluctuations. (1) Different

boundary conditions to simulate walls and desired wetting on the solid surface (2) an exter-

nal force to introduce gravity and (3) a viscosity difference between the fluids by specifying

relaxation time as a function of order parameter are also incorporated into the model. Several

problems in multiphase fluid mechanics can now be investigated with this developed code as

illustrated below.

First we study the motion of a two-dimensional droplet on an inclined surface under the

action of gravity. We know that a solid sphere is likely to roll, while a rectangular box is

likely to slide, on an inclined surface. In contrast, a liquid drop moving on an inclined surface

can exhibit a variety of shapes and hence complex but interesting dynamics. The kinematics

of drop motion is analyzed by decomposing the gradient of the velocity inside the drop into

a shear and a residual flow. This decomposition helps in distinguishing sliding versus rolling

motion of the drop. Our detailed study confirms intuition, in that rolling motion dominates as

the droplet shape approaches a circle, and the viscosity contrast between the droplet and the

ambient fluid becomes large. We show that for a general droplet shape, the amount of rotation

follows a universal curve characterized by geometry in terms of isoperimetric quotient, and

independent of Bond number, surface inclination and equilibrium contact angle, but determined

by the slip length and viscosity contrast. Our results open the way towards a rational design of

droplet-surface properties, both when rolling motion is desirable (as in self-cleaning hydrophobic

droplets) or when it must be prevented (as in insecticide sprays on leaves).



Now we investigate the capillary spreading of drops on both hydrophilic and hydrophobic sur-

faces. On hydrophilic surfaces, we demonstrate that wetted radius of drops grows algebraically

as is known as Tanner’s law. Balancing the scaling estimates of viscous dissipation and capillary

forces it is shown that there always exists two regimes of growth, (i) Tanner’s law and then (ii)

an exponential relaxation of both contact angle and contact radius, except in case of perfect

wetting. This transition from algebraic to exponential regime is demonstrated analytically and

numerically. On highly wetting surfaces our simulations show accelerated spreading rates after

obeying Tanner’s law for a small interval. These two observations also validate previous simu-

lations reported in the literature establishing Tanner’s law only for small durations of time and

explains the reasons for finding different exponents in some of those cases. Though derived for

small contact angles, the exponential relaxation is observed at the terminal stages of wetting on

hydrophobic surfaces and in dewetting of drops. Effects of various parameters including thermal

fluctuations on the spreading process are being studied.
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Chapter 1

Introduction

The multitude of aesthetic shapes that liquid drops adopt in various situations has always

been fascinating to human beings. After a rain or on cold mornings it is common to encounter

drops sitting on window panes and plant leaves. These drops are held in a state of static

equilibrium under the action of gravity and surface forces (de Gennes et al. 2004). Depending

upon the solid-liquid properties, a variety of shapes may be formed. Beyond a certain volume

or surface inclination these drops may move or fall down. While it is interesting to know this

critical volume and inclination at which the drops start moving, one may also wonder about the

dynamics inside the drop; how these drops wet or de-wet surfaces, whether these drops slide or

roll down on a surface under gravity. In the case of solid objects, we know that a ball would roll

down on an inclined plane and a rectangular box is likely to slide down. The shape, size and

frictional characteristics determine the roll vs sliding motion in these rigid bodies. However, in

the case of drops, neither the dynamics exhibited by the drops nor the important parameters

affecting their motion are obvious. At the same time the shapes that both static and dynamic

drops assume are complex but interesting. Some situations where the study of statics and

dynamics of drops are important is illustrated in Fig. 1.1.

Besides the curiosity to understand the drop shapes and their dynamics, this knowledge

is imperative in certain coating and paint industries (Dussan 1979; Yarin 2006). In most of

these cases it is desirable to know the rate of spreading to ensure the uniformity of coating.

In addition to the spreading rates, it is also important to know the maximum volume of a

drop that can be held static on an inclined surface in certain spray applications, for example,

pesticides and insecticides sprayed onto plant leaves. Any guidelines to tailor the liquid and

surface properties to modify volume that can be held static, would also be useful. With the

development of new materials such as smart textiles and super hydrophobic surfaces, it would

be interesting to know the favorable conditions for the drops to move on surfaces, so that they

can pick up the dirt, without sticking to the surface (Rothstein 2010). Another example is

in dropwise-condensation heat exchangers where the vapor condenses on solid plates and the

condensate drops are removed. It is necessary to know the maximum size of a drop that can

be held on the surface and how easily it can be removed as both these factors affect the heat

transfer efficiency (Daniel et al. 2001). With the latest developments in nano and microfluidics

and miniaturization of devices, surface forces play at least an equally important role as body

forces (Squires & Quake 2005; Rauscher & Dietrich 2008); some of these new applications are

in biomedical industries and biomimetic designs (Koch & Barthlott 2009; Mitragotri & Lahann

2009; Castner & Ratner 2002) warranting a sound understanding of the basics of interfaces and

their stability.

In this thesis, we intent to address several questions associated with statics and dynamics

of drops. Though these are centuries old problems, we will see that there are many unattended

1
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and unanswered questions in describing the mechanics of drops on surfaces. Some of the re-

cent articles on the foundations of capillary science alert us to this situation (Marchand et al.

2011; Finn 2006; Lunati 2007; Finn 2008a,b; Shikhmurzaev 2008b; Finn et al. 2011; Blake &

Shikhmurzaev 2002; Eggers & Evans 2004; Shikhmurzaev & Blake 2004).

The formulations by Young and Laplace (Pujado et al. 1972) to describe static menisci at-

tracted physicists and mathematicians alike to solve such shapes. No general analytical solution

has however been found. A pressure jump exists across any curved interface due to the surface

tension and this has to be in balance with the bulk pressure existing in the fluid. For example,

in the presence of gravity, the pressure jump across the curved interface has to be balanced by

the hydrostatic pressure and such a balance always gives the description of the interface shape.

When this interface meets a solid surface, a contact line is formed. At the contact line, the solid

comes in contact with two fluids, generally a liquid and a gas as illustrated in Fig. 1.2. A force

balance parallel to the solid plate then gives Young’s equation,

σsg = σsl + σ cos θe (1.1)

where σsg, σslandσ are the tensions along solid - gas, solid - liquid and liquid - gas interfaces.

This microscopic force balance fixes the equilibrium contact angle, θe between the fluids and the

solid which also characterizes the wetting property of the fluids on the solid surface. When θe

is small, it is termed as a hydrophilic surface while θe → 180◦ it is called a hydrophobic surface.

It may be noted that the equilibrium contact angle, θe, defined by Eq. 1.1 can be achieved only

on very smooth surfaces. Any heterogeneities, physical or chemical, present on the surface will

cause the interface to exhibit a different contact angle, generally termed as an apparent contact

angle. There may be a range of contact angles that a particular combination of liquids and solid

exhibit due to the hysteresis of the solid surface. The maximum of which is when the static

interface is formed from an advancing fluid and the minimum when it is formed from a receding

fluid.

Though Young’s equation has been accepted in the literature long ago, the validity of this

equation in certain situations has been questioned in recent times, and controversies persist,

with arguments for (Lunati 2007; Shikhmurzaev 2008b) and against (Finn 2006, 2008a,b; Finn

et al. 2011) this equation. Our studies on static drops in chapters 2 and 3 which deal with

energy minimization to determine the drop shapes never impose Young’s equation as a bound-

ary condition, but we always recover it for the minimum energy shapes. Sessile drops, i.e.,

drops sitting on a horizontal surface, have been studied extensively over the past few decades

(Yonemoto & Kunugi 2009). So have pendant drops hanging from a support of fixed radius, or

from an orifice. On the other hand, the body of work on pendant drops hanging from an infinite

solid surface is smaller and we look at them in chapter 2. Considering an energy minimization

problem without imposing any boundary conditions, as mentioned earlier, we derive a general-

ized boundary condition describing both pinned and unpinned drops. Both our analytical and

numerical procedures yield minimum energy shapes with Young’s equilibrium satisfied at the

contact line. Several features about the height and stability of these drops are investigated.

Interestingly, in contrast to sessile drops, some of these drops can exhibit multiple statically

stable shapes for a given volume, we show that some them can be infinitely long. A similar
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(a) Drops on glass surfaces, Picture source: http://wallpaperdreams.com/wallpapers/in
focus rain droplets on a window with car headlights behind at dusk.1280x800.c42e77c2.
jpg#rain%20drops%20on%20window, http://www.desktopedia.com/wallpaper/Rain-
Drops-on-Glass

(b) Rain drops on plant leaves, Picture source: http://ian.umces.edu/imagelibrary/display
image-761.html, http://14myrules.blogspot.in

(c) Dirt is removed on smart textiles
without wetting, Picture source:
http://www.geoffanderson.com/kat16-
Fabrics/side301-Sympatex%C2%AE-
technology.html

(d) Vapor condenses and form droplets and are removed
to obtain high heat transfer efficiency in condensation
heat exchangers. Chemically modified surfaces inducing
Marangoni flows have been proposed as efficient mecha-
nisms to remove these drops (Daniel et al. 2001), Picture
source: Heat & Mass Transfer by Y. A. Cengel

Figure 1.1: Static and dynamic drops on solid surfaces are commonly seen in nature and indus-
tries.



4 Chapter 1. Introduction

Figure 1.2: Horizontal force balance at the contact line gives Young’s equation.

study is undertaken in chapter 3 about drops on inclined surfaces. Hysteresis, the very force in

this case supporting the drop to remain static, is associated with uncertainties and hence, in the

literature, drop shapes have been calculated by fixing either the contact angles or the contact

area. Instead we use an energy minimization method assuming infinite hysteresis of the solid

plate, and find that the unpinned end always obeys Young’s equation. It should be pointed out

that both microscopic force balance i.e., Young’s equation at the contact line, and macroscopic

force balance, i.e, a balance between the gravitational component and surface tension forces (as

commonly used in literature) are force balances parallel to the solid surface. The force balance

normal to the surface was never examined till recently (Marchand et al. 2011; Jerison et al. 2011;

Thampi & Govindarajan 2011; Style & Dufresne 2012). We show the importance of reaction

forces on the surface and at the contact line. The detailed force balance reveals that the solid

reaction can be in different directions in different portions of the drop thus allowing only a max-

imum volume that can be held on a surface. A parametric study not only reveals the regions of

possible solutions, it also gives directions to tailor the surfaces to hold larger volumes of static

drops.

We then develop an algorithm to simulate the dynamics of drops in chapter 4. A very generic

algorithm describing the dynamics of binary fluids is developed incorporating several features.

Particularly important is the introduction of thermal fluctuations as they may form essential part

of physics at mesoscopic length scales such as in fluctuations driven spreading of nano droplets

on solid surfaces (Davidovitch et al. 2005), dewetting of thin films (Willis & Freund 2009) and

break up of nano jets (Eggers 2002). The general algorithm that is developed is capable of

studying various other phenomena such as dynamics of emulsions in complex fluids, nucleation

and spinodal decomposition in binary fluids (Gompper et al. 1994; Gonnella et al. 1999) and

so on. However, we do not pursue them in this thesis but we intend to do them in the future.

Here, we study problems driven by capillary and gravitational forces on the macroscopic length

scales as mentioned below. While it is relatively easy to analyze drop motion in different limits,

say, under the lubrication approximation at small θe (Dussan & Chow 1983; Oron et al. 1997)

or, at large θe, assuming the drops to be purely spherical (Quere 2005; Mahadevan & Pomeau

1999; Biance et al. 2004) it is very difficult to analyze the intermediate range of contact angles.

This is because the governing equations do not lend themselves to any simplifying assumptions

warranting the solution of full equations. As of now it is impossible to find any analytical

solutions, numerical solutions also pose considerable challenges (Scardovelli & Zaleski 1998) since

the interfacial flows involve tracking of interfaces and incorporation of mechanisms to escape the

contact line singularity (Shikhmurzaev 2008a). Therefore our hybrid algorithm implementing
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a lattice Boltzmann method to solve hydrodynamics and a diffuse interface model accounting

the evolution of order parameter is a very promising method as illustrated in this thesis. The

diffusion of the order parameter, here defining the concentration of drop and the outer fluid,

across the interface at the contact line provides a mechanism for contact line movement and

relieves the contact line singularity. A viscosity contrast between the fluids can also be achieved

very easily by choosing the relaxation time in the lattice Boltzmann algorithm to be a function

of the order parameter. We do not have any restriction on the size of the drop compared to

relevant length scales such as capillary length in the problem. Also it is possible to simulate

drops on surfaces with any contact angles ranging from 0◦ to 180◦.

Having these advantages built into the algorithm, we analyze the motion of drops on inclined

surfaces under the action of gravity in chapter 5. Most of the previous studies concentrate on

calculating the velocity of a translating drop as a function of various parameters such as Bond

number and equilibrium contact angle. We look at drop dynamics from a different perspective.

We address the question of rolling vs sliding motion inside the drop in comparison with rigid

body motion on an inclined surface. We borrow the concept of triple decomposition of velocity

gradient tensor introduced in the context of turbulence to distinguish high vorticity regions from

high shear regions and use it, for the first time, as a measure to characterize the rolling motion of

a drop. The amount of rolling motion is found to be dependent only on certain parameters such

as shape, viscosity difference between the fluids and slip length at the contact line. Not only are

some intuitive predictions confirmed quantitatively, some surprising facts have also been found.

For example, the relationship between the amount of rolling motion and a particular shape

factor is a universal curve independent of capillary and gravitational forces. The shape factor is

a measure of how far a given shape is from a circle. Drops of rather different shape but with same

shape factor display the same amount of roll. Thus, this study is expected to provide guidelines

to choose and design solid-fluid properties where rolling motion is desirable as in non-wetting

textiles and smart materials and it is not desired as in coating and spray applications. A related

problem that is of fundamental interest is the capillary spreading of a drop and we investigate this

in chapter 6. We identify various regimes of spreading, establish them in simulations providing a

comprehensive picture of spreading process. For highly wetting surfaces accelerating spreading

rates are observed. For any finite equilibrium contact angle the terminal stage is an exponential

relaxation of contact radius and contact angle. Before the occurrence of this regime an algebraic

growth will be seen. The durations of each of these regimes depends upon the instantaneous and

equilibrium contact angles. These observations are important, because, various studies in the

literature examine specific regimes of the spreading process, sometimes reporting a variety of

exponents in the algebraic growth regime or showing algebraic growth only for short durations

of time. Our detailed investigation suggests the plausible explanations for these discrepancies as

there may be interference from both accelerated spreading regimes and exponential spreading

regimes. Also different methods such as molecular dynamics and dissipative particle dynamics

are used in various situations. Using our hybrid algorithm we analyze the entire range of contact

angles to show the validity of different regimes both in spreading and de-wetting cases along

with some scaling estimates to verify the results.

Finally we conclude and provide a list of future studies in chapter 7.





Chapter 2

The possible equilibrium shapes of

static pendant drops

The material in this chapter is reproduced in J. Chem. Phys., 133(14):144707 (2010).

2.1 Abstract

Analytical and numerical studies are carried out on the shapes of two-dimensional and axisym-

metric pendant drops hanging under gravity from a solid surface. Drop shapes with both pinned

and equilibrium contact angles are obtained naturally from a single boundary condition in the

analytical energy optimization procedure. The numerical procedure too yields optimum energy

shapes satisfying Young’s equation without the explicit imposition of a boundary condition at

the plate.

It is shown analytically that a static pendant two-dimensional drop can never be longer than

3.42 times the capillary length. A related finding is that a range of existing solutions for long

two-dimensional drops correspond to unphysical drop shapes. Therefore two-dimensional drops

of small volume display only one static solution. In contrast, it is known that axisymmetric

drops can display multiple solutions for a given volume. We demonstrate numerically that there

is no limit to the height of multiple-lobed Kelvin drops, but the total volume is finite, with the

volume of successive lobes forming a convergent series. The stability of such drops is in question,

though. Drops of small volume can attain large heights.

A bifurcation is found within the one-parameter space of Laplacian shapes, with a range of

longer drops displaying a minimum in energy in the investigated space. Axisymmetric Kelvin

drops exhibit an infinite number of bifurcations.

2.2 Introduction

Often one encounters pendant drops hanging from an infinite solid surface. However the body

of work on this geometry is far smaller than on drops hanging from a support of fixed radius,

or from an orifice. In contrast to sessile drops that can be made as large as one would wish,

a pendant drop larger than a certain volume cannot hang in a stationary fashion, as we will

demonstrate. Interestingly, while sessile drops can be no taller than twice their capillary length,

we will see that pendant drops can be infinitely tall, in theory. Thus an infinite number of shapes

of pendant drops is possible for a given volume. A generalised boundary condition applicable

in several situations is presented. Such shapes are obtained numerically without the explicit

imposition of boundary conditions at the solid plate.

7
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We begin by briefly discussing some of the earlier studies on this problem. Using calculus

of variations, Gauss, in 1830, unified the results of Young and Laplace to obtain equations

and boundary conditions describing drop shapes Finn (1999), while Plateau (1873) classified

the solutions of the gravity-free Young-Laplace equation according to geometry. Bashforth &

Adams (1883) obtained gravity-distorted drop shapes. Thomson (1886) (Kelvin) geometrically

constructed menisci including the multiple-lobed pendant drops now known by his name. We

go forward by almost a century to early numerical simulations, important among which are

those of Padday (1971), for axisymmetric sessile and pendant drops and liquid bridges. Padday

& Pitt (1973) calculated axisymmetric equilibrium shapes from the first variation of energy

and graphically examined their stability through the second variations of energy. More formal

calculations followed, from Pitts (1973, 1974), who derived the shape and stability of two-

dimensional and axisymmetric pendant drops for various contact angles and showed that there

is a maximum in the volume that can be sustained. He showed that drops are unstable in a

regime where an increase in volume is associated with a decrease in height. Boucher & Evans

(1975); Boucher et al. (1976) carried out a similar analysis on pendant and sessile drops, and

emergent and captive bubbles. They explored the relationship between shape and contact-angle

hysteresis. Many properties of the solutions, including for Kelvin drops, were elucidated by

Concus & Finn (1979).

Meanwhile Majumdar & Michael (1976); Michael & Willaims (1976); Michael (1981) con-

ducted a systematic analysis of the stability of two-dimensional drops hanging from a fixed

support or fixed orifice, and axisymmetric drops hanging from a fixed tube, which are discussed

in the last section. Wente (1980) carried out rigorous mathematical investigations whose conclu-

sions include (i) that the drop height increases monotonically with volume throughout the range

of stability, in agreement with Pitts (1974) (ii) that the area of contact of the drop with the

solid surface attains a maximum before the volume does (iii) that the profile curve of a stable

pendant drop never contains more than one inflection point.

Chesters (1977) attempted to calculate the shape of a pendant drop hanging from a tube as

a first order perturbation to a circle. This approach was revisited by O’Brien (1991) with an

alternate formulation. Through the introduction of different scaling and boundary layers, the

shape of a pendant drop was calculated using matched asymptotic expansions. Later on O’Brien

(2002) extended the theory to pendant drops with multiple necks (Kelvin’s drops).

The recent approach of Snoeijer & Andreotti (2008) for sessile drops is particularly similar

to the present, i.e., posing the problem with free end-points. By using a similar approach on

pendant drops, we find that these can be much more interesting than sessile. In particular, they

can have multiple minimum energy shapes at a given volume. Moreover, they have a different

energy landscape, as we shall see. To the best of our knowledge, studies of pendant drops hanging

from solid surfaces, which obtain shapes through an energy minimization procedure, all hold

a fixed area of contact with the solid. Correct drop shapes are then obtained by additionally

imposing Young’s relation at the solid surface. In contrast, we fix only one parameter rather

than two, and allow the second to come out of the solution. We could do this in many ways,

e.g. by keeping the volume fixed and allowing the contact area to change, or by keeping the

contact area fixed and allowing the volume to change. We choose the former since it is natural,
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and many features such as multiple shapes are obtained directly rather than by an exhaustive

search. Drop shapes obeying Young’s relation emerge naturally in our procedure.

2.3 Drop shapes of minimum and maximum energy

We study both two-dimensional and axisymmetric drops. The shape of a two-dimensional drop,

i.e., an infinite cylinder whose cross-section is a drop, is possible to obtain analytically, whereas

axisymmetric drops warrant numerical computations. Since the analytical solution is often

instructive, we study two-dimensional drops as well. although one may not often encounter

them in reality, except as remnants of inverted rivulets and in some small-scale situations.

Consider a liquid drop suspended downwards from a horizontal solid surface, subjected to

gravity and surface forces. For a given drop volume, we begin by obtaining shapes for which

the energy is at an optimum. The solid-liquid contact area is not pre-defined nor is the contact

line pinned. As sketched in Fig. 2.1 the bottom tip of the drop is taken to be the origin of the

coordinate system, with the vertical coordinate z increasing upwards. The shape of the liquid-

gas interface is described by x(z) or r(z), where x for a two-dimensional drop is the horizontal

distance of the liquid-gas interface from the z-axis, and r is the corresponding radial distance

for an axisymmetric drop. Following Pitts (1973, 1974), we write

E0 =

∫ h

0

[
σ
√

1 + x2z − ρgx(h− z)
]
dz + (σsl − σsg)λ (2.1)

where the total energy for a two-dimensional drop is 2E0 per unit span. The solid plate is taken

to be the base for potential energy. The drop is characterized by its total height h and the

solid-liquid interface half-length λ. The liquid density is ρ, while σ, σsl and σsg respectively

are the tensions of the liquid-gas, liquid-solid and solid-gas interfaces. We nondimensionalise

the above equation by the capillary length Lc ≡
√
σ/ρg as the length scale and σLc as the

two-dimensional energy scale. The functional E0 must be extremised subject to the constraint

of constant volume V .

Here we note one point of departure from earlier work Pitts (1973); Boucher et al. (1976).

Whereas those studies specified the liquid-gas interfacial contact length 2λ to be held constant

during the minimization procedure, thus making the contact line pinned in effect, we do not

(as we should not for our problem!) impose this additional constraint. In a typical problem

of this class, with the end point held fixed, one would need to specify an additional boundary

condition at this point. Thus, in order to completely specify the shape, earlier studies imposed

the equilibrium angle θe at the surface, where θe is given by Young’s equation

σsl − σsg + σ cos θe = 0. (2.2)

On the other hand, with the end point allowed to move, no additional information needs

to be supplied (Brunt 2004), so our approach holds appeal in that the class of solutions of

extremum energy that we obtain automatically have Young’s contact angle θe. Also some addi-

tional features of the solution space are revealed as we shall see below.

The functional E0 must be extremised subject to the constraint of constant volume V , i.e.,
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εH

x or r

z

λ or R

εΛ or (εR)

h

Figure 2.1: Definition of coordinate system (x, z) for two-dimensional and (r, z) for axisymmetric
pendant drops. The perturbed shape is shown by the dashed line.

the first variation of

E0 =

∫ z=h

z=0
G (z, x, xz) dz + χV (2.3)

with respect to x(z) must be zero. Here V =
∫ h
0 xdz is referred to as volume, as per convention.

χ is the Lagrange multiplier, xz denotes dx/dz, and

G ≡
√

1 + x2z +
σsl − σsg

σ
xz + xz − V − χx. (2.4)

We consider a perturbed shape x̂ = x + ǫη(z) where ǫ is a small parameter. We prescribe

that the bottom tips of the perturbed and the original drops coincide, as seen in Fig. 2.1.

Since the problem involves free end points, let the corresponding changes in the end points

be [λ̂ = λ + ǫΛ, ĥ = h + ǫH],. The extremization of a functional with variable end points is

conducted in the standard manner prescribed, for example, by Brunt (2004). We give here the

essential steps.

For the energy minimization functional defined as,

E0(x̂)− E0(x) =

∫ h+ǫH

0
G(z, x̂, x̂z)dz −

∫ h

0
G(z, x, xz)dz

which may be written as

E0(x̂)− E0(x) = I1 + I2 (2.5)

I1 =

∫ h

0
[G(z, x̂, x̂z −G(z, x, xz)] dz (2.6)

I2 =

∫ h+ǫH

h
G(z, x̂, x̂z)dz. (2.7)
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The integrand of I1 may be Taylor expanded as,

G(z, x̂, x̂z)−G(z, x, xz) = ǫ

[
η
∂G

∂x
+ ηz

∂G

∂xz

]∣∣∣∣
x

+O(ǫ2), (2.8)

to obtain

I1 = η
∂G

∂xz

∣∣∣∣
z=h

z=0

+

∫ h

0
η

[
∂G

∂x
− d

dz

(
∂G

∂xz

)]
dz. (2.9)

A Taylor expansion at the end point (solid surface) at λ̂ = λ+ǫΛ and since λ̂ = (x+ ǫη)|h+ǫH =

λ|h + ǫHxz|h + ǫη(h) +O(ǫ2), we have

η(h) = Λ−Hxz(h) +O(ǫ). (2.10)

The second integral I2 may be written as

I2 =

∫ h+ǫH

h
G(z, x̂, x̂z)dz = ǫHG(z, x, xz)|z=h +O(ǫ2). (2.11)

Substituting for I1 and I2 from equations 2.9 - 2.11 in to Eq. 2.5 and after a few mathematical

manipulations, we get,

E0(x̂)− E0(x) = ǫ

{∫ h

0
η

[
∂G

∂x
− d

dz

(
∂G

∂xz

)]
dz

+

[
Λ
∂G

∂xz
+ H

(
G− xz

∂G

∂xz

)]∣∣∣∣
z=h

}
. (2.12)

For the functional E0 to be stationary at x(z), terms of O(ǫ) should add to zero in the above

expression. The perturbation η(z) can be chosen arbitrarily, which demands that the integrand

be zero. This gives the Euler-Lagrange Eq. 2.13.

z − 1

r0
=

d

dz

(
xz√
1 + x2z

)
. (2.13)

A hydrostatic force balance indicates that χ = 1/r0 where r0 is the radius of curvature at

the origin, assigning a physical meaning to the Lagrange’s multiplier. Defining cot θs ≡ xz, the

slope xz at the solid surface, Eq. 2.13 can be written as

z =

(
1

r0
− cos θs

dθ

dx

)
. (2.14)

The Euler-Lagrange equations offer a static drop shape for every r0, so we reduce the solution

space to a one dimensional space in the Lagrange multiplier, all of which ensure force balance

everywhere (Snoeijer & Andreotti 2008). Shapes of minimum or maximum energy among static

shapes may then be picked from these. This property is exploited in the next section (2.4.1) to

adopt a numerical approach. This approach is more elegant than looking for minimum-energy

shapes by making arbitrary perturbations which may not satisfy force balance, such as that of

Pitts (1973), where the curvature at the bottom was not disturbed. Pitts’s procedure would

result in a minimum energy for any trial shape, but a class of correct shapes was obtained by
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imposing Young’s contact angle at the surface. However, while the present analytical procedure

yields correct extremum energy shapes, we resolve the issue of whether the energy of such shapes

is at a maximum or a minimum numerically. Care must be exercised in interpreting these results

in terms of stability, as discussed later.

To satisfy Eq. 2.12, in addition to the force balance, we must have

[(
ǫΛ

ǫH
− xz

)
∂G

∂xz
+G

]∣∣∣∣
z=h

= 0. (2.15)

assuming ǫH 6= 0. Noting that the volume may be expressed as (Pitts 1973),

V = hλ− λ

r0
+ sin θs, (2.16)

we get from (2.15)
ǫΛ

ǫH

(
cos θs +

σsl − σsg
σ

)
= 0. (2.17)

The above general boundary condition (Eq. 2.17) offers two possibilities corresponding to

actual static drop shapes. (i) If we set the quantity within the brackets to zero, we see that θs

is equal to the equilibrium contact angle θe, to the automatic satisfaction of Young’s equation

(Eq. 2.2) of local surface tension balance. We refer to these as Y-solutions. (ii) If the contact

line is pinned due to surface roughness or chemical heterogeneities, then by definition ǫΛ = 0

illustrating that drops sitting on non-ideal surfaces need not satisfy Young’s equation at the

contact line. The explanation usually offered for static drops not satisfying Young’s equation is

that of contact-angle hysteresis (de Gennes et al. 2004). Wall roughness is particularly simple

to imagine as a cause for hysteresis: the fluid at the triple-contact line adjusts its location very

slightly to choose a point on the surface where the microscopic angle is θe, while maintaining the

macroscopic angle at a different θs. Moreover, since the curvature at any height z is uniquely

determined by r0 the perturbed solution cannot cross the original one, i.e., η(z) cannot change

sign in a given shape. This implies that to attain a volume V the perturbed drop must be taller

if the perturbation in r0 is negative, and shorter if otherwise, so H cannot be zero.

These conclusions are easily extended to axisymmetric pendant drops. The energy functional

of an axisymmetric drop with height h and liquid-solid contact radius R, defined in a coordinate

system (r, z) (Fig. 2.1), when perturbed to a nearby function r̂ = r + ǫη with the end point

moving to [R̂ = R+ ǫΩ, ĥ = h+ ǫH],

For axisymmetric pendant drops, the energy functional (Fig. 2.1), will have the same form

as in (2.3) but with

G ≡ 2πr

[√
1 + r2z +

σsl − σsg
σ

rz

]
+ πr2

[
z − 1

r0

]
− V. (2.18)

The appropriate value of the Lagrange multiplier has been used. In this case volume may be

determined as

V = πR2h− πR

[
R

r0
− 2 sin θs

]
. (2.19)
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As before, we obtain the Euler-Lagrange equation describing the shape of drop as

z − 1

r0
=

[
rzz

(1 + r2z)
3/2

− 1

r (1 + r2z)
1/2

]
, (2.20)

and the end-point condition
ǫΩ

ǫH

(
cos θs +

σsl − σsg
σ

)
= 0, (2.21)

Again we obtain Y and pinned solutions by setting different terms in Eq. 2.21 to zero.

We have not yet resolved whether the solutions obtained correspond to maxima or minima

in energy. We do this numerically, as discussed in the next section, where other features too

come to light.

2.4 Results and Discussion

2.4.1 Two dimensional drops

Equation (2.13) may be integrated (Krasovitski & Marmur 2005) to give

dz

dx
=

[
1

(1− (z/r0) + 0.5z2)2
− 1

]1/2
. (2.22)

The shape for each r0 is obtained by numerically integrating Eq. 2.22 by a fourth order Runge-

Kutta method, and placing the solid surface at the height h where the volume V is attained.

Here the entire space of shapes has been reduced to a one-parameter space in r0 since we know

that any two dimensional or axisymmetric shape outside this family cannot satisfy force balance

which is a necessary condition for an energy minimum. The liquid-gas and liquid-solid interfacial

areas, and the center of mass of the shape were determined, and used to calculate the surface

energy and potential energy respectively. The total energy is then obtained as a function of the

shape factor r20, and a line search is employed to obtain the minimum energy solutions along r0

for each given volume. These solutions are shown in Fig. 2.2 in a height-volume space. Note

that the shape of a drop is independent of interfacial tensions, but its energy depends on their

combination, appearing through θe. As in the analytical calculations, the boundary conditions

were never enforced, but they emerged naturally during the minimization procedure.

In Fig. 2.2 curves I to V show present extremum energy solutions whose contact angle θs

turns out to be equal to θe, and which therefore belong to the Y branch. These lines agree very

well with those obtained by Pitts (1973) by imposing Young’s contact angle at the solid surface,

except that Pitts obtained two solutions for every volume while the present solutions terminate

at the curve AFGH. Any point below this curve corresponds to unphysical shapes which cross

themselves, so we find that at low volumes only one solution exists. Note that for contact angles

close to 90◦ the unphysical solutions (dashed lines) extend over a significant region. The curve

AF corresponds to limiting shapes where the drop crosses itself at the solid surface, i.e., the

contact area λ is zero, whereas drops on the curve FGH attain a zero width at some z 6= h. We

thus conclude that all possible physical two-dimensional drop shapes are contained within the

closed region AFGHD0A.
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Figure 2.2: Volume of extremum energy shapes as a function of height for 2D drops. Curves
I to V correspond to Y solutions of different contact angles. Points below AFGH, including
the dashed lines of Pitts (1973) have unphysical drop shapes. Drop shapes shown in the insets
correspond to the heights indicated by ‘a’, ‘c’ and ‘b’, all with a volume V = 1.75. The shape
‘c’ sits on the dot-dashed curve FD discussed in section 2.4.4.

2.4.2 Axisymmetric Pendant Drops

Following Boucher & Evans (1975), Eq. 2.20 is converted into three coupled first-order equations

with θ, r and z as parameters dependent on s, the arc length from the origin:

dθ

ds
=

1

r0
− z − sin θ

r
, (2.23)

where dr/ds = cos θ and dz/ds = sin θ. This approach avoids zero and infinite slopes in the

computation.

The same numerical procedure as for two-dimensional drops was adopted here too. Similar

conclusions are arrived, with the important difference that many shapes are possible for a given

volume. In fact in some range of volumes, one can have an infinite number of possible shapes

displaying minimum energy. This is because the azimuthal curvature is now finite, ensuring that

the drop never intersects itself. The V − h profile of the shortest few of these drops are shown

in Fig. 2.3. The first Y limb and a part of the second at low θe were already obtained by Pitts

(1974), but again by pinning R and imposing θe.

Unlike in the two-dimensional case, at higher θe, one may have closed curves in the height-

volume space, two examples are seen in Fig. 2.3. A very large number of such closed curves

is possible (not shown). These are remarkable, because they represent another basic difference

between possible shapes for two-dimensional and axisymmetric drops: axisymmetric drops of

small volume can be very long. The second curvature also provides the facility for the longitu-

dinal curvature to be non-monotonic, so many-lobed, or Kelvin, drops are possible. Of course
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Figure 2.3: Volume versus height for extremum energy axisymmetric pendant drops of the Y
class obtained during the numerical minimization of energy along with other solutions. Note
that the condition θs = θe was not explicitly imposed.

these shapes may or may not be stable.

2.4.3 Height of pendant drops

We show analytically that two-dimensional drops can never be taller than 3.42 times the capillary

length. We then show numerically that the height of an axisymmetric drop has no limit, but its

volume is always finite.

For two dimensional drops, Eq. 2.22 can be written as

z =
1

r0
+

[
1

r20
− 4 sin2

(
θs
2

)]1/2
(2.24)

so the maximum height hmax = 2/r0 occurs when θs = 0. On examining Eq. 2.22 by putting

the numerator and denominator to zero separately to obtain the locations of zero and infinite

slopes for zx, one can deduce that (Fig. 2.4), (i) when 0 ≤ r0 ≤ 0.5, moving upwards in z,

θ will go through π/2 followed by a zero, without a neck, (see r20 = 0.24 in figure (2.4)) (ii)

when 0.5 ≤ r0 ≤
√
0.5 between two points where θ = π/2, a saddle point will exist. These

are followed by θ = 0, so a neck is seen, (see r20 = 0.36 in figure (2.4)) (iii) when
√
0.5 ≤ r0,

the drop reaches zero slope with out going through any infinite slope. (see r20 = 0.55 in figure

(2.4)) For all cases, zx has zeros at z = 0 and z = 2/r20 . In case of (i), zx has additional zeros

at z = (1 ±
√

1− 4r20)/r0, and no drop can be taller than the lesser of these, which restricts

the drop to h ≤ 2. Hence arbitrarily small r0 does not suggest arbitrarily tall drops. Also,

self-crossing drops are not real solutions and should be excluded from consideration, which has

often been overlooked (Pitts 1973; Michael 1981). In cases (ii) and (iii) a zero would occur at
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Figure 2.4: Solutions of Eq. 2.13 for various values of r0 for two-dimensional drops. Once an r0
is fixed the only possible shapes for any volume, are dictated by the curves on the left. Thus,
to obtain a shape for a given volume, one merely draws a horizontal cut on the curve to enclose
the desired volume. Shown on the right is a typical Kelvin drop, solution of (2.20).

z ≤ 8, but the self-crossing condition occurs at a lower height, as seen below. Equation 2.13

may be integrated (Pitts 1973) to give

x = ∓ 1

r0

[
(2r20 − 1)u+ E

(
u
∣∣4r20

)]
, (2.25)

where u = F
(
θ
2

∣∣4r20
)
and F & E denote respectively, elliptic integrals of the first and second

kind. The tallest drop is one which barely grazes itself, i.e., achieves x = 0 with θ = π/2 at x = 0.

Equation (2.25) can be solved to yield r20 = 0.3419 for such a drop, so hmax = 2/r0 = 3.420 is

the maximum height possible for a two-dimensional drop. This value matches very well with

the numerical height at point H in Fig. 2.2. The calculations were repeated for various θs using

Mathematica to generate the curve FGH in Fig. 2.2.

A typical shape of a Kelvin drop in also shown in Fig. 2.4, and possible solutions up to some

height for Kelvin drops of θe = 30◦ are shown in Fig. 2.5. A larger h corresponds to a smaller

r0, enabling the drop to sustain larger hydrostatic pressures. At every neck, θ = 90◦, so at the

jth neck, Eq. 2.20 yields

rnj(1− r0znj) = r0. (2.26)

Here the suffix ‘n’ denotes the neck. This shows that each bulge is uniquely determined by r0

and j, i.e., there is no similarity solution relating consecutive bulges. O’Brien (2002) calculated

the first few bulges through asymptotic matching.

While it is evident that the volume tends to converge at about 2.5π, Fig. 2.5 does not make

it clear whether the height is converging as well. Figure 2.6 shows the variation of hh and hl

(heights at the highs and lows in volume respectively) with the index j of the Y cycle. Both

grow as j1/2, so there is no limit on the height of an axisymmetric drop, although the ratios of
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Figure 2.5: Kelvin’s drop solutions for θe = 30◦ illustrating the existence of multiple configura-
tions for certain volumes.

consecutive heights hh(j+1)/hhj and hl(j+1)/hlj tend towards unity. On comparing drops with j

bulges and one with j+1, we see that the contribution to the height of each consecutive bulge is

j−1/2. The radius of each consecutive bulge also goes down roughly on this scale, so the volume

of each additional lobe is ∼ j−3/2. The total volume of the drop is thus given by a convergent

series, ensuring that it is finite.

2.4.4 Stability and minimum contact area shapes

As detailed in the introduction, the stability analysis of two-dimensional drops has been carried

out by various authors Pitts (1974); Majumdar & Michael (1976). The region to the left of the

volume maxima in Fig. 2.2 is found to correspond to energy minima, whereas it is believed that

the region to the right of the volume maxima consists of shapes unstable to two-dimensional

perturbations. The line joining the maxima in the V − h plane, shown in Fig. 2.7 by DBJ , is

thus a locus of bifurcation points separating stable and unstable solutions. This however, as we

show below, is not the only bifurcation possible.

Before that, a word of caution about the present procedure is in order. Our analytical

procedure ensures that the possible shapes we have obtained are all of optimum energy. About

the stability of these optimum energy shapes, however, we can only obtain a partial answer

from our numerical procedure. This is because, for a given θe, we restrict our investigations to

a one-dimensional space of all possible Laplacian shapes. When we obtain a maximum in the

energy we can be sure that the shape is unstable. However a minimum in energy does not ensure

stability, since there is a possibility of non-Laplacian shapes of lower energy, i.e., the shape could

be dynamically unstable. Secondly, the drops may be unstable to non-symmetric perturbations.

Majumdar & Michael (1976) showed that two-dimensional drops hanging from a fixed support
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could be unstable to three-dimensional perturbations. Such a study needs to be conducted for

drops hanging from an infinite solid plate.

Two-dimensional Shapes: Although Pitts mentioned that some range of longer drops

appeared stable, he felt that the result was false due to the very restrictive assumptions he

made about the nature of the perturbations. Without his assumptions we obtain a regime of

energy minima among long drops. Consider curve III, for example, in Fig. 2.7. A computation

of the energies shows that the left limb AB consists of energy minima, in accordance with

accepted wisdom. However, only a portion of BEG, namely BE, contains energy maxima,

whereas the leg EG consists again of energy minima. At any other contact angle as well, the

picture is similar, with unstable static shapes to the right of the maximum volume solution, up

to the curve FECD, to the right of which we again obtain energy minima. The curve FECD

thus describes another locus of bifurcation points. This curve also corresponds to shapes with a

minimum in contact area (MCA) subtended at the solid surface. In other words, if we consider

all shapes along a horizontal line in the Fig. 2.7, i.e. all shapes of a given volume, the shape

with the smallest λ will occur at the intersection of the horizontal line with the curve FECD.

This can be seen visually in the drop shapes for V = 1.75 shown in Fig. 2.2. We may thus

summarise by dividing the energy landscape into four sections for a given Young contact angle

(i) the region to the left of the maximum in the V − h plot, i.e. height increases with increasing

volume, corresponds to minimum energy shapes. (ii) shapes in the region lying between the

maximum in the V −h plane and the MCA shape on FECD, i.e., the shaded region in Fig. 2.7

correspond to energy maxima. Here the height decreases with increasing volume, and so does the

contact area at the solid surface. (iii) the region contained within FECDHGF again consists
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of energy minimum shapes. In this region, the height decreases with increasing volume, but the

contact area with the solid increases. The stability of these shapes to dynamics perturbations

needs to be investigated. (iv) the region below AFGH consists of unphysical shapes.

Axisymmetric Shapes: Typical shapes for axisymmetric drops are illustrated in Fig. 2.8.

The repeating pattern of limbs (figures 2.3 and 2.5) suggests the existence of more than one

set of bifurcations. In fact each pair of limbs is associated with a minimum contact area locus,

which also bifurcates the neighborhood as before, this is confirmed in Fig. 2.9. Since we find

regions of static stability at all Y indices, it is intriguing why we do not see Kelvin’s drops in

nature. Apart from dynamic instability, since the energy wells are progressively shallower for

increasing index, nonlinearities can become important. Thus the presence of extraneous forces,

even if small, could play spoilsport, especially at the extremely narrow neck regions. Three-

dimensional drops offer an additional possibility of non-axisymmetric shapes arising from the

extra degree of freedom to choose two different radii of curvature at the origin. However we,

following the literature (Padday & Pitt 1973; Pitts 1974), make the hypothesis that the symmetry

of the problem should be reflected in the solutions as well and that non-axisymmetric shapes

are less likely minimum energy candidates. Detailed studies on stability to non-axisymmetric

perturbations are perhaps warranted now to prove this point. Such studies have so far been

restricted to pinned/ fixed contact area pendant drops (Michael 1981). For example, Michael

& Willaims (1976) showed that ahead of the maximum in volume, axisymmetric drops hanging

from a tube are stable to axisymmetric and non-axisymmetric perturbations below a contact

radius of 3.219. We expect that drops hanging from an infinite solid plate, being able to take up

the most favorable contact area, are likely to be more stable to non-axisymmetric perturbations.
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Figure 2.8: Typical shapes of axisymmetric drops. (a) V = 2π, θe = 50◦, (b) V = 3π, θe = 50◦,
(e) V = 3.5π, θe = 30◦ and (f) V = 4.5π. Shapes subtending a minimum in contact area are
shown in (c) V = 3π, θe = 45.2◦, (d) V = 3.5π, θe = 39.1◦, (g) V = 4.5π, θe = 26.8◦ and (h)
V = 5π, θe = 20.7◦.

A word of caution: We notice that Eq. 2.17 can also be satisfied if ǫΛ = 0, i.e., if we

restrict ourselves to a special class of perturbations which contain no terms of O(ǫ) in λ, i.e.,

when λ is at an extremum. Since one can always create a perturbation that contains terms of

this order, the minimum energy shapes thus obtained would be spurious. In fact the entire MCA

curve FECD would correspond to spurious energy extremum shapes for any surface tension,

because by definition MCA has a minimum area and no terms of O(ǫ) exists in λ.

An example of such a case is shown in 2.10 where one observes an exchange of stabilities

for θe = 70◦. The horizontal solid line at V = 1.1, below the transcritical bifurcation point E,

intersects the energy-extremum solutions at y1,m1 and y2. Note that y1 and y2 are Y solutions,

while m1 is MCA solution. The energy variation along this line is shown by curve I, where it is

evident that the Y solutions are of minimum energy, while the MCA solution is at a maximum.

Above E, the roles are switched, as demonstrated by curve II, which gives the energy along

V = 1.55. The Y shape y3 is at a minimum, but the Y shape y4 now displays an energy

maximum. The MCA shape m2 is now a minimum energy. The contact area measured by λ

is shown in the inset to display a minimum at m2. Since h varies monotonically with r0, this

minimum is equivalent to satisfaction of the condition ǫΛ = 0. However, as mentioned earler,

this minimum energy MCA solutions are not statically stable solutions.

A final word on pinned solutions. Equation (2.1) is of the form
∫
Idz + a × b = 0, where

the integrand I and the product, given by Eq. 2.17, have to each vanish. Looking for a pinned

solution with a particular λ will give us only the condition on I, leading to a contact angle

usually different from θe. Several authors (Boucher & Evans 1975; Pitts 1973) have in effect
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Figure 2.9: Energy landscape in height-volume space for θe = 45◦. Deep red corresponds to hills
(energy maxima) and deep blue to valleys (minima). The neighborhood of the bifurcation point
is enlarged in the inset showing an exchange of stabilities. For ease of visualization the energy
in the inset is normalized between 0 and 1 for each volume.
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Figure 2.10: Exchange of stabilities at the transcritical bifurcation point E for θe = 70◦ giving
rise to spurious minimum energy solutions or MCA solutions. Curves I and II show the total
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are at minimum energy. On curve II, the MCA shape is at minimum energy while the second
Y solution becomes unstable. The inset shows that the contact area λ is at a minimum for the
MCA solution.
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arrived at these shapes, and by imposing b = 0 by hand, obtained the Y solutions. However

we do not have any externally imposed conditions and recover all these solutions. Also, pinned

solutions are the result of macroscopic energy minimization where the only relevant length scale

is the capillary length. At smaller length scales, intermolecular interactions manifest themselves

in various ways at the contact line and a generalised Young’s equation may be adopted (Swain

& Lipowsky 1998; Wolansky & Marmur 1999).

2.5 Summary

A general energy minimisation procedure is adopted for studying static shapes of two dimensional

and axisymmetric pendant drops supported by a solid wall. From this drops with both (i) pinned

contact lines and (ii) equilibrium contact angle solutions emerge naturally as the only possible

optimum energy solutions. Though sessile drops have been analyzed for variable contact area

(Snoeijer & Andreotti 2008), the present approach is the only one to our knowledge which is valid

for pendant drops hanging from a surface on which they can choose the minimum-energy. Not

only do the possible solutions appear spontaneously and reveal various features of the solution

space, the approach can be extended towards analytical solutions for patterned surfaces.

A range of solutions of long drops obtained by earlier workers is shown to consist of unphysical

shapes, so at small volumes a two-dimensional drop has a unique static shape. This is confirmed

analytically by showing that the maximum height achievable by a static two-dimensional drop is

3.42Lc. It is obtained numerically that axisymmetric drops on the other hand, can be infinitely

long, but their volume must remain finite. While a two-dimensional drop can have at most two

static solutions of a given volume, an axisymmetric drop can adopt infinitely many shapes. A

range of longer two-dimensional drops is found to be of minimum energy in a one dimensional

space of Lagrange multipliers, and stable to two-dimensional perturbations. In this range, for a

given contact angle, drop height decreases with increasing volume, while the contact area with

the solid surface increases. There is thus an additional bifurcation curve between unstable and

stable solutions, corresponding to minimum contact area shapes. In axisymmetric drops, over

a small range of volume, repeated sets of left and right Y limbs are possible, with repeating

regions of minimum and maximum energy separated by bifurcation curves.



Chapter 3

Minimum Energy Shapes of One-side

Pinned Static Drops on Inclined

Surfaces

The material in this chapter is reproduced in Phys. Rev. E, 84, 046304 (2011).

3.1 Abstract

The shape that a liquid drop will assume when resting statically on a solid surface inclined to

the horizontal is studied here in two dimensions. Earlier experimental and numerical studies

yield multiple solutions primarily because of inherent differences in surface characteristics. On

a solid surface capable of sustaining any amount of hysteresis, we obtain the global, and hence

unique, minimum energy shape as a function of equilibrium contact angle, drop volume and

plate inclination. It is shown, in the energy minimization procedure, how the potential energy

of this system is dependent on the basis chosen to measure it from, and two realistic bases,

front-pinned and back-pinned, are chosen for consideration. This is at variance with previous

numerical investigations where both ends of the contact line are pinned. It is found that the

free end always assumes Young’s equilibrium angle. Using this, simple equations which describe

the angles and the maximum volume are then derived. The range of parameters where static

drops are possible is presented.

We introduce a detailed force balance for this problem and study the role of the wall in

supporting the drop. We show that a portion of the wall reaction can oppose gravity while

the other portion aids it. This determines the maximum drop volume that can be supported

at a given plate inclination. This maximum volume is the least for a vertical wall, and is

higher for all other wall inclinations. This study can be extended to three-dimensional drops

in a straightforward manner, and even without this, lends itself to experimental verification of

several of its predictions.

3.2 Introduction

Understanding how liquid drops remain static on inclined surfaces, despite the action of gravity,

is a classical problem. It is not too straightforward to predict the shape attained by such a drop,

since a given volume can assume an infinite number of static shapes. Depending on the minute

details of the solid surface on which the drop is supported, the contact line adjusts itself so that,

23
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Figure 3.1: A static drop on an inclined surface. The weight of the drop is supported by the
difference in surface tension forces at the front and rear of the drop.

microscopically, Young’s equation

σ cos θe + σsl = σsg (3.1)

is satisfied, thus balancing surface tension forces at the contact line. Here σ, σsl and σsg are the

liquid-gas, solid-liquid and solid-gas interfacial tensions respectively, and θe is the equilibrium

contact angle. This microscopic force balance is unaffected by external body forces. However, the

observed macroscopic, or apparent, contact angle is often different from θe at both the front (θf )

and the rear (θb) of the drop (Fig. 3.1). The possibility that the microscopic contact angle may

be different from the macroscopic is called contact angle hysteresis. A drop on an inhomogeneous

solid surface is capable of exhibiting contact angle hysteresis. This phenomenon has been well

known experimentally for a very long time and there are many theoretical studies as well (for

example see Joanny & de Gennes (1984)). For a drop on an inclined surface the difference in

the apparent contact angles results in a net surface force which balances the gravitational force

(Macdougall & Ockrent 1942; Frenkel 1948):

V ρg sinα = kλσ(cos θb − cos θf ), (3.2)

where V , ρ, g, and α are the volume, density of the fluid, acceleration due to gravity and the

plate inclination with respect to the horizontal respectively. λ is some characteristic width of the

drop. This equation is exact in two-dimensions with k = 1. However in three dimensional drops

the value of k is not unique because of the complex shape that a drop may adopt on an inclined

surface. Variations in the force related to contact area shape and size, and drop shape, are

clubbed together into the factor k in these non-axisymmetric drops (Kawasaki 1960; ElSherbini &

Jacobi 2004b). Detailed geometry investigations have been done both experimentally (Bikerman

1950; ElSherbini & Jacobi 2004b) and numerically (Larkin 1965; Brown et al. 1980).

Solids that can support any amount of hysteresis are referred to here as infinitely hysteretic

surfaces. Here the small scale roughness or chemical heterogeneities make it possible for a contact

line to shift imperceptibly, in order to microscopically satisfy Young’s angle. We distinguish this

general property of the surface from that displayed by special locations on the surface where

forward motion is prevented, i.e., the contact line is pinned. These are associated with a sharp
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heterogeneity providing a resistive force too large to be overcome by thermal fluctuations.

In all the numerical investigations we have come across, the shape of the drop is obtained

by making some restrictive assumption or other, as listed in table 3.1. The most common

assumption is to pin the contact line so that the contact area assumes a prespecified shape such

as a circle (e.g. in Brown et al. (1980)), or ellipse (e.g. in Lawal & Brown (1982)). Other

restrictions include the assumption of small spherical region somewhere on the surface (Larkin

1965), or prescribing apparent contact angles (Jr & Son 1987). Such prescriptions are not

unreasonable in certain practical situations, but in the general context these assumptions are

not valid (Extrand & Kumagai 1995). This is especially true when α is close to the critical

angle of inclination, αcr, beyond which surface forces are not able to counter gravity to provide

a static shape (Milinazzo & Shinbrot 1987).

Here, we describe a method to determine the shape, which is based on minimizing the total

energy of the drop, and which is not assisted by any assumptions related to the contact area

or shape. There have been earlier studies where the static shape is determined by an energy

minimization procedure, but these studies too make some restrictive assumptions. For example

in Rotenberg et al. (1984), for small contact angles, the boundary condition is prescribed as an

asymptotic static limit of a relation between the dynamic contact angle and contact line velocity,

which itself is determined from experiments. The results are thus sensitive to the nature of the

solid surface used in the experiments. Where there exist a multitude of meta-stable solutions,

the experiment would lead to only a subset among them. A similar approach has been used

in Dussan & Chow (1983); Dussan (1985) that is not limited to small contact angles and these

analytical calculations have been verified experimentally by Briscoe & Galvin (1991) for the

maximum volume supported at different plate inclinations. Here, the shape of the contact line

is fixed based on certain experimental observations of Bikerman (1950) of parallel sided sliding

drops, and this was prescribed, and a knowledge of the characteristics of solid surface is used

to fix the advancing and receding contact angles (θa and θr). These however need not be the

same as the front (θf ) and back (θb) angles it would adopt in its minimum energy configuration

(Krasovitski & Marmur 2005). In other words, a drop on a given surface may display a particular

pair of advancing and receding contact angles in the limit of zero velocity. This however, need not

be the same as the front and back angles it would adopt in its minimum energy configuration. In

general there exist a multitude of meta-stable solutions depending upon the solid characteristics

and a given experiment would lead to only a subset among them. We describe here a method

to determine the shape, based on minimizing the total energy of the static drop, which does not

require experimental input.

With the development of new experimental and computational techniques, this problem

continues to draw the attention of researchers. An energy minimization procedure for non-

axisymmetric drops based on the principle of virtual displacement has been developed in Iliev

(1995, 1997) and a particle based simulation method in Das & Das (2009). While the former

introduces resistive forces to obtain static shapes, the latter obtains them without explicit use

of contact angle hysteresis. The idea of considering the resisting force of the solid surface as a

gradient of a potential was introduced in Finn & Shinbrot (1988), however this was not pursued

further, since this potential does not have a simple functional form. A detailed numerical study
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of the drop geometry leading to an analysis of Eq. 3.2 is still lacking in the literature. Meanwhile

there has been some progress in experimental investigations of various aspects relating shape

and surface properties (ElSherbini & Jacobi 2004b; Extrand & Kumagai 1995; Quere et al.

1998; ElSherbini & Jacobi 2006; Yadav et al. 2008). In summary, though some issues have been

addressed theoretically (Roura & Fort 2001; ElSherbini & Jacobi 2004a) to explain some aspects

of experimental observations, further studies in theory and numerical simulations are obviously

required for a better understanding. A representative but not exhaustive list of work done in

this direction is listed in table 3.1.

Reference Relevant work Assumptions/ re-

marks

Macdougall & Ockrent

(1942)

Use Eq. 3.2 to obtain surface tension from

experimental data, show θa and θr as char-

acteristics of specific solid/liquid consid-

ered

Eq.3.2 gives the product

kσ, where k is unknown

a priori

Frenkel (1948) Energy minimization to determine the

shapes, derives Eq. 3.2 from virtual dis-

placements

Analyzes linearized

equations, assumes that

θf + θb = 2θe

Bikerman (1950) Experimental observation of parallel sides

of sliding drop, systematically studies the

effect of solid surface roughness

Roughness is not re-

lated to k or θf and θb

Kawasaki (1960) Experimental verification of Eq. 3.2 No estimation of k

Larkin (1965) Numerical solutions are obtained and tab-

ulated for the shapes after performing

some coordinate transformations and ap-

plication of finite difference technique.

Neglects the elliptic na-

ture of the problem,

prescribes a fix radius

of curvature at a given

point to start the inte-

gration

Brown et al. (1980) Finite element method to calculate drop

shapes, several characteristics related to

geometry and critical angle of inclination

are discussed

Assume a circular con-

tact area

Lawal & Brown (1982) Stability analysis and extension of pre-

vious calculations to non-axisymmetric

shapes are performed

Prescribes contact line

shape, e.g. an ellipse

Dussan & Chow (1983);

Dussan (1985)

Starting with Navier-Stokes equation, an-

alyze statics as a limit of dynamics and ob-

tained expressions for critical volume and

drop velocity

Assume parallel sided

drops and velocity-

dependent front and

rear contact angles

measured from experi-

ments
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Rotenberg et al. (1984) Shape is calculated for a sliding drop nu-

merically, with the development of new

model for boundary conditions

Assume shape is gov-

erned by Laplace’s

equation despite dy-

namics

Milinazzo & Shinbrot

(1987)

Numerical studies show that wetted area

is not constant and is a function of Bond

number

Specify the wetted area

beforehand

Jr & Son (1987) Analyze and study 2D drops on verti-

cal surfaces using variational methods and

calculate the critical volume

Specify the contact

length and front con-

tact angle

Finn & Shinbrot (1988) Introduces the idea of considering the re-

sisting force of the solid surface as a gra-

dient of a potential, obtained a maximum

Bond number

Since this potential does

not have a simple func-

tional form, this is not

further pursued

Briscoe & Galvin (1991) Experiments to verify Dussan’s equation

and find agreements for α < 90◦
Modifications required

when α > 90◦

Extrand & Kumagai

(1995)

Experimental investigation to relate drop

shape to contact angle hysteresis

A definitive conclusion

on the shape or on the

value of k is not arrived

at

Iliev (1995, 1997) Method of virtual displacement is used to

carry out extensive computations, counter

action to the rolling flow is modeled with

a resistive force

No contact angle

hysteresis permitted,

model hypothesizes a

form for resistive force

Quere et al. (1998) Derives the conditions for sticking drops, a

simple model was proposed and compared

with experiments

Small drops under

spherical cap approx-

imation and small

hysteresis

Roura & Fort (2001) Energy based arguments to predict the

critical angle of inclination and compar-

isons with experiments

Only for hydrophilic

surfaces

ElSherbini & Jacobi

(2004b,a, 2006)

Experimental investigation of geometric

parameters to describe the shape and ma-

terial properties, shapes are approximated

by two circles at every azimuthal angle

A geometric model to

fit experimentally ob-

served shapes

Krasovitski & Marmur

(2005)

Prove experimentally that the advancing

and receding angles do not always equal

the front and back angles respectively

Yadav et al. (2008) Experiments that show that retentive

forces as a function of volume are different

from those predicted by Eq. 3.2
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Das & Das (2009) Smoothed particle hydrodynamics simula-

tions done with smooth surfaces to obtain

static drops

Role of hysteresis is not

clear

Table 3.1: A selective summary of the literature on static drops on inclined surfaces. The
assumptions made in the theoretical and numerical work are highlighted. In the present work
these assumptions are not made, since the objective is to find static drop shapes of minimum
possible energy. Inherent in our approach is the assumption that the solid can lend itself to any
amount of hysteresis.

There are several situations in which one may ask what is the maximum volume of a drop

that can be supported on a solid surface inclined at a certain angle to the horizontal. Put

another way, what is the maximum plate inclination at which a drop of a given volume will stay

statically on a surface? This question is relevant in various situations, e.g. when insecticides

or pesticides are sprayed on plant leaves, in spray and paint industries or in applications using

drop wise condensation heat exchangers. General answers to these questions require a large set

of experimental investigations. Our objective here is to make predictions using simple analysis,

assuming that the surface is infinitely hysteretic.

Our approach, based on a procedure of minimization of total energy to determine the shape

of a static drop, is described in section 3.3. This fundamental approach has been used in several

studies (Frenkel 1948; Rotenberg et al. 1984; Jr & Son 1987; Iliev 1995, 1997). The procedure

contains one ambiguity, namely, what is the correct base with respect to which the potential

energy should be defined. This question has not been addressed explicitly to our knowledge,

but different studies get around it by choosing a base and making computations with respect

to it. For example, Frenkel (1948) uses the center of drop as the base (besides using linearized

equations and θf + θb = 2θe), Rotenberg et al. (1984); Jr & Son (1987) fix the contact line while

Iliev (1997) introduces an artificial resistive force in the procedure for virtual displacements with

arbitrary parameters. Each of these choices will give rise to different answers for the minimum-

energy shape, and we discuss what would be a good measure under a given situation. Note that

the choice of potential energy basis corresponds to a pinning of the drop at a particular point.

We deal with one side pinned situations and hence obtain a more general set of solutions than

available in the literature. In fact a drop pinned on one of its sides and free to choose a minimum

energy shape by moving its other end is not uncommon in experiments. The partial pinning of the

contact line is a result of variations in solid surface inhomogenities. Experimental investigations

in Berejnov & Thorne (2007) showed some front pinned and some rear pinned drops on inclined

surfaces. Rear pinned drops are generally observed in rain drops on windowpanes; Roura & Fort

(2001) investigated this problem experimentally and discussed the partial pinning of the contact

line on various surfaces with different affinities. Moreover the phenomenon of hysteresis should

be necessarily represented in a correct way to model these drops. But this phenomenon itself is

associated with uncertainty and hence a consistent approach is required. This too has not been

discussed to our knowledge and is therefore taken up in section 3.4. Since our approach does

not make use of θa and θr, macroscopic behavior of drops on inclined surfaces such as the the

variation of front and rear angles with respect to plate inclination, maximum volume that can
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Figure 3.2: A sessile drop.

be supported on a solid surface at a given inclination etc. may be addressed consistently.

For simplicity and clarity we analyze two dimensional drops here, but the method described

is general and can be extended to three dimensional non-axisymmetric drops. The conclusions

of section 3.5 remain valid qualitatively there too. The shapes obtained here may be used as

the starting point to study drop dynamics, and to perform stability analyses. Finally, in section

3.6, we discuss the future directions and conclude.

3.3 Energy minimization

We begin by constructing the force balance on a two dimensional drop under the action of

gravity. We treat the drop as being made up of a liquid (l), in a fluid medium referred to as

a gas (g), and supported by a solid surface (s). Since we deal with two dimensional drops,

the term ‘volume’ stands for the cross-sectional area with a unit width in the third (spanwise)

direction. The term ‘contact area’ similarly implies the length of corresponding surfaces times

a unit spanwise width.

The hydrostatic pressure variation inside a drop is balanced by a suitable curvature adopted

by the flexible liquid-gas interface. For force balance along the vertical (Z) direction therefore,

we must have

σ

R
+ zρg = σ




d2z/dx2
[
1 + (dz/dx)2

]3/2


 (3.3)

where x is the horizontal coordinate at which z is the vertical location of the interface. The

term in the square bracket on the right hand side is the inverse of the radius of curvature at z,

whereas R is the radius of curvature at z = 0 (tip of the drop). It is easy to first analyze the two

limits, viz., zero plate inclination for a sessile drop and a 180◦ plate inclination for a pendant

drop.

Consider a sessile drop, illustrated in Fig. 3.2, of height h, contact area 2w with the solid,

and liquid-gas interfacial tension σ, subjected to gravity g. At the contact line, a horizontal

force balance yields nothing but Young’s equation (3.1) with the equilibrium contact angle θe.

The weight of the drop, and the vertical component 2σ sin θe of the forces due to surface tension

are balanced by the reaction from the rigid solid surface (de Gennes et al. 2004). The reaction

to the pressure forces is distributed along the contact area, while that to the tension along the

interface is a point force at the triple contact point. Thus, an overall vertical force balance for
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Figure 3.3: A pendant drop.

a sessile drop (Fig. 3.2) may be written (Briscoe & Galvin 1991) as

V ρg = 2w
( σ
R

+ ρgh
)
− 2σ sin θe. (3.4)

This expression may also be obtained from the integration of Eq. 3.3 (Pitts 1973). Note that

surface tension manifests itself both as a point load and a distributed load.

On inverting the plate, we have a pendant drop as shown in Fig. 3.3, and an overall vertical

force balance may be written as

V ρg = −2w
( σ
R

− ρgh
)
+ 2σ sin θe (3.5)

The reversal of the direction of the surface forces results in the shape of pendant drops being

different from sessile ones. For a sessile drop, the solid surface can support any weight, but for

pendant drops a part of the distributed reaction force acts in the direction of gravity, and the

remainder must support both this and the weight of the drop. Thus drops of volume larger than

a particular maximum cannot be ‘hung’ from a solid surface. A detailed discussion specific to

pendant drop shapes and their stability can be found in Chapter 2. We now construct a force

balance of a drop sitting on an inclined surface.

The force balance parallel to the solid surface is straightforward. However, the balance in

the direction normal to the surface needs some care. A discussion of the normal force balance

is not available in the literature to our knowledge, except Tadmor et al. (2008); Jerison et al.

(2011), which discuss the normal reaction force at the contact line alone. Such a discussion is

therefore included below. In fact, even for horizontal surfaces, the role of the surface reaction is

an important issue drawing recent attention (see e.g. Finn (2006); Jerison et al. (2011)).

Consider a small element of volume dV shown in Fig. 3.4 of the drop discussed in Fig.

3.1. The forces acting on this element are (i) gravitational force dV ρg acting downward, (ii)

surface tension forces σ acting at the corners of the liquid-gas interface along the interface (iii)

pressure forces Px acting on the upper and lower surfaces of the element and (iv) the reaction

force FNdw from the solid surface. Subscripts 1 and 2 denote the lower and upper faces of this

element respectively. A horizontal force balance of this differential element is given by

[ σ
R

− ρgz
]
dw sinα = σ(cos θ1 − cos θ2) (3.6)

whereR is the radius of curvature at a point on the interface from where the height z is measured.
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Figure 3.4: Forces acting on an elemental volume of drop resting on an inclined surface. The
gravitational force is shown acting at the center of gravity of the element, pressure and normal
reaction are shown as distributed forces acting over a length while the liquid-gas interfacial
tension acts as point force at the two corners.

A vertical force balance is written as

[( σ
R

− ρgz1

)
x1 −

( σ
R

− ρgz2

)
x2

]
+ σ [sin θ2 − sin θ1] +

[ σ
R

− ρgz
]
dw cosα = dV ρg. (3.7)

It may be seen that, unlike in sessile and pendant drops, the variation of reaction force along

the solid surface is not intuitively obvious. For example, the nontrivial geometry (say, x1 6= x2)

gives rise to several contributions. Integrating the horizontal and vertical force balances on such

elements for the entire drop volume, and resolving the total force in a direction parallel to the

plate, Eq. 3.2 may be recovered. Correspondingly the total force balance in a direction normal

to the plate is

V ρg cosα+ σ(sin θf + sin θb) =
1

sinα

[ σ
R
(hr − ha)−

ρg

2
(h2r − h2a))

]
(3.8)

where hr and ha denote the height to the locations of rear and front contact points from where

R is defined. This expression reduces to Eq. 3.4 and Eq. 3.5 respectively when plate inclination

goes to 0◦ and 180◦ degree.

Just as Eqs. 3.4 and 3.5 are instrumental in distinguishing a sessile drop from a pendant

one, the above Eq.3.8 has important consequences at the two extremes for drops on inclined

surfaces, namely α→ 0◦ and α→ 180◦.

To understand the relative distribution of these forces, we plot them in Fig. 3.5. We consider

a typical shape as shown in Fig. 3.5a. The force contributions along the vertical and horizontal

directions are shown in the Fig. 3.5b and 3.5c respectively. In fact the reaction force changes

direction at a particular height. Thus the bottom part of the drop is supported by the solid

while the top is not. It is obvious that the solid wall should provide the necessary local moment

reaction as well, since the lines of action of the various forces do not coincide. Therefore the

drop cannot be thought of as pivoted at a single point on the plate, unlike a solid object hanging



32 Chapter 3. Minimum Energy Shapes of One-side Pinned Static Drops on Inclined Surfaces

(a) Drop shape
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Figure 3.5: Distribution of forces acting on the drop along the plate, resolved into vertical (b)
and horizontal (c) components for the shape shown in (a). z = 0 on the abscissa corresponds
to the front end of the drop. Forces are normalized on the ordinate. In (a) and in subsequent
figures, the center of mass is shown by a point.
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Figure 3.6: Illustrating two different shapes for the same volume and plate inclination, corre-
sponding to two different values of R. Both shapes are possible to achieve in experiments by
choosing solid surfaces of appropriate characteristics.

from a point.

3.4 Numerical method of determining the shape

The procedure used is an extension to inclined surfaces of that described in Chapter 2 for

pendant drops. Beginning with a specified value of R, Eq. 3.3 is integrated to determine

a possible equilibrium shape of the meniscus. Note that this equation is independent of the

positioning of the solid plate. Using this freedom, the solid plate at a specified inclination is

used to cut this curve when the volume of the closed shape corresponds to the desired volume V .

For this fixed volume, the result corresponds to a unique force-balanced shape for the specified

bottom-most radius of curvature R. Fig. 3.6 illustrates shapes so obtained, of a given volume

on a particular plate inclination for two different values of R. In principle, an infinite number

of such shapes can exist in nature for a given volume.

Given an infinitely hysteretic solid, the shape that will actually be displayed will be the

minimum energy one for the given combination of solid surface and fluid. Our objective is to

find that unique shape at which the drop attains the least energy it possibly can, on all possible

surfaces of a given surface tension. The total surface energy (Es) may be calculated as

Es = σLlg + (σsl − σsg)Lsl (3.9)

where Llg and Lsl are the liquid-gas and solid-liquid interfacial lengths. The quantity that needs

care in defining is the total potential energy (Ep), which may be written as

Ep = V ρg(hcg − href ) (3.10)

where hcg is the height of the center of gravity of the drop. There is an arbitrariness in choosing

the reference height href , and evidently the results depend crucially on this choice. For example
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Figure 3.7: Example schematics of energy landscapes. The total energy for an ideal (dashed
lines) and real (solid lines) solid surface is shown as a function of some continuous variation in
drop shape characteristics. Local heterogeneities produce local minima of depth O(ε), and kT is
the thermal energy available to the system. Our procedure essentially looks for a global energy
minimum of the type illustrated in the right schematic. The location of pinning provides an
additional strong restraining force which is too strong for thermal fluctuations to overcome. In
a landscape of the form shown on the left, our procedure will not yield a static shape.

one may take href as the point on the plate vertically below the center of gravity. The rear

or front contact line locations, and also the mid-point on the contact length present other

natural choices. The physical basis for a particular choice is open to question. This problem

of determining the right base for the calculation of potential energy is not very common in

mechanics. It is usual that the choice of basis only changes the potential energy by a constant

value in all cases, which does not matter in any comparisons. Here we have a peculiar situation in

which a deformable body with free end points is allowed to slide on an inclined surface. In theory

the drop as a whole may be translated to lower and lower positions on the solid surface and

its total energy would keep decreasing. In the case of a solid object hanging from a wall, there

would be a well-defined pivot point of suspension from the wall. There is no such unique point

for a liquid drop as we have discussed. The reason the drop attains an equilibrium position in

reality is because of pinning of some kind at one or more contact locations. The most reasonable

choices for href are thus either the advancing or the receding fronts of the drop, and we study

both. We also do cross comparisons between these choices. As discussed in section 3.2, the

more restrictive situation where both ends are pinned is well studied in the literature. That case

however involves an arbitrary choice of contact line length. In reality when a drop slides on an

inclined surface, its movement is restricted typically by the pinning of just one of its ends.

Not all boundary conditions are known a priori in this free boundary value problem, and are

to be determined along with the full solution. Such a procedure is straightforward for droplets

on a horizontal surface, where Young’s equation arises naturally from the energy minimization

process. One may apply a similar procedure for drops on inclined surfaces. In this case, the

energy minimization procedure not only arrives at Eq. 3.2 as the boundary condition, but picks a

unique combination of θf and θb. It is thus more powerful than earlier procedures, which needed

to provide an additional prescription, e.g. of contact angle or contact area. More important, we
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have the global minimum energy shape rather than innumerable metastable solutions. A drop

on an inclined surface would remain in motion until it encounters a pinning location. At the

pinning location, the surface provides a restraining force, which is far stronger than the thermal

fluctuations can overcome. This strong force could come from a sharp chemical heterogeneity,

for example. It is reasonable to assume that such pinning is likely to occur at one end of the drop

(Berejnov & Thorne 2007; Roura & Fort 2001), and that both ends are unlikely to be pinned

simultaneously. A choice of pinning location fixes the basis for potential energy calculations.

At the free end, thermal fluctuations allow the contact line to relocate itself at small scales

to minimize energy. We emphasize again our assumption that the solid surface is capable of

exhibiting the full range of front and back contact angles, and that enough thermal energy is

available to the drop to take up the most stable shape at the free end. This concept is pictorially

represented in Fig. 3.7. The left portion of the figure shows a case where there is no minimum

energy static shape, so the drop will continue to move downwards on the incline. This would

happen when the drop is larger than the maximum permissible static volume, for example. On

the right we have a possible energy minimum shape. We also need an appropriately placed

pinning location, as discussed. This pinning on one side gives a general set of solutions unlike

the solutions obtained in the literature with the entire contact area pinned.

The total energy may be written as the sum of potential and surface energies, Et = Ep+Es.

Substituting Eq. 3.9 and 3.10 and nondimensionalising length scales by capillary length Lc =√
σ/(ρg) and energy by σLc we have the expression for total energy Et = B(hcg − href ) +

Llg− cos θeLsl. Here, B = V ρg/σ is the Bond number describing the relative importance of two

competing forces. We note that other forces which may become relevant in a given situation may

be incorporated into the present procedure. It should be mentioned that energy contributions

from small unevennesses in the surface are neglected in these calculations, as are other molecular

forces.

3.5 Results and Discussion

3.5.1 Shape variations

The change in the minimum-energy shape of a drop of a given volume, when the solid surface

is tilted in stages from α = 0◦ to α = 180◦, is illustrated in Fig. 3.8. It is seen that the shapes

corresponding to front-pinned and rear-pinned drops can be dramatically different, highlighting

the important role of solid surface heterogeneities. There is no such ambiguity of course for

sessile or pendant drops. There is a continuous variation in the contact angle as a function of

the tilt angle, with a reversal in behavior at the vertical position of the plate. This is illustrated

in Fig. 3.9.

Fig. 3.9a shows the variation in front and rear contact angle as a function of tilt for a non-

dimensional volume of V = 0.5. The plots are done for three different equilibrium contact angles

θe = 30◦, 90◦ and 150◦. It is seen that the variation in θf and θb is not symmetric, and depends

on which side of the drop is pinned. First consider the case of θe = 90◦. For a drop pinned at

its front, θf increases with tilt for α < 90◦, while the rear adjusts itself to attain θb = θe. The

opposite happens when the receding side is pinned, in which case the advancing front takes up
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Figure 3.8: Illustration of change of global minimum energy shape as a function of plate incli-
nation. Here θe = 60◦ and V = 0.5. Continuous and dashed lines are for shapes obtained by
pinning the front and rear of the drop respectively. It may be noticed that the free end always
reaches the equilibrium contact angle.

the most favored contact angle, i.e., θe, while the rear angle is forced to reduce. The maximum

difference in the two contact angles is seen at the vertical position of the plate, with a monotonic

and symmetric variation on either side, to θe at the sessile and pendant limits.

For θe = 30◦, when the front is pinned, the variation is similar to what is observed in the

case of θe = 90◦. But when the back is pinned, there is a sharp decrease in the contact angle,

reaching a value of 0◦ at an α = 15.5◦, with no solutions beyond, up to α = 164.5◦. Conversely

for θe = 150◦, when the back is pinned, solutions exist for all inclinations, while there is a

large range of α where no solution exists when the advancing front is pinned. There is thus a

cross-symmetry in the solutions of θe = β◦ and θe = (180 − β)◦, seen for a range of β.

The important observation is that the contact angle at the free end remains at the equilibrium

value except for a class of solutions discussed later. For a front-pinned drop then, θb = θe and

θf > θb, while θf = θe and θb < θf for a drop pinned on receding side. A use of this information

reduces an unknown in Eq. 3.2, making it solvable. The angle at the pinned end can then be

described by

cos θf/b = cos θe ∓ V sinα. (3.11)

Solutions of this equation are plotted as lines in Fig. 3.9 and are identical to the numerical

solutions over most of the range. In experiment, depending on the surface properties, the free

end may exhibit an angle lying between θr and θa, but different from θe. Nevertheless, this

angle will remain constant for the given surface irrespective of the inclination and volume. This

feature of minimum energy shapes has been seen, but not commented upon, in experiments

(Macdougall & Ockrent 1942).

The discussion above was for a case when a drop is pinned at one of its ends. Consider

now a drop which is effectively pinned elsewhere, or has a more complicated distribution of

pinning. Many experimental observations show a simultaneous variation in the front and rear

angles (ElSherbini & Jacobi 2006), which is characteristic of such pinning. In our simulations,

with the drop pinned elsewhere we observed such a variation of θf and θb. We also found that

for this situation we obtained equal deviations in front and back angles from the Young angle,
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Figure 3.9: Continued in next page.



38 Chapter 3. Minimum Energy Shapes of One-side Pinned Static Drops on Inclined Surfaces

0 30 60 90 120 150 180
 α

0

30

60

90

120

150

180

 θ
f, θ

b

(c) for V = 3.50

140 150 160 170 180
 α

0

30

60

90

120

150

180

 θ
f, θ

b

2 types at
same α
for θ=90 30

`MCA like’ 
for 90 & 150

30, θ
f

30, θ
b

90, θ
f

90, θ
b

150,θ
f

150,θ
b

Rear pinned

140 150 160 170 180
α

0

30

60

90

120

150

180

θ f,θ
b

`MCA like’ 
 for 90 & 150

30

30, θ
f

30, θ
b

90, θ
f

90, θ
b

150,θ
f

150,θ
b

Front pinned

(d) for V = 3.50, expanded near α→ 180◦

Figure 3.9: Front and rear contact angles of minimum energy shapes are shown as functions
plate tilt angle in (a), (b)& (c) for different volumes of the drop. Three different equilibrium
contact angles, θe = 30◦, 90◦ and 150◦ are considered for each volume. Always θf > θr. The
computational results are shown with symbols. Solid lines and dashed lines are the theoretical
predictions of Eq.3.11 for front-pinned and back pinned drop shapes respectively. When the
front is pinned, the front and back contact angles are represented by ◦ and � respectively. In
the case of back pinned, they are respectively represented by ♦ and ∗. For a range of inclinations,
solutions may not exist, and this is accentuated at larger volumes as in figures (b) and (c). In
(d), a portion of fig 3.9c is expanded, to show the existence of different types of solution when
α→ 180◦ for both front pinned and rear pinned cases. The symbols for this plot are defined in
the legend.
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i.e., θf = θe + ǫ and θb = θe − ǫ. For small ǫ, the force balance parallel to the plate (Eq. 3.2)

then provides

V
sinα

sin θe
= ǫ. (3.12)

With an increase in the volume, as illustrated in Fig. 3.9b for V = 2.0 and Fig. 3.9c for

V = 3.5, there is a wider range of tilt angles at which no solution is possible. The symmetry

about α = 90◦ is seen here too. Eq. 3.11 predicts drop shapes over a larger range than that

in which numerical shapes are found, especially for higher Young angle and higher α. This is

because certain shapes have intersecting menisci and cannot be considered as physical solutions.

This was pointed out in Chapter 2 for pendant drops. Since Eq. 3.11 does not care about this

intersection of menisci, it predicts solutions in this range.

There is a crowding of solutions near θe = 30◦ in Fig. 3.9c when α is close to 180◦. This

region is expanded in Fig. 3.9d for both front pinned and rear pinned drops. This crowding is

related to a subtle point described in detail in Chapter 2. For a pendant drop, there exists a

maximum volume beyond which solutions respecting Young’s contact angle do not exist (Pitts

1973). However, certain solutions, with contact angle smaller than θe, may be found beyond

this maximum volume, upto V ≈ 5.2, which is the maximum volume for a fully wetting pendant

drop. These solutions are characterized by a local minimum in contact area (MCA). This is seen

in Fig. 3.9c with larger volumes exhibiting small contact angles when α = 180◦. They remain as

spurious solutions on a perfect solid where the horizontal force balance (equation 3.1) is violated

and is not in a real energy minimum. However, on a surface which supports hysteresis or by

some other mechanism through which the contact line can be pinned at this minimum contact

area, this remains as a valid solution. Remnants of these solutions may be found for surfaces

inclined at α close to 180◦ too, and we call them ‘MCA like’ solutions. It may be noted that

maximum volume of pendant drop of θe that can be supported on a solid surface is ≈ 1.5 and

here we are dealing with a larger volume. Therefore the only solution can be an MCA solution

which will have a smaller contact angle than θe. Unlike the shapes so far discussed where either

the front or rear angles have equilibrium contact angles depending on the pinning location, these

‘MCA like’ solutions do not exhibit equilibrium angles at either end. Therefore Eq. 3.11 cannot

predict the details of these shapes, which explains the deviations observed in Fig. 3.9d. Instead,

solutions for all equilibrium angles, e.g. θe = 90◦ and θe = 150◦, lie on a ‘universal’ curve

characteristic of MCA-like solutions (Chapter 2) for a given inclination. This is what is seen

in figure 3.9b and smoothly joins with solutions at other inclinations. These shapes will need

further investigation for a full understanding, as discussed in Chapter 2, and we do not pursue

that here.

3.5.2 Maximum volume

The previous observations lead to Fig. 3.10 where the maximum volume that can be supported

by a plate is plotted against the plate inclination. Again a prediction for maximum volume may

be made from Eq. 3.11, rewritten as

Vmax =
cos θe ∓ cos θf/b

sinα
. (3.13)
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Figure 3.10: Maximum volume of a two dimensional drop that can be sustained on an inclined
plate, as a function of inclination. There is a geometrical constraint shown by the dark continuous
line. Different dashed lines are predictions of Eq. 3.13 and symbols are obtained from the
numerical calculations for various equilibrium contact angles. A similarity between θe of front-
pinned and 180◦ − θe and back-pinned is evident.

where θf = 180◦ for a front pinned drop and θb = 0◦ for a rear pinned drop. This is shown as a

dashed line in the same figure. Note that by substituting Eq. 3.2 into the expression of Dussan

(1985) for maximum volume (Eq. 5.3 in that paper) results in this critical volume becoming

independent of plate inclination, and dependent only on θa. Eq. 3.13 would thus provide a

more reliable estimate for inclined geometries. In fact, a special form of Eq. 3.13 for hydrophilic

surfaces when the receding side forms a thin film, but for three dimensional drops, has been

reported in Roura & Fort (2001) and experimentally verified. This particular case corresponds

to a drop pinned at the back, with θb ∼ 0◦ and hence Eq. 3.13 conforms to Eq. 6 of Roura &

Fort (2001). Secondly we recall that the maximum volume at a given inclination for a particular

θe when advancing front is pinned coincides with solution for 180◦ − θe when receding side is

pinned and vice-versa. This may be seen to be a consequence of Eq. 3.13.

Fig. 3.11 presents Fig. 3.10 slightly differently. Here Vmax sinα is plotted against α. Since

Vmax corresponds to extremum value of one of the contact angles, Eq. 3.11 is essentially a linear

equation. As discussed earlier, since the force balance parallel to the plate is not the governing

equation when α → 180 in determining Vmax, this linearity is no longer valid and one may see

the sudden drop in the value of Vmax sinα.

There is another, geometrical, measure of maximum volume. This corresponds to a static

drop shape but need not be a minimum energy shape, and is obtained merely by fixing the

front angle to 180◦ and/or the rear angle to 0◦. (It may not be possible always to satisfy both

due to geometrical reasons.) This is shown by a continuous line. This geometrically achievable

maximum need not in general correspond to a minimum in energy, so the true maximum would
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Figure 3.11: Maximum volume of a two dimensional drop of figure 3.10 plotted as V sinα in the
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Figure 3.12: Critical inclination, beyond Eq. 3.13 is no longer the decisive condition, as a
function of equilibrium contact angle when front end is pinned.
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often be smaller, as seen. Since volume goes to infinity for sessile drops it was difficult to get

accurate answers numerically for small plate inclinations.

There are some features to be noticed. Unlike the contact angles, the maximum volume

is not symmetric with respect to the vertical position of the plate. The behavior seen is in

qualitative agreement with experimental observations of Briscoe & Galvin (1991) and theoretical

predications of Dussan & Chow (1983); Dussan (1985) for three dimensional non-axisymmetric

drops. The asymmetry is to be expected because, as discussed, the plate cannot support an

infinite volume in the pendant configuration but it can in the sessile one, since the plate reaction

is finite in the pendant case. At some critical value αcr of the inclination, the normal reaction

becomes the limiting factor for maximum volume that can be supported, and Eq. 3.13 is

no longer the decisive equation. In other words, Eq. 3.8 is the determining condition when

α → 180◦. This equation is not completely predictive unlike the force balance parallel to the

plate due to several unknowns and the interface shape has to be solved to use this equation. This

transition of dominant force balance is important in practical cases because it is not possible

to achieve a static shape beyond this critical volume by adjusting fluid or solid properties. The

critical inclination of transition, beyond which Eq. 3.13 is not the decisive condition, is found

to vary linearly with equilibrium contact angle as shown in Fig. 3.12.

At higher θe, there is a range of α for which no numerical solution is possible, as seen in

Fig. 3.10. As mentioned earlier, self-crossing menisci are not allowed. This leaves a gap in

the solution space for higher α in Fig. 3.13. In Fig. 3.14, the origin of the gap is related to

the existence of MCA solutions. It may be noted that for pendant drops, when θe > 90◦ there

exists a gap between the maximum possible volume and MCA solutions (Fig. 2.2). Again,

the presence of this gap continues in case of small tilts from α = 180◦ separating the normal

solutions with ‘MCA like’ solutions. Due to these two reasons, solution space near α→ 180◦ is

not completely predictable for Vmax from analytical solutions. These two situations do not arise

in axisymmetric pendant drops and hence no gap may be expected in three dimensional drops

on inclined surfaces.

Fig. 3.13 and 3.14 respectively show the solution space in the V − α plane for θe = 90◦ and

θe = 150◦ obtained from the numerical simulations. The gaps where self-crossing shapes are the

only possibility are again revealed.

Similar to Eq. 3.13, the expression for maximum volume for a three dimensional drop may

be written down as

Vmax = kλ
cos θe ∓ cos θf/b

sinα
. (3.14)

where θf = 180◦ for a front pinned drop and θb = 0◦ for rear pinned drop.

In brief, a solid-philic drop has maximum volume when it is front pinned and a solid-phobic

drop has maximum volume when it is back pinned. Our observations tell us how to manipulate

solid and fluid properties to support a large volume on a solid surface. For example, by making

θa − θe larger one may be able to pin the drop at the front more easily to hold a large volume

without falling off. In contrast it may be desirable to keep θe − θr large to hold a solid-phobic

drop on an inclined plate.

Lastly ,we look at the phase plots of volume vs height. These plots generally contain some

information about the stability of these drops. One may find phase plots for the shape in terms
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Figure 3.13: Solution space for θe = 90◦ plotted as volume vs plate inclination. Front pinned
drops show a discontinuity in the solution space for a given inclination. The gap consists of
unphysical, i.e. self-crossing, shapes.
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3.6 Summary and Outlook 45

of volume and height in the literature for sessile and pendant drops (Michael 1981). We tried

to follow the same procedure for drops on inclined surfaces also. However, a clear definition

of height for these drops could not be given unlike sessile and pendant drops. We defined the

height of the drop to be the longest vertical line that can be drawn in the closed curve formed

by the meniscus and the plate. The volume is plotted against this height in figures 3.15 for two

different equilibrium contact angles and for a series of inclinations separately for advancing and

receding sides pinned. Also plots of MCA curves are given for the completeness of the diagram.

Curves for sessile and pendant drop may be found in literature; but the other curves are new.

It may also be seen that irrespective of the equilibrium contact angle, a given volume is tallest

at a 90◦ inclination of the plate when volume is small (thick continuous line). As mentioned

earlier, some of the larger volume solutions may belong to MCA class of solutions. Also, for

pendant drops, part of the curve where volume reduces with height have been proved to be

unstable (Pitts 1973) while our earlier numerical analysis restricted to Laplacian shapes (Chapter

2) disagree to it to some extent. Just as for sessile and pendant drops these curves may form

the basis of stability analysis for drops on inclined surfaces, which is lacking at present.

3.6 Summary and Outlook

Static two-dimensional drops on inclined surfaces are studied using a one-dimensional energy

minimization procedure, which determines the unique, global energy minimum shapes for a

given volume and plate inclination. The contact line length and contact angles of this static

drop shape emerge out of the solution procedure and are not fixed a priori unlike in earlier

studies.

The solution depends on the basis chosen for potential energy. This is discussed, and pinning

at the front end and the back end of the drop are chosen as two most realistic measures for freely

sitting drops on inclined surfaces. The free end of the drop then attains Young’s contact angle,

while the angle at the pinned end adjusts itself to minimize the total energy. For any other choice

of basis for potential energy calculation, both front and rear angles change simultaneously in

equal magnitudes but in opposite sense. The angles subtended at the two ends for minimum

energy are thus unrelated to the zero-velocity limit of the advancing and receding contact angles

on a surface. The range of parameters over which solutions are possible are delineated.

A detailed force balance is carried out for the first time to our knowledge. It emerges that

the reaction force of the solid surface can be of opposite signs over different portions of the

contact area, the plate can thus aid and oppose gravity over different portions. This determines

the maximum volume that the plate can support at a given inclination. It is seen that this

maximum volume is the least when the plate is held vertical. Below a critical inclination αcr for

a given θe, the maximum volume varies symmetrically with respect to plate inclination about

the vertical, and may be described by Eq. 3.13. Inclinations α larger than this angle, however

can support only a smaller drop volume than inclinations of 180◦ − α.

This study may now be extended in several directions, the obvious one being to three dimen-

sional non-axisymmetric drops. Many of these observations may be verified through experiments

on a surface which permits large hysteresis. Another interesting experimental possibility is to

obtain both the distributed load and the point forces on the surface, for example by using a
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soft material with measurable deformation, and compare against the force balance study here.

Apart from this, these minimum energy two dimensional shapes may be subjected to stability

analyses. Though there exist a large literature on the stability of sessile and pendant drops,

such studies on inclined drops are fewer.



Chapter 4

Lattice Boltzmann - Langevin

simulations of binary mixtures

The material in this chapter is reproduced in Phys. Rev. E, 84, 046709 (2011).

4.1 Abstract

We report a hybrid numerical method for the solution of the model H fluctuating hydrodynamic

equations for binary mixtures. The momentum conservation equations with Landau-Lifshitz

stresses are solved using the fluctuating lattice Boltzmann equation while the order parameter

conservation equation with Langevin fluxes are solved using the stochastic method of lines. Two

methods, based on finite difference and finite volume, are proposed for spatial discretisation of

the order parameter equation. Special care is taken to ensure that the fluctuation-dissipation

theorem is maintained at the lattice level in both cases. The methods are benchmarked by

comparing static and dynamic correlations and excellent agreement is found between analytical

and numerical results. The Galilean invariance of the model is tested and found to be satisfactory.

Thermally induced capillary fluctuations of the interface are captured accurately, indicating that

the model can be used to study nonlinear fluctuations.

4.2 Introduction

Thermal fluctuations are an essential part of the physics at mesoscopic length scales in fluid

mechanical problems. For instance, thermal fluctuations produce Brownian motion in colloidal

suspensions, conformational fluctuations of polymers and membranes, capillary waves at fluctu-

ating interfaces, and critical opalescence in binary mixtures. A consistent mesoscopic description

of such phenomena follows from the equations of fluctuating hydrodynamics. The first instance

of such a description was the fluctuating Navier-Stokes equations of Landau and Lifshitz (Lan-

dau & Lifshitz 1959). Similar equations were then introduced to study the dynamics of order

parameter fluctuations in critical phenomena, as reviewed by Halperin and Hohenberg (Hohen-

berg & Halperin 1977). The coupled fluctuating equations of motion for the momentum and

order parameter are known as model H in their classification.

The model H equations describe the fluctuating hydrodynamics of a conserved order param-

eter ψ and the conserved momentum density g = ρu, where ρ and u are the total density and

the local fluid velocity. To ensure conservation of local densities, fluctuations are incorporated

as random stresses in the momentum equation (Landau & Lifshitz 1959) and as random fluxes in

the order parameter equation (Zarate & Sengers 2006). At equilibrium, these random fluxes are

47
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constrained by fluctuation-dissipation theorems, which relate their variances to the kinetic coef-

ficients in the equations of motion. The fluctuation-dissipation theorem (FDT) ensures that the

dynamical equations give rise to a Gibbs distribution for the fluctuating variables, as required

by equilibrium statistical mechanics. Thus, together with the conservation laws, the FDT is an

important constraint in the model H equations.

The model H consists of non-linear stochastic partial differential equations which admit no

analytical solutions, requiring, therefore, numerical methods of solution. Numerical methods

which proceed by discretising the equations of motion on a lattice must ensure, at least, that

the conservation laws and the FDTs are obeyed. This requires care as naive discretisations often

violate the FDT, leaving degrees of freedom incompletely equilibrated, and therefore, without a

Gibbs distribution (Ladd 1994; Petschek & Metiu 1983; Rogers et al. 1988).

Here, we solve the model H equations by combining the fluctuating lattice Boltzmann equa-

tion (FLBE) (Adhikari et al. 2005; Dunweg et al. 2007) with a stochastic method of lines (SMOL)

(Liskovets 1965; Bhattacharjee et al. 2008) using both finite difference and finite volume dis-

cretisations (Capuani et al. 2004). The formulation ensures conservation of local densities to

machine precision, and a correct balance between fluctuation and dissipation for all the degrees

of freedom on the lattice (Adhikari 1995). We expect our method to be widely applicable to

problems in binary mixtures and other physical systems where model H is applicable, when

thermal fluctuations form an essential part of the physics (Davidovitch et al. 2005; Willis &

Freund 2009; Eggers 2002; Gonnella et al. 1999). Hybrid methods have been developed in the

literature in different contexts, for example in case of dynamics of binary complex fluids (Xu

et al. 2005; Orlandini et al. 2005), but without considering thermal fluctuations. We deal with

fluctuating hydrodynamics of binary fluids in detail here. Alternative schemes based on finite

volume methods have also been used to simulate the fluctuating hydrodynamics of single com-

ponent fluids (Donev et al. 2010) and reaction-diffusion systems (Atzberger 2010). However,

the methodology outlined here carries the advantages of the lattice Boltzmann method (Aidun

& Clausen 2010) and can be generalized to other problems in fluctuating complex fluids, for

instance, to the dynamics of microemulsions (Gompper et al. 1994) and liquid crystals.

The rest of the chapter is organized as follows. In the following section we provide a detailed

description of model H. We review the current understanding of solving of these equations in

section 4.4. In section 4.5 - 4.6 we present the numerical method followed by the validation results

in section 4.7. We compare our method with previous approaches and end with a summary of

our work in section 4.8.

4.3 Fluctuating hydrodynamics of a binary fluid mixture

We consider a coarse grained model for an isothermal binary fluid system, consisting of species

I and II with local densities nI and nII . The mixture as a whole has density ρ = nI +nII . The

order parameter ψ, which quantifies the local composition, is taken as the normalized density

difference,

ψ =
nI − nII
nI + nII

. (4.1)
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4.3.1 Landau-Ginzburg theory

The equilibrium thermodynamics of the fluid is described by the Landau free-energy functional

(Chaikin & Lubensky 1995; Rowlinson & Widom 1982)

F (ψ) =

∫
(f(ψ) +

K

2

∣∣∇ψ|2
)
dr. (4.2)

Here, ψ is allowed to vary beyond the limits of ±1 that follow from its definition. This “softening”

of the order parameter has no consequence in the thermodynamic limit (Wilson & Kogut 1974).

The first term represents the local free energy density of the bulk fluid, and is approximated as

f(ψ) =
A

2
ψ2 +

B

4
ψ4 (4.3)

with A < 0 and B > 0. The second term of Eq. 4.2 involving the square gradient gives a free

energy cost to any variation in the order parameter, and is related to the interfacial tension

between the two fluid phases (Kendon et al. 2001). Minimization of Eq. 4.3 with respect to the

order parameter gives two uniform solutions ψ = ±
√
A/B, corresponding to two equilibrium

fluid phases. These two phases can coexist through a fluid interface. For a planar interface, the

profile joining the two bulk phases reads

ψ(z) =

√
A

B
tanh

z

l
(4.4)

where z is the co-ordinate normal to the interface while

l =

√
2K

A
. (4.5)

determines the interfacial thickness. The excess energy associated to this profile with respect to

the bulk energy provides the interfacial tension

γ =
2

3

√
2KA3

B2
(4.6)

The corresponding chemical potential is given by the variational derivative of the free energy

with respect to the order parameter µ = δF/δψ = Aψ+Bψ3−K∇2ψ. The three parameters A,

B, andK control the interfacial thickness and interfacial energy of the mixture and after suitable

non-dimensionalisations, allow for comparisons with real fluids. The additional stress due to the

presence of order parameter gradients follows from the relation ψ∇µ = ∇ · σψ (Anderson et al.

1998), which is solved by

σψαβ = K (∇αψ) (∇βψ) + δαβ

[
ψ
∂f

∂ψ
− f −Kψ∇2ψ − K

2
|∇ψ|2

]
. (4.7)

This additional stress includes the Laplace and Marangoni stresses due to a fluid-fluid interface.

The form of this stress tensor can be motivated on the basis of an electrostatic analogy or derived

directly from Poisson brackets (Dzyaloshinskii & Volovick 1980).
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4.3.2 Model H

Model H of Halperin and Hohenberg (Hohenberg & Halperin 1977) describes the coupled dy-

namics of a conserved scalar order parameter ψ and the conserved momentum density g. The

order parameter is described by a fluctuating Cahn-Hilliard equation, known as model B, which

includes advection by fluid flow, relaxation due to chemical potential gradients, and spontaneous

thermal fluctuations,

∂tψ +∇· (uψ) = ∇· (M∇µ) +∇· ξ̂. (4.8)

The mobility M is the constant of proportionality in the linear phenomenological law relating

the thermodynamic flux of ψ to the thermodynamic force ∇µ. We consider M to be a con-

stant, though such an assumption is not necessary. Thermal fluctuations associated with ψ are

introduced through the random flux ξ̂.

The order parameter dynamics is coupled to a fluctuating Navier-Stokes equation (Landau

& Lifshitz 1959) with additional stress densities arising from the order parameter. For a com-

pressible fluid, the dynamics is governed by

∂tg +∇· (ug) = −∇p+ η∇2u+

[
d− 2

d
η + ηb

]
∇(∇ · u) + ψ∇µ+∇· σ̂ (4.9)

together with the continuity equation for the density. In the above, p stands for the isotropic

contribution of the pressure, σ̂ is the random stress introduced by Landau and Lifshitz, ψ∇µ is

the order parameter stress η and ηb are the shear and bulk viscosities respectively and d is the

dimensionality of the system. Qualitatively, these equations describe the coupled dynamics of

order parameter and flow : inhomogeneities in the order parameter generate chemical potential

gradients, which in turn produce stresses in the fluid. These stresses are relaxed by fluid flow,

which in turn advects the order parameter to produce inhomogeneities.

The random flux is a zero-mean Gaussian white noise whose variance is fixed by the FDT

to be 〈
ξ̂α(r, t)ξ̂β(r

′, t′)
〉
= 2kTMδαβδ(r− r′)δ(t − t′) (4.10)

for an isothermal fluid at temperature T , where k stands for the Boltzmann constant. Similarly,

the random stress is a zero-mean Gaussian white noise whose variance is fixed by the FDT to

be 〈
σ̂αβ(r, t)σ̂γδ(r

′, t′)
〉
= 2kTηαβγδδ(r− r′)δ(t− t′). (4.11)

where ηαβγδ is the tensor of viscosities formed out of the isotropic tensor δαβ and the shear

viscosity, η, and bulk viscosity,ηb:

ηαβγδ = η (δαγδβδ + δαδδβγ) +

(
ηb −

2

d
η

)
δαβδγδ (4.12)

For simplicity we assume the same viscosity for the two fluid phases.

In the next section we briefly review previous algorithms to numerically solve these coupled

equations and point out why they lead to an incomplete equilibriation of both the order pa-

rameter and momentum degrees of freedom. This drawback imposes severe restrictions in the

applicability of these algorithms to situations where a complete equilibriation is required, a gap
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which our work attempts to fill.

4.4 Discretisation and FDT violation

There are ample instances in the literature where a naive discretisation of both the momentum

(Ladd 1994) and order parameter (Petschek & Metiu 1983; Rogers et al. 1988; Ibanes et al.

2000) equations have led to FDT violations on the lattice. An important question, then, is

how best FDTs, derived in the continuum with respect to appropriate conservation laws, can

be implemented in discrete space and time. In this section, we present a very brief survey of

previous numerical schemes, to clarify when naive discretisations lead to FDT violations.

In order to gain insight into the inconsistencies associated with the order parameter discreti-

sation, let us consider a low-order discrete representations of the divergence of a vector ξ̂ and

the Laplacian of a scalar ψ,

[
∇ · ξ̂

]
(r) =

∑

i

ωici · ξ̂(r+ ci) (4.13)

[
∇2ψ

]
(r) =

∑

i

ω̂iψ(r+ ci). (4.14)

Here, ωi and ω̂i are weight factors which depend on the stencil, i refers to the number of

neighboring grid points considered, {ci} corresponds to a lattice vector and hence r+ci represents

the points of the chosen stencil. In a Fourier representation, they become

[
∇ · ξ̂

]
(q) =

∑

i

ωicie
iq·ci · ξ̃(q) = Γ(q) · ξ̃(q) (4.15)

[
∇2ψ

]
(q) =

∑

i

ω̂ie
iq·ciψ̃(q) = L(q)ψ̃(q). (4.16)

where Γ(q) and L(q) are the Fourier representations of the divergence and Laplacian operators,

respectively. It is easy to see that Γ(q) → iq and L(q) → −q2 as q → 0 for any admissible

choice of stencil. In that limit, we recover the lattice analogue of the familiar relation between

the gradient and Laplacian operators, so that L(q) = Γ(q) · Γ(q). At high wavenumbers,

however, this relation is no longer true. Indeed, it is violated by all standard node based nearest

neighbour stencils (Abramowitz & Stegun 1965), unless a corresponding non-standard, non-

negative definite Laplacian is chosen. Alternative formulations can be found in Donev et al.

(2010).

To see how this affects discretisations of the fluctuating Cahn-Hilliard equation, we linearize

Eq. 4.8 about a state of zero flow, for completely local and harmonic free energy (B = 0,K = 0

in Eq. 4.2), with a mobility that is independent of the order parameter. Discretising and Fourier

transforming, we obtain

∂tψ̃(q) =ML(q)Aψ̃(q) + Γ(q) · ξ̃(q). (4.17)

It is evident from Eq. 4.17 that fluctuations in the order parameter equation will satisfy the

FDT of Eq. 4.10 on the lattice if and only if L(q) = Γ(q) · Γ(q). Equivalently, the discrete

operators should satisfy ∇2 = ∇.∇ in real space. Since this is not true for the standard choices
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Figure 4.1: Equilibrium ratio (ER) according to Eq. 4.18 as a function of wave vector magnitude
q along the diagonal x = y = z from using a conventional method (Petschek & Metiu 1983) based
on finite difference discretisation for both the divergence and Laplacian operators. Simulation
results show significant differences with theoretical predictions at large wavenumbers.

of the previous operators (Abramowitz & Stegun 1965), resulting discretisations violate FDT.

To verify the above analysis, we perform simulations using the method proposed by Petschek

& Metiu (1983) and used, for example, in Rogers et al. (1988) and Ibanes et al. (2000). Their

method is essentially the one outlined above, with specific choices of the gradient and Laplacian.

Simulations are carried out on a 32×32×32 domain with a cubic grid and unit spacing, ∆x = 1

and unit time step ∆t = 1 using a stochastic Runge-Kutta algorithm (Wilkie 2004). We compare

the theoretical value of the Fourier mode amplitudes of order parameter as given by the Gibbs

distribution

〈|ψ̃(q)|2〉 = kT

A
(4.18)

with our simulation data. We define the equilibrium ratio ER as the ratio of simulated values to

the theoretical value. If all Fourier modes are in equilibrium, the ER will be unity as dictated by

Eq. 4.18. The results obtained are displayed in Fig. 4.1. As can be seen, the difference from the

expected theoretical value of ER = 1 is quite significant : the match is restricted to only small

wave numbers and clearly shows the breakdown of FDT at high wavenumbers. Having identified

the spatial discretisation as the main source of error in FDT violation on the lattice, we will

analyze in the next section how to circumvent it for a scalar order parameter. Its generalization

to vector and tensor order parameters is straightforward.

Fluctuations have also been included in lattice Boltzmann equation (LBE) to recover fluc-

tuating Navier-Stokes equations. Ladd (1994) proposed a modification of the LBE with the

addition of fluctuating stresses. A Langevin interpretation of the Boltzmann equation then

yields the equations of fluctuating hydrodynamics (Landau & Lifshitz 1959). However, as was

pointed out in Adhikari et al. (2005), Ladd’s method ensures thermalisation only in the small

wave number limit. This was resolved by relating thermal fluctuations to all sources of dissipa-
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tion associated with the collision operator in the lattice Boltzmann equation, leading to thermal

equilibrium for all modes, including the ghost modes (Succi 2001). This was confirmed subse-

quently in Dunweg et al. (2007). The fluctuating lattice Boltzmann equation (FLBE) (Adhikari

et al. 2005; Dunweg et al. 2007) provides a consistent lattice discretisation for the Navier-Stokes

equations and is the approach we shall use in this work.

The FLBE approach has recently been generalized to hydrodynamic fluctuations of non-ideal

gases (Gross et al. 2010, 2011), but only a few studies have addressed thermal fluctuations in

binary mixtures in the context of LBE. Noise driven spinodal decomposition was studied in

Gonnella et al. (1999) by combining Ladd’s fluctuating LBE with a fluctuating kinetic equation

for the order parameter. However, this method does not respect FDT for either the momentum

or the order parameter. Extending this to binary fluids maintaining FDT is considerably more

difficult and so we prefer the alternative hybrid method described below.

4.5 Fluctuating Navier-Stokes solver

We use the FLBE method for solving the fluctuating Navier-Stokes equations. The FLBE

introduced in Adhikari et al. (2005) needs to be modified to include force densities, which in

the hybrid method, are the divergences of order parameter stresses. Since the combination of

noise and external force densities (Nash et al. 2008) modifies the moment relations between the

distribution functions and the hydrodynamic variables, we discuss now the main new features

of FLBE.

In a standard DdQn LBE model where the velocity space is discretized into n components

in d dimensional space, the discrete form of the fluctuating Boltzmann equation reads (Gross

et al. 2011)

∂tfi + ci · ∇fi + [F · ∇cf ]i = −
∑

j

Lij(fj − f0j ) + ζi (4.19)

where F(x, t) is an effective force density, ζi(x, t) stands for the fluctuations in the populations,

and Lij is the discrete form of the collision integral and is related to the fluid viscosity. The

moments of the single particle distribution function fi, defined at lattice node x with velocity

ci at time t, give the fluid mass, momentum and stress densities:

ρ =
n∑

i=0

fi, ρv =
n∑

i=0

fici, Sαβ =
n∑

i=0

fiQiαβ (4.20)

where Qiαβ = ciαciβ − c2sδαβ . The collision operator Lij controls the relaxation of fj to equilib-

rium, f0j .

A multi-scale expansion, or a moment closure method, shows that the above equation has

Eq. 4.9 as its hydrodynamic limit (Succi 2001). Since FLBE is a hyperbolic equation with local

non-linearities, it is considerably easier to solve than Eq. 4.9, which has a parabolic-hyperbolic

character with advective non-linearities. The methodology of the FLBE has been explained in

detail in Dunweg et al. (2007), while the method by which force densities are added is given in

detail in Nash et al. (2008). Here we outline the integration scheme we use when force densities

and fluctuating forces are combined in the FLBE.
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We can rearrange equation, Eq. 4.19 to obtain

∂tfi + ci.∇fi = Ri(x, t) (4.21)

where Ri(x, t) = −∑j Lij(fj − f0j ) + Φi represents the effects of collision, forcing and thermal

fluctuations. Φi ≡ ζi − F · ∇cf accounts for the fluctuating and external forces acting on the

distribution function. We can take advantage of the hyperbolic character of the FLBE and use

the method of characteristics to evolve Eq. 4.19 over a finite time step. Therefore over a time

interval ∆t

fi(x+ ci∆t, t+∆t)− fi(x, t) =

∫ ∆t

0
dsRi(x+ cis, t+ s) (4.22)

The integral above may be approximated to second order accuracy using the trapezium rule and

the resulting terms transposed to give a set of implicit equations for the fi :

fi(x+ ci∆t, t+∆t)− ∆t

2
Ri(x+ ci∆t, t+∆t) = fi(x, t)−

∆t

2
Ri(x, t) + ∆tRi(x, t). (4.23)

When accounting for the effect of forces and fluctuations in the evolution of fi, it is convenient

to introduce the auxiliary distribution function

f̄i(x, t) = fi(x, t)−
∆t

2
Ri(x, t) (4.24)

in terms of Ri(x, t) = −∑j Lij(fj − f0j ) + Φi, which represents the effects of collision, forcing

and thermal fluctuations. For a single-time relaxation operator, Lij = δij/τ , the hydrodynamic

variables are related to the auxiliary distributions as

ρ =
n∑

i=0

f̄i (4.25)

ρvα =

n∑

i=0

f̄iciα + ρFα
∆t

2
(4.26)

Sαβ =
n∑

i=0

f̄iQiαβ +
∆t/2

τ +∆t/2

(
−

n∑

i=0

f̄iQiαβ + ρvαvβ + τ(vαFβ + Fαvβ) + τ
n∑

i=0

ζiQiαβ

)
.

(4.27)

where the equilibrium distribution, f0i , can be reconstructed from ρ and ρv. In Eq. (4.27)
∑n

i=0 ζiQiαβ is the fluctuating contribution to the stress.

In terms of the auxiliary distribution function, Eq. 4.24, the evolution equation reduces to

f̄i(x+ ci∆t, t+∆t) = f̄i(x, t) +Ri(x, t)∆t. (4.28)

indicating that we can understand LBE evolution through a simple relaxational step in which

the distributions f̄i are relaxed to their postcollisional values f̄i(x, t
∗),

f̄i(x, t
∗) = f̄i(x, t) +Ri(x, t)∆t, (4.29)
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followed by a propagation step in which the postcollisional distributions are propagated along a

Lagrangian trajectory without further change,

f̄i(x+ ci∆t, t+∆t) = f̄i(x, t
∗). (4.30)

Thus the computational part of the method is most naturally framed in terms of the auxiliary

distributions f̄i instead of the physical distribution functions fi themselves. To obtain the

postcollisional f̄i without having to refer to the fi, the latter must be eliminated from Eq. 4.28.

Inverting the equations defining the f̄i in Eq. 4.24, we obtain

Ri =

(
1 +

∆t

2
L

)−1

ij

[−Ljk(f̄k − f0k ) + Φj(x, t)]. (4.31)

Combining this with Eq. 4.28 we obtain a numerical scheme for the discrete Boltzmann equation

with a general collision operator in terms of the f̄i:

f̄i(x+ ci∆t, t+∆t) = f̄i(x, t) +

(
1 +

∆t

2
L

)−1

ij

[−Ljk(f̄k − f0k ) + Φj(x, t)]∆t. (4.32)

For a single time relaxation operator, where Lij = δij/τ , this takes on a particularly simple

form,

f̄i(x+ ci∆t, t+∆t) = f̄i(x, t) +
∆t

τ +∆t/2
[−(f̄i − f̄0i ) + τΦi(x, t)], (4.33)

For a nondiagonal collision operator, the collision term is best evaluated in the moment basis.

For example, using a collision operator in which the ghost modes are projected out (Succi 2001)

and the stress modes relax at a rate of τ−1, the post collisional f̄i are given by

f̄i(x, t
∗) = wi

(
ρ+

Aαciα
c2s

+
BαβQiαβ

2c4s

)
(4.34)

where the normalized weights wi ensure the isotropy, and Aα, the momentum component of the

postcollisional auxiliary distributions, is

Aα =
n∑

i=0

f̄iciα + ρFα∆t (4.35)

while Bαβ, the stress component, reads

Bαβ =

n∑

i=0

f̄iQiαβ +
∆t

τ +∆t/2

(
−

n∑

i=0

f̄iQiαβ + ρvαvβ + τ(vαFβ + Fαvβ) + τ

n∑

i=0

ζiQiαβ

)
.

(4.36)

The mass and momentum densities are obtained as ρ =
∑n

i=0 f̄i and ρvα =
∑n

i=0 f̄iciα+ ρFα
∆t
2 ,

respectively. The equilibria can be reconstructed from ρ and ρv.

The effective force density is the divergence of the order parameter stress

F = ∇ · σψ = ψ∇µ (4.37)
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which can be verified using Eq. 4.7. To compute this force density we use a symmetrized, second

order accurate nearest-neighbor central difference stencil for the gradient

∇µ(x, y, z) = 1

2
[µ(x+ 1, y, z) − µ(x− 1, y, z)] x̂+

1

2
[µ(x, y + 1, z) − µ(x, y − 1, z)] ŷ

+
1

2
[µ(x, y, z + 1)− µ(x, y, z − 1)] ẑ (4.38)

and Shinozaki & Oono (1993) discretisation of the Laplacian (Eq. A.3) to calculate ∇2ψ in the

chemical potential.

4.6 Fluctuating Cahn-Hilliard solver

We use a stochastic method of lines (SMOL) discretisation (Bhattacharjee et al. 2008) to solve

the fluctuating Cahn-Hilliard equation for the order parameter. Since it does not contain a pres-

sure term which acts as a Lagrange multiplier in the incompressible Navier-Stokes equations,

there is no particular benefit in using a kinetic algorithm with its large number of degrees of

freedom in solving for a single scalar variable. Here, we adopt a semi-discretisation strategy

(Liskovets 1965; Bhattacharjee et al. 2008), discretising the spatial variables to obtain a set of

coupled stochastic ordinary differential equations. The spatial discretisations we propose en-

sure that the conservation law is respected to machine precision and that the fluctuation and

dissipation are in balance for all wave vectors. We propose a finite-difference and finite-volume

discretisations, discussing their relative merits below. The temporal integration of the resulting

stochastic differential equations is done using a Runge-Kutta algorithm proposed recently by

Wilkie (2004). This is a straightforward generalization of the deterministic Runge-Kutta algo-

rithm where the noise is held constant through the integration step. The methodology may be

improved using implicit schemes to increase the accuracy.

4.6.1 Finite difference method

To proceed towards a discretisation of the fluctuating Cahn-Hilliard equation which preserves

FDT, we write the order parameter evolution equation in Fourier space

∂tψ̃(q) =ML(q)µ̃(q) + Γ(q) · ξ̃(q) (4.39)

assuming a constant mobility. Defining the divergence of the noise in Fourier space as η̃(q) =

Γ(q) · ξ̃(q), we see that it must satisfy

〈
η̂(q, t)η̂(q′, t′)

〉
= −2kTML(q)δ(q + q′)δ(t− t′). (4.40)

Instead of constructing a divergence operator Γ(q) which satisfies Γ(q) · Γ(q) = L(q) we di-

rectly use the above relationship to construct the noise in Fourier space. This is then inverse-

transformed to real space to provide a noise which has correlations compatible with the discreti-

sation of the Laplacian and the same Laplacian stencil is used to calculate ∇2µ and ∇2ψ. The

generation of noise in Fourier space has been used earlier in spectral methods (Atzberger et al.
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Figure 4.2: Illustration of the stencil used for the numerical tests in the finite volume method
for a two dimensional case. This stencil corresponds to the D2Q9 lattice Boltzmann model.
Physical quantities ,e.g. ψ, µ,∇µ, and u, are defined at node r which has its neighbors at r+ci.
All fluxes ji, ξi (diffusive, convective and random) are defined at the mid point of the links
(r+ 1

2ci) connecting r and r+ ci. (See Eq. 4.42 - 4.45)

2007) to respect FDT in discrete space.

It is important to ensure as isotropic a discretisation of the Laplacian as possible, to avoid

artifacts like spurious pinning of interfaces by the lattice. We have compared in Appendix A four

standard finite-difference stencils reported in the literature, see Fig. A.2 in Appendix A where

expressions for their Fourier transforms L(q) are also provided. The Laplacian of Shinozaki &

Oono (1993) is the most isotropic one and we use it for our discretisation. The advective flux,

∇· (uψ), is discretized using a second order accurate, conservative, central difference scheme

[∇ · (uψ)](x, y, z) = 1

2
{[uxψ](x + 1, y, z) − [uxψ](x − 1, y, z)} + 1

2
{[uyψ](x, y + 1, z)

−[uyψ](x, y − 1, z)} + 1

2
{[uzψ](x, y, z + 1)− [uzψ](x, y, z − 1)} . (4.41)

4.6.2 Finite volume method

It is possible to formulate an alternative discretisation for the fluctuating Cahn-Hilliard equation,

based on a finite-volume formulation. Such an approach, using fluxes defined on lattice links, has

been proposed to study the electrokinetic equations in the absence of fluctuations in Rotenberg

et al. (2008, 2010). Alternative finite volume schemes may also be found in the context of

reaction-diffusion systems (Atzberger 2010). Specifically, we choose a DdQn cubic lattice and a

set of link vectors {ci} as done usually with lattice Boltzmann models. Thus, for any node r,

the set of points r + ci are also lattice nodes. The divergence at a node r is then written as a

sum of fluxes ji defined on the midpoint r+ 1
2ci of the link connecting the node to its neighbour

r+ ci. This is schematically represented in Fig. 4.2 for D2Q9. Then, Eq. 4.8 can be discretised

as

∂tψ =
∑

i

wici · ji +
∑

i

wici · ξ̂i (4.42)
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where wi are a normalised set of weights that ensure isotropy and ji and ξ̂i are the deter-

ministic and random contributions to the order parameter flux, respectively. This ensures the

conservation of the order parameter to machine accuracy.

The choice of expressions which relate the fluxes to the densities at the nodes must now

be dictated by the requirement that the FDT holds for all wavevectors. We use a symmetric

average of node values to compute the mid-point fluxes (Capuani et al. 2004),

ji =M
1

2
[∇µ(r) +∇µ(r+ ci)]−

1

2
[(uψ)(r) + (uψ)(r + ci)] (4.43)

ξ̂i =
1

2

[
ξ̂(r) + ξ̂(r+ ci)

]
. (4.44)

Here, c2sδαβ =
∑

i ciαciβ . To be consistent with this choice, the gradient of the chemical potential

must be computed using

∇µ(r) = 1

c2s

∑

i

wiciµ(r+ ci). (4.45)

It is only with the combined choice of the divergence, symmetric averaging, and the gradient

that the fluctuating Cahn-Hilliard equation takes the form

∂tψ(q) + Γ(q) · (uψ)(q) = Γ(q) · [MΓ(q)µ(q)) + ξ(q)] (4.46)

where Γ(q) ≡ ∑
iwici exp(iq · ci) is the representation of the ∇ operator on the lattice. Our

choice of discretisation ensures that the same operator Γ(q) appears in both the gradient and

the divergence in the diffusive term in the Cahn-Hilliard equation. As a result, ∇ · ∇ = ∇2 is

preserved at all wavevectors, and not only when q → 0 as happens with standard discretisations.

The resulting Laplacian [L(q)]FV = Γ(q) ·Γ(q) is less isotropic than the Shinozaki-Oono Lapla-

cian as shown in Fig. A.2e in Appendix A. Therefore, we use the Shinozaki-Oono Laplacian to

calculate ∇2ψ in the chemical potential.

Compared to the finite-difference method of the previous section, the finite-volume method is

not restricted to periodic geometries, and thus allows for simulations with wall or shear boundary

conditions, though a careful implementation is necessary in these cases. The computational

overhead is significantly reduced since the expensive Fourier construction of the noise is no

longer required.

4.7 Results and Validation

The order parameter induces a force on the fluid, accelerating it while the fluid, in turn, advects

the order parameter. Although this requires, in principle, an algorithm which updates self-

consistently both fields, we have to do it sequentially at every time step due to the coupling

of two different methods, resulting in a hybrid scheme for the model H equations. However,

we have not found any event where the proposed algorithm of alternate marching in time of

FLBE and SMOL leads to spurious cross correlations between momentum and order parameter

fluctuations.

A number of tests have been carried out to validate the algorithm including static and

dynamic correlations for the order parameter and standard tests for hydrodynamics. We have
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Figure 4.3: Error in the equilibrium ratio as a function of wave vector magnitude, q, along the
diagonal x = y = z considering (1) diffusion alone and (2) coupled hydrodynamics with (i) finite
difference and (ii) finite volume method for the quadratic free energy functional (see Eq. 4.18).
Simulations have been done on a 32 × 32 × 32 lattice with equilibrium initial conditions and
parameters used are A = 0.625, B = 0, K = 0.0 and M = 0.095. Ensemble averaging is done
over 104 time steps and over 25 realizations.

always used a D3Q15 model for FLBE with lattice units ∆x = ∆t = 1 which leads to a

speed of sound cs =
√

1/3. To ensure that compressibility is negligible, we work in parameter

regimes where the Mach number is small, Ma = u/cs ≪ 1. Except when otherwise stated, all

simulations have been performed on a 32 × 32 × 32 lattice which is initialized with a uniform

random distribution, and statistics are collected once the system has equilibrated. The relaxation

parameter, τ = 1.1 and the temperature kT = 1/3000 are used (Adhikari et al. 2005) in FLBE

unless otherwise specified. Note that this temperature is chosen to stick to low Mach number

limit in the lattice Boltzmann algorithm and will produce a net variance in thermal momentum

of ∆V ρkT (Landau & Lifshitz 1959) in a volume ∆V in a quiescent fluid. Periodic boundary

conditions are used in all directions in all the simulations.

4.7.1 Order parameter fluctuations

We analyze initially a miscible mixture without surface tension, characterized by B = K = 0.

Since in this case the free energy functional, Eq. 4.2 , is parabolic, the equilibrium order pa-

rameter distribution follows the Gibbs distribution with Gaussian order parameter fluctuations

of amplitude given in Eq. 4.18.

Fig. 4.3 displays the error in the equilibrium ratio (ER) between the measured static corre-

lation functions of the order parameter and the theoretical prediction, Eq. 4.18 independent of

the wave vector magnitude, as a function of the magnitude of the wave vector, for qx = qy = qz,

both without and with hydrodynamic coupling. In the latter situation we have also compared

the performance of the finite difference method (section 4.6.1) and the finite volume method

(section 4.6.2). In all cases we obtain an excellent agreement for the entire wave vector spec-

trum, as opposed to the spurious deviations observed in Fig. 4.1 for a standard discretisation of
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Figure 4.4: Velocity-order parameter correlation for all three components of the velocity in
Cartesian coordinates along the diagonal x = y = z of the domain considering coupled hydro-
dynamics and using the finite difference scheme for the quadratic free energy functional (see Eq.
4.18) and for the same set of parameters as in Fig. 4.3. Ensemble averaging is done over 104

time steps and over 25 realizations. No cross correlations are present between fields of differ-
ent tensorial nature. The results obtained using finite volume method are shown only for one
velocity component for clarity.

  0.5

  1

  1.5

30

210

60

240

90

270

120

300

150

330

180 0

 

 

(a)

  0.5

  1

  1.5

30

210

60

240

90

270

120

300

150

330

180 0

(b)

  0.5

1
  1.5

30

210

60

240

90

270

120

300

150

330

180 0

(c)

Figure 4.5: Polar plots where the radius indicates the ER as a function of azimuthal angle on
lattice points of a fixed modulus (16 lattice units from the center), i.e. along a (cos θ, sin θ, z =
constant) for (a) diffusion alone, finite difference method and (b) hydrodynamics coupled with
finite difference method, (c) hydrodynamics coupled with finite volume method. Three different
symbols o, �, ∗ correspond to z = N/8, 2N/8 and 3N/8 planes respectively. Data obtained from
the same simulations used in Fig. 4.3.
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Figure 4.6: Constant 〈|ψ̃(q)|2〉 values obtained at equilibrium, from a simulation considering
diffusion alone (without any coupling to hydrodynamics) for the free energy functional described
by Eq. 4.2 with B = 0. Simulations obtained using the finite difference method. Results are
shown in a wave number plane of (qx, qy). Analytical expression from Eq. 4.47 are superposed
onto it using symbols for comparison. Simulations are performed on a 32× 32× 32 lattice with
equilibrium initial conditions, A = 0.025, K = 0.01 and M = 0.1. Ensemble averaging is done
over 105 time steps and over 25 realizations.

Eq. 4.8. In Fig. 4.4 the velocity-order parameter correlations are plotted using both the finite

difference and finite volume method to show that no spurious scalar-tensor correlations develop

in the proposed numerical scheme.

In order to check the homogeneity and isotropy of the fluctuations, polar plots are shown in

Fig. 4.5. In these plots, the radius represents the ER as a function of the azimuthal angle in

a given z plane in lattice space. Different symbols correspond to three different z planes. ER

remains essentially unity in all cases, indicating that FDT is satisfied in all directions in the

lattice.

The equilibrium structure factor of a miscible binary mixture, B = 0, (above the critical

temperature) which experiences an energy cost to order parameter gradients is

〈|ψ̃(q)|2〉 = kT

A+Kq2
. (4.47)

On a lattice, the discrete representation of the Laplacian must be accounted for, and the static

spectrum reads accordingly, 〈|ψ̃(q)|2〉 = kT/(A −KL(q)).

Since we have used the Shinozaki - Oono form for the Laplacian, Eq. A.3, to calculate ∇2ψ

in our simulations, −q2 of Eq. 4.47 is replaced by the Fourier transform of appropriate Laplacian

L(q), i.e, Eq. A.8.

Fig. 4.6 displays the simulated 〈|ψ̃(q)|2〉 at equilibrium on a wavenumber plane of constant
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Figure 4.7: Constant values of 〈|ψ̃(q)|2〉 from the simulations when the dynamics of the order
parameter is coupled to the fluid dynamics for the same parameters and lattice size used in
Fig. 4.6. Results for both the finite difference method (a) and the finite volume method (b) are
shown at a constant qz plane and expected values from Eq. 4.47 are superposed as symbols.
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Figure 4.8: Error in the equilibrium ratio as a function of wave vector magnitude, q, along the
diagonal qx = qy = qz considering (1) diffusion alone and (2) coupled hydrodynamics with (i)
finite difference and (ii) finite volume method for the free energy functional described by Eq.
4.2 with B = 0 for the same set of parameters in Fig. 4.6 and Fig. 4.7.
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Figure 4.9: Verification of the dynamic correlation function, Eq. 4.48, of the order parameter
Fourier components. Finite difference scheme (a) and finite volume scheme (b) have been used to
carry out simulations on a 32× 32× 32 lattice with A = 0.065, B = 0, K = 0.04 and M = 0.095
with an initial equilibrium distribution. Ensemble averaging is done over 105 time steps and 20
realizations.

qz in the absence of hydrodynamic coupling while Fig. 4.7 shows results for the full dynamics

using the two complementary spatial discretisation approaches. The analytical prediction is

superimposed showing the high degree of accuracy and isotropy obtained in all situations. Only

at large wave vectors the results obtained using the finite difference method compare better with

theory than those obtained from finite volume method. We attribute this accuracy loss to the

different structure of the lattice Laplacian in both approaches, although the errors are consistent

with the statistical uncertainty associated to the sampling performed. To show that there is no

systematic errors hidden in Fig. 4.6 and Fig. 4.7, a one dimensional plot of the error in the

equilibrium ratio is plotted against q, along the diagonal qx = qy = qz in the wave vector space

in Fig. 4.8.

We have also analyzed the equilibrium dynamic structure factor of this miscible mixture,

S(q, τ) ≡ 〈ψ̃(q, t)ψ̃(q, t + τ)〉, for which we have an analytic expression. Taking into account

the lattice structure, it reads

S(q, τ) =
kT

A−KL(q)
e−Mq2(A−KL(q))τ . (4.48)

Fig. 4.9 displays ln [S(q, τ)/S(q, 0)] as a function of the scaled time τ/τ(q), where we introduce

the characteristic decay time for each mode, τ(q) = [M(−L(q))(A −KL(q))]−1. The simulation

results recover the expected slope with a high degree of accuracy over all the times covered for

each mode for the two discretisation schemes of the fluctuating Cahn-Hilliard equation.
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Figure 4.10: Galilean invariance of the scheme is tested by applying a uniform velocity field
along a diagonal direction. Constant values of 〈|ψ̃(q)|2〉 from the simulations are plotted along
with theoretical predictions as symbols using the same parameters as in Fig. 4.7. (a) At small
flow velocities, Ma = 0.08, correct equilibrium is maintained in the simulations. (b) However at
large flow velocities, Ma = 0.57, an anisotropic distribution of the order parameter fluctuations
develops.

4.7.2 Galilean invariance

The coupling of the order parameter dynamics to the fluid motion must respect Galilean invari-

ance. In order to test if the proposed algorithm recovers this basic symmetry, we have imposed

a constant velocity along one of the system’s diagonal, x = y. Fig. 4.10 displays the order

parameter static structure factor, S(q) = 〈|ψ̃(q)|2〉, for a miscible mixture with an energy cost

gradient, subject to a uniform flow with different magnitudes. Due to Galilean invariance, S(q)

must not be affected by the fluid motion and must coincide with the equilibrium curves in Fig.

4.6 .

At small flow rates (smallMa), Fig. 4.10.a, we do not see any deviation from the equilibrium

predictions, as expected. However, increasing the velocity for Ma > 1
2 , Fig. 4.10.b shows the

development of an anisotropic structure factor, which we attribute to the numerical dissipation

associated with advection terms in the order parameter conservation equations. Although in

principle, the proposed LB algorithm does not ensure Galilean invariance at high Ma ( a situa-

tion which can be improved with complementary LB implementations (Prasianakis et al. 2009)),

the main source for inaccuracies comes from numerical dissipation in the order parameter dy-

namics. This is because the balance between fluctuation and dissipation is calculated assuming

no diffusive error in the advection scheme. Numerically less dissipative schemes such as opera-

tor splitting may be resorted to avoid these limitations (LeVeque 2002). Alternatively, schemes

accounting for the dissipation associated with advection may be implemented as done e.g. in

Donev et al. (2010). However, in our simulations we have considered only RK algorithms, which

recover the correct behavior for small Ma flows. Due to the coupling between two evolving
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Figure 4.11: Mean equilibrium profile of the order parameter for two fluid phases coexisting
through a planar interface. The dashed line is the initial set sharp profile on a 64 x 64 lattice
of interface in order parameter with left-right symmetry (only left half is shown in the plot).
Symbols show the theoretical predictions, (Eq. 4.4), the continuous line is an instantaneous
profile from simulations while the thick line corresponds to the ensemble averaged profile. The
continuous line illustrates the magnitude of fluctuations around the mean shape. Ensemble
averaging is done after attaining equilibrium(105 time steps) over 4 × 105 time steps and 7
realizations. Parameters used in the simulation are −A = B = 0.025, K = 0.01 and M = 0.1.

fields, there is no need to improve the accuracy of FLBE or SMOL separately beyond the lesser

accurate among these. Also, it may be noted that this being a hybrid scheme changing dt or dx

may have different implications in each of these schemes.

4.7.3 Fluctuating interfaces

All the tests described above have used a harmonic free energy functional. Below, we present

a test of the model including the quartic anharmonicity in the free energy. At two phase

coexistence, with A < 0 and B > 0, the order parameter variation across the diffuse interface

separating the two phases is the well-known hyperbolic tangent of Eq. 4.4. In Fig. 4.11 we show

the order parameter profile across the interface, averaged over time and initial conditions. We

have verified that the mean profile follows Eq. 4.4 with a characteristic width predicted by Eq.

4.5.

Fluctuations about the mean profile are in general complicated. However, long-wavelength

harmonic fluctuations are well-described by capillary wave theory as explained in Rowlinson &

Widom (1982); Grant & Desai (1983). The energy of an interface with instantaneous height,
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Figure 4.13: Logarithmic plot of the interfacial height fluctuation spectrum as a function of the
wave vector magnitude. Symbols show the simulations results and continuous line correspond
to the theoretical prediction (Eq. 4.51). The wave vector magnitude is scaled with the capillary
length, l∗, and the magnitude of the height fluctuations has also been scaled with l−4 to highlight
the universal nature of the capillary spectrum, which is recovered over several orders of magni-
tude. Four different symbols ∗, �, ×, ◦ correspond to simulations with kT = 10−7 using finite-
difference method, kT = 10−7 using finite-volume method, kT = 1/3000 using finite-difference
method and kT = 1/3000 using finite-volume method respectively, on a 1024 × 128 lattice (See
Fig. 4.12). Free energy and LB simulation parameters are −A = B = 0.05,K = 0.2,M = 0.1
and τ = 0.45.
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h(x, y) is approximated as

∆Fs =
1

2
γ

∫
d2x(∇h)2 (4.49)

In Fourier space, this is

∆Fs =
γ

2

∑

q

q2|h̃(q)|2, (4.50)

from which it follows that

〈|h̃(q)|2〉 = kT

γq2
. (4.51)

Since our simulations evolve the entire order parameter field, which has both short-wavelength

bulk fluctuations and long-wavelength capillary fluctuations, it is necessary to tune parameters

appropriately to capture the capillary fluctuations. This is ensured when the thermal capillary

length l∗ =
√

kT
γ , the interfacial width l, and the system size Λ obey l∗ ≪ l ≪ Λ. The first

inequality ensures that the energy scale of the thermal fluctuations excites capillary modes and

not bulk order parameter modes, while the second ensures that the long-wavelength capillary

regime is accessible in the simulation. The capillary length condition is equivalently γl2/kT >>

1.

We have carried out simulations on a system of size 128 × 1024 where interfaces of linear

dimension of 1024 are symmetrically placed about the center of the domain at a gap of 64

lattice units (see Fig. 4.12) at two different temperatures. Results from these simulations are

shown in Fig. 4.13 using both finite difference and finite volume methods. In diffuse interface

models, alternative definitions of the interface and its location are possible (Blokhuis 2009). We

have used a simple linear interpolation to determine the location of the interface as the zero of

the order parameter. The cross over time for roughening transition and the longest relaxation

time (Flekkoy & Rothman 1995, 1996) may be estimated as ∼ 104 and ∼ 103 time steps.

Therefore, simulation data was collected only after 105 times steps, to ensure stationarity of the

fluctuations. The logarithmic plot of Fig. 4.13 shows that the algebraic theoretical prediction can

be recovered over several orders of magnitude by scaling appropriately the wave vector and height

spectrum magnitudes and changing the system parameters. Exploiting the underlying scaling

structure of the interface height fluctuations, we can combine several numerical simulations

with appropriate fluid parameters to reconstruct the whole universal curve, a strategy already

exploited in the kinetics of phase-separating fluid mixtures (Pagonabarraga et al. 2002). Since

the quartic anharmonicity is essential in maintaining the interface and its fluctuations, this

provides a non-linear test of the equilibriation in our numerical scheme.

4.8 Conclusions and outlook

A hybrid method for the numerical solution of the model H equations has been developed

and validated. A fluctuating lattice Boltzmann algorithm is used for hydrodynamics while

a stochastic method of lines is proposed for order parameter conservation equation. Spatial

discretisation in the latter case may be done using finite difference or a finite volume schemes

both of which ensure correct FDT at the lattice level. FLBE takes care of fluctuations in

momentum at the lattice level. The momentum and order parameter equations are coupled
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through stress and advection terms. The accuracy of the algorithm is demonstrated through

various hydrodynamic and order parameter fluctuation tests. The capillary spectrum of height

fluctuations is reproduced accurately.

There are several situations where simulations of fluctuating hydrodynamics of binary fluid

system is necessary. For example, our method can be used to study phenomena such as critical

fluctuations in symmetric binary mixtures and nucleation in asymmetric binary mixtures. In

the light of discussions in section 4.4, the role of noise in the spinodal decomposition of a binary

system remains unclear (Gonnella et al. 1999). This method may be successfully employed in

studying the noise driven growth in different regimes of the decomposition process. Similarly

interface fluctuations play an important role in several meso scale phenomena such as fluctua-

tions driven spreading of nano droplets on solid surfaces (Davidovitch et al. 2005), dewetting of

thin films (Willis & Freund 2009) and break up of nano jets (Eggers 2002). Traditionally, molec-

ular dynamics simulations have been used to study these problems. We expect our mesoscale

algorithm to be an effective complement to MD simulations which are currently limited to short

time scales.



Chapter 5

Do liquid drops roll or slide on

inclined surfaces?

The material in this chapter is reproduced in arXiv:1111.3789v1 [cond-mat.soft].

5.1 Abstract

A solid sphere is likely to roll, while a rectangular box is likely to slide, on an inclined surface. In

contrast, a liquid drop moving on an inclined surface can exhibit a variety of shapes and hence

complex but interesting dynamics. Combining lattice Boltzmann method for hydrodynamics

with a diffuse interface model, a hybrid numerical scheme is used to study the dynamics of

binary fluids on an inclined plate under the action of gravity. Using a triple decomposition of

the velocity gradient tensor inside a drop, the vorticity associated with the rolling motion is

distinguished from that of shearing motion. The average angular velocity based on this residual

vorticity becomes significant when the external fluid viscosity is reduced and the shape of the

drop approaches a circle. For a given slip length and viscosity ratio with the external fluid,

irrespective of the equilibrium contact angle, plate inclination or Bond number, a universal

curve is observed for the amount of rotation as a function of the drop shape characterized by

the isoperimetric quotient. Results from a large number of simulations over a wide range of

parameters are shown to lie on this curve. The rolling motion is also found to be strongly

dependent on the slip length at the contact line.

5.2 Introduction

On an inclined surface, a solid sphere rolls down while a rectangular object is more likely to

slide down under the action of gravity. The choice of sliding versus rolling motion is determined

by the shape and weight of the body and the frictional forces at the supporting surface. On the

other hand, a liquid drop attains a variety of shapes depending on gravitational, capillary forces

and solid surface characteristics; a moving drop has to contend in addition with viscous and

inertial stresses (de Gennes et al. 2004). Moreover, the reaction forces and moments provided

by the supporting surface are distributed and depend strongly on the shape, see e.g. Chapters 2

- 3. These differences between a solid and a liquid make the study of the latter complex, but pose

an interesting question, viz. whether a liquid drop sitting on an inclined surface will roll, slide,

or do both. We address this simple question here though the answer is not straightforward due

to the spatially inhomogeneous flow field. A systematic analysis reveals the decisive parameters

of drop dynamics. Rolling droplets play an important role in self-cleaning devices (Rothstein

2010) and it is desirable to know under what situations one can maximize the rolling motion
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inside the drop. Therefore, understanding this kinematics is not just a curiosity but is expected

to have relevance in several applications also.

The contribution of roll vs slip in the measured velocity profiles of accelerating drops on

hydrophobic surfaces as a function of surface characteristics is investigated experimentally in

Sakai et al. (2006); Suzuki et al. (2008). When the contact angle is small, the lubrication

approximation of the Navier-Stokes equation is a good model to describe the dynamics (Oron

et al. 1997) and has received much attention theoretically (Dussan & Chow 1983; Snoeijer

et al. 2005) and experimentally (Grand et al. 2005). At the other limit, i.e in non-wetting

drops, a complete rolling of the drop is observed (Richard & Quere 1999; Aussillous & Quéré

2004; Quere 2005) under certain situations and is in agreement with the scaling arguments of

Mahadevan & Pomeau (1999). The intermediate contact angles are studied much less since

they do not lend themselves to simplifying approximations and are harder to analyze. While

analytical solutions are practically impossible, numerical solutions pose considerable challenges

due to the multiple length scales present and the coupling between the evolving field and the

interface shape (Scardovelli & Zaleski 1998). Alternative techniques such as molecular dynamics

simulations (Servantie & Muller 2008) and lattice Boltzmann simulations (Moradi et al. 2011)

have shown the rolling motion in cylindrical drops. However, such studies have concentrated on

the total velocity of the droplet and its dependence on the driving force and the contact angle.

A splitting of the velocity field into slip and roll was done recently by Mognetti et al. (2010)

restricted for drop sizes smaller than capillary length. In their analysis the linear part of the

velocity profile inside the drop was attributed to rotation which overestimates it as we will see.

Now a word about the contact line movement in this context. Though the exact mechanism

is not understood (Bonn et al. 2009), this, by slipping or otherwise, is imperative for a moving

drop unless the contact angle is exactly 180◦ allowing a rolling motion (Mahadevan & Pomeau

1999). A small amount of global rotation in the drop can manifest itself as tank-treading near the

contact line (Dussan & Davis 1974). Most earlier studies have concentrated on the rolling motion

near the contact line (Clarke 1995; Chen et al. 1996) while we look at the rolling motion in the

bulk of the drop. The association between the two, if any, implies the nonlocal hydrodynamic

effects of the contact line movement (Shikhmurzaev 2008a).

Here we numerically investigate the motion of cylindrical drops on inclined surfaces using

a new algorithm - a hybrid method combining lattice Boltzmann and diffuse interface model

for binary fluids. This model allows different viscosity for two fluids and a large range of

contact angles on smooth surfaces. Unlike previous cases (Mognetti et al. 2010), we analyze

the entire spectrum of shapes, irrespective of the capillary length, for a range of the relevant

non-dimensional parameters. As we will see, the standard methods of fluid mechanics (Batchelor

1967) do not work. It is necessary to split the flow field into sliding, shear and rolling in the

manner introduced by Kolar (2007) in a different context in order to distinguish local rotation

from global rotation inside the drop. We show that, among other factors, the shape and hence the

size is very important in determining the amount of rolling inside the drop. Non-intutively, it will

be seen that the rolling behavior can be uniquely described by a shape parameter, independent

of capillary and gravitational forces. For small Bond numbers, it is possible to predict this shape

parameter from the static shapes. While standard scaling laws can be applied, both slip length
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and the viscosity of the external fluid are seen to be very important in the overall motion.

5.3 Diffuse Interface Model and Hydrodynamics

We use a coupled system of equations describing the hydrodynamics of a conserved order pa-

rameter ψ, defined as a normalized density difference, and the conserved momentum density ρu,

where ρ and u are the total density and the local fluid velocity, (See Chapter 4). The order

parameter dynamics is described by a Cahn-Hilliard equation (CHE), which includes advection

by fluid flow and relaxation due to chemical potential gradients. This is coupled to a Navier-

Stokes equation (NSE) with additional stress densities arising from the order parameter. We

use a hybrid algorithm by combining the lattice Boltzmann (LB) method for hydrodynamics

and method of lines for the order parameter dynamics. Force densities such as the divergences

of order parameter stresses and gravity are included in the modified LB method used here. We

use a D3Q15 model and collision integral is a single relaxation time (τ) approximation. The

viscosity is obtained as η = τc2s where cs = 1/
√
3 is the sound speed in LB units. The spatial

discretization of the CHE is based on a finite-volume formulation and this set of equations is

temporally integrated using a Runge-Kutta algorithm. All the details of simulation are described

in Chapter 4.

Before analyzing the results some of the new features of the hybrid algorithm vis a vis (i)

implementation of viscosity contrast for a binary fluid system in the above mentioned model,

(ii) incorporating gravitational forces, (iii) implementation of wetting boundary conditions are

to be discussed. We will also look at the characterization of rolling motion inside a drop.

5.3.1 Viscosity contrast in binary fluids

The differences in properties between the two fluids could be introduced at a molecular level, as

done by Luo & Girimaji (2003); Asinari (2005). Our approach is macroscopic, and the simplest

way to introduce a viscosity difference across the fluid interface is to prescribe the relaxation time

as a function of the order parameter. The underlying assumption is that the molecular structure

of two fluids is the same, and is analogous to the introduction of interfacial tension using Cahn-

Hilliard theory. To test this, we first design a model problem, of the laminar pressure-driven

flow of two fluids in a two-dimensional channel. Fluid I is of higher viscosity ηI , and occupies

the lower portion of the channel, while fluid II of lower viscosity ηII occupies the upper portion.

In the literature we find two different expressions for the relationship between the concen-

tration and the relaxation time.

(i) Effective relaxation time as a polynomial function of order parameter, the simplest being

linear (He et al. 1999; Grunau et al. 1993),

τ = 0.5[τI(1− ψ)] + [τII(1 + ψ)]. (5.1)

(ii) As Arrhenius suggested, prescribe an effective relaxation time as a product of relaxation



72 Chapter 5. Do liquid drops roll or slide on inclined surfaces?

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

Normalised velocity

D
is

ta
nc

e 
al

on
g 

w
id

th

 

 

Figure 5.1: Comparison of 2D channel flow velocity profiles of an immiscible binary system
and its approximations in the DI framework. The thick continuous line is the velocity profile
of an immiscible binary fluid. In the simulations, the binary fluid was approximated as a
viscosity stratified fluid flow according to Eq. 5.1 and 5.2, the results are shown by red stars
and blue circles respectively. The corresponding analytical solutions for viscosity-stratified flow
are shown by the red dashed and blue solid lines respectively. While LB perfectly reproduces
the flow for a given viscosity stratification, the use of a thin viscosity stratified layer itself is a
good approximation for an immiscible binary fluid system.

times, but raised to a power proportional to concentration (Langaas & Yeomans 2000)

τ = τ
( 1−ψ

2
)

I τ
( 1+ψ

2
)

II . (5.2)

We test both relationships by simulating the two-fluid flow described above, first defining

the viscosity ratio simply by ηr = ηI/ηII = τI/τII . The velocity profile from simulations using

the two expressions above are compared to the analytical solution for two immiscible fluids

separated by a sharp interface in Fig. 5.1. When the viscosity contrast is small, both match

well with the analytical solution. However, when the ratio is large (ηr = 10), Eq. 5.2 is closer

to the immiscible result than Eq. 5.1. This is because the effective mixed layer where the

viscosity varies between ηI and ηII is smaller by the former relationship. This is evidenced by

the fact that a corresponding analytical solution for the laminar velocity profile for the parallel

flow of two miscible fluids with a thin mixed region between them agrees in each case with

the computed result. We have thus shown that this approach is a good one for incorporating

viscosity contrasts in LB simulations. Note that no ad-hoc fixes are needed. We have used Eq.

5.2 in our calculations.

5.3.2 Gravity

The hybrid algorithm written using a single particle distribution function is modified to in-

clude gravitational effects as follows. Following Buick & Greated (2000), we may write the
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Figure 5.2: Verification of the implementation of wetting conditions, Eq. 5.6, on the walls by
comparing the numerically obtained contact angle with Eq. 5.7. The agreement is good except
at very large and small contact angles.

gravitational force acting on the fluids as,

G =
ρ

2
[gI(1− ψ) + gII(1 + ψ)]1g, (5.3)

where 1g is the direction in which gravity is acting. Therefore, when ψ = 1, G = ρgII1g

and when ψ = −1, G = ρgI1g. At the interface when ψ = 0, G = ρ
2 (gI + gII)1g. Thus

gI/gII determines the density ratio between two fluids. In order to ensure that we are in the

incompressible limit, we must have |Gz| << ρc2s where z is the vertical extent of the simulation

domain, which means that thermodynamic pressure is large compared to the hydrostatic pressure

difference.

In our simulations, wall boundary conditions are applied on two sides of the domain. Thus

a computation of a single component fluid, with gravity prescribed along the flow direction,

develops a channel flow between the walls. For droplet simulations, we implement the body force

only on one fluid, which is equivalent to solving the NSE with the Boussinesq approximation

as described below. For small density variations, i.e., ∆ρ ≡ gI − gII << gI , the Boussinesq

approximation provides that we may neglect the density variation everywhere in the NSE except

in the buoyancy term, G of Eq. 4.9. For simplicity we may further absorb the body force ρgII

into the pressure term by redefining pressure. Density in the interface region is prescribed as a

linear function of the order parameter. Note that the validity of our simulations is thus limited

to situations where the Boussinesq approximation holds.

5.3.3 Wetting Boundary Conditions

The algorithm implemented to get the correct contact angle on the wall is based on Desplat

et al. (2001); Briant et al. (2002). The solid-fluid surface tensions are introduced by defining
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the Landau free energy functional

F = Fbulk(ψ) +

∫
f(ψs)ds, (5.4)

where ψs is the value of order parameter at the wall. Minimization of this energy functional

near the wall gives a relation between energy gradient and the gradient of the order parameter

dfs
dψs

= k∇ψ · n, (5.5)

where n is normal to the wall. The form fs =
C
2 ψ

2
s +Hψs is known to be sufficient to produce

various wetting behavior. By tuning the parameters C and H we can modify the properties

of the surface. If H = 0 we have neutral wetting. Nonzero values of H therefore allows an

asymmetry in the surface value of the order parameter and a contact angle different from 90◦.

Therefore we have,
dfs
dψs

= Cψs +H = K∇ψ · n. (5.6)

It is found sufficient to retain only the linear term of the surface energy functional (Desplat et al.

2001; Briant et al. 2002), i.e., to set C = 0. We use a second order central difference formula to

calculate the normal derivative of order parameter at the wall. Thus, H = K ψ1−ψ0

∆x , where the

subscripts 0 and 1 represents the 0th and first node respectively, which may be used to obtain

the order parameter ψ0 at the boundary node. The wall is placed at the 1
2 location, as is usual

in the bounce back schemes used to represent wall in LB procedures (Succi 2001). Defining a

parameter h ≡ H
√

2
kB , the contact angles may be calculated as

cos θ =
1

2

[
(1 + h)3/2 − (1− h)3/2

]
. (5.7)

In addition µ0 = µ1 is imposed to ensure no order parameter flux into the wall, up to second order

accuracy. Also, advection terms have been carefully discretized to preserve mass conservation

upto machine accuracy. The implementation of the wetting properties of the wall is verified

by comparing the static equilibrium angle obtained from the simulation to that from Eq. 5.7

as shown in Fig. 5.2. Deviations are seen at very large and very small contact angles and

this appears to be consistent with the literature (Desplat et al. 2001; Briant et al. 2002) (both

used kinetic schemes for CHE). Both the grid size and the interfacial thickness were doubled

separately to ensure that the deviations seen are not due to the contact line pinning. We restrict

our simulations as far as possible to the wide range of intermediate contact angles where we are

sure the simulations capture the relevant physics in this respect.

5.3.4 Measure of Rolling Motion

Before discussing the simulations and results, we take a typical simulated drop and discuss

how the slide, shear and roll may be estimated. The droplet is illustrated in 5.3a. The rolling

motion inside the drop is evident in the corresponding velocity field, plotted in the center of

mass reference frame of the moving drop as illustrated in 5.3b. Our objective is to quantify this
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Figure 5.3: (a) ψ, order parameter field in the entire simulation box, two colors for the two
different fluids with a thick interface. (b) vcm, velocity field in the center of mass frame of
the drop, the rolling motion of the drop may be observed. (c) ω, the vorticity field inside
the drop, regions concentrated vorticity may be noticed near the contact line. (d) W , Weiss
criterion to distinguish regions of high shear from vortical regions. (e) m, the kinematic vorticity
number, again a measure of highly vortical regions, (f) ωres, residual vorticity showing the regions
associated with solid body rotation.

rotation. The first quantity to look at would be the vorticity field, shown in 5.3c. The velocity

gradient tensor is usually split (Batchelor 1967) into a symmetric part S and an antisymmetric

part Ω as ∇u = S + Ω. Here, S(x, y) for shear tensor is a measure of the deformation of a

small fluid element located at (x, y), while the vorticity tensor Ω(x, y) identifies the angular

velocity of the fluid element, with (x, y) as the center of rotation. There are different measures

available in the literature to identify regions of high vorticity relative to shear (J. Wu 2006),

and most of them have been derived in the context of turbulence. A commonly used measure is

W = 1
2 (||Ω||2 − ||S||2) of the Weiss criterion. This is illustrated in Fig 5.3d for the drop under

consideration. Another measure is the kinematic vorticity number, defined as m = ||Ω||/||S||
where ||[.]|| = trace([.] · [.]T )1/2. This quantity is plotted in Fig 5.3e. Different criteria have been

developed later on to define a vortex exactly and many of them reduce in two dimensions to the

Weiss criterion (Jeong & Hussain 1995). However the main drawback of these measures is that

they all estimate vorticity, which does not in general give a direct measure of rolling motion.

This is because the vorticity ω = ∇ × u is a local quantity which includes both solid body

rotation and shearing motion of a fluid element, and thus cannot distinguish between them.

The residual vorticity which we describe below is shown in 5.3f. Although all three measures

broadly describe the region of high rotationality in a similar fashion, only the last is good for

obtaining a quantitative estimate of solid body rotation.

To demonstrate that the residual vorticity is a useful way of describing the global rolling

motion inside a drop, let us discuss a simple flow configuration, namely, a shear flow with u = γ̇y

where x is the flow direction and y is the gradient direction. The velocity gradient tensor ∇u
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Original flow Symmetric, S Anti−symmetric, Ω

= +

(a)

Diagonalized S Rotated by 45° BRF

→ + Ω =

(b)

Original flow, BFR Shear Residual

= +

(c) Example I

Original flow, BFR Shear Residual

+=

(d) Example II

Figure 5.4: (a) Standard velocity gradient decomposition into symmetric and antisymmetric
parts for a flow with ux = 0.1, uy = 0.3, vx = −0.2, vy = −0.1 is shown here. (b) The strain
rate tensor in the principal coordinate system is rotated by 45◦ and added to the antisymmetric
tensor to generate the same flow in BFR. (c) The same flow is decomposed into a simple shear
flow and residual flow, the residual being purely rotational flow. (d) A strain dominated flow,
ux = 0.1, uy = 0.2, vx = 0.1, vy = −0.1 is decomposed into simple shear and residual flow, with
residual consists of only straining flow.
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splits into its symmetric and antisymmetric parts as follows:

∇u =

(
0 γ̇

0 0

)
=

(
0 γ̇/2

γ̇/2 0

)
+

(
0 −γ̇/2
γ̇/2 0

)
= S+Ω.

Although Ω is non-zero, there is no rolling motion, which tells us that we need a modified

vorticity to characterize rolling motion.

To demarcate a coherent vortex correctly from high shear regions, Kolar (2007) proposed a

scheme to remove the ‘shear’ vorticity from the total vorticity. He proposed a triple decompo-

sition of the relative motion of a fluid element, where the velocity gradient tensor is split into

a straining part, a rigid body rotation and a simple shear flow part. For clarity, we illustrate

these pictorially in Fig. 5.4. Given a velocity field in two dimensions, u, the velocity gradient

tensor is a 2× 2 matrix

(
ux uy

vx vy

)
=

(
ux

uy+vx
2

uy+vx
2 vy

)
+

(
0

uy−vx
2

vx−uy
2 0

)
. (5.8)

The symmetric part (Fig. 5.4a) can be diagonalized to
(
s/2 0
0 −s/2

)
where s =

√
4u2x + (uy + vx)2.

This is the strain rate tensor in the principal coordinates, see Fig. 5.4b, which represents the

total straining of the fluid element. The rotation tensor being antisymmetric will not change with

a rotation of the coordinate system, and remains as
(

0 −ω/2
ω/2 0

)
where ω = vx−uy, the vorticity.

Therefore, in the principal axis coordinates, the velocity gradient tensor is,
(
s/2 −ω/2
ω/2 −s/2

)
. We now

rotate the coordinate system further by π/4 (Fig. 5.4b). This frame is called a basic frame of

reference (BFR), and the velocity gradient tensor in this frame is

(
0 (s− ω)/2

(s+ ω)/2 0

)
=

(
0 s/2

s/2 0

)
+

(
0 −ω/2
ω/2 0

)
.

In this reference frame, the contribution due to shear is maximized in a triple decomposition of

∇u. One may write (Kolar 2007)

∇u = ∇ushear +∇uresidual
= Sshear +Ωshear + Sresidual +Ωresidual.

Only one of the residual terms Sresidual or Ωresidual will be non-zero. The residual matrices

above are constructed as explained below. The residual vorticity and strain may be written

respectively as

ωres = 0 if |s| ≥ |ω|
= sgn(ω) [|ω| − |s|] if |s| ≤ |ω|,

sres = sgn(s) [|s| − |ω|] if |s| ≥ |ω|
= 0 if |s| ≤ |ω|.

An example flow which is vorticity dominated, where |s| < |ω| is illustrated in figure 5.4c. For
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this case we may write

∇uBFR =

(
0 s/2

s/2 0

)
+

(
0 −sgn(ω)| s2 |

sgn(ω)| s2 | 0

)
+

(
0 0

0 0

)
+

(
0 −sgn(ω) |ω|−|s|

2

sgn(ω) |ω|−|s|
2 0

)
,

where the first two matrices will combine to produce a simple shear flow. The residual straining,

shown by the third matrix, is zero. The portion of the velocity gradient tensor contributing to

solid body rotation is given by the fourth matrix as illustrated in Fig. 5.4c. On the other hand,

for a flow which is strain dominated, i.e. |s| > |ω|, an example of which is demonstrated in Fig.

5.4d, we write

∇uBFR =

(
0 sgn(s)|ω2 |

sgn(s)|ω2 | 0

)
+

(
0 −ω

2
ω
2 0

)
+

(
0 sgn(s) |s|−|ω|

2

sgn(s) |s|−|ω|
2 0

)
+

(
0 0

0 0

)
.

Again the first two matrices on the right hand side together produce a simple shear flow. The

remainder is seen in the third matrix to be purely straining, as illustrated in Fig. 5.4d. We may

now see that for the simple shear flow discussed above, |s| = |ω| and ωres = 0, while for a solid

body rotation, ω = ωres. If |s| < |ω|, the flow is vorticity dominated, and the residual tensor

will consist of only rotation, and vice versa. Therefore residual vorticity can characterize the

rolling motion inside a drop.

This separation of the shear vorticity from residual vorticity is different from the shear and

curvature vorticity used by the atmospheric science community. There the shear vorticity is

defined as − ∂u
∂n where u is the local velocity along the streamline and n is normal to the stream

line. The remainder is defined as the ‘curvature vorticity’, which is associated with the curvature

of streamlines. Note that these values will not be Galilean invariant. This procedure, when

applied to a solid body rotation, predicts equal values for both shear and curvature vorticity,

though there is no shear component present in solid body rotation. Hence, we will not benefit

here from this procedure. The residual vorticity that we use does not suffer from this drawback.

In contrast, in an irrotational vortex where ur = 0 and uθ = 1/r the residual vorticity

is zero because vorticity associated with shear and rotation are equal and of opposite signs.

However the curvature vorticity is non-zero showing the swirling motion of fluid elements. We

may neglect such a contribution as we do not expect a point vortex like motion inside the drop.

In other words, in the strict limit of Stokes flow, the velocity field inside a drop is constituted

by growing harmonics alone. Therefore it is reasonable to consider that the residual vorticity

gives the correct quantitative measure of rolling motion inside a drop. Note that neither residual

vorticity nor curvature vorticity are complete measures of rolling motion. As a general rule, one

may use residual vorticity in low Re flows and curvature vorticity in high Re flows.

By splitting the vorticity into two parts, one can identify the regions of shear. This could

have also been identified by looking at the shear rate or viscous dissipation. However, such an
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(b) Bo = 0.38, ηr = 10, θe = 152◦, Re = 124, Ca = 10−2,%R = 28.7

Figure 5.5: Effect of gravity on the drop shape, streamline patterns, vorticity (ω), residual
vorticity (ωres) and residual angular velocity (vres) are illustrated in a coordinate frame moving
with the center of mass of the drop. ω, ωres and vres are shown using polar plots. The azimuthal
angle, measured from a line parallel to the solid plate, corresponds to that of the streamline, and
the radial location at a given polar angle indicates the magnitude of the respective quantities. In
these polar plots, color of each curve matches with the corresponding streamline in the left-most
figure. The magenta lines represent ψ = 0.9, ψ = 0 and ψ = −0.9, showing the thick interface.
The drop is moving on a surface inclined to the horizontal, and the black dashed line indicates
the direction of gravity. The red dashed line is normal to it.

approach will miss a very important factor to the motion which is solid body rotation which

will not produce shear, but is important in determining the dynamics. Hence looking at the

actual and residual vorticity plots gives an idea about overall motion, straining regions and

rotating regions. As we will see that solid body rotation is indeed an important ingredient in

the dynamics.

5.4 Results and discussion

Simulations have been performed in a box of dimensions 512×256×1 LB units for a cylindrical

drop. Wall boundary conditions are applied on two sides and periodic boundary conditions are

applied on the other two sides. The simulation is initiated with a semicircular drop of radius

L = 60 sitting on one wall, which is inclined at an angle α to the horizontal. In response to

gravity and surface forces, the drop starts moving on the solid surface. We impose a smooth

surface which thus does not display any hysteresis. The simulation is continued till the drop

reaches a steady state velocity V. Before compiling all the results into a unified framework,

we first examine the effect of varying one physical quantity at a time. We define the Bond

number as Bo ≡ L2|G|/σ, the Reynolds number as Re ≡ LV ρ/η and the Capillary number as

Ca ≡ ηV/σ.
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5.4.1 Drop shapes and rolling dynamics

We will first look at the effects of parameters contributing to capillary and gravitational forces

that primarily affect the drop shapes.

Effect of gravity

The effect of increasing gravity on the steady state drop shape and streamline patterns, total

and residual vorticity and angular velocity are illustrated in Fig. 5.5. A larger driving force

means larger deformations, so the drop deviates further from its equilibrium shape at zero plate

inclination. The streamlines are plotted in the center of mass frame. Fixing the center as the

innermost streamline, vorticity and residual vorticity along different streamlines are plotted as

functions of azimuthal angle, thus mapping the entire vorticity field inside the drop. The thick

interface and the contact line region are excluded from quantitative consideration as there may

be spurious velocities generated due to the LB-DI model (Pooley et al. 2008).

In Fig. 5.5a, the total vorticity is seen to lie within a small range almost everywhere in

the drop, but as discussed above, we may not use this to determine whether there is a solid

body rotation. In this case, the residual vorticity indicates that the bulk of the drop is indeed

in solid body rotation. The total and residual vorticity values are comparable, showing that

there is hardly any shear vorticity. However, in a region near the rear contact line, shear

vorticity dominates. Thus the up-down symmetry is broken. Finally the angular velocity based

on residual vorticity, vres = rωres where r is taken as the radial distance from the center of

the innermost streamline, is plotted as a function of azimuthal angle. A perfect solid body

rotation, such as that of a solid wheel would have appeared as concentric circles in this plot. At

small Bond number, the angular velocity plot has a similar structure, except for a slight loss of

symmetry in that the outer streamlines move faster at the top and slower at the bottom.

In the case of large Bo, the drop is elongated normal to gravity, with a clear breakdown in

left-right symmetry in its shape, as illustrated in Fig. 5.5b. Except for the very center of the

drop there is no resemblance to solid body rotation or even to tank-treading. This is reflected

in the the angular velocity plot as well. The residual vorticity is higher in the direction of

elongation. Interestingly the residual vorticity is now higher near the rear of the drop, exactly

where it was lower at low Bo. This is because at higher gravity the rear of the drop has a

tendency to lift off the surface. A given fluid element accelerates and decelerates significantly

as it moves on a streamline.

If a solid body is rolling on an inclined surface with an angular velocity of N , then the

corresponding vorticity is 2N . Therefore, we can find the average residual vorticity inside a

drop and calculate a corresponding forward velocity of the drop corresponding to the roll as

Vrolling =
Average(ωres)

2
× Height of the drop

2
. (5.9)

Here we take the radius of the drop to be half of the maximum height. Then a quantity called

percentage rotation, denoted by %R, is calculated based on the total translational velocity V of

the drop, as

%R = Vrolling/V × 100. (5.10)
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This is different from the roll versus slip velocity as defined in Mognetti et al. (2010), where

the velocity profile at a single location is considered and the definition does not distinguish the

shear vorticity from residual vorticity. In Fig. 5.5 one may see that increasing gravity increases

the translational velocity by an order of magnitude, as seen in the increase in Reynolds number,

but the associated deformation reduces the percentage rotation %R by 10%.

Therefore one may infer that an important property that determines the motion of a drop

is its geometrical characteristics. Needless to say, the geometry is in turn determined by the

volume, the contact angle, the gravitational force and the plate inclination, apart from the

viscosity and density ratios and we will investigate some of these below.

The present study is thus valid over a wide range of parameters in contrast to Mahadevan

& Pomeau (1999) wherein a spherical drop deformed by incremental gravity was studied. The

crucial assumption in Mahadevan & Pomeau (1999) was that the deviation of the shape from

a sphere is very small. Relevant length scales of the deformation as a response to gravity were

thence derived. These scaling arguments break down when θe 6= 180◦ due to a finite contact

area as we have in our simulations. Also, since we do not restrict our analysis to small Bo,

the changes in the surface energy need not scale with that of gravitational potential energy and

hence the scaling relations of Mahadevan & Pomeau (1999) will not be valid here.

Effect of contact angle

We now analyze the effect of contact angle alone as illustrated in Fig. 5.6 for drops of same

volume. Here gravity is adjusted so that the drop attains the same terminal settling velocity

and hence the same Reynolds number. We thus ensure that effects of inertia are nullified in this

comparison. In Fig. 5.6, in contrast to the case of θe = 138◦, one may see that no contribution

of rotation is present when θe = 42◦. Here the entire vorticity of the fluid elements can be

attributed to that associated with shear, a typical case dealt under lubrication approximation

(Dussan & Chow 1983). As the equilibrium contact angle increases, the percentage rotation

increases with the maximum in the case of an almost circular drop. The effect of equilibrium

contact angle is thus an intuitive result.

Effect of plate inclination

It is of interest to study how the rolling behavior changes as a function of the tilt angle of the

plate. This is because the ratio of the components of gravity normal and tangential to the plate

changes. The application of the normal component alone does not produce any movement of the

drop, but both components contribute to deciding the shape, and hence the dynamics. The effect

of plate inclination on the shape, streamlines and vorticities and their angular dependencies are

illustrated in Fig. 5.7. This illustration is for an equilibrium contact angle of 90◦. As the plate

inclination increases the height of the drop increases, and it tends to lift off from the plate. In

turn the percentage rotation increases, and is highest for a tilt angle of 176◦. This is another

indication that the drop shape is a very important parameter in determining the kinematics

inside the drop. The presence of corners and deformed parts of the drop always increase the

shear vorticity locally.

As the plate inclination changes, not only the ratio of normal to tangential forces changes,

but also their magnitudes. In order to study the effect of this ratio alone, the normal force
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(c) Bo = 0.038, θe = 90◦, Re = 0.23, Ca = 0.002,%R = 8.7
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(d) Bo = 0.068, θe = 42◦, Re = 0.23, Ca = 0.002,%R = 1.9

Figure 5.6: Effect of contact angle and thence the geometry on the rolling behavior is illustrated.
The %R is larger when the drop shape is closer to a circle. In these cases Re and Ca are kept
constant by adjusting the Bo. ηr is kept as 10. A larger reduction in ωres as compared to ω
may be observed as θe decreases.
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(d) α = 135, Bo = 1.0, Re = 6.5, Ca = 0.05,%R = 10

Figure 5.7: Figure continued in next page.
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(e) α = 176, Bo = 0.1, Re = 0.67, Ca = 0.005,%R = 10.7

Figure 5.7: Effect of plate inclination on the shape and rotation behavior of drops is illustrated.
Equilibrium contact angle is 90◦ and ηr = 10. A pendant drop is elongated to almost same size
as the radius, producing more solid body rotation in the drop.
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(a) α = 4, Bo = 0.53, Re = 3.3, Ca = 0.03,%R = 5.3
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(b) α = 4, Bo = 0.53, Re = 4.2, Ca = 0.03,%R = 14.5, Normal component of gravity is
1/10th of the above.

Figure 5.8: Effect of normal component of gravity on the shape and rolling behavior of drops.
Equilibrium angle is 90◦ and ηr = 10. The tilt angle is chosen as 4◦. To differentiate the effect
of the tangential component of gravity, the normal component of gravity in (b) is artificially
suppressed to 1/10th of its value. However, the tangential component being maintained the same
in both (a) and (b) yields a comparable settling velocity. The percentage rotation can clearly
be very different even at the same settling velocity, due to the change in shape.
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Figure 5.9: The variation of percentage rotation with the isoperimetric quotient is illustrated
for different sets of simulations. Each color represents a fixed equilibrium contact angle. Within
each set, plate inclinations vary from α = 4◦ to 176◦. Also, Bo ranges from 5 × 10−3 to 1.5 by
varying gravity and surface tension. The slip length and the viscosity ratio are kept fixed. An
exponential curve fitted through all data points is also shown. Note that moving drops for a
wide variation in physical properties fall on this curve.

component was artificially varied keeping the tangential force the same. This corresponds to

a simultaneous variation in plate inclination and gravity to achieve the same settling velocity.

The results are illustrated in Fig. 5.8. One can clearly see that as the normal component of

gravity is reduced, the shape becomes more and more elongated in the direction normal to the

plate and this increases the amount of rotation considerably. This is yet another indication that

the shape of the drop plays a big role in the rolling behavior of the drop.

5.4.2 Isoperimetric quotient - A shape parameter

In all the previous cases, we see that the deviation from a circular shape plays an important

role in determining the dynamics. One can then suitably define a shape parameter to describe

the closeness of the shape to a circle, for example, the isoperimetric quotient

q =
4π ×Area

Perimeter2
. (5.11)

This ratio is unity for a circle and is less than this value for any other shape, since a circle has

the least circumference for a given area.

A universal behavior

The percentage rotation in all the cases we have computed so far shows a direct dependence on

the isoperimetric quotient, as shown in Fig. 5.9. As expected, the percentage rotation is higher

for a shape which is closer to a circle. It is however of interest to note that irrespective of the
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Figure 5.10: Isoperimetric quotient of static shapes is compared with that of dynamic drops
for the same Bond numbers. The equilibrium contact angle is 90◦ and three different plate
inclinations, 30◦, 90◦ and 135◦, are chosen for comparison. Here ‘FP’ stands for ‘front pinned’,
‘RP’ stands for ‘rear pinned’ and ‘D’ stands for dynamic cases. The shape parameter of a
dynamic drop lies in between those corresponding to front pinned and back pinned static shapes
(Chapter 3). This behavior breaks down at large Bond numbers where inertia is higher. In that
case, the moving drop is closer to circular than either static shape.

parameters such as equilibrium contact angle, gravity and plate inclination which determines

the shape and the deformation, the percentage of roll is a function only of this quantity. The

collapse of data that we obtain here is a strong indication of this. Note that the data in this figure

represents results from over 100 simulations, spanning a wide range of θe, α and Bo. However

the viscosity, the mobility and the viscosity ratio are kept fixed in the simulations shown so

far. As we will see below, percentage rotation curve gets shifted in response to changes in these

parameters. Having these parameters same, any change in capillary or gravitational forces will

change the shape of the drop and then the amount of rotation can be uniquely provided by Fig.

5.9. Though the dependence of the shape is intuitive, this uniqueness is not.

We have defined the outline of the drop as a contour of ψ = −0.9 which can be thought of

as the inner limit of the interface. As mentioned earlier, since we use a combination of LB and

DI models, there can be spurious interface velocities (Pooley et al. 2008) and hence the data

outside this line is not considered. We have also tried to calculate this shape parameter from

ψ = 0 which is theoretically the interface. However this shape fails to capture the deformations

correctly for large contact angles.

Comparison with static shapes

It would be interesting to compare the isoperimetric quotient of static drops with that of dynamic

cases and see whether any predictions can be made. As explained in Chapter 3 we obtain

minimum energy static shapes of drops with either the front end or the rear end pinned. As

illustrated in Fig. 5.10, the isoperimetric quotient of the dynamic drops resides between that of
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Figure 5.11: A wide interface is an artifact of the DI method. However, here the Ca and %R
are shown to be independent of Cn.In the above plots the symbols represent different sets of
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front pinned and back pinned cases. This is interesting because one can make predictions about

kinematics inside the drop by the analysis of static drops, but only for small Bond numbers. As

Bo increases, such monotonic variations in the shape parameter is violated, necessitating the

full calculations.

5.4.3 Effect of Cahn number

One of the main drawbacks of the DI models is that it imposes a finite thickness of the interface

while for most macroscopic drops, the interface thickness would be negligible compared to any

other length scale in the problem. In order to ensure that our results are independent of the

assumed interfacial width, simulations with a range of interface thicknesses were conducted. As

shown in Fig. 5.11, both the Capillary number and the percentage rotation remain insensitive to

interfacial width, to within numerical errors. Here Cn = ξ/L, the ratio of interfacial thickness

to the macroscopic length, is the Cahn number.

5.4.4 Effect of slip length

Apart from the solid body rotation, which gives a forward velocity to the entire drop, the

contact line moves due to the slip provided by the diffusion of the order parameter (Jacqmin

2000). Balancing the advection and diffusion of order parameter across the interface provides a

length scale for this diffusion as λ =
√
ηM . We define a nondimensional slip length as S = λ/L.

This slip length is the same as that used in the slip-induced movement of contact line in sharp

interface models, and is not an artificial parameter (Yue et al. 2010). This slip length should not

be dependent on the interfacial width. Hence we can use λ as a measure of slip at the contact

line. This means that either mobility or viscosity can be independently or simultaneously varied

to change the slip at the contact line. Slip length is here defined using the viscosity of the drop
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Figure 5.12: Ca and rolling behavior are plotted as a function of the nondimensional slip length,
S. In order to obtain a range of S, the viscosity was independently varied by three orders of mag-
nitude and mobility by one order of magnitude. The equilibrium contact angle is 152◦. Larger
slip length at the contact line results in larger translational velocity of the drop. Percentage
rotation, %R, also strongly depends on the slip length.
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Figure 5.13: Though viscosity affects the overall dynamics, the contribution of rolling motion
to the dynamics remains the same. Here α = 30◦, θe = 152◦ and ηr = 10. Since viscosity plays
a direct roll in the slip of the contact line, mobility was simultaneously adjusted to obtain same
slip length to isolate the effect of viscosity alone.

ηI . In principle, the external fluid plays a very important role and viscosity ratio ηr may be

needed to define an effective viscosity. For example a geometric mean of ηI and ηII is used in

Yue et al. (2010). However, we refrain from using this relation as it lacks a physical significance.

Both viscosity and mobility are independently varied by at least one order of magnitude in

Fig. 5.12 to obtain a range of S. As the slip length increases, the Ca also increases as illustrated

in Fig. 5.12a. Intuitively, a slipping drop on an inclined surface will roll less. This is verified

in our simulations as shown in Fig. 5.12b wherein the importance of slip length in determining

the amount of rotation inside the drop may be inferred. And this dependence appears to be

exponential. Larger percentage rotations than those shown, which would correspond to smaller

slip lengths could not be obtained reliably with the present numerical simulations.

In our simulations, the nondimensional slip length, S, varies from 10−3 to 10−2. In the

light of experimental evidence where slip length varies from nm to µm (Tretheway & Meinhart

2002) we expect that our observations remain valid for a range of drop sizes. For macroscopic

drops smaller than the capillary length, this ratio is very small and hence a larger fraction of

rolling motion may be expected than those seen here. It is worth mentioning however that

slip lengths of 10 − 100 of micron have been reported on patterned surfaces (Tsai et al. 2009)

or when lubricating gas layers are present (Feuillebois et al. 2009) or on super-hydrophobic

surfaces (Rothstein 2010). Since we concentrate on the bulk motion of fluid elements, we expect

that our simulations are relevant in several practical applications independent of the particular

mechanism responsible for the slip.
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Figure 5.14: Effect of external fluid viscosity on Ca. As the viscosity ratio ηr increases, which
corresponds to a reduction in the viscosity of the external fluid, the drop translates faster.
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Figure 5.15: Effect of external fluid viscosity on rolling behavior of the drop. The percentage
rotation exhibits a strong dependence on the viscosity ratio, ηr. As the external fluid viscosity
comes down, rolling motion inside the drop increases. Low viscosity drops in a higher viscosity
fluid are seen to almost slide on the wall rather than execute a rolling motion.
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Figure 5.16: Change in the velocity and vorticity fields when the external fluid viscosity is
changed keeping the drop viscosity same. Here α = 30◦ and θe = 138◦. As the external viscosity
increases, it start affecting the dynamics more as seen in Fig. 5.15.

5.4.5 Effect of viscosity

Here we can vary both ηI and ηII simultaneously or individually. Let us look at the case when

ηr = 1 first. Viscosity enters the problem in two ways, via the Reynolds number, and via the

slip at the contact line. The former effect is illustrated in Fig. 5.13. In order to effect changes

in viscosity in the stress term alone, the slip length was maintained the same in the two cases

shown in Fig. 5.13 by simultaneously changing the mobility by the appropriate factor. As

a consequence of change in dissipation, the settling velocity is different. But the percentage

contribution of rolling is the same in the two cases showing that the viscosity does not explicitly

affect the rolling motion.

Now we investigate the role of the viscosity ratio between the drop and the external fluid,

in Fig. 5.15. When the viscosity of the external fluid is reduced, the settling velocity and hence

the Ca, as expected, increase. Also the percentage of rolling motion is larger. In line with

this, one may expect significant amount of rolling in case of a water-air system where viscosity

contrast is large. As the viscosity of the external fluid increases and goes beyond that of the

drop, the entire dynamics shifts to the external fluid. The drops slides in that case. This too

is consistent with intuition, since a ‘bubble’ will simply slide in a liquid rather than roll when

moving on a surface. The changes in the vorticity and residual vorticity fields are illustrated

in Fig. 5.16. One may observe that, despite the geometry remaining similar, the percentage

rotation increases when the viscosity ratio increases. Therefore the universal curve obtained in

Fig. 5.9 will be shifted appropriately by a change in the slip length and viscosity ratio.
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Figure 5.17: The linear relationship between Ca and Bo is illustrated for the data given in Fig
5.9. This data consists of different contact angles, plate inclinations, gravity and surface tension
values.
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Figure 5.18: Both Capillary number, Ca and modified Capillary number, CaM are plotted
against Bo. The relative standard deviation (RSD) is small for CaM justifying Eq. 5.15. Both
viscosity and mobility are varied by at least one order of magnitude to produce a range of slip
lengths in these simulations. Equilibrium contact angle is 152◦ and Cn = 0.07. Value of β is
adjusted in Eq. 5.15 to obtain the least RSD, hence verifying the role of slip length. Since,
0.1 < Re < 70 for these simulations, a wider distribution at large Bo may be related to the
unaccounted inertial effects.
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5.4.6 Scaling relations

Neglecting inertial terms in NSE, one may balance the gravitational driving forces to viscous

dissipation to obtain (Kim et al. 2001; Grand et al. 2005),

Ca ∼ Bo−∆θ, (5.12)

where ∆θ = cos θr − cos θa, which is small for most of our simulations. A plot of Ca vs Bo is

shown in Fig. 5.17 which corresponds to the data described in Fig. 5.9. This scaling holds good

for all our simulations. The small deviations seen are due to inertial effects not accounted for

in Eq. 5.12, as well as by the intercept, as shown below. Having seen the effect of contact-line

slip on the drop dynamics, we now make a connection between the slip velocity and the above

scaling relation. For this we use the generalized Navier’s boundary condition (Qian et al. 2003;

Bonn et al. 2009),
uslip

λ
= [∂nu] +

L(ψ)
η

∂xψ (5.13)

to make quantitative estimates of the sliding velocity. In the above equation n is a direction

normal to the wall. The second term is called the uncompensated Young’s stress and one may

see that ∫

int
dx[L(ψ)∂xψ] = γ(cos θd − cos θe), (5.14)

where int means ‘across the interface’ and θd is the dynamic contact angle. We can calculate

an order of magnitude estimate of ∆θ from the above equation as Caξ/λ. Since the drop moves

at a steady state, both the advancing and receding contact lines move with the same velocity

as the center of mass of the drop. We assume that any variation in order parameter and hence

the slip is felt over a region of interfacial thickness ξ while the associated slip length λ is the

same slip length calculated in a DI model. Accounting for a possible pre-factor in the addition

of scaling estimates in Eq. 5.12 we obtain,

Ca

[
1 +

ξ

βλ

]
∼ Bo, (5.15)

which explicitly includes the role of slip length at the contact line. This relationship is verified

in Fig. 5.18, where the change in only the slip length affects the linear relationship between Ca

and Bo. We define CaM ≡ [1 + ξ/(βλ)]. By choosing a suitable pre-factor β one may see that

the second term in the above equation explains in part the distribution in Ca at a given Bo.

In other words, the relative standard deviation, which is the ratio of standard deviation to the

mean value expressed as a percentage comes down dramatically when Eq. 5.15 is used.

5.5 Conclusions

A hybrid simulation method implementing lattice Boltzmann algorithm with diffuse interface

model is used to analyze the drop motion on inclined surfaces under gravity. Modification

of the model to provide a viscosity contrast between the fluids, wetting boundary conditions

and to introduce gravity are discussed. Following a triple decomposition of velocity gradient
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tensor, shear vorticity is removed from the total vorticity. The balance known as residual

vorticity is a good measure to characterize the global rolling motion inside the drop. It is shown

that the drop shape can be described by a geometrical quantity, isoperimetric quotient, that is

primarily responsible for determining the fraction of forward motion accruing from solid body

rotation. For a given slip length and viscosity ratio with the external fluid, this dependence is

universal, irrespective of the equilibrium contact angle, plate inclination and Bo. The external

fluid certainly affects the drop motion with larger rolling motion observed when its viscosity is

small compared to the drop viscosity. The importance of the slip mechanism of the contact line

is discussed, not only in relation to the rolling motion inside the drop, but also in modifying the

coefficient in the scaling relationship between Bo and Ca.

These findings answer the question of roll vs slip in a drop on an inclined surface. Though

the analysis is done in two dimensions it can be easily extended to three dimensions and the

observations are easily verifiable from the experiments. The method of characterization of

rotation from residual vorticity may be applied to the velocity fields obtained through PIV

measurements and correlated to a shape parameter defined in 3D. Similarly the effect of slip

length can also be easily verified from experiments on patterned surfaces as the results in this

work concentrate on the bulk motion of the drop. There is a lack of experimental investigations

of binary fluids in presence of a wall as well. We hope that our results will motivate readers to

perform experiments to deepen the insights into the drop dynamics on inclined surfaces.



Chapter 6

Capillary spreading of partially

wetting drops

6.1 Abstract

Simulations have been performed to understand the capillary spreading behavior of drops on

solid surfaces for a wide range of wetting conditions in the absence of gravity. On highly

wetting surfaces accelerated regimes of spreading is observed. For drops with finite but small

equilibrium contact angle, an evolution equation for the instantaneous contact angle is derived

from scaling estimates and under the lubrication approximation. It is shown that there exist

two different regimes of growth in two limits of this evolution equation (i) an algebraic regime

commonly known as Tanner’s law and (ii) an exponential regime where both the contact angle

and contact radius relax exponentially to their equilibrium values. The duration where each

of these regimes is displayed varies depending on the instantaneous and equilibrium contact

angle. Simulations show consistency with these calculations. Though derived for small contact

angles, the exponential relaxation is found to be valid for both wetting and de-wetting of drops

of all equilibrium contact angles. The presence of various regimes probably explains the small

duration of algebraic growth observed in various studies in literature and the discrepancy in the

exponents observed in this regime.

6.2 Introduction

A liquid drop when brought in contact with a solid surface changes its shape in order to minimize

its free energy. Therefore, on a wettable substrate the contact area of the drop increases until it

reaches an equilibrium shape. In the absence of any external forces like gravity, this equilibrium

shape is determined by capillary forces alone. The wettability of the substrate is solely char-

acterized by the equilibrium contact angle (θe), which satisfies Young’s law σ cos θe + σsl = σsg

balancing the surface tension forces at the contact line. Here σ, σsl and σsg denote the liquid-

gas, solid-liquid and solid-gas interfacial tensions respectively. Any drop with a different contact

angle (θ) will spread/recede on the surface to finally attain its equilibrium contact angle. The

physics of this dynamic process has been a topic of interest to several communities (Bonn et al.

2009) e.g. in the conventional chemical industries such as paint and spray industries (Dussan

1979), nano and microfluidics industries (Squires & Quake 2005; Rauscher & Dietrich 2008) in-

cluding bio-mimetic and biomedical applications (Koch & Barthlott 2009; Mitragotri & Lahann

2009; Castner & Ratner 2002).

As is the case with most studies on interfaces, drop spreading on hydrophilic surfaces can

be analyzed using the lubrication approximation of the Navier Stokes equations (NSE) (Oron

95
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et al. 1997). Under this long wavelength approximation, variations normal to the solid surface

are neglected in comparison with those along the solid surface. The assumption of small contact

angle of the drop justifies this approximation. As a consequence of this approximation, the

contact radius of the spreading drop increases algebraically with time. This is called Tanner -

Voinov - Hoffman law, often known simply as Tanner’s law. This was suggested and observed

by Tanner (1979) and later on verified by several investigators (de Gennes 1985; Bonn et al.

2009). It is easy to obtain Tanner’s law from scaling estimates, in a balance between viscous

dissipation and capillary driving force (de Gennes et al. 2004). A self-similar solution to the

lubrication equation also provides the same (Leal 2007) through a rigorous approach. The

asymptotic growth of contact radius is predicted by these calculations, with θe assumed to

be very small and hence neglected. While an overwhelming literature deals with this regime

(de Gennes 1985; Bonn et al. 2009), relatively few studies report the exponential relaxation of

contact radius on partially wetting substrates (de Ruijter et al. 1999; Hocking & Davis 2002).

In this chapter we study the transition between these two regimes. By analyzing a wide range

of contact angles, different regimes of spreading are identified. Physical properties of the drop

affecting the spreading process are also examined.

Several variations of these laws exist when other effects or mechanisms present in the spread-

ing process are taken into account. For example, different mechanisms have been suggested to

overcome the contact line singularity (de Gennes 1985) which has been a deterrent in studying

spreading processes (Shikhmurzaev 2008a). Hocking (1994) showed that inclusion of intermolec-

ular forces to relieve the contact line singularity does not change the scaling laws. But if the

spreading process itself is driven by these forces it may give rise to new kinetic laws (Lopez

et al. 1976) as may happen in the final stages of spreading. Models based on kinetic theory

to describe the spreading process provide different scaling laws as reported by de Ruijter et al.

(1999). However it is also shown how a combination of kinetic theory and hydrodynamics gives

rise to several time scales in the problem (de Ruijter et al. 2000) and explains the change in

exponents observed in experiments. Similarly presence of a precursor film also predicts different

scaling laws (Chibbaro et al. 2008). Inertia can be important in some situations; Biance et al.

(2004) studied the initial regime of spreading to predict a square root dependence of time for

completely wetting drops while Bird et al. (2008) extended this study to partially wetting drops.

Another variation was the finding of thermal fluctuations capable of altering these scaling laws

(Davidovitch et al. 2005; Willis & Freund 2009). A list (but not exhaustive) of spreading laws

predicted by various studies is presented in table 6.1.

Experimental and theoretical investigations on partially wetting drops are fewer than those

on completely wetting drops. Using silicone oils, Tanner (1979) had verified his scaling laws on

capillary spreading of drops. Kinetic laws formulated by incorporating gravity or intermolecular

forces at various stages of spreading have also been experimentally verified as in Lopez et al.

(1976). Since spreading drops are seen everywhere and is a simple geometry to experiment, many

of these studies aim to analyze the contact line movement and study the flow near the contact line

in detail (Starov et al. 1994). Generally correlations obtained from capillary - viscous balance on

contact line movement is applicable for any geometry as shown in the spreading experiments of

Chen (1988). Experiments of Hocking & Rivers (1982) using spreading of molten glass allowed
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Driving force Theory / Reference r(t) ∼ 2D 3D Assumptions, Valid
regime

Inertia
Biance et al. (2004)

r(t) ∼ t1/2 t1/2 Any θ, t→ 0

Capillarity
de Ruijter et al. (1999) r(t) ∼ t On starting with θ ≈ π

2 ,
t→ 0

Voinov-Hoffman-
Tanner

r(t) ∼ t1/7 t1/10 θ, θe → 0, t → ∞, Lu-
brication approx.

Molecular Kinetics,
de Ruijter et al. (1999)

r(t) ∼ t3/7 θ, θe → 0, t → ∞, Lu-
brication approx.

Finite θe, de Ruijter
et al. (1999)

re − r(t) ∼ e−t e−t θ, θe are finite, t→ ∞

Gravity
Huppert (1982)

r(t) ∼ t1/5 t1/8 θ, θe → 0, t → ∞, Lu-
brication approx.

Thermal
Davidovitch et al.
(2005)

r(t) ∼ t1/4 t1/6 θ, θe → 0, t → ∞, Lu-
brication approx.

Table 6.1: Different regimes in spreading of a drop

them to compare their theory on moving contact lines. An exponential power law has been

proposed by Lavi & Marmur (2004) based on the experimental observations of partially wetting

drops. In the limit of complete wetting the proposed expression reduced to Tanner’s law. In

nanoscales, the spreading process can be very different on hydrophilic and hydrophobic surfaces

(Heslot et al. 1990). Also experiments have been performed to verify some of the new theories of

interface formation and contact line movement (Shikhmurzaev 1997). Some of the recent studies

concentrate on the spreading of inertial drops, especially after impact onto a surface (Rioboo

et al. 2002; Sikalo et al. 2005; Yarin 2006).

Most attempts to establish Tanner’s law by simulations have been somewhat unsatisfactory.

In a comparison between diffuse interface modeling and level set methods to study the drop

spreading problem, Ding & Spelt (2007) showed the approach towards Tanner’s law, but this

held for less than a decade in time. In the Monte-Carlo simulation study of Milchev & Binder

(2002) and in the molecular dynamics (MD) simulation study of He & Hadjiconstantinou (2003),

this law is shown, again holding for a small duration. Therefore it is not clear whether these

observations indeed represent the expected algebraic growth or represent a different kinetics.

Such doubts obviously arise when results from some of the studies reported various exponents

eg. in the MD simulations of Yaneva et al. (2003); Milchev et al. (2002) and lattice Boltzmann

(LB) simulations of Iwahara et al. (2003). In many of these cases, the presence of a precursor film

made it difficult to determine the location of edge of the drop; Wolf et al. (2009) who also used

LB simulations, introduced a method to extract the expected exponent by choosing the edge of

the drop from the knowledge of inflection point in the interface profile. Again behavior consistent

with Tanner’s law held for less than a decade. Simulations of Merabia & Pagonabarraga (2006)

based on particle based models were an improvement, showing the validity of this regime for two
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decades. All these simulations were aimed at studying the highly wetting limit. Two numerical

studies of the partially wetting situations are discussed later. Here, we scan the entire range,

viz highly wetting to highly non-wetting drops, over long times to identify various regimes of

spreading in various cases.

Before this we discuss the few studies on the spreading of partially wetting drops. de Ruijter

et al. (1999) showed that the driving force which is the gain in free energy due to the change in

surface area balances various dissipation terms such as kinetic and viscous losses . They then

obtained a general relationship to predict the growth of the contact radius of a partially wetting

drop. When the dynamic contact angle approaches the equilibrium contact angle this equation

predicts an exponential relaxation of the contact radius of the drop. An algebraic growth rate is

predicted at intermediate times. These calculations have been justified based on experimental

observations, but only for the algebraic regime where a switch-over from hydrodynamics to

kinetics takes place. Here, we show that both algebraic and exponential regimes indeed exist in

the spreading process of any partially wetting drops both in terms of contact radius and contact

angle. The exponential regime disappears for completely wetting drops. Our analytical results

are obtained by assuming a finite but small contact angle. This allows us to treat such partially

wetting drops under the lubrication approximation. Thus we derive the conditions for the

existence of each regime. The duration of each regime can be considerably different depending

upon the value of θe. We then use a hybrid method combining lattice Boltzmann method for

hydrodynamics and a diffuse interface model to simulate the spreading process in two dimensions.

Note that no approximation on θe is made in our simulations. The analytical calculations are

verified through these simulations over long times to observe different regimes of spreading. In

fact the algebraic growth, followed by an exponential one, is observed for contact angles well

beyond those that could reasonably be covered under the lubrication approximation. In our

simulation technique the wetting properties of the solid surface can be easily adjusted to cover

both positive and negative spreading parameters, with positive values corresponding to a “super-

wetting” situation. Note that spreading parameter is defined as S = σsg − (σsl + σ). Thus the

entire spectrum viz, completely wetting to completely non-wetting surfaces, is analyzed. While

growth rates faster than Tanner’s law is observed for super-wetting surfaces, the exponential

relaxation is found to be valid for spreading on even hydrophobic surfaces and dewetting of

drops.

Spreading of drops with a finite contact angle have been studied using a similar method by

Khatavkar et al. (2007). Though their data seems to suggest an exponential relaxation (visually)

this has never been discussed qualitatively or quantitatively. A similar study by Ding & Spelt

(2007)again focused on verifying only the algebraic spreading law and making comparisons with

other simulation techniques.
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6.3 Theory

6.3.1 Tanner’s law

The lubrication approximation of the Navier Stokes equations, along with mass conservation

yields
∂ξ

∂t
=

1

3η
∇.(ξ3∇p) (6.1)

where ξ(x) represents the interface and x is the transverse plane, t the time, p the dynamic

pressure and η the viscosity. In the case of curvature driven pressure difference, neglecting the

nonlinear terms, one arrives at
∂ξ

∂t
=

1

3η

∂

∂x

(
ξ3
∂3ξ

∂x3

)
(6.2)

in one dimension. This expression admits self similar solutions (Leal 2007) of the form

ξ(x, t) =
Ξ(x/t1/7)

x
. (6.3)

Then mass conservation implies an algebraic growth of the contact radius. A simple scaling

between viscous and capillary forces also implies the same (de Gennes et al. 2004) as shown in

the next section.

6.3.2 Evolution equation of drops: Different regimes

Retaining a finite but small value of θe provides the growth laws of contact radius in the final

stages of partially wetting drops. The lubrication approximation is used in Hocking & Davis

(2002) to analyze this regime. In de Ruijter et al. (1999), the analysis includes a combination of

hydrodynamics and kinetic theory. Therefore we provide the essentials of the derivation to show

that both contact angle and contact radius relax exponentially at the terminal stages of drop

spreading. An algebraic growth regime may be observed at intermediate stages. In the capillary

driven spreading of drops on horizontal surfaces, the drag force due to viscous dissipation will

be balanced by the driving force. If θ is the dynamic contact angle, then σ(cos θe − cos θ) is the

driving force at the contact line. The drag force due to viscous dissipation in a wedge is given

by a well known result (de Gennes et al. 2004):

F =
3ηl

θ
U (6.4)

where l = log(R/a), a nondimensional parameter dependent upon the macroscopic length, R,

and the cut off length a. The contact line velocity is denoted as U . Since the dissipation is

concentrated near the contact line, Eq. 6.4 is sufficient to estimate the total dissipation and

the dissipation in the rest of the drop may be considered. Hence the capillary - viscous balance

provides

U =
dR

dt
=
U∗

3ηl
θ[cos θe − cos θ] (6.5)
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where U∗ = σ/η, the characteristic capillary velocity. For complete wetting

U ≈ U∗

6l
θ3 (6.6)

which represents the well known result of Tanner’s law. Imposing the mass conservation for

a wedge, θ ∼ R−2, the above expression gives R ∼ t1/7. We are interested in calculating the

variations of this when the drop has a finite equilibrium contact angle and it cannot spread

forever. In this case, we use the entire shape of the drop rather than just the wedge while

imposing mass conservation. Assuming quasi-steady state, the drop takes only circular shapes.

The area of the drop is then given by

A = R2 θ − sin θ cos θ

sin2 θ
(6.7)

providing a relation between contact angle θ and contact radius R as

R =
√
A

sin θ

(θ − sin θ cos θ)1/2
(6.8)

and mass conservation implies

dR

dt
= −dθ

dt

√
A

sin θ − θ cos θ

(θ − sin θ cos θ)3/2
. (6.9)

Non dimensionalising the time, τ = t/(3l
√
A/U∗), we have

dθ

dτ
= −θ (θ − sin θ cos θ)3/2

sin θ − θ cos θ
[cos θe − cos θ], (6.10)

which describes the evolution of the dynamic contact angle during the spreading process. This

ordinary differential equation does not have an analytical solution, however it reduces in different

limits as follows.

In the limit of complete wetting where θ → 0, we have

dθ

dτ
∼ −

√
2

3
θ9/2 (6.11)

which corresponds to Tanner’s law. In the case of finite equilibrium contact angle, we can define

δ = θ − θe and then to the leading order of δ, we get the following expression,

dδ

dτ
∼ −αδ +O(δ2) (6.12)

where

α = θe sin θe
(θe − cos θe sin θe)

3/2

sin θe − θe cos θe
∼
√

8

3
θ7/2e +O(θ9/2e ) (6.13)

which sets the relaxation of the dynamic contact angle to equilibrium contact angle. Hence,

θ = θe + Ce−ατ (6.14)
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where C is the constant of integration. When τ → ∞, θ → θe. Since this equation is valid only

in the later stages of spreading process, only a matching procedure with a description of early or

intermediate stages of dynamics is necessary to determine the constant C. Now, Eq. 6.8 when

expanded to leading order in δ gives the evolution of contact radius

Re −R =
C
√
Aθe sin θe
α

e−ατ ∼ C

√
3A

8
θ−3/2
e e−ατ (6.15)

where Re is the contact radius when the drop is completely relaxed. Hence the contact radius

also relaxes exponentially. This stage of spreading is termed as ‘exponential’ regime of spreading

and is in the same form as derived by de Ruijter et al. (1999) and Hocking & Davis (2002).

6.3.3 Transition from Tanner’s law to exponential regime

We will now show the connection between the two seemingly different regimes, exponential vs

algebraic growth. In fact these are two completely separate regimes of spreading due to the

different behavior of the trigonometric functions in Eq. 6.10 in two limits as described below.

These trigonometric functions are associated with both the shape of the drop and the driving

force. This analysis is simple in the limit of θ → 0 and considering the leading order terms.

Hence Eq. 6.10 gives

dθ

dτ
∼
√

8

3
θ5/2

[
θ2

2
− θ2e

2

]
= −

√
2

3
(θe + δ)5/2(2δθe + δ2) (6.16)

When δ << θe,
dδ

dτ
∼ −

√
8

3
θ7/2e δ ⇒ exponential regime (6.17)

When δ >> θe,
dθ

dτ
∼ −

√
2

3
θ9/2 ⇒ Tanner’s regime (6.18)

Therefore there are two limits. When θ >> θe ⇒ δ >> θe, the drop spreads according to

Tanner’s law. When θ− θe ∼ θe spreading process slows down. Finally when θ− θe << θe , the

exponential regime is observed. In the case of a complete wetting drop where strictly θe = 0,

an ‘exponential’ regime is not observed. In short, Tanner’s law followed by the exponential

regime is observed in any spreading process of a drop with finite equilibrium contact angle, the

durations vary from case to case depending upon the numerical values of θ and θe.

It is possible to get a general expression describing these regimes in rather restricted case of

small angles where Eq. 6.5 reduces to

dR

dt
=
U∗

3l

θ

2
[θ2 − θ2e ] (6.19)

and the relation between R and θ (Eq. 6.8) reduces to 3A = 2R2θ to yield

R6dR

R4
e −R4

=
27A7/2

16R4
e

dτ. (6.20)
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Then we obtain

tanh−1(
R

Re
)− tan−1(

R

Re
)− 2

3

(
R

Re

)3

=
27A7/2

16R4
e

τ +Constant (6.21)

This expression describes the evolution of the drop in all three regimes. When R → Re, the

above expression predicts exponential regime:

Re −R ∼ Ree
−
√

8
3
θ
7/2
e τ

(6.22)

which corresponds to the small angle limit of Eq. 6.15. But if θe = 0 or very small, we have

Re → ∞ so that R << Re then Eq. 6.21 may be expanded in R/Re to obtain,

2

7

(
R

Re

)7

+
2

11

(
R

Re

)11

+O

(
R

Re

)15

∼ 27A7/2

8R7
e

τ +Constant (6.23)

This recovers Tanner’s law to the leading order. We can expect this to be applicable in all

perfectly wetting situations. Note that the correction term is only at O(R/Re)11 showing the

robustness of this universal law. When the dynamic contact angle of the drop approaches the

equilibrium contact angle, i.e, when δ ∼ θe, contact radius R → Re, correction terms start

making a difference and the drop spreads slowly. Finally when θ → θe, exponential regime sets

in.

6.4 Simulations - Diffuse interface model

The drop spreading process is simulated using a diffuse interface model (Kendon et al. 2001) .

The hydrodynamics is described by the Navier Stokes equations (NSE) (Batchelor 1967; Landau

& Lifshitz 1959),

∂t(ρu) +∇· (ρuu) = −∇p+ η∇2u+ ψ∇µ. (6.24)

along with the equation for mass conservation. An order parameter ψ is defined as the normalised

difference in density distinguishes the two fluids. Its dynamics is governed by the Cahn - Hilliard

equation (CHE) (Chaikin & Lubensky 1995).

∂tψ +∇· (uψ) = ∇· (M∇µ) (6.25)

Here the mobilityM relates the order parameter flux and the chemical potential gradient driving

the diffusion. While the order parameter is advected by the flow field in Eq. 6.25, the gradients

in the order parameter give rise to forces driven by chemical potential, and extra stresses appear

in the NSE (Anderson et al. 1998). The equilibrium thermodynamics of the order parameter is

described by the Landau free energy functional (Chaikin & Lubensky 1995; Rowlinson & Widom

1982)

F (ψ) =

∫
(
A

2
ψ2 +

B

4
ψ4 +

K

2

∣∣∇ψ|2
)
dr, (6.26)

with A < 0, B > 0 and r stand for the spatial dimensions. Two uniform solutions ψ =

±
√
A/B coexists across a fluid interface for this free energy functional form. The interfacial
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Figure 6.1: Verification of different energy calculations during the spreading process in the
diffuse interface model.

thickness ξ =
√

2K/A and the interfacial energy γ = 2
3

√
2KA3/B2 are controlled by three

parameters A, B, and K (Kendon et al. 2001). Desired wetting of the solid surface is obtained

by introducing another energy functional for the fluid-solid interface Hψs where ψs is the value

of order parameter at the wall (Desplat et al. 2001; Briant et al. 2002). By tuning the parameter

H which is redefined as h = H
√

2/KB we can modify the properties of the surface.

We use the hybrid algorithm combining lattice Boltzmann technique for hydrodynamics and

a method of lines for diffuse interface model to simulate this binary fluid system. The details of

the algorithm are given in Chapters 4 and 5.

6.5 Results and Discussion

We have done simulations in a two dimensional domain with wall boundary conditions on two

sides and Neumann boundary conditions on the other two sides. This is because we simulate only

one half of the drop. Since lattice Boltzmann (LB) technique is used to solve the hydrodynamics,

viscosity is related to the relaxation time as η = τ/3. Also, all dimensional quantities are in LB

units where the discretization of space and time are chosen with ∆x = 1 and ∆t = 1 so that the

sound speed is 1/
√
3.

6.5.1 Energy balance associated with CHE and verification of

scaling estimates from simulation data

Before verifying the scalings derived in the previous sections, it is necessary to check the energy

balance in the simulations. This is because,

1. It is well known that spurious velocities may be present in the interface region and in the

contact line region (Pooley et al. 2008) in this diffuse interface model. They may cause

additional dissipation of energy in the system and if they are large enough it may change

the scalings derived.
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2. The contact line movement is through the diffusion of the order parameter across the inter-

face near the solid surface. If the time scale for the equilibriation of the order parameter is

larger than the flow time scale, then gradients of order parameter may generate Marangoni

effects near the contact line, altering the predicted growth laws.

Order parameter dynamics is governed by CHE and can be rearranged as

∇ · (uψ) =M∇2µ− ∂ψ

∂t
,

∇ · (uψµ)− ψu · ∇µ = µ(M∇2µ− ∂ψ

∂t
),

∇ · (uψµ)−Mµ∇2µ+ µ
∂ψ

∂t
= ψu · ∇µ. (6.27)

This ψu · ∇µ can be inserted into the energy equation derived from NSE to obtain a complete

energy balance (Bird et al. 2006),

∂t
u2

2
+µ∂tψ = ∇·

(
u
u2

2

)
−∇·(Pu)+P (∇·u)+∇·(u·τv)−τv : ∇u−∇·(uψµ)+µM∇2µ (6.28)

where τv is the viscous stress. Here the terms inside the divergence operator, ∇ · (), vanish
in an integral sense in a periodic or bounded domain. They just serve to convect energy from

one place to another within the domain, and do not act as a source or sink of energy. Just

like τv : ∇u gives rise to an irreversible dissipation, a part of µM∇2µ, i.e, M |∇µ|2 is always

positive, hence is monotonic and is associated with the total change in the free energy due to

order parameter dynamics.

It is easy to deal with energy balances associated with CHE and NSE separately. The energy

associated with different terms of CHE as in Eq. 6.27 is verified in Fig. 6.1a which is performed as

a consistency check. Now, in order to check the scaling estimates of the previous section, relevant

terms are plotted in Fig. 6.1b. Here the total viscous dissipation 2ηΣe : e, the corresponding

scaling estimate ηU2R/h, the driving force written as ψ∇µ · u and the corresponding scaling

estimate σ(1− cos θ)U are plotted. It may be noted that the scaling estimates correctly capture

the original behavior of viscous dissipation terms and and surface energy terms and differ only

by a numerical factor. This is an indication that effects like Marangoni flow are negligible in the

simulations. Numerical dissipation and dissipation due to spurious velocities are also negligible.

6.5.2 Equilibrium contact angle and complete wetting in diffuse

interface models

As discussed earlier in section 6.4, desired wetting of the wall is achieved by introducing another

energy functional at the solid-fluid interface. This is also explained in Chapter 5 in detail. Thus

tuning the parameter h, which fixes the relative surface energies at the wall on either side of

the interface, desired wetting may be obtained. In contrast to the simulations in Chapter 5

where we dealt with intermediate equilibrium contact angles, here we explore the entire range

of contact angles. There are two points to be mentioned in this context.

Firstly it was observed that there was a small difference between the contact angle that
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Figure 6.2: Final contact angle, θcalc obtained from simulations is plotted against the equilibrium
angle (θe) based on Eq. 5.7. These simulations have been done for ηr = 1 and M = 0.1 or
M = 1.0. It may be seen that θcalc = 0.9815θe + 0.9012 where both θcalc and θe are expressed
in degrees.

a drop attained and the prescribed equilibrium contact angle as illustrated in Fig. 6.2. This

difference in angles is arising out of numerics. Note that there is a gradient of order parameter

at the wall on either side of the interface and all the interfaces are diffuse. We call the final

angle obtained from simulations as θcalc which will be used in the calculations in later sections.

Note that θcalc = 0.9815θe +0.9012 which is obtained by a linear fit of the data points shown in

Fig. 6.2.

Since the interface is diffuse, the definition of the interface is not an unambiguous quantity

in this model. As illustrated in Fig. 6.3 the general definition ψ = 0 may not really represent

the interface, especially in highly wetting situations. For example, in Fig. 6.3a, ψ = 0.5 will

give a precursor film in front of the contact line while ψ = 0 will give a finite contact angle.

More importantly changing h to obtain partially wetting drops to completely wetting drops is a

smooth transition in terms of order parameter field and no jump is seen at hcr = 0.6812 which

corresponds to θe = 0 according to Eq. 5.7. In the following sections we consider ψ = 0 as the

definition of interface and contact angle is based on this definition. Despite these ambiguities, it

is worth mentioning that the results we obtain match very well with the theoretical predictions.

6.5.3 Partially and completely wetting drops

In order to verify the scaling estimates derived in the previous section 6.3, drop spreading

simulations have been performed on wetting surfaces. In our frame work it is easy to achieve

different wetting properties of the solid by tuning the parameter h which determines the solid-

fluid interfacial energy. Both positive and negative spreading parameter can be obtained. The

simulations are initialized with a drop shape as part of a circle with θ = 45◦ which is then

allowed to relax. The two fluids are distinguished by order parameter values of ψ = −1 and

ψ = 1 separated by a sharp interface. The diffusion of the order parameter results in an artificial

dip in the contact radius in the beginning of the simulation before the spreading sets in. The
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bottom point (origin) corresponds to the contact line. Note that a variation in h changes the
order parameter field near the wall smoothly. There is no jump at h = 0.6812 and the transition
from partially wetting to “super-wetting” is rather smooth.
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Figure 6.4: Contact radius vs time for drops with positive and negative spreading parameter.
Algebraic growth is observed for drops with small contact angle before they start to relax to
the equilibrium state. Note that for h > 0.6812, spreading parameter is positive, representing
highly wetting surface and no corresponding θe can be defined.

contact radius is measured as a function of time and is plotted in Fig. 6.4 in a log-log plot. Being

consistent with the quasi-static assumption, the drop may be taken to be part of a circle at every

instant of time, and a circle may be fitted to the interface. The contact radius is obtained from

this fit. In Fig. 6.4, results obtained from two sets of simulations with different viscosities are

plotted to show that our observations are general. Results of a detailed parametric study are

discussed later.

Three different regimes may be observed in Fig. 6.4. The first is the well-known algebraic

growth of contact radius according to Tanner’s law. A curve with slope of 1/7 is shown in the

figures with dashed lines. When the equilibrium contact angle is small, say as in the case of

θe = 20◦, the contact radius indeed follows this algebraic growth for a decade in time, consistent

with theory and observations in the literature. At later times, this algebraic growth ceases and

the drop reaches the terminal stages of spreading. Here the driving force determined by the

difference in the instantaneous and equilibrium contact angles is so small that the spreading is

exponentially slow as predicted in the previous sections. This slowing down after the algebraic

growth may be clearly seen, again in the case of θe = 20◦. For even larger equilibrium contact

angles the algebraic growth is less clear and the exponent, if estimated, is different from 1/7.

The exponential relaxation sets in sooner in this case. We deal with the case of spreading drops

with finite equilibrium contact angles in the next section.

When h exceeds a critical value hcr = 0.6812, the spreading parameter is positive. This

corresponds to a first order wetting transition from a -ve to +ve spreading parameter (de Gennes

1985). A layer of liquid is formed at the solid surface and the wetting process corresponds to

wetting on a prewetted film whose thickness may be larger than the interfacial thickness itself

(Papatzacos 2002). Therefore the spreading process is faster as observed for several cases in Fig.

6.4 and we call this accelerated spreading regime as the growth is faster than that predicted by

Tanner’s law. The case of θe = 5◦ lies somewhere in between. In all these cases Tanner’s law is

observed for a small period of time, the duration becomes smaller as the spreading parameter

becomes more positive.

Essentially we can identify three different kinds of growth. For contact angles that are
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Figure 6.5: Evolution of contact angle and of radius as functions of nondimensional time τ .
Continuous lines are obtained by integration Eq. 6.10 while symbols are obtained from the
simulation. Since l which depends upon the cutoff length scale at the contact line is un-
known it has been used as a fitting parameter. Values of l obtained for the best fit are
3.8, 11.2, 15.6, 16.6, 15.2 for θe = 150◦, 120◦, 90◦, 60◦, 30◦ respectively. In these simulations
η = 0.15, ηr = 1,M = 1, σ = 9.4× 10−4.

small but finite, we have two regimes (i) Tanner’s law, (ii) exponential relaxation that have

already been discussed. For extremely small or effectively negative contact angles, we observe

a different behavior, with faster spreading than Tanner’s law predicts, which we may categorize

as accelerated spreading. The appearance and duration of each of these regimes depend on both

instantaneous and equilibrium contact angles as explained in section 6.3. These observations are

important because depending upon the solid-fluid properties any of these regimes individually

or combined may be observed in experiments and simulations. This may probably the reason (i)

for the small duration of algebraic growth seen in simulations and experiments and (ii) of various

exponents during this growth regime especially from simulations as discussed in the introduction

(Milchev & Binder 2002; Milchev et al. 2002; He & Hadjiconstantinou 2003; Yaneva et al. 2003;

Iwahara et al. 2003; Ding & Spelt 2007; Wolf et al. 2009).

6.5.4 Evolution of drop shape on partially wetting surfaces

Simulations have been performed for drops on partially wetting surfaces including hydrophilic

and hydrophobic surfaces, i.e, θe is varied from 30◦ to 150◦. Simulations have been started with

a circular drop and then allowed to relax to its equilibrium shape. The results are plotted in

Fig. 6.5 and compared with theoretical estimates as explained below.

In section 6.3 we have found that Eq. 6.10 describes the evolution of instantaneous contact

angle. It is possible to numerically integrate this expression and compare with our simula-

tion data. This is done in Fig. 6.5 where the continuous line is obtained from the numerical

integration and the symbols are from the simulations. Both instantaneous contact angle and

contact radius, as a difference from the corresponding equilibrium values, are plotted against

the nondimensional time τ . This non-dimensionalisation of time involved an unknown quantity



6.5 Results and Discussion 109

10
3

10
4

10
5

10
6

10
720

29

38

47

56

Time

θ

 

 

10
3

10
4

10
5

10
6

10
7108

127

146

165

184

R

θ, Simulation
Fit, θ = θ

calc
 + 0.26e−5.6e−07 t

R, Simulation
R = R

calc
 − 0.26Gθ e−5.6e−07 t

R = 20.4x t1/7

Figure 6.6: Here θe = 20◦ and θcalc = 20.5◦. Other parameters are η = 0.015, ηr = 1,M =
0.1, σ = 9.4 × 10−4. Contact angle (on the left side) and contact radius (on the right side) are
plotted against time. Symbols are from simulations. Constants describing evolution of θ are
obtained from the best fit while these constants are used to generate the expression for evolution
of R. Algebraic growth is clearly visible before the exponential relaxation. Clubbing the terms
in the prefactor of exponential function in Eq. 6.15, Gθ =

√
Aθcalc sin θcalc/α is defined.

1000 10000 1e+05 1e+06
Time

114

137

165

198

237

R

θ
e
 = 10

o

θ
e
 = 15

o

θ
e
 = 20

o

θ
e
 = 25

o

θ
e
 = 30

o

1/7th slope

Figure 6.7: Two limits of Eq. 6.10 as explained in Eq. 6.17 and 6.18 may be clearly seen in
case of small equilibrium contact angles. Duration of the algebraic growth goes down rapidly
as the equilibrium contact angle increases. In these simulations η = 0.15, ηr = 1,M = 0.1, σ =
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l. Therefore the simulation data is fitted to the theoretical curve to yield the best value of l.

Value of l obtained for the best fit are 3.8, 11.2, 15.6, 16.6, 15.2 for θe = 150◦, 120◦, 90◦, 60◦, 30◦

respectively. It is interesting to note that l, in accordance with the predictions of de Gennes

et al. (2004), is independent of the equilibrium contact angle in the range of 30◦ to 90◦, and

its numerical value is in the expected range (de Gennes et al. 2004). Two interesting facts

come out of this calculation. The first is that Eq. 6.10 describes well the behavior over several

decades of time, i.e for most of the spreading process and not just the terminal stage. Secondly,

rather surprisingly, though derived under lubrication approximation, this equation describes the

spreading process for large contact angles also.

We have already seen that Eq. 6.10 has two familiar limits, i.e, the algebraic growth and the

exponential relaxation as described by Eq. 6.17 and 6.18. These two regimes can be identified

clearly in case of small contact angle cases as illustrated in Fig. 6.6 and 6.7. In Fig. 6.6 results

obtained from a simulation with θe = 20◦ are shown. Both contact angle and contact radius are

plotted as a function of time and are denoted by symbols. Before reaching the terminal stages

of spreading an algebraic growth spanning over a decade of time with a slope of 1/7 can be

identified as shown by the dashed line. This is ensued by the exponential relaxation regime as

illustrated by the continuous lines. In order to generate this exponential curve data points when

δ << θe were used. A two parameter fit in Eq. 6.14 was found to be necessary in this case unlike

in Fig. 6.5. This is because of the two unknowns l, needed for the nondimensionalisation of time

and C, the integration constant in Eq. 6.14. As mentioned earlier small difference were found

between θcalc and θe calculated from h. We have used θcalc in fitting the plots. For example θcalc

is measured as 20.5◦ from the simulations whereas θe = 20◦ in the particular case in Fig. 6.6.

Once the evolution of θ was fitted to obtain l and C, the same were used in the expression 6.15

to make an evolution equation of R with no further fitting parameters. This is plotted as the

continuous line in Fig. 6.6 which matches very well with the simulation data. Note that Rcalc

is calculated from Eq. 6.8 using θcalc. In short, the two regimes described by Eq. 6.17 and 6.18

can be clearly identified in the case of small θe spreading cases.

As discussed earlier, the durations of each of these regimes depend upon the instantaneous

and equilibrium contact angles. This dependence is illustrated in Fig. 6.7 where equilibrium

contact angle is varied from 5◦ to 30◦. The smaller the equilibrium contact angle, the longer the

duration of the algebraic growth regime. Above 20◦ it is very hard to observe this regime since

exponential regime sets in rapidly and the algebraic regime disappears very early.

From Fig. 6.5 it was seen that Eq. 6.10 fairly describes the drop spreading process even for

large contact angles. The algebraic growth regime will completely be absent in these cases, and

exponential regime prevails as shown in Fig. 6.8. In these cases simulations were started with

a circular drop and allowed to relax. The equilibrium contact angles are chosen as 150◦, 120◦,

90◦ and 60◦. As mentioned earlier a two parameter fit of Eq. 6.14 is done to calculate l and

C. The final value of contact angle obtained from the simulation, θcalc is used for θe. These

values are used in Eq. 6.15 to generate the evolution equation for R which matches very well

with the simulation data. Therefore, one may infer that the exponential relaxation remains valid

for the spreading of drops with large equilibrium contact angles including that on hydrophobic

surfaces. It may be interesting to note that the simulation data matches with Eq. 6.15 slightly
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Figure 6.8: Examples showing the prevalence of exponential regime during the spreading pro-
cess for drops with large contact angles including hydrophobic surfaces. Note that Gθ =√
Aθcalc sin θcalc/α is defined. In these simulations η = 0.15, ηr = 1,M = 1, σ = 9.4 × 10−4.

well in case of large contact angles (eg. 150◦) than small contact angles (eg. 60◦), which may

be because δ << θe always in the former case.

6.5.5 Dewetting

Simulations have been performed to study the dewetting dynamics of drops. It may be noted

that the scaling estimates done in section 6.3 are independent of whether the drop is relaxing

to its equilibrium state by spreading or dewetting. Hence the expressions derived remain valid

for dewetting cases also as illustrated in Fig. 6.9. Here the simulations have been started for a

drop which has a contact angle of 30◦. The equilibrium contact angles are chosen as 45◦ and

150◦. As shown in the figure, the drop relaxes to its equilibrium values and this process can be

explained using the exponential relaxation mechanism that we have already discussed.
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Figure 6.9: Both contact angle and radius are plotted as a function of time in dewetting of drops.
Simulations were started with a drop of θ = 30◦ and are allowed to relax to a large equilibrium
contact angle. It may be seen that exponential relaxation describes this process well. Gθ =√
Aθcalc sin θcalc/α is defined. In these simulations η = 0.015, ηr = 1,M = 0.1, σ = 9.4 × 10−4.

6.5.6 Checks on simulation results

Here we will investigate the effect of initial conditions, domain size and various definitions on

the simulations results before proceeding to a parametric analysis.

Simulations in Fig. 6.8 were started with a circular drop while those in Fig. 6.6 were started

with a drop shape that is part of a circle with θ = 45◦. Under the quasi-static assumption, these

different initial conditions should not matter, but it is necessary to verify this assumption from

the simulations themselves. Therefore tests were done with three different initial conditions (i)

part of a circle with θ = 45◦, (ii) a semicircular drop with θ = 90◦ and (iii) a full circle with

θ = 180◦. Results of these simulations are shown in Fig. 6.10. It may be seen that after the

initial transients the drop spreads analogously in all the cases implying that the initial conditions

are not important in studying the long term spreading behavior that we deal with here. Similarly

two other definitions are to be checked. The first is the definition of the interface. Since we have

a diffuse interface model with a thick interface, one may define the interface in various ways. It

is possible to describe the interface as an isodensity line at ψ = −0.9, ψ = 0.0 and ψ = 0.9. As

illustrated in Fig. 6.11a, these definitions do not matter and the drop mass spreads according

to the theory described earlier. Secondly it is possible to define a length scale characterizing the

growth in different ways. Results so far discussed have all been using contact radius which is

measured by fitting part of a circle on the interface and measuring the base radius from it. We

can also measure the base radius as the distance to the contact line from the center of the drop.

This may differ from the former definition due to (i) deviations from a circular shape and (ii)

the bend near the contact line. One may also use area/height as another relevant length scale

which comes from the approximation of the drop shape as a wedge. It may be noted from Fig.

6.11b that the growth laws we have discussed so far are independent of any of these definitions.

We have wall boundary conditions on the top and bottom and Neumann boundary conditions

on other two sides. Since the model that we use involve an external fluid it is possible that the

domain boundaries may affect the drop dynamics through the external fluid flow. Therefore it
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Figure 6.11: Various definition of interfaces and contact radius are possible in this diffuse inter-
face model. However the results are independent of these definitions. These plots are for the
simulation with θe = 20◦ same as used in Fig. 6.4.
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Figure 6.12: Domain boundaries do not affect the spreading dynamics, even when they are very
close to the drop. In these simulations η = 0.015, ηr = 1,M = 0.1, σ = 9.4× 10−4
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is important to test whether the domain boundaries affect the results that we obtain and this

is done in Fig. 6.12. Here the viscosity of the drop and the external fluid are kept the same. As

illustrated such effects are negligible even when the boundaries are very close to the drop.

Drop shapes

In order to understand whether the drop shapes are considerably affected by different growth

laws as seen in Fig. 6.4 we plot them in Fig. 6.13. Shapes corresponding to simulations with

different θe at the same time are plotted in 6.13a, 6.13b and 6.13c. Original drop shapes are

plotted in Fig. 6.13a. In order to compare these shapes, the axes have been rescaled with the

height of the drop in Fig. 6.13b. All the drops have the same height now, and the highly wetting

drop is very flat compared to drops with -ve spreading parameter. Next, we scale the abscissa

with drop radius so that all drops have same height and radius as shown in Fig. 6.13c. If all drop

shapes are part of circles, then all the shapes will collapse to a single curve. Though this is not

the case, very little difference may be observed between various shapes indicating that geometry

may not be a decisive parameter in the problem. Deviations are seen to be larger for highly

wetting surfaces and are magnified in Fig. 6.13c. Thus assumption of part of a circle is always

good to represent these spreading fluid masses. An approximation to circle is just a convenient

way of representing mass conservation. For example, in deriving Tanner’s law, approximation

of the contact line region to a wedge is sufficient to estimate the scaling laws. Also plotted are

the shapes at different times but with same contact radius (i) at R = 130 and (ii) at R = 180

in Fig. 6.13d and 6.13e respectively. Again, no noticeable difference in the shapes can be seen.

It may also be noted that a bend of the interface may always be seen at the contact line,

especially in case of small contact angles. The length scale associated with this bend is of the

order of interfacial thickness and therefore the presence of this bend is neglected. However it

may be noted that the order parameter field around the contact line may lead to ambiguous

definitions of interface and contact angle as mentioned in section 6.5.2.

Drop size

In order to see whether there is an explicit dependence of drop size on the duration of these

regimes, drop size was halved and another simulation conducted for the case of θe = 20◦ of Fig.

6.4. The contact radius is plotted as a function of time in Fig. 6.14, but it is scaled so that the

contact radii match in both cases. One may see from the plots that the duration of the algebraic

regime decreases as the drop size reduces, though it lasts for almost a decade in both cases.

6.5.7 Effect of various parameters on the spreading process

Four different parameters, namely (i) surface tension, (ii) viscosity, (iii) viscosity contrast be-

tween the fluids and (iv) mobility are varied to study the effect of these individual quantities on

spreading process. The results are illustrated in Fig. 6.15, 6.16, 6.17 and 6.18. In each case, two

different contact angles, θe = 20◦ and θe = 60◦ are chosen. As illustrated in Fig. 6.15, increase

in surface tension increases the driving force and hence faster spreading can be observed. Simi-

larly decreasing viscosity (of both drop and surrounding fluid) reduces the dissipation losses and

faster spreading may be seen as illustrated in Fig. 6.16 for both contact angles. When viscosity

is considerably small, inertial effects may become important. Due to this, non monotonic or
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Figure 6.13: Shapes of drops described in Fig. 6.4 are shown here. Subplots 6.13a, 6.13b and
6.13c are at time 106, and are respectively unscaled, scaled with height, and scaled with height
and radius to see that very little difference among them. In 6.13d and 6.13e, shapes at different
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Figure 6.14: The duration of algebraic growth is smaller for the smaller drop though the regime
lasts for almost a decade in both cases. Also for the smaller drop, the algebraic growth regime is
not as neat as for the large drop, probably because of the inaccuracies arising from the numerics.
Here η = 0.15, ηr = 1,M = 0.1, σ = 9.4× 10−4.
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Figure 6.15: As surface tension increases,the driving force increases and the spreading is faster.
Other parameters used are η = 0.15, ηr = 1,M = 0.1.
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Figure 6.16: As viscosity increases, spreading is slower, as expected. Other parameters used are
ηr = 1,M = 0.1, σ = 9.4× 10−4.
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Figure 6.17: As viscosity ratio increases, spreading becomes faster. Other parameters used are
η = 0.15,M = 0.1, σ = 9.4 × 10−4.
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Figure 6.18: Spreading is faster when mobility is increased. Other parameters used are η =
0.15, ηr = 1, σ = 9.4 × 10−4.

even oscillatory spreading rates have been reported (Ding & Spelt 2007). We look at the effect

of external fluid in Fig. 6.17, again for two different equilibrium contact angles. Here viscosity

ratio, ηr, is defined as the ratio of viscosity of the drop to that of the external fluid. In Fig. 6.17

viscosity of the drop is kept as a constant and the viscosity ratio is changed. As viscosity ratio

increases, i.e the viscosity of the external fluid reduces, spreading becomes faster but not very

significantly. But when the viscosity of the external fluid is larger than the drop itself spreading

is considerably slower. Faster spreading may be observed when mobility, M , is increased. Since

mobility plays a direct role in the slip at the contact line in diffuse interface models (Yue et al.

2010) this faster spreading may be due to the contact line slip.

6.6 Conclusions

Capillary spreading of drops on solid surfaces is studied using a hybrid algorithm of lattice

Boltzmann method and diffuse interface model. Different regimes during the spreading pro-

cess are identified from simulations. Scaling estimates by balancing capillary and viscous forces

provide evolution equations for instantaneous contact angle and contact radius as a function of

time. It may be seen that the equations have two familiar limits (i) an algebraic growth which

is commonly known as Tanner’s law and (ii) an exponential relaxation regime. This establishes

the connection between the two laws observed, respectively, for completely wetting and partially

wetting drops. For sufficiently small contact angles, these two regimes are identified in simu-

lations. The duration of each of these regimes depends on the instantaneous and equilibrium

contact angles. It turns out that the evolution equation derived under the lubrication approx-

imation can describe the spreading process even for large contact angles. More specifically the

exponential regime can describe most part of both wetting and dewetting process of all contact

angles. For highly wetting surfaces, an accelerated regime of spreading is observed.

This detailed study spanning the entire range of contact angles provides a comprehensive

picture about the dynamics of spreading of drops on solid surfaces. Not only this explains why

Tanner’s law is reported only over small durations of time, it also suggests why various exponents

are reported during the algebraic growth regime. Since drop spreading is a common process used
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to study the contact line movement, we hope that our systematic analysis on wetting/dewetting

constituting the entire range of equilibrium contact angles will deepen the understanding of the

problem and will help to design better experiments. Also this analysis provides the basis to

study various other effects such as inertia, gravity, precursor films and thermal fluctuations on

perfectly wetting, hydrophilic and hydrophobic surfaces.



Chapter 7

Conclusions and Future Work

This thesis concentrates on the study of statics and dynamics of drops on solid surfaces. Detailed

conclusions are provided at the end of each chapter. However an overview is provided here

followed by a list of future studies that needs to be taken up.

Our energy minimization procedure in Chapter 2 to determine pendant drop shapes with

free boundaries yielded single boundary condition representing both pinned and unpinned drops.

A novel method of obtaining static shapes through numerical energy minimization also yielded

the microscopic force balance as the boundary condition. Not only is the connection between

the microscopic and macroscopic force balance thus established, this analysis also delineated

stable and unphysical drops shapes. Infinitely long but with finite volume, Kelvin drops are

found, which are statically stable. Minimum contact area solutions emerging from the numerics

are found to be spurious. We hope our analysis will inspire experimentalists to generate some

of these fascinating shapes and theorists to perform a dynamic stability analysis to explain

the non-existence of the multi-lobed shapes. A similar energy minimization study applied to

drops on inclined surfaces in Chapter 3 showed that the unpinned end always achieves Young’s

equilibrium contact angle and this helped us to derive simple expressions relating the drop

volume and contact angles. Unlike pendant drops, a choice of ground state for potential energy

arises here. Two realistic bases, the front pinned and the back pinned drops are chosen. Similarly

a detailed force balance reveals the importance of reaction forces at the solid surface and shows

that there is a maximum volume can be held on an inclined surface. These detailed studies show

guidelines to manipulate solid-fluid properties to support required static drop volumes and also

highlights the caps of these designs.

Our detailed hybrid algorithm using lattice Boltzmann method and diffuse interface model

in Chapter 4 incorporating several features is a multi-purpose algorithm capable of investigating

several multiphase fluid flow problems. Viscosity contrast between the fluids, desired wetting

boundary conditions, gravity and thermal fluctuations obeying fluctuation dissipation theorem

at the discrete space for binary fluids extend the scope of this algorithm to many macro-scale

and mesoscale problems. Two different methods based on finite difference and finite volume to

spatially discretize Cahn Hilliard equation are introduced and several bench marking studies

are done. Applying this algorithm to dynamics of drops on inclined surfaces in Chapter 5, we

distinguish the roll vs slide motion inside these drops. A rather uncommon method of triple

decomposition of the velocity gradient tensor helps us to perform this analysis. Several intuitions

are verified and quantitative relations are obtained. Prominent among them is the universal

relation obtained between the amount of rolling motion and a shape factor for a fixed contact

line slip length and viscosity contrast but independent of capillary and gravitational forces.

It is expected that our analysis will provide guidelines in several applications which include

novel design of material surfaces where rolling motion may or may not be desirable. Capillary

119
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driven spreading of drops on horizontal surfaces is also studied using the hybrid algorithm over

a range of contact angles in Chapter 6. This detailed study provides a comprehensive picture of

drop dynamics during spreading and de-wetting processes. A general expression obtained from

lubrication approximation for the evolution of contact angle is found to be valid for a range of

contact angles. Different limits of this expression correspond to known regimes of spreading and

these are also identified in the simulations. This systematic analysis explains the discrepancies

in the literature connecting different regimes of spreading, provides a deeper understanding of

the spreading process and will help in design of better experiments in the study of contact line

dynamics.

The present work has opened up a plethora of questions which require further investigations

and some of them are mentioned below.

1. A dynamic stability analysis of axisymmetric, multi-lobed Kelvin drops which are stati-

cally stable is required to understand their existence/non-existence. If proven dynamically

stable, then it will require the sophisticated skills of experimentalists to demonstrate these

shapes. Also presently lacking in the literature is a dynamic stability analysis of pendant

drops with unpinned contact line. This study will really help us estimate the maximum

volume of static pendant drops and see the importance of static stability analysis. Also a

comparison with stability analysis of pinned drops from the literature will throw light on

the importance of pinning in making these static shapes. It will be interesting to study

these shapes and their stability if it were hanging from an axisymmetric object like a cone

instead of a flat surface which is generally seen in several geological structures.

2. Finding of minimum contact area shapes as spurious minimum energy solutions in the nu-

merical energy minimization to calculate pendant drop shapes represents a larger problem

in the numerical optimization procedures in reduced probing space. In our case, it was

possible to establish the spuriousness from the corresponding analytical energy minimiza-

tion procedure and from the knowledge of boundary conditions. However such physical

insights may not be available, which may be the very reason for performing numerical

procedures to determine the solutions and hence these spurious solutions may appear. An

investigation into such examples from mechanics and a better mathematical framework to

capture these spurious solutions in the optimization problems are thus needed.

3. In order to study the three dimensional minimum energy shapes of drops supported on

inclined surfaces it may be necessary to perform a two dimensional optimization problem.

It will also be interesting to compare the drop shapes with different choices of ground

states for potential energy, compare with real shapes and predict the location of pinning

depending upon surface properties. So will be the analysis of contact angle variation along

the contact line and the shape of the contact line itself. Similarly a detailed force balance

including normal reaction forces on a general three dimensional drop will be cumbersome,

but numerical evaluations may surely be done to understand the distribution and role of

reaction forces in these cases.

4. The development of lattice Boltzmann-Langevin simulations of binary mixtures opens

up different directions to take up. Replacing the scalar order parameter with a tensor
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order parameter to study the dynamics of soft matter mixtures will be a direct extension.

Role of thermal fluctuations in several mesoscale problems such as (i) nucleation and

spinodal decomposition in binary mixtures, (ii) fluctuations enhanced droplets spreading

and dewetting and jet break ups (iii) Brownian dynamics of droplets and rheology of

Brownian emulsions etc. are to yet to be unfolded in the literature in detail and some of

the ongoing efforts are in these directions. An example of enhanced spreading of drops

due to thermal fluctuations is shown in Fig. 7.1.
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Figure 7.1: Illustration of the effect of thermal fluctuations on drop spreading on wetting sur-
faces. Thermal fluctuations enhance the rate of spreading.

5. Drop dynamics on inclined surfaces was restricted two dimensions in this thesis. An

obvious extension to three dimensions requires modification of procedure of triple decom-

position of velocity gradient tensor. This analysis will help us to verify the qualitative

predictions made in this thesis and compare with experiments. But even without that, the

roll vs slide motion inside the drops in a cross sectional plane of the drop is doable from

PIV measurements in experiments. Another important parameter is drop inertia which

turned out to be not important in our studies. It is necessary to clarify this question in

a more fundamental level. Also it is a good idea to compare the results with simulations

using a different technique especially the role of contact line mechanism and slip length.

6. Similarly, extension of drop spreading studies to three dimensions is imperative to ensure

that the regimes that are identified in this thesis remain valid and the durations of different

regimes. A comprehensive study may be then taken up from the results available in

the literature and identify their regimes to show the consistency with our model. These

calculations are to be then repeated in a macroscopic level in presence of inertial effects

and gravity and at a mesoscopic level in presence of fluctuations.

7. An interesting question then arises from the competition of gravity and capillary forces.
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This may be easily addressed by studying the droplet spreading on an inclined surface. It

will be easy to analyze this problem in two dimensions where the advancing and receding

line will behave differently. Effect of this capillary vs gravity competition on various

regimes that are identified in the spreading problem and the roll vs slide motion used in

drops on inclined surfaces will be interesting and will help to understand the fundamentals

of drop dynamics.

8. It is very easy to simulate drop dynamics on solid surfaces with surface tension gradients

in three dimensions. The translational velocity and the instantaneous shapes that the

drop achieve can be then calculated. This understanding will have implications in nano

and microfluidics applications. Thermal fluctuations in these Marangoni driven flows may

turn out to be crucial as these fluctuations serve to explore various configurations and may

have non-trivial effects. Such studies have never been done so far.

9. A necessary improvement to be incorporated in the algorithm is to simulate drops with

large density differences. This requires modification of lattice Boltzmann algorithm. This

will also help to study the inertial effects in the drop dynamics more clearly.

10. Contact line movement in a diffuse interface model is due to the diffusion of order pa-

rameter. In certain situations this mechanism is found to be important in drop dynamics.

For example the effect of slip length in deciding the amount of rolling motion. Such ef-

fects are to be compared with theory or experiments to understand the implications of the

mechanism that removes contact line singularity in the diffuse interface model.

11. Since it is possible to adjust the contact angle locally in the hybrid algorithm, it will be

easy to implement non-ideality of the solid surfaces through the introduction of chemical

heterogeneities and efforts are going on this direction. This will help us to simulate static

drops on inclined surfaces in our algorithm and hence it will be possible to study the

transient motion of drops as they start to move. This is important because the drop

motion initiated by an incremental tilt of the plate may be easy to study from a linear

analysis.

12. Lubrication equations describe the drop dynamics very well in the case of small equilibrium

contact angles. While the other limit of almost circular shapes are studied less, with studies

so far restricted only to scaling analysis. Deviations from the circular shape due to the

drop deformation or a contact angle < 180◦ and its effect on dynamics may be taken up

through a perturbation analysis. A combination of these two limits should describe the

drop motion for any arbitrary contact angles. For example, the roll vs slide distinction

made for drops on inclined surfaces may be interpreted as a consequence of the two limits

providing theorteical explanations for the observations in simulations.

13. We have seen the important difference between static drop shapes on surfaces inclined at

α and 180◦ − α angles. Both incipient motion and steady state motion of drops at these

inclinations and their comparison can be very rewarding in terms of understanding the

physics of droplet motion and study the competition between capillary and gravitational

forces.



Appendix A

Comparison of discrete Laplacian

operators

In order to ensure the isotropy of the discrete form of the Laplacian operator, we have compared

four available expressions of the operator existing in the literature. Controlling the degree of

isotropy of the diffusive term of the order parameter governing equation (Eq. 4.8), i.e, ∇2µ is

crucial to avoid spurious interface pinning. Note that the evaluation of chemical potential (µ)

itself contains Laplacian of order parameter. We give the details of the comparisons here.

Consider a 3d cubic lattice as shown in Fig. A.1: it has 6 nearest neighbors, denoted as N1,

12 next nearest neighbors, denoted as N2 and 8 next next nearest neighbors, denoted as N3.

Correspondingly the set of lattice vectors with one, two and three non zero components form

the set cN1

i , cN2

i and cN3

i respectively where [cN1

i , cN2

i , cN3

i ] ∈ ci. Then

[∇2ψ(r)]CD =

6∑

i=1

ψ(r+ cN1

i )− 6ψ(r) (A.1)

[∇2ψ(r)]PK =
14

30

6∑

i=1

ψ(r+ cN1

i ) +
3

30

12∑

i=1

ψ(r+ cN2

i ) +
1

30

8∑

i=1

ψ(r+ cN3

i )− 128

30
ψ(r) (A.2)

[∇2ψ(r)]SO =
6

22

6∑

i=1

ψ(r+ cN1

i ) +
3

22

12∑

i=1

ψ(r+ cN2

i ) +
1

22

8∑

i=1

ψ(r+ cN3

i )− 80

22
ψ(r) (A.3)

[∇2ψ(r)]LB =
1

9

[
26∑

i=1

ψ(r+ ci)− 26ψ(r)

]
(A.4)

where ψ(r) = ψ(x, y, z). The suffixes CD, PK, SO and LB stand for central difference, Patra-

Kartunnen, Shinozaki-Oono and lattice Boltzmann, respectively. Eq. A.1 is the standard central

finite difference expression. Eq. A.2 has been systematically derived by imposing conditions of

rotational invariance and isotropy of the operator (Patra & Karttunen 2005). Eq. A.3 is popular

in the cell-dynamics and phase separation studies (Shinozaki & Oono 1993). Eq. A.4 is a simple

expression used in lattice Boltzmann simulations (Desplat et al. 2001). The corresponding

Fourier transforms are

[L(q)]CD = 2 {[cx + cy + cz]− 3} (A.5)

[L(q)]PK =
1

30
{28 [cx + cy + cz] + 12 [cxcy + cxcz + cycz] + 8 [cxcycz ]− 128} (A.6)

[L(q)]SO =
1

22
{12 [cx + cy + cz ] + 12 [cxcy + cxcz + cycz] + 8 [cxcycz]− 80} (A.7)

[L(q)]LB =
1

9
{2 [cx + cy + cz] + 4 [cxcy + cxcz + cycz] + 8 [cxcycz]− 26} (A.8)
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N
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2

N

1

1

3

3

Figure A.1: Stencil used for Laplacian calculation for various schemes illustrated in this ap-
pendix. Here N1 is for the nearest neighbors, N2 is for next nearest neighbors and N3 is for next
next nearest neighbors. For clarity only one pair of each of them is marked.

where cx = cos qx, cy = cos qy, cz = cos qz.

Clearly all the Laplacian operators are negative definite (except at q = 0). Fig. A.2 shows

the magnitude of the different expressions of the Laplacian operator in wave vector planes with

constant qz. These plots clearly display the four fold symmetry of the lattice. Nonetheless, the

effect is less pronounced for the expression suggested by Shinozaki and Oono (A.2c) and so we

have used Eq. A.3 for the calculations in section 4.6 - 4.7 and in Chapters 5 - 6.

In the finite volume approach to solve the order parameter evolution, fluxes are calculated

(Eq. 4.45) on the links connecting the lattice nodes. Ensuring FDT leads to an equivalent

Laplacian operator whose Fourier transform reads

[L(q)]FV = −1

9

{
[2sx + sxcycz]

2 + [2sy + sycxcz]
2 + [2sz + szcxcy]

2
}

(A.9)

where sx = sin qx, sy = sin qy, sz = sin qz. This is also plotted in Fig. A.2 for comparison

purpose.
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Figure A.2: (Color Online) Fourier transform of Laplacian operators in qz = constant plane
(a) finite difference operator, Eq. A.6 (b) Patra and Kartunnen Eq. A.7 (Patra & Karttunen
2005), (c) Shinozaki and Oono Eq. A.8 (Shinozaki & Oono 1993), (d) lattice based schemes Eq.
A.8 (Desplat et al. 2001), (e) calculating divergence of flux defined on links in the finite volume
approach (Eq. A.9 in 4.6.2)





Appendix B

Improvement in application of

wetting boundary conditions

As seen in 5.2, application of wetting boundary conditions were not good at very small and

very large contact angles when measured by fitting part of a circle to the interface. In order to

check this boundary condition a different geometry was adopted. Two fluids confined between

the walls which have equilibrium contact angles as θe and 180 − θe. Therefore the equilibrium

configuration is a straight line and it is easy to measure the angles. However the straight interface

seems to take a bend near the walls as illustrated in Fig. B.1.
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40
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60

 

 

Initial Interface
Equilibriated Interface

Figure B.1: Two fluids confined between two walls with complementary contact angles have a
flat interface. Simulations was started with a flat interface. This takes a bend very near the wall
when contact angles are large or small. In this picture wall are chosen with equilibrium contact
angles as 20◦ and 160◦.

In order to check whether this bending is due to the numerical approximation of gradients,

a higher order method was implemented. Since wall is located at mid grid in the bounce back

scheme implemented in the lattice Boltzmann algorithm, a Lagrange’s interpolation method was

used to calculate the normal component of gradient of order parameter at the wall. When C = 0,

which is the case we have dealt with here, in Eq. 5.6, application of Lagrange’s interpolation

method using 4 points gives

H

K
=

−23ψ0

24
+

7ψ1

8
+
ψ2

8
− ψ3

24
(B.1)

where ψi represents the value of order parameter at the ith grid point. Hence the value of order

parameter at the ghost grid may be calculated as

ψ0 =
K(21ψ1 + 3ψ2 − ψ3)− 24H

23K
(B.2)

The results are shown in Fig. B.2. It may be seen that a higher order method to calculate
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Figure B.2: No improvement is obtained even when a higher order method is implemented to
calculate the derivative of order parameter at the wall as part of applying wetting boundary
condition as illustrated here.
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Figure B.3: Interface, defined as ψ = 0, as a function of interfacial thickness.

derivative does not help in removing the artificial bend seen near the wall.

In order to check the effect of diffuse interface, interfacial thickness was varied as illustrated

in Fig. B.3. As seen, interfacial thickness of 3 grid points seems optimum in these calculations.
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