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Synopsis 

The instability of spatially developing laminar flows, such as that through 

converging/diverging channels, is often fundamentally different from flows 

that do not vary downstream. Another class of flows whose stability and 

transition behaviour is not well understood is pulsatile flows. In most lam

inar flows which fall under these categories, it is not possible to obtain the 

basic flow profiles analytically. The aim of this thesis is to develop codes 

which will compute the basic flow for two dimensional and axisymmetric ge

ometries. A long-term objective is to understand the transition to turbulence 

in such flows. The Navier-Stokes equations in the vorticity and streamfunc-

tion formulation have been solved for computing the mean flow. Two types of 

spatially developing flows have been considered, namely, flow in a divergent 

channel and axisymmetric flow in a divergent pipe. The code can handle 

unsteady problems, but has been used up to now to solve a pseudo-unsteady 

problem to obtain steady state solutions. 

The Gauss-Seidel iteration method was found to be alarmingly slow in 

solving the elliptic streamfunction and vorticity equation with vorticity as a 

source term. To increase the rate of convergence, a multigrid technique has 

been implemented. Algorithms like Jacobi or Gauss-Seidel are local because 



the new value for the solution at any lattice site depends only on the value of 

the previous iterate at neighbouring points. The basic idea behind multigrid 

technique is to reduce long wavelength error components rapidly by updating 

blocks of grid points. We used a simple V-cycle for the present algorithm. For 

Poisson equation with 128x128 number of grids, using six multigrid levels, it 

was found that multigrid technique is about a hundred times faster then the 

Gauss-Seidel method. 

The present code has been tested with a number of experimental and 

theoretical bench-mark results for the developing flow in a channel and a 

flow in a backward-facing step. The multigrid algorithm has been compared 

with the Gauss-Seidel iteration method for the Poisson equation. With the 

present code, we were able to simulate the separated flow with reattachment 

for a divergent channel and pipe, with straight exit portions, for different 

angles of divergence and Reynolds number. As an analytical solution is not 

possible for such kind of flows, with large angle of divergence, solution of full 

Navier-Stokes equation is required. The code in the present form can be used 

for this purpose. In summary, we now have the capability of studying the 

stability of a wide class of spatially developing and time-periodic flows. 



Nomenclature 

/ Number of multigrid level. 

Re Reynolds number. 

r Radius of the axisymmetric pipe. 

t Time. 

u Streamwise velocity. 

V Vertical velocity. 

Ui Centerline velocity at the inlet. 

U Local centerline velocity. 

X Coordinate in the streamwise direction. 

y Coordinate in the normal direction. 

(, J] Transformed coordinate system. 

xjj Streamfunction. 

Lj Vorticity. 

Ursd Vorticity residual. 
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Chapter 1 

Introduction 

1.1 Background 

Flow is generally laminar at low Reynolds number. When the Reynolds 

number increases, flows undergo a remarkable transition from the laminar to 

turbulent regime. The origin of turbulence and the accompanying transition 

from laminar to turbulent flow is of fundamental importance for the whole 

science of fluid mechanics. Theoretical investigations of flow stability are 

based on the assumption that laminar flows are affected by certain small dis

turbances. If the disturbances decay with time, the mean flow is considered 

stable; on the other hand, if the disturbances grow with time, the mean flow 

is unstable, and there exists the possibility of transition to turbulence. The 

objective of the stability theory is to predict the value of critical Reynolds 

number for a prescribed mean flow. Spatially developing flows have certain 

special features. They are: 

1. Sensitivity of stability to flow parameters. 

1 



1.1 Baxjkground 

2. Non-zero normal velocity. 

Because of these features a non-parallel stability analysis is required. For 

this the mean flow has to be first computed very accurately. The objective 

of the present work is to compute the mean flow for selected spatially de

veloping flows, with the long term aim of studying instabilities, separation 

and unsteady behavior. The Navier-Stokes equation in the form of vortic-

ity and streamfunction formulation have been solved in the present work. 

The solution procedure largely depends on the nature of these partial differ

ential equations. Broadly, partial differential equations can be classified as 

follows [2]. 

i) Parabolic equations: 

Parabolic equations have only one characteristic direction, i.e, the infor

mation is propagated in one direction. Knowing the initial and boundary 

condition, it is possible to march in that direction, 

ii) Hyperbolic equations: 

Hyperbolic equations have two real characteristic curves through the 

point of interest. The significance of these characteristics curves is that 

information at the point of interest influences only the region between the 

two characteristics curves. The computation of flow fields that are governed 

by hyperbolic equations is again possible by space marching, 

iii) Elliptic equations: 

For elliptic equations, there are no limited regions of influence or domains 

of dependence; rather, information is propagated in all directions. Unlike 

parabolic and hyperbolic equations, a space marching solution is not possible. 

For this reason, problems involving elliptic equations are frequently called 



1.2 Some spatially developing flows 

jury problems, because the solution within the domain depends on the total 

domain, so boundary conditions must be applied over the entire boundary. 

The boundary conditions can take the following forms : 

a) A specification of the dependent variables u and v along the boundary. 

This type of boundary condition is called the Dirichlet condition. 

b) A specification of derivatives of the dependent variables, such as du/dx, 

along the boundary. This type of boundary condition is called Neumann 

condition. 

c) A mix of both Dirichlet and Neumann conditions. 

1.2 Some spatially developing flows 

1.2.1 Flow in a convergent/divergent channel 

For slowly varying flow in a divergent channel, with the quasi-parallel 

assumption Eagles [1,3,4] assumed that stability at some point depends only 

in the local properties of the flow, i.e. the local profile, Reynolds number, 

etc. He described a steady, two-dimensional, symmetric flow wedge-shaped 

channel of divergence angle 2k and the volumetric flow rate 2M. He used the 

modified polar co-ordinates in the calculation. 

(^ = k~hn{kr), i] = <p/k, 

where r and 0 are the usual polar co-ordinates. He used the following 

non-dimensional vorticity equation. 



1.2 Some spatially developing flows 

where Re = M/^J, is the Reynolds number and /i is the kinematic viscosity. 

Limiting po.si(ion a = 0 

Figure 1.1: Schematic diagram for wedge shape channel 

Z)2 = aV9C^ + d^/dv^ and t = {byM)T, b is a real constant with 

the dimension of length. Using this velocity profile, Eagles conducted a sta

bility analysis with the parallel flow assumption. Fig.(1.2) gives the critical 

Reynolds numbers for different angles of divergence from computations using 

Eagles equation for the velocity profile. It is seen that spatial development, 

though small, has a very large effect on stability. 



1.3 A sketch of the present work 

1000 -
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Angle of divergence (deg) 

Figure 1.2: Critical Reynolds number Vs divergence by Eagles [1] 

1.3 A sketch of the present work 

For studying the stability, the basic flow should be known accurately 

first. Flows through convergent-divergent geometries are examples of a large 

class of spatially developing flows where the basic flow is not possible to 

obtain analytically. The numerical solution also often prove to be very time-

consuming to obtain. The boundary conditions, especially at the outlet are 

often difficult to prescribe. The aim of this thesis is to develop a capability to 

compute such flows. The streamfunction and vorticity equations have been 

used in the present work. Algorithms like Jacobi or Gauss-Seidel were found 

to be alarmingly slow in solving the elliptic streamfunction and vorticity 
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equation with vorticity as a source term. The reason for this was that accu

racy at the outlet boundary necessitated the use of very long domains. To 

accelerate the rate of convergence, a multigrid technique technique has been 

implemented, and it was found that multigrid technique is about a hundred 

times faster then the Gauss-Seidel method. 

1.3.1 Flow in a divergent channel 

For boundary layer flows, like flow over a flat plate, the variation in 

the streamwise direction is much less than the variation in the spanwise 

direction, i.e. d/dx <^ d/dy, So the term d"^ jdx^, being of even higher order 

than d/dx, can be neglected in the above equations. Eagles [1] investigated 

the stability of slowly varying flow in a divergent channel. Using a boundary 

layer type of approximation, he neglected the S^/dx"^ term while calculating 

the mean flow. For extremely small angles of divergence this approximation 

is valid, but even for moderate angles of divergence the 9^/5x^ term can not 

be neglected. 

The goal of the present work is to solve the full Navier-Stokes equation 

without neglecting any term. The steady state Navier-Stokes equations are 

elliptic in nature. So, as discussed above, space marching is not possible. 

Hence even to attain a steady state, a pseudo transient term was included 

and time marching was done till steady state was reaxihed. As the present 

work is limited to two-dimensional flows, it is often desirable to introduce 

the vorticity and stream function as dependent variables. 

The fluid flow is solved on a Cartesian coordinate system based on the 
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stream function and vorticity approach. This code can be use for steady and 

unsteady flow. This is discussed in chapter 2. 

1.3.2 Axisymmetric flow 

For axisymmetric flows, there is no variation in the 9 direction and 

ug = 0 in cylindrical form of the Navier-Stokes and vorticity equation. In this 

case also it is desirable to use the stream function and vorticity approach. The 

use of finite difference method to solve the axisymmetric flow in a complex 

geometry, like a convergent-divergent pipe, is facilitated by a transformation 

of coordinates. In the same way as the divergent channel, a finite difference 

code was developed to solve the laminar, incompressible axisymmetric flow. 

This is discussed in chapter 3. 



Chapter 2 

Flow in a Divergent Channel 

2.1 Summary 

Consider a two dimensional, incompressible, steady flow in the geom

etry as shown in fig.(2.1). It consists of a parallel channel at the entry, 

followed by a divergent section, with a straight exit section, which is much 

longer then the divergent section. A long parallel exit section is taken in 

order to get parabolic flow at the outlet. For 2D flows it is convenient to 

use the vorticity and streamfunction equations as the governing equations. 

The streamwise diffusion term d^jdx^ cannot in general be neglected, which 

makes the equation elliptic. For this type of problem it is impossible to 

march in the x-direction, as already discussed in sect. 1.3.1. So even for the 

steady problem, a pseudo transient term was included, and iterations were 

performed till steady state was reached. The fluid flow was solved for a tran

sient, constant-density flow using a transformed coordinate system based on 
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the streamfunction and vorticity [5]. The continuity and momentum equa

tions were inherently imbedded in the streamfunction and vorticity approach. 

This code can be use for steady and unsteady flows. 

2.2 Governing Equations 

/d ij) d tp 
) , (2.1) 

du! d{uijj) d{vu)) 1 /d'^u d^uj\ . 

'dt'^~d^'^ dy ^TeVd^^^J ' ^ ' ' 

dtp dip 
" = a ^ ' " ^ - a ^ - 2̂.3) 

These are non-dimensional equations. All the variables have been non-

dimensionalized as follows [6], 

Ud Vd Xd yd u)d , ipd 

U U L L uo ipo 
(2.4) 

where U is the centerline velocity at the inlet. L is the half channel width 

at the entry, ipo and wo are the values of the streamfunction and vorticity 

respectively at the wall in the inlet section. The W stands for a dimensional 

quantity. 

2.3 Transformation of coordinate system 

The use of a finite difference method to solve the flow in such a geometry 

is facilitated by a transformation of coordinates [2]. The following is the 

required transformation. 
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C = x , 

m 
(2.5) 

f{x) is the function of the boundary. The half channel width at the beginning 

of the channel has been taken as the length scale. 

^ , , . - • . - — f i — , - ' 

1 

Physical Domain Cumpuiaiional domain 

Figure 2.1: Schematic diagram of divergent channel 

Fig.(2.1) is not to scale, in the geometry we have considered, the di

vergent part is much shorter than the straight exit part. A long straight 

section is provided to enable the exit flow to be defined accurately. Under 

the transformation given in (2.5) 

dx 

dy 

aV _av 

Tjfdxp 

f dn' 

-.JL.\ 2;^2 

ax2 

(2.6) 

(2.7) 

(2.8) 
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d'^i) 1 av 
(2.9) 

All uj derivatives have the same transformation as -i/'- The governing equations 

(2.1) to (2.3) become 

u = — 
{i + (A)^} 5V o / ' ^V 

dC P drf 
2v 

f dQdn 
(2.10) 

duj d{wjj) rif d{ubj) 1 d{vu!) 1 
"aF"^~aC 7 d^'^J dri 'We 

+ 2nKrl —+ 
ac^ / y ary 

{ l + ( A ) ' } a 2 u ; ^ / ' a ^ o ; 
; 2 ar/2 

27? 

1 5 ^ S'i/i 77/' dil) 

/ac^r? 
(2.11) 

(2.12) 

2.4 Discretization 

NW 

W 

sw 

N 

P 

s 

NE 

E 

SE 
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The central difference discretization [7] yields the following, 

'dip\ {''pE-'>Pw) 

\dC.)p 2AC 

\dr\) p drj) p 2A?7 

\dc)p~ 2AC' 

/ a ^ \ ^ (V>;v - 2i/;p + ^s) 

\drf)p 2AT]'^ 

\dCdT])p 4 AC AT? 

/ O W N ^ (u)p - ujoid) 

\dt)p At 

Forward difference discretization is used for the transient term, and 

central difference for the rest of the terms. If the velocity at a point is 

negative, the information will be carried in the backward direction; at that 

point backward difference has been used for the convective terms. Similarly 

if the velocity at a point is positive, the information will be carried in the 

forward direction; at that point forward difference has been used for the 

convective terms, i.e. upwinding is done. 

From (2.10) the discretized equation for the streamfunction becomes 

Apipp = IPEAE + ipwAw + -IPNAN + ipsAs + IPNEANE + •ipsE^SE+ 

IPNWAMW+ ''PswAsw+ (^p- (2.13) 
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where 

+ 
'{^ + if'v)') 

(AC)2 PiAr^y 

A 

Aw = AE, 

AN = 

AS = AN 

ANE = 

{i + (A)-} , .f'.^. 

-V (f 
i2ACArj\f 

•^SE = -^NE, 

^NW = --^NE, 

(V)]' 

and Asw = —A NE-

Applying the above finite difference for the convective and viscous term 

and using a forward time-march for the transient term, (2.11) yields the fol

lowing discrete equations for tu 

wp = uJoid + At 
d{uLo) T}f'd{uu) ld{vuj) ^ I d'^uj l^^ff'\d^uj 

dC f Or] f dT] RedC Re '\f J dC^d-q HY, 
f'\ du 1 1 . (f'\'du 

RTeHl) ^ 
{i + (^/r}-

Re '\f/ dr) Re P 
(2.14) 
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2.5 Boundary Conditions 

There are three types of boundary conditions needed for this problem 

[7,8]. The first is the exit boundary condition. The straight section following 

the divergent section is taken to be long enough so that the flow near the right 

of the computational domain is independent of C. In other words d/dC, = 0 

for all the relevant flow parameters. For a separated flow, a much longer 

computational domain needs to be employed so that this condition can be 

used at the exit. 

Symmetry boundary conditions are created by creating fictitious points 

just outside the flow domain. These fictitious points mirror the fluid proper

ties just inside the flow domain. Thus at the symmetry boundary, i.e. at the 

centerline, the relationship for the streamfunction is V'i+i = V'i-i ^t point i. 

This is equivalent to the 2 point second derivative at i being equal to zero. 

The third boundary condition concerns vorticity at the walls. At a solid 

boundary the update expression for u is, 

where A and i are in the direction (inward) normal to the surface. 

The boundary conditions at the entry {( = 0) are 

u = 1 - T ? ^ 

v = 0. 
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uj — 2T], 

No slip condition at the wall 

!-• 1-̂  
Exit condition : 

d/dc = 0, 

Boundary condition at centerline : 

Symmetry boundary condition at the centerline is applied by creating 

fictitious points just outside the flow domain as described above. 

2.6 Solution Method 

The solution method [5] consists of the following steps: 

i) Setting of initial and boundary conditions for the flow parameters, 

ii) Calculation of the vorticity at the new time step from the dynamic vor-

ticity equation. Any standard time marching method may be used for this 

purpose. 

iii) Having the vorticity at the new time step, the next step is to compute 

streamfunction. This is the most time-consuming part in the program. Any 

iterative scheme may be used for this part. But multigrid technique is prob

ably the fastest method to solve this. Multigrid technique has been used for 
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»• 

the present work. This technique has been elaborated in Chapter 4. 

iv) Finally, having the streamfunction, the velocity components are com

puted. 

v) For a steady state problem these steps are repeated till the vorticity resid

ual reduces to a value below a prescribed limit. 



Chapter 3 

Flow in an Axisymmetric Pipe 

3.1 Summary 

In a similar manner as for the convergent-divergent channel a code was 

developed for two dimensional, incompressible flow in a convergent-divergent 

axisymmetric pipe. The vorticity and streamfunction approach has been used 

in this case too. To accelerate the rate of convergence, multigrid technique 

has been implemented. This technique has been elaborated in Chapter 4. 

This code can be used for both steady state and transient problem. The 

method of solution is the same as explained in the Chapter 2. 

3.2 Governing Equations 

duj du du _ uju 1 r "9 fld{ru)\-\ 1 d^u 
dt dr dx r Re[dr\r dr /J Redx^^ 

^ = _ 1 ^ + 1 ^ _ 1 ^ (32) 

17 
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r dr' 
1 5 ^ 
r dx' 

(3.3) 

where the axial and radial coordinates are {x, r), and the corresponding ve

locity components are {u,v). 

Equations (3.1) to (3.3) are non-dimensional equations^ with all non-

dimensionalized as follows: 

Ud Vd Xd yd Wd ipd 

U U L L ujQ yjo 
(3.4) 

where U is the velocity at the centerline in the inlet. L is the half channel 

width at the entry, •0o and Wo is the value of the streamfunction and vorticity 

respectively at the wall in the inlet section. The 'd' stands for dimensional 

quantity. 

3.3 Transformation of coordinate system 

i\ 

Physical domain Computational domain 

Figure 3.1: Schematic diagram of axisymmetric pipe 
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Fig.(3.1) is not to scale, in the geometry we have considered, the diver

gent part is much shorter than the straight exit part. A long straight section 

is provided to enable the exit flow to be defined accurately. 

The use of a finite difference method to solve the flow in this geometry 

is facilitated by a transformation of coordinates. The transformation from 

the physical domain to the computational domain is given by the following 

equations. 

r ^ T]f{x), (3.5) 

where / (x) is a function representing the shape of the wall. 

The above transformation [2], yields expressions similar in form to (2.6) to 

(2.9) with y replaced by r. Under the transformation given in (3.5), equations 

from (3.1) to (3.3) become. 

duj udu duj T}f'vduj _ uu J _ r ^ ^ _ r , (f'\ 9'^^ 

4-^^i:i)m^[p^^W\^^^Hi) -lip drj 

u = 
1 dj) 

V = 
dip r]f' dxp 

(3.7) 

(3.8) 
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3.4 Discretization 

The discretization used in tliis case is the same as that explained in 

SejCt-(2.4-)- Applying the discretization in (3.7) and solving for ip at the point p, 

yields the following discretized equation, 

ippAp = tpE^E + IIJWAW + 'ipN^N + fpsAs + 'IPNEANE + i>sEAsE+ 

IPNWANW + i>sw-Asw + ujpA^, 

where 

Ap = + 
!(l + (A) ' ) 

L(AC)2 Pi^vY 

AE = 
1 

L(AC)2J' 

Aw = AE, 

AN r'^Kf) 77/2/2A77^ P Ar?2j' 

1 1 1 
As=[-{2v{^) - - H } fj 77/2 J 2Ar/ P Ar72j' 

ANR — 
-rif 

-2fACAr]l 

ASE = -ANE, 

ANW — -Al\!E, 

Asw = ANE, 

(3.9) 
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and A^ = r]f. 

Similarly, from (3.6) 

Wp = iOold + ^t 
u duj V duj f'v du! uw 1 d'^uj / f'\ 1 d'^u 

H'f} Vf dv vdC f df] T]^f RedC^ '\fJRedC,dr] 

(3.10) 
[l + {r]f'f\ 1 d'^uj [1 + 2772/"] I doj u \ 

P Redrf vP Re drj rfpRel 

3.5 Solution Method 

The solution method and the boundary conditions for this case are the 

same as flow in a divergent channel described in (2.6). But in the case 

of axisymmetric flow, there could be singularities in the equations at r = 

0 (17 = 0). So equations (3.10) and (3.8) are multiplied by -q throughout, 

and we solve for UTJ, VT], tp, u using the multigrid technique. 



Chapter 4 

Multigrid Method 

4.1 Introduction 

The multigrid method provides algorithms which can be used to accel

erate the rate of convergence of iterative methods, such as Jacobi or Gauss-

Seidel, for solving elliptic partial differential equations [9-11]. Iterative meth

ods start with an approximate guess for the solution to the differential equa

tion. In each iteration, the difference between the approximate solution and 

the exact solution is made smaller. One can break up this difference or error 

into components of different wavelength, for example by using Fourier analy

sis. In general the error will have components of many different wavelengths 

i.e., there will be short and long wavelength error components. Algorithms 

like Jacobi or Gauss-Seidel are local because the new value for the solution 

at any lattice site depends only on the value of the previous iterate at neigh

boring points. Such local algorithms are generally more efficient in reducing 

22 
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short wavelength error components. The basic idea behind multigrid meth

ods is to reduce long wavelength error components by updating blocks of grid 

points. 

4.2 Multigrid solution of Poisson's equation 

in 2-D 

Poisson's equation in 2-D is 

S-0=-/(-) (") 
where the unknown solution u{x, y) is determined by the given source term 

f{x,y) in a closed region. Let's consider a square domain 0 < x,y < L with 

homogeneous Dirichlet boundary conditions u = 0 on the perimeter of the 

square. The equation is discretized on a grid with N-l-2 lattice points, i.e, N 

interior points and two boundary points, in the x and y directions. At any 

interior point, the exact solution obeys 

UiJ = Ut+ij + Wi-ij + Uij+i + Uij^i + h fij . (4.2) 

The number of different grids employed is called the number of multigrid 

levels /. The number of interior lattice points in the x and y directions is then 

taken to be 2', so that N = 2' + 2, and the lattice spacing h = 1/(7V — 1). 

N is chosen in this manner so that the downward multigrid iteration can 
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construct a sequence of coarser lattices with 

2'-i _ 2'-2 ^ ^ 2° = 1 (4.3) 

interior points in the x and y directions. 

Suppose that u{x, y) is the approximate solution at any stage in the cal

culation, and Uexact{x^y) is the solution which we are trying to find. The 

multigrid algorithm uses the following definitions: 

The correction 

V - Uexact " U (4.4) 

is the function which must be added to the approximate solution to give the 

exact solution. The residual or defect is defined as 

r = v^« + /- (4.5) 

From the above expressions, it is clear that the correction and residual are 

related by the following equation 

2 
V Uexact + f \j\ + f = -r. (4.6) 

This equation has exactly the same form as Poisson's equation with v playing 

the role of the unknown function and r playing the role of the known source 

function. 
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4.3 Simple V-cycle algorithm 

The simplest multigrid algorithm is based on a two-grid improvement scheme. 

Considering two grids: 

• a fine grid with N — 2^ + 2 points in each direction, and 

• a coarse grid with N = 2'-~^ + 2 points. 

It is needed to relate one grid to another, i.e., given any function on the 

lattice, it is needed to 

• restrict the function from fine —> coarse, and 

• prolongate or interpolate the function from coarse -^ fine. 

128*12« 

64*64 

32*32 

16*16 

8*8 

4*4 

8*8 converged 16* 16 converged 

Figure 4.1: Simple V-cycle in full-multigrid algorithm 
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4.4 Multigrid algorithm 

The multigrid algorithm follows the following steps: 

1. If / = 0 there is only one interior point, so solve exactly for 

2. Otherwise, calculate the current iV = 2' + 2. 

3. Perform a few pre-smoothing iterations using a local algorithm such as 

Gauss-Seidel. The idea is to damp or reduce the short wavelength errors in 

the solution. 

4. Estimate the correction v = Uexact ~ u as follows: 

- Compute the residual 

rij = A2 
Ui+ij + Ui_ij + Uij+i + Ui,j_i - Auij + fi^ 

- Restrict the residual r —> il to the coarser grid. 

- Set the coarser grid correction V = 0 and improve it recursively. 

- Prolongate the correction V -^ v onto the finer grid. 

5. Correct u ^^ u + v. 

6. Perform a few post-smoothing Gauss-Seidel iterations and return the 

improved u to the next finer grid. 

In this thesis, unless otherwise specified a six-level multigrid algorithm 

was used, with the finest grid being 128x128, with V-cycle as shown in 

fig-(4.1). 



Chapter 5 

Validation of the present code 

5.1 Test case 1: Developing flow in a channel 

Two test cases were run to validate the present code against bench-mark 

results. The first test case is a developing laminar channel flow [12]. This 

case with a uniform inflow with velocity U at the entrance on the left in 

flg.(5.1) developed rapidly into a fully developed flow with an unchanging 

velocity profile. 

L-1.0 

S=40 0 

Figure 5.1: Test case of developing channel flow. 

27 
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This test case has the following features: Incompressible, laminar, steady 

flow with constant fluid properties. Rei = 75, where L is width of channel. 

The velocity profiles at a distance of .r = 1 and x = 4 are seen from the 

following fig.(5.2) to compare very well with the bench-mark computational 

results of McDonald et al. and Dogrouz [12]. It is to be noted that in the 

present computations with 64x64 number of points, the residue of vorticity 

falls to 10~^°, while in Dogrouz's computation, the grid is 45x45, and com

putation is stopped when the residue falls to 10~^. Incidentally, he used the 

Navier-Stokes equations as the governing equations. 

0.8 

0.6 

y/L 
0.4 

0.2 

x= I, present study 
a x^l . Mc Donaldct al. 

x=4. present study 
o x=4, Mc Donald ct al. 
4 x==A, Doi^ruo/ 
*• x= I, Dogruoz 

\ 
o\ 

0.5 

u/U.. 

Figure 5.2: Comparison of velocity profiles from the present code with bench 
mark computational results. 

Another check has been made for the entry flow in a channel. The test 

case consists of a channel, with uniform inlet flow and long enough to give a 
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Figure 5.3: Velocity at the centerline Vs distance from the entry, Re=75. 

fully developed flow with an unchanging velocity profile at the outlet. The 

downstream development of the centerline velocity, obtained from the present 

code has been compared in fig.(5.3) to those of Wang and Longwell (1964) 

presented in [13]. The comparison is again good. The convergence behaviour 

of the code for the above developing flow in a channel is shown in fig.(5.4). 

Here, Wrsd is the departure from steady state in the vorticity across the 

domain. It is defined as the sum over the domain of the absolute value of 

the difference in the local u) between consecutive time steps, i.e, 

omegarsd = X U Z I ^̂^̂ Ĵ ~ '̂ ^J ^ \ \ ^ 
i=\ i = \ 

Other results for the above test case, namely streamwise and normal velocity 
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No 
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profiles and streamfunction profiles at different locations in the downstream 

of the channel are shown in fig.(5.5) to fig.(5.7). It can be seen in fig.(5.5) 

that at a; = 40 the maximum streamwise velocity is 1.5, i.e, the flow is 

fully developed at a: = 40. Computations with x > 40 have been conducted 

to ensure the validity of the outlet conditions. It has been found that the 

velocity profile is already parabolic at x = 40 even though domain is larger. 

1 

O.OOl 
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1 ' 1 ' 1 ' 

1 ^^^^--..,.^^ 

I 
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^ , , , , 

1 ' 1 ' i 

! 
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40 .50 

Figure 5.4: Ursd Vs time, Re = 75, Domain = 1:40. 
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U/U; 

Figure 5.5: Streamwise velocity profile, Re = 75, Domain = 1:40. 

.0.05 

vAJ. 

Figure 5.6: Normal velocity profile. Re = 75, Domain = 1:40. 
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Figure 5.7: Streamfunction profile, Re = 75, Domain = 1:40. 
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5.2 Test case 2: Flow in a backward-facing 

step 

In the following test case the present result has been validated by the 

experimental measurements of flow near a backward-facing step by Armaly et 

al. [14]. In the present test case the physical situation consists of a backward-

facing step with D/d = 2 as shown in fig. (5.8). The inlet is a parabolic profile 

and the exit boundary condition {d/dx = 0) has been applied far downstream 

(at x=33d), where the profile has been checked to be unchanging in x. For 

the computation 34x66 number of grids has been used. The present velocity 

profiles match very well at different streamwise locations, an example of 

which is shown in fig.(5.9). 

• 

" 

D . 2 "•''=" 

Figure 5.8: Geometry of the test case, as given by Armaly et al. (1983) and 
prescribed here. 
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Figure 5.9: Comparison of the present results with Armaly et al. at two 
different downstream locations, based on Re = 75. 

In the fig.(5.10), the oscillating behaviour of Uj-sd can be seen. By the 

present method, it is not found possible to decrease the Ursd to below 10~^ 

using the prescribed number of grids. This is because the solution begins 

to alternate between two states. It has been considered here as sufficiently 

close to a steady state. The streamlines and velocity profiles for the above 

flow are shown in fig.(5.11) to fig.(5.14). It is clear from the fig.(5.12) that 

the streamwise velocity profile developed to an unchanging profile at a; = 

33.15. The corresponding normal velocity and streamfunction profiles are 

also shown in fig.(5.13) and fig.(5.14) respectively. The separation bubble in 

this flow is clearly visible in all the figures. 
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Figure 5.10: cOrsd Vs time. Re = 75. 

Figure 5.11: Streamlines at the steady state, Re = 75. 
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Figure 5.12: Streamwise velocity profile, Re = 75. 
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Figure 5.13: Normal velocity profile, Re = 75. 
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Figure 5.14: Streamfunction profile, Re = 75. 

5.3 Comparison of the full-multigrid with Gauss-

Seidel technique 

For the comparison of the full-multigrid with Gauss-Seidel method, the 

heat conduction equation has been solved by both the techniques for the 

following physical system. This system consists of a slab, whose top wall has 

been maintained at a non-dimensional temperature 1 and all other walls are 

at zero, as shown in fig.(5.15). 

Governing equation for this test case: 

(5.1) 
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t -1 

t-o t - 0 

t - 0 

Figure 5.15: test case for multigrid technique. 

where q is heat source. It has been taken to be 1 through out the domain for 

the present case. The discretized equation for Gauss-Seidel is of the following 

form. 

Aptp''+' = AetE' + Awtw" + ANIN' + Asts' - q. (5.2) 

A six level multigrid algorithm, with 128x128 grid points has been used for 

this case. 
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Figure 5.1C: Temperature profile for the test case. 
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Figure 5.17: Comparison of muhigrid with Gauss-Seidel technique. 
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It is clear from the fig.(5.17), the solution of 128x128 grids, with full-

multigrid algorithm is converging as fast as a solution of 4x4 grids in Gauss-

Seidel method. For simulation of the separated flow, a large number of grid 

points are required in the separated region. Therefore multigrid algorithm is 

found to be very useful in this case. 



Chapter 6 

Results and Discussions 

6.1 Results: Flow in a divergent channel 

The geometry for the present computation, of the flow in a divergent 

channel has been shown in fig.(6.1). As already explained, in spatially de-

(1.0) (6,0) (40,0) 

Figure 6.1: Physical domain for the flow in a divergent channel. Figure is 
not to scale. 

veloping flows, especially those where a region of flow separation exists, the 

41 
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exit boundary condition needs special care. In the present case, the exit 

boundary condition is applied far downstream in a location where the flow 

has unchanging velocity profile. 

The convergence behaviours of the vorticity residual for different Reynolds 

numbers are shown in fig.(6.2) and fig.(6.3). As it can be seen in fig.(6.2), the 

vorticity residual goes down steadily to below a value of 10~^. The variations 

of streamwise velocity profiles at different locations in the downstream for 

Re = 100, and angle of divergence = 10° are shown in fig. (6.4). The flow 

is separated at x = 5.89 and again reattaches at x ~ 10, giving unchanged 

parabolic profiles after 36.8. The corresponding normal velocity and stream-

function profiles are shown in fig.(6.5) and fig.(6.4). The vorticity profile for 

this case is shown in fig.(6.6). Computations with a longer domain are being 

performed to ensure that the exit boundary conditions is applied at a safe x 

location in the downstream. 
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Figure 6.2: tOrsd Vs time, Re = 100 and angle of divergence = 10°. 
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0.0001 -

k--10 

Figure 6.3: ŵ sd Vs time, Re = 200 and angle of divergence = 10°. 

As already explained in chapter 1, Eagles [1] used a similarity profile in 

the stability calculation, although his geometry is different from the present 

case, to get a rough idea about the effect of Reynolds number and angle of 

divergence in the stability calculation, the present profile has been compared 

with the Eagles profile in fig.(6.8) and fig.(6.9). It was found that for small 

Reynolds number and angle of divergence it is reasonable to use the similarity 

profile but even for moderate angles of divergence, such as 5° [fig. (6.9)] the 

analytical profile needs to be modified. 
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Figure 6.4: Streamwise velocity profile, Re = 100 and angle of divergence 
= 10"̂ . 
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Figure 6.5; Normal velocity profile, Re — 100 and angle of divergence = 10°. 
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Figure 6.6: Vorticity profile at steady state, Re = 100 and angle of divergence 
= 10°. 
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Figure 6.8: Comparison of Eagle's similarity profile with the present result, 
Re = 100 and angle of divergence = 10°. 
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Figure 6.9: Comparison of Eagle's similarity profile with the present result, 
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The following results from fig. (6.10) to fig. (6.14) for the flow in a diver

gent channel, are based on Re = 200, angle of divergence 9 = 10°. The 

computational domain is 1:40 (the streamwise extent is 40 times the half 

channel width). For this Reynolds number, a long straight streamwise por

tion following the divergent section is required for the profile to develop. The 

separation bubble for this case can be clearly seen in fig.(6.14). 

Figure 6.10: Streamwise velocity profile. Re = 200 and angle of divergence 
= 10°. 
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Figure 6.11: Streamfunction contour at steady state, Re = 200 and angle of 
divergence = 10°. 

Figure 6.12: Normal velocity profile at steady state, Re = 200 and angle of 
divergence = 10°. 
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Figure 6.13: Re = 200 and angle of divergence = 10°. 
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Figure 6.14: Streamline of the flow, Re = 200 and angle of divergence = 10°. 
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6.2 Results: Axisymmetric flow 

The geometry for the axisymmetric flow in a divergent pipe is shown in 

fig. (6.15). The results are based on Re = 50 and angle of divergence ^ = 5°. 

The computational domain is 1:100. It can be seen from the fig.(6.15), the 

exit portion is large enough, to ensure that the exit boundary condition is 

accurately specified. 

Figure 6.15: Physical domain for the axisymmetric flow in a pipe, figure is 
not scaled. 

The convergence behaviour of vorticity residual are shown in fig.6.16. It 

can be seen that the convergence of vorticity residual is exponential all the 

way down to an error of 10~®. The streamwise velocity profiles at different 

locations in the downstream are shown in fig.(6.17). The flow is separated at 

X = 4.615 and again reattached at about x — 10, giving unchanged parabolic 

profiles after 92.3. The corresponding normal velocity, streamfunction and 



6.2 Results: Axisymmetric flow 51 

vorticity profiles are shown in fig.(6.18), fig.(6.19) and fig.(6.20) respectively. 

As one would intutively expect, divergence produces a flow separation more 

easily in an axisymmetric flow than in a channel. 

^ 0.0001 

Figure 6.16: Ursd Vs time, Re = 50 and angle of divergence = 5°. 
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Figure 6.19: Streamfunction contour at steady state, Re = 50 and angle of 
divergence — 5°. 

Figure 6.20: Vorticity profile at steady state, Re = 50 and angle of divergence 
= 5°. 



Chapter 7 

Conclusions and Scope for 

Future Work 

A general code for spatially developing 2D incompressible flow has been 

developed, using the Navier-Stokes equation in the vorticity and streamfunc-

tion formulation. The Gauss-Seidel technique was found to be alarmingly 

slow in solving the elliptic streamfunction and vorticity equation with vortic

ity as a source term, as in case if spatially developing flow large computational 

domain is required. To accelerate the rate of convergence a fuU-multigrid al

gorithm has been implemented. The present code has been validated with a 

number of experimental and theoretical known results, like developing flow 

in a plane channel and flow in a backward-facing step. The full-multigrid 

algorithm has been compared with the Gauss-Seidel technique for heat con

duction equation. The code has been used to simulate the separated flow 

with reattaxihment for divergent channel and pipe, with a straight exit por

tion for different angles of divergence and Reynolds numbers. Although it 
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has been used for the flow in simple geometry like divergent channel and pipe 

for the present work, it can be used for complex geometry as well. The code 

in the present form can handle unsteady problems, but has been used up 

to now to solve pseudo-unsteady problems to obtain steady state solutions. 

The limitation of the code in the present form is that it cannot be used for 

cases where a straight forward transformation into a simple computational 

domain is not possible. 

As already explained, Eagles [1] used the similarity flow profile for the 

stability of slowly varying divergent channel. But for flow in a divergent 

channel, with large angle of divergence a similarity solution may not be . • 

be valid, because the streamwise diffusion term is not small. The stability of 

such flow needs a non-parallel stability analysis with a correct flow profile. 

The present code can be used for getting the required velocities profiles. In 

summary, now we have the capability of studying the stability and unsteadi

ness of wide class of spatially developing and pulsatile flows. 
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