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Preface 

This thesis is aimed at understanding the effects of transverse curvature on instabil­

ity and transition in laminar boundary layers. A connection between the behaviour 

at the onset of transition and the patterns in upstream instability is also made. 

The first part of this thesis involves the formulation of a stability theory for the 

laminar boundary layer around an axisymmetric body steadily translating through 

fluid in a direction paiallel to its axis and the development of a spectral code to 

solve the ensuing stability equations. We make the parallel flow assumption for the 

axisymmetric boundary layer, since present wisdom is that non-parallel effects axe 

not too large in two-dimensional mean flows. A range of surface curvatures, from 

almost two-dimensional surfaces and extending to very thin bodies are considered 

for the stability analysis. For thick cylinders we use a Blasius type profile as mean 

flow. For thinner cylinders the mean velocity profile is computed by solving Navier-

Stokes equations, under the boundary layer approximation. 

The main findings on instability are as follows. In an extension of Rayleigh's 

and Fj^rtoft's theorem to axisymmetric boundary layers, the boundary layer past 

a cylinder is shown to be inviscidly stable to linear disturbances. Above a certain 

level of curvature, the flow is found to be linearly stable at all Reynolds numbers. 

Squire's theorem does not apply and the helical mode is unstable at the lowest 

Reynolds number. 

At low curvatures, several nonaxisymmetric modes are simultaneously unstable, 

and the production layers of the disturbance kinetic energy have a signiflcant over­

lap. Higher non-axisymmetric modes (n > 2) are linearly unstable only for a very 

small range of curvatures. The helical (n = 1) mode is unstable over a significant 

axial extent of the cylinder, but is never unstable for curvatures above 1. Here the 

curvature is defined as the ratio of momentum thickness {6) to the body radius 

(ro). Curvature has an overall stabilising effect, both via the mean flow, as well as 

directly through the stability equations. 
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The secondary instability analysis of the flow containing linear modes of a cer­

tain amplitude is carried out. It is found that secondary modes remain unstable at 

larger curvatures than linear modes. However there is again a maximum curvature, 

given hy 9 ^ 2ro, above which all disturbances decay. It is found that the most 

unstable secondary modes are always those whose azimuthal wavenumbers are re­

lated to that of the linear mode by m+ = 2n and m_ = —n. As in two-dimensional 

boundary layers the subharmonic (in terms of axial wavenumber) modes are least 

stable. 

For the transition zone we have focussed mainly on two-dimensional bound­

ary layers. This is because the connection between instability and the onset of 

transition is not completely understood even for this case. Secondly experimental 

results are available only for this case. Stochastic simulations, inspired by a cellular-

automaton approach, of turbulent spot generation and propagation in transitional 

boundary layers have been conducted, employing the hypothesis of concentrated 

breaJcdown and the observation that spot growth is self-similaj. In conjunction 

with experimental measurements, the approach can serve as a useful new tool to 

study transition zone behaviour. 

The objective is to make a connection between secondary instablity and the 

onset of transition. It is shown that experimental measurements of intermittency 

in high disturbance environments as well as in adverse pressure gradients are con­

sistent with a mostly regular pattern in the birth of turbulent spots, rather than 

randomly distributed spot birth as hitherto assumed. The pattern is as dictated by 

the secondary instability. At zero pressure gradient, when the disturbance is low, 

the intermittency is consistent with random spot birth; reasons are discussed. The 

simulations are used to validate the h5rpothesis of concentrated breakdown as well 

as to investigate the effect of the calmed region behind a turbulent spot. Further 

predictions are made which may be experimentally verified. 

Just after its onset, transition on a axisymmetric body proceeds exactly as it 

would in two-dimensional flow. Downstream, especially when the lateral merger 

of turbulent spots is frequent, a patch of turbulence wraps itself around the body. 

There is no further lateral growth and transition proceeds much more slowly after 

this. 
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Amplitude of primary waves 

Burst Rate in transition zone 

Phase speed of disturbant waves 
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Streamwise wave numbers of secondary instability waves 
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Reynolds number based on free-stream velocity 
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Reynolds number based on free-stream velocity 

and momentum thickness 
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Persistence time of laminar flow in transition zone 

Greek Letters 
a Streamwise wave number of primary instability wave 

Spajiwise wave number of primary instability wave 

Boundary layer thickness 

Dispacemnet thickness 
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Interminttency of transition zone 

Falkner-Skan pressure gradient paramaeter 
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Frequency of primary instability wave 
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Part I 

INSTABILITIES IN AN AXISYMMETRIC 

BOUNDARY LAYER 





CHAPTER 1 

INTRODUCTION 

We distinguish the state of flow as laminar or turbulent based on its nature. Lami­

nar flow is one in which fluid particles flow in an orderly fashion, whereas turbulent 

flows are characterised by irregular and chaotic motion. The presence of a wide 

range of spatial and temporal scales, large diflrusivity and 3-dimensional vorticity 

fluctuations are some of the other salient features of turbulence. The state of the 

flow being laminar or turbulent drastically affects quantities such as skin friction, 

form drag, heat transfer rates etc. Laminar flow is preferred in certain conditions, 

say, the flow over an airfoil, since this offers the prospect of reducing the drag by 

a significant amount, which in turn saves enormous amount of fuel. Another ad­

vantage of laminar flow is the reduced pressure-fluctuation-induced wear and noise 

in fluid engineering applications. On the other hand, there are situations where 

turbulent flow is desired, say in a combustion chamber where the fuel needs to be 

mixed thoroughly. So, from a scientist's or an engineer's point of view, it is very 

important to be able to predict transition from the laminar to the turbulent state, 

which still seems a Herculean task quite often. 

The laminar to turbulent transition has therefore been a subject of great inter­

est for several decades. Traditionally theoretical investigations for explaining this 

transition were based on the premise that the flrst step in the transition process 

is the destabilisation of laminar flows by small disturbances. Thus, the classical 

starting point has been linear stability, which deals with the growth/decay of tiny 

3 
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disturbance waves in space and/or time. Stability analysis of laminar flows has 

been avidly pursued over many decades and the area has grown significantly in the 

last 40 years. The study of stability and transition mainly deals with two kinds of 

flows: (i) those which are dominated by volume forces such as gravity and (ii) those 

subjected to shear forces. The well-known Rayleigh-Benard instability, in which 

a fluid layer is heated from below in the presence of gravity, and Taylor-Couette 

flow (driven fluid flow between two rotating concentric cylinders) are examples of 

the flrst kind. Plane Couette flow and boundary-layer flow come under the second 

category, where the instability is due to the shearing of fluid. In this category, most 

attention has been focussed on the boundary layer over a two-dimensional surface. 

This is because a major motivation for understanding transition in open flows came 

from the aircraft industry, for the design of laminar airfoils, and in turbomachinery 

blades. A fundamental understanding of the laminar-turbulent transition process 

can lead to improved transition prediction techniques and eventually to transition 

control methodologies. However, our current understanding of the physical pro­

cesses involved is far from complete, except in a few text-book flows. A detailed 

review has been given in the books by Chandrasekhar (1961), Drazin & Reid (1981), 

Huerre & Rossi (1998), Lin (1955) and Schmid k Henningson (2001). 

The transition to turbulence in open flows is a process that usually occurs in a 

sequence of events. A schematic picture of the 'standard' sequence of events that 

lead to transition from laminar to turbulent flow in a flat plate boundary layer is 

given in figure 1.1. 

The process begins with receptivity, in which a laminar flow receives distur­

bances from the free-stream or from the surface roughness. This is considered as 

the most difficult stage to include in transition prediction models. Even in the 'qui­

etest' of flows, the free-stream consists of stochastically occurring perturbations. 



Stable ' Unsublc 
Laminar Transitional Turbulent 

Figure 1.1: Schematic diagram of the sequence of events in laminar-turbulent tran­
sition process on a boundary layer in the flow past a semi-infinite fiat plate. 

typically of small amplitude. The receptivity mechanism includes the entrainment 

of such disturbances into the boundary layer and how they force disturbance growth 

inside. Transition can vary dramatically with the external noise and its receptivity. 

There is a lot of recent work on the receptivity problem (see e.g. Hunt et ai, 1996; 

Jacobs k Durbin, 1998). The freestream supports both discrete and continuous 

disturbance eigenmodes. These studies showed that the amplitude of continu­

ous modes damps out rapidly inside the boundary layer, whereas eigenfunction of 

discrete modes decays slowly. The inability of continuous modes of free-stream 

turbulence to penetrate the boundary layer has been termed as "shear sheltering". 

The next stage is the amplification of disturbance waves. Depending on the 

local Reynolds number, disturbances lying within a narrow range of frequencies 

may grow. This stage can often be described by linear hydrodynamic stability 

theory and has been extensively studied especially for two-dimensional flows. An 

appropriate Reynolds niunber in this case would he R = UL/i/, where U is the local 

free stream velocity, u is the kinematic viscosity and L is a local length scale (it 

could be, for example, the boundary layer thickness 6 or the momentum thickness 
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9). Once these hnear disturbances have grown to a certain ampUtude, they are 

able to destabilize three dimensional secondary modes, giving rise to A vortices 

(see Bech, Henningson k Henkes, 1998; Reed & Saric, 1996; Saric, Reed k White, 

2003). As a thumb rule the non-linearity becomes detectable when the amplitude 

of the primary disturbance becomes of the order of 1% of the mean flow. 

The last stage in the transition process is the non-linear growth of the three-

dimensional waves and their breakdown into turbulence. This consists of a succes­

sion of events (all of which are not completely understood even in a two-dimensional 

boundary layer) that cause the breakdown of the flow into occasional isolated 

patches of turbulence, known as turbulent spots. The streamwise location where 

spots first originate can be defined as the onset of transition. The spots grow 

both in the streamwise and spanwise directions as they convect downstream with 

the flow; in this process they often merge with neighbouring spots, until the flow 

asymptotically becomes fully turbulent. 

The processes that occur depend specifically on given flow situations, some 

steps can be more significant than the others, and some steps may be bypassed. So 

the stages cannot be expected to happen always in the above sequence, even in a 

two-dimensional boundary layer. At high freestream turbulence levels the 'bypass' 

mechanism predominates, a detailed discussion on is included in 1.1.1. Another 

interesting deviation occurred in the investigations of Kachanov et al. (1977) , where 

two-dimensional disturbance waves were observed till the late stages of the non­

linear process; and transition occurred without the formation of turbulent spots. 

They termed this an 'evolutionary transition.' Here fully developed turbulence is 

obtained by the gradual filling up of the disturbance spectrum. However, in most 

other experiments on boundary layers a breakdown of the flow into turbulent spots 

seems indispensable (see Morkovin & Reshotko, 1989). 
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1.1 A brief history of stability of shear flows 

In this section the status of our understanding of this problem upto the early 1990's 

is traced. In the last decade the area has witnessed explosive growth which will be 

discussed in section 1.1.1. The essential problems in hydrodynamic stability were 

identified and formulated in the 19*'' century mainly by von Helmholtz (1868), 

Kelvin (1871), Reynolds (1883), and Rayleigh (1880). Through his classical pipe 

flow experiments, Reynolds studied the transition process and showed that laminax 

flow breaks down and turbulence ensues when a dimensionless number R (which is 

named after him) exceeds some critical value. For a given geometry and flow rate 

this means that decreasing the viscosity increases the tendency of a laminar flow 

to destabilise. Almost at the same time Rayleigh studied theoretically the stability 

of shear flows to infinitesimal perturbations. Prom an inviscid analysis he showed 

that an inflexion point in the base flow velocity proflles is a necessary condition for 

instability. Later Tollmien (1935) showed that the presence of an inflexion point 

in the velocity profile is a sufficient condition for the presence of amplified waves. 

However, it is now well known that flows without inflexion points (e.g. the Blasius 

proflle) can also be unstable. Here viscosity is the reason for the generation of 

instability. Viscosity thus plays a dual role. 

In their pioneering work, Orr (1907) and Sommerfeld (1906) derived the famous 

Orr-Sommerfeld (OS) equation for the stability of viscous parallel laminar flows. 

Subsequently, the attention of many researchers turned to flow instability based on 

the OS equation and its solutions. The first reported solution of this equation was 

given by Heisenberg (1924), who used a heuristic approximation to show that the 

flow becomes unstable for a finite Reynolds number. He could locate four points 

on the neutral stability curve. Later, Tollmien (1929) and Schlichting (1933) gave 
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solutions to the OS equation in the form of two-dimensional eigenfunctions, which 

predict the existence of disturbance waves, now known as Tollmien-Schhchting (TS) 

waves. Squire (1933) showed that two-dimensional disturbances are more unstable 

than three-dimensional ones, which is discussed in detail 1.3.1. 

In spite of these theoretical predictions, the existence of a wave-like growing 

disturbance in an actual boundary layer was a subject of debate until the landmark 

experiments of Schubauer & Skramstad (1947). They made velocity measurements 

downstream of a ribbon vibrating with a certain frequency and proved the existence 

of TS waves. The differences between theory and experiment were surprisingly 

small. However, there remained a quantitative discrepancy at the bend in the 

neutral stability boundary, which was unexplained until the early 1990's, although 

much theoretical effort was directed towards explaining it. In the early analyses, a 

locally parallel boundary layer was assumed, while actually a boundary layer slowly 

grows in the streamwise direction. Several workers suggested that the parallel-flow 

assumption may be the reason for the discrepancy. After many years of trying 

to account for non-parallel effects to explain the discrepancy, such as by Barry & 

Ross (1970) , Ross et al. (1970), Ling & Reynolds (1973), Caster (1974), Saric 

& Nayfeh (1975), Bertolotti, Herbert k Spalart (1992) and Fasel h Konzelmann 

(1990), it became clear that non-parallel effects on the neutral boundary in Blasius 

boundary layers are extremely small. Klingmann et al. (1993) settled the issue in 

their experiments when they obtained a neutral stability boundary very close to 

the theoretical one. They demonstrated that the earlier experiments were likely to 

have contained small gradients in pressure close to the leading edge, which would 

have given rise to the observed differences in the stability boundary. 

The disturbances we have discussed are two-dimensional but turbulence is three-

dimensional. Thus, a fundamental question is, how does three-dimensionality arise 
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from growing two-dimensional waves. Tani (1969) suggested that the onset of 

three-dimensionality is due to non-linear effects of finite amplitude disturbances. 

In their experiments, Klebanoff et al. (1962) found high frequency pulsations using 

oscilloscope traces of TS waves. These were due to the three-dimensional distortion 

of plane TS waves. With the emergence of three-dimensionality, the growth rate 

of the disturbance waves departed from the predictions of linear stability analy­

sis. They suggested that a shear layer in which growing two-dimensional modes 

exist has a stronger ability to ampHfy small three-dimensional disturbances, and 

proposed a mechanism of breakdown which is now known as /f-type transition. In 

this scenario, patches of A shaped vortices, which are aligned one behind the other 

in the streamwise direction, form and convect downstream. The periodic array of 

A vortices has a streamwise wavelength equal to the initial two-dimensional TS 

wavelength [XTS]- It is characterised by the appearance of peaks and valleys in 

the spanwise distribution of velocity, and is commonly referred to as "peak-valley 

splitting". Another type of breakdown was observed in the experiments carried 

out in Novosibirsk by Kachanov, Kozlov & Levchenko (1977), where the A vor­

tices were staggered. Later Herbert (1988) gave a theoretical explanation for this 

staggered pattern of A vortices in terms of subharmonic instabiUties. This type of 

breakdown is known as N-type/H-type (for Novosibirsk/Herbert). In this staggered 

arrangement the streamwise wavelength of A vortices is equal to twice the initial 

two-dimensional TS wavelength. A sketch of these two types of breakdown scenario 

is given in figure 1.2. An extensive review of the physical mechanisms involved can 

be found in Kachanov (1994). Saric k Thomas (1984) showed from their experi­

ments on a Blasius boundary layer that the amplitude of the plane wave determines 

the pattern of A vortices that results. The subharmonic type is a characteristic of 

natural transition, as the initial disturbance amphtude required is only half of the 
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Xx 

(i) 
(b) 

Figure 1.2: Schematic diagram of two patterns of three-dimensionahty, (a) K-
type breakdown where the streamwise wavelength of A vortices is equal to that 
of the two-dimensional TS waves (Xx = XTS)- (b) N-type/H-type breakdown: the 
wavelength of three-dimensional pattern is double the TS wavelength (A^ = 2A7'5). 

threshold amphtude for a K-type breakdown. The N-type breakdown also has a 

higher growth rate. Both these scenarios have been observed in experiments (see 

Wazzan, 1975). However, the presence of low-amplitude streamwise vorticity in the 

background flow in experiments leads quite often to a K-type breakdown. Another 

non-linear mechanism, namely, the triad resonance model of Craik (1971) is caused 

by two oppositely-oriented oblique OS modes that are phase locked to the primary 

two-dimensional TS disturbance. He showed that a quadratic interaction between 

the oblique waves can produce a resonance with the primary wave. In this C-type 

breaJcdown there is again a staggered arrangement with the streamwise wavelength 

of A vortices, the same as that of the A''-type. However, the spanwise wavelength 

is almost double that of the A^-type. 

The A structures in the K and H-type are a signature of secondary instability. 

Upstream the boundary layer already contains TS modes of significant amplitude, 
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and is thus periodic in nature. This periodic flow is now unstable to secondary 

three-dimensional modes. A Floquet analysis enables one to predict these (Herbert, 

1988). The secondary modes, as will be discussed in chapter 4, consist of pairs of 

waves of opposite obliqueness, the sum of whose wavenumbers is equal to that 

of the primary TS mode. In most situations either harmonic (corresponding to 

K-type pattern) or subharmonic (corresponding to the //-type pattern) modes 

predominate. Since the secondary instability leads to disturbance growth on a fast 

convective time scale, it is closely related to the breakdown into turbulent spots. 

When the A vortices are sufficiently energetic, they induce the flow to break 

down into turbulent spots. The spots in turn grow and merge with one another 

as they convect downstream (Emmons, 1951), until the entire boundary layer is 

turbulent. In short, streamwise region between the laminar flow with growing 

secondary modes and the transition zone, which contains concentrated patches of 

turbulence in laminax surroundings, the flow has changed character; although it is 

not fully clear how. 

There are diflFerent empirical methods for predicting transition onset as defined 

by the location where turbulent spots first originate. The simplest relation was 

proposed by Michel (1952), which is based on the local momentum thickness (0); 

and is given by 

Re,tr = 2.9/?°;t (1.1) 

where Re and Rx,tT are the Reynolds numbers based on local momentum thickness 

and the streamwise location at transition onset respectively. Later van Ingen (1956) 

and Smith & Gamberoni (1956) independently proposed a new correlation based 

on the local ampUfication of TS waves. Their model is known as the e^-method 

and is still widely used primarily in the aircraft industry. Transition onset is said to 
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occur when the maximum amplitude of hneax disturbances has grown to e^ times 

that at the beginning of amplification, where iV is a number that depends on the 

geometry and nature of the flow. The onset of transition depends on a number of 

other variables as well, such as freestream turbulence, pressure gradients, surface 

roughness, curvature etc. Typically, for a boundary layer on a flat plate, the value 

of Â  is found to be between 4 and 30, which means that transition occurs when 

the most amplified initial disturbance has grown by a factor in between 55 and 

10^ .̂ At high levels of environmental disturbance. A'' can even be negative. This is 

indicative of transition through the bypass mechanism. Even today it is impossible 

to predict transition onset from first principles. 

1.1.1 Highlights of progress in the last decade 

Recent theory and observations have indicated that transition in shear flows can 

take place due to a variety of alternate mechanisms. Free-stream turbulence is a 

major parameter which affects the nature of transition in the boundary layer. It 

may be defined as 

where Uj are the components of velocity perturbation outside the boundary layer, 

so 9 is a measure of how noisy the external flow is. If the background disturbances 

are very low (say, q ~ 0.005 or less), transition is likely to occur through the ampli­

fication of TS waves and subsequently the secondary instabilities. At higher values 

of free-stream turbulence the conventional TS wave mechanism can be "bypassed". 

An important bypass mechanism is via the algebraic growth of disturbances, and 

the breakdown of a pair of oblique waves. 

An instance of algebraic growth of disturbances was provided by EUingsen k, 
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Palm (1975) for an inviscid flow. Landahl (1975, 1980) showed that spanwise inho-

mogeneities are formed when streamwise vortices advect the meanflow alternately 

towards and away from the wall. He called this the lift-up mechanism, wherein the 

shear layer retains its horizontal momentum when displaced in a direction normal 

to the wall, producing narrow elongated regions of alternate low and high stream-

wise velocity, termed as streaks. The streaks are three-dimensional quasi-stationary 

deformation of streamwise velocity. Their characteristic shape in a boundary layer 

is visualised by Boiko (2002). Much of the early work on bypass transition fo-

cussed on pipe and channel flows (see e.g. Trefethen et a/., 1993). This is because 

in these flows the TS route could not be followed. In channels the flow is linearly 

unstable above a Reynolds number of 5772.2, whereas transition occurs usually at 

a Reynolds number of around 1500 (see e.g. Davies & White, 1928; Kao & Park, 

1970; Narayanan & Narayanan, 1967; Patel & Head, 1969). Pipe flows are linearly 

stable at all Reynolds numbers (e.g. Davey k Drazin, 1969; Lessen et al, 1968), 

while transition to turbulence takes place at around i? = 2100 as seen already by 

Reynolds in 1883. The transient growth mechanism discussed below was found to 

be responsible in these cases (Reshotko, 2001; Schmid & Henningson, 1994). It 

was in the famous work of Trefethen et al. (1993), where a mechanism of algebraic 

growth that could lead to transition to turbulence, was explained. A shear flow 

contains a host of disturbance eigenmodes which satisfy the OS equation or vari­

ants of it. Each mode is exponentially decaying, but since the OS operator is not 

self-adjoint, the eigenfunctions are not orthogonal. The waves can thus interfere 

so that at short times the total disturbance kinetic energy grows algebraically. At 

long times, all the disturbances, if still behaving lineaxly, would of course decay 

exponentially, but if the temporary growth of disturbance kinetic energy is high 

enough, nonlinear mechanisms can take over at finite time, and drive the flow to 
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turbulence. This is now called the transient growth mechanism of transition to 

turbulence. 

In boundary layers the likelihood of such transient growth has been studied 

by Andersson et al. (2001); Boiko et al. (1994); Brandt et al. (2003); Brandt & 

Henningson (2002); Luchini (2000); Matsubara & Alfredsson (2001). It is found 

that in high-disturbance environments, bypass is the preferred route to turbulence. 

This is because algebraic growth can then be of sufficient magnitude to activate a 

transition to turbulence (Schmid & Henningson, 2001). Secondly, at moderately 

high free-stream turbulence levels the amplification of TS waves is found to be 

small as compared to their growth in low disturbance environments (Boiko et al, 

1994). Several experiments have shown that transition can occur at a much lower 

Reynolds number than that predicted from linear theory. 

These studies confirm that perturbations manifested as streamwise streaks show 

the highest potential for transient energy amplification. The corresponding span-

wise spacing is of the order of the boundary layer thickness (Andersson et ai, 

1999). Once the streaks reach certain amplitude, they could again be subject to 

secondary instability from random disturbances. This secondary instability de­

forms the streaks in the manner shown in figure 1.3 and causes the breakdown to 

turbulence. The experiments by White (2002) on flat plate boundary layer show 

that the qualitative behaviour of transient growth is as predicted by theory. How­

ever, there are quantitative discrepancies such as in the location of the maximum in 

wall-normal disturbance velocity profiles and the streamwise location of the max­

imum energy growth. Boiko & Chun (2004) found that the experimental value of 

spanwise wavenumber (/3) is much smaller than that predicted by theory. The re­

cent investigations of Pransson et al. (2004) confirm the findings of White (2002). 

It is suggested that the discrepancies arise from spanwise vortices generated by 
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roughness elements in the experiments. They concluded that experimentally gen­

erated streaks of amplitude larger than a certain value are stable to inflectional 

secondary instability. The studies by Corbet & Bottaro (2000) on Falkner-Skan 

profiles reveal that the largest transient amplification results again from stream-

wise vortices, as in a Blasius boundary layer. The adverse pressure gradient causes 

increase in the optimal growth. 
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Figure 1.3: Sketch of contours of streamwise velocity in instability modes of streaJiS. 
Solid lines represent the low-speed streaks and dashed lines are for the high-speed 
streaJcs. The fundamental modes are shown in the left, while the subharmonic 
modes are shown in the right (from Schmid &c Henningson, 2001). 

Oblique transition is initiated by two oblique waves of opposite wave angles. 

The non-modal growth of disturbances plays an important role in this scenario as 

well. There are some similarities in structure in the later stage of oblique transition 

to those found in K-type or H-tj^e of transition (Schmid & Henningson, 2001). 
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It has recently been demonstrated both theoretically and experimentally in in­

ternal flows that non-linearities appearing in the form of travelling waves provide a 

self-sustaining mechanism for transition to turbulence (see e.g. Faisst & Eckhardt, 

2003; Hof et ai, 2004; Walefl?e, 2001). The role of this mechanism, if any, in open 

flows is unclear. These experiments demonstrate the existence of finite amplitude 

disturbances arranged in specific patterns in the cross-section. In the experiments 

of Prigent et al. (2002) in plane Couette flow and Taylor-Couette flow, localised 

patches of turbulence in the form of spirals and spots were observed which formed 

a finite-wavelength pattern. They found that this spatial modulation of turbu­

lent intensity obeys the dynamics of coupled amplitude (Ginzburg-Landau type) 

equations with noise. 

The natural question thus is 'which one of the above is the most likely transition 

scenario?' The answer depends strongly on the type of fiow, the initial disturbance 

energy, the time taken for reaching the threshold amplitude for transition, and the 

energy required to reach the turbulent state (Schmid & Henningson, 2001). In pipe 

and channel flows, a non-linear growth triggered by streaks and oblique waves are 

suggested to be the most likely mechanism. These are in turn generated by the 

transient growth of superposed linear eigenmodes. At very low turbulence Nishioka 

et al. (1975) proved the vahdity of linear TS mechanism in channel flow. They were 

able to achieve laminar flow upto a Reynolds number of ~ 8000. In Couette flows 

and pipe flows the mechanism has to be other than the TS, since these flows are 

linearly stable at any Reynolds number. In a boundary layer, the linear mechanism 

and the successive breakdown to spots is the most favoured at low to moderate 

levels of free-stream turbulence, while at high disturbance environments transition 

happens through bypass mechanisms such as strealcs or oblique breakdown. 
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1.2 The transition zone 

At a streamwise location, where the disturbance ampHtude reaches a requisite 

finite value, turbulent spots begin to be born. This is defined as the location 

Xt of transition onset. Narasimha (1957) made the hypothesis of concentrated 

breakdown, according to which most turbulent spots originate within a narrow 

spanwise strip around Xt. This hypothesis has been validated by a large number of 

experiments (in section 5.6 we discuss this further). The transition zone is easiest 

to describe quantitatively in terms of the variation in the streamwise coordinate, 

X, of the intermittency, 7, which is defined as the fraction of time for which the 

fiow is turbulent. With spots appearing randomly in accordance with a Poisson 

distribution in time and a uniform distribution in the spanwise coordinate z, 7 

would vary downstream as (Narasimha, 1957) 

7 = 1 — exp (x - XtY 
U 

(1.3) 

or F = v / - l o g ( l - 7 ) = y ^ ( x - x , ) (1.4) 

such that the intermittency parameter F varies linearly in x. Here U is the free 

stream velocity, n is the number of spots forming per unit 2, per unit time, at Xt-

The shape and downstream growth of turbulent spots is experimentally observed to 

be similar in all pressure gradients: a turbulent spot maintains an arrowhead shape 

when viewed from above, and remains self-similar as it grows (Narasimha, 1985; 

Seifert & Wygnanski, 1995). It is convenient therefore to define a non-dimensional 

spot propagation parameter as 

'-[k-w]"'^^' '̂ •'' 
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where C is the angle subtended by the spot at its origin, and Uh and Ur respectively 

are the speeds with which its head and rear convect. A schematic diagram of spot 

growth in a flat plate boundary layer is given in figure 1.4. 

2—ir_ 

^̂ •̂:::r> 
:£ 

Flow 

Figure 1.4: Schematic diagram of the growth of turbulent spots in the transition 
zone in a flat plate boundary layer. 

1.3 Boundary layer over a curved surface 

So far, the discussion was about boundary layers over two-dimensional bodies. In 

boundary layers over curved surfaces the process could be of a different character. 

The eflFects of longitudinal and of transverse curvature constitute an interesting 

class of problems. In engineering applications such as flow past underwater bodies, 

the effects of transverse curvature may be crucial. The focus of this thesis is 

transverse curvature and its role in the early stages of transition to turbulence. As 

the simplest case we consider the flow past cylinders. The equations and approach 

derived here, however, can be used for arbitrary axisymmetric bodies. 
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The boundary layer over a curved body is qualitatively different from that on a 

fiat plate. Many studies have been carried out to understand the effect of curvature 

in the stability of laminar boundary layers. However, most of the work was focussed 

on the effect of longitudinal curvature, and the Gortler instabilities which occurred 

in that case. Gortler (1940) theoretically predicted the existence of a new kind of 

vortex in a longitudinally curved surface. His investigation was on the stability 

of boundary layer on concave walls, using the parallel flow approximation. He 

neglected higher-order curvature effects. Later, experiments by Gregory & Walker 

(1950) on the flap of a GriflSth suction airfoil proved the existence of these vortices 

and the instabilities thus generated. In contrast, the effect of transverse curvature 

on the stability of laminar flows has not been studied very much. 

1.3.1 Squires theorem and effect of curvature 

Squire's theorem (1933) states that when the basic flow is two-dimensional, the 

minimum critical Reynolds number occurs in the case of a two-dimensional distur­

bance propagating along the same direction as the basic flow. 

In this case, the three-dimensional OS equation, for a disturbance of streamwise 

and spanwise wavenumbers a and j3 respectively, can be transformed to an equiva­

lent two-dimensional equation, with an effective wavenumber a(= ^/a^+p^) and 

a Reynolds number R = aR/a. Therefore for every three-dimensional wave that 

is destabilised, a corresponding two-dimensional wave is destabilised at a lower 

Reynolds number, i.e. the first instability is two dimensional. 

In the presence of transverse curvature, however, the stability equations cannot 

be transformed in the manner proposed by Squire. A study of three-dimensional 

disturbances is therefore necessary for such geometries. 
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1.4 Review of literature on axisymmetric boundciry 

layers 

1.4.1 Incompressible boundary layers 

Although the problem seems to be very simple and necessary to understand, studies 

of the stability of axisymmetric boundary layers are found to be very sparse in the 

literature. Two exceptions are Rao (1967, 1974) and Tutty et al. (2002), which are 

discussed briefly below. 

Rao (1967, 1974) 

This is the first reported work we could find on the stability analysis of axiaJ flow 

over a cylinder. The Navier-Stokes equations were expressed in terms of generalised 

stream functions for axisymmetric flow that satisfy continuity, and two fourth-

order differential equations for the linear stability were derived. Non-axisymmetric 

disturbances were found to be less stable than two-dimensional disturbances. The 

estimated critical Reynolds number based on free stream velocity and cylinder 

radius was 11,000. However, the equations used had some errors in algebra as 

discussed in chapter 3. Secondly the equations were not solved directly and the 

stability estimates had severe limitations. 

Tutty, Price & Parsons (2002) 

Tutty et al. (2002) showed that non-axisymmetric modes are less stable than ax­

isymmetric modes. They found that a non-axis}Tnmetric mode (n = 1, one az-
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imuthal wave wrapped around the body) is the most unstable, and there is a large 

difference in the critical Reynolds number for different modes. 

For all non-axisymmetric modes, i.e., for n > 1, the critical Reynolds number 

increases with n. The axisymmetric mode is found to be the fourth least stable. 

The critical Reynolds number was found to be 1060 for the n = 1 mode and 12439 

for n = 0. 

They solved the mean flow equations both numerically and analjd^ically, taking 

into consideration the variation of velocity in the streamwise direction. The analyt­

ical velocity profile was written in terms of an asymptotic series with the leading 

terms satisfying the Blasius equation. They found that the second term in the 

expansion is of the order of (x/i?) 2 and that it has a significant role in the stability 

for a thin boundary layer, even fairly close to the leading edge. Far downstream, 

the numerical mean flow follows closely the Glauert & Lighthill (1955) profiles for 

thin cylinders. The mean flow equation is solved at each streamwise location. The 

stability equations are derived using a parallel flow assumption. 

Other work 

The efliect of curvature on stabiflty of incompressible axis3Tiimetric boundary layer 

was studied by Malik & Poll (1985). They investigated the stability of flow over a 

windward face of infinitely long cylinder had been investigated. They showed the 

body curvature and streamline curvature to have large damping eflFects, and found 

that in a three-dimensional boundary layer the most amplified waves are travelling 

waves. 
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1.4.2 Compressible boundary layers 

The stabUity of supersonic flows past sharp cones was studied by MaUk (1987) and 

Mack (1987) using Uneax theory. However, the effect of curvature was neglected 

in their work. Later Mahk & Spall (1991) presented the viscous compressible 

boundary layer equations for an axisymmetric basic flow. They considered both 

axisymmetric and non-axisymmetric disturbances. In their experiments on blunt 

bodies and walls with concave curvature, Malik & Spall (1991) considered both 

two-dimensionaJ and three-dimensional disturbances for studying TS and Gortler 

instabilities. They concluded that transverse curvature has a stabilizing eflPect for 

axisymmetric disturbances and a destabilising effect on non-axisymmetric distur­

bances. 

Duck (1984) showed that the effect of transverse curvature becomes very small 

when the radius of the body is much higher than the boundary layer thickness. 

Duck & Hall (1989) later studied the stability of supersonic flow over axisymmetric 

boundary layers by considering two-dimensional as well as three-dimensional dis­

turbances. They showed that the neutral stability boundaries show no similarity 

when effects of curvature are significant. Duck (1990) established, in his inviscid 

analysis with axisymmetric disturbances, that curvature has a stabilising effect in 

the flow along a circular cylinder. Duck and Shaw (1990) continued this study with 

non-axisymmetric disturbances and obtained inviscid growth rates. They identified 

the most unstable disturbances as a new mode of instability waves. Stetson et al. 

(1983) experimentally studied the stability of laminar boundary layer over a sharp 

cone (7° half-angle) at a Mach number 8. They showed that different unstable 

regions exist in the boundary layer. 
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1.5 Scope of the present work 

As we have seen, though the effect of curvature on Unear stabUity has been studied, 

the range for which the flow is unstable is not well explored. Some of the investi­

gations only dealt with inviscid theory. Although many researchers looked into the 

compressible flows on axisymmetric boundary layers, there is significant difference 

in the results. For example Spall & Malik (1991) concluded that the transverse cur­

vature destabilises the first non-axisymmetric mode, but stabilise the second mode. 

Other reports (e.g. Duck, 1984; Duck & Hall, 1989) show that transverse curvature 

has an overall stabilising effect on axisymmetric boundary layers. These stabil­

ity computations/experiments have been performed for different Mach numbers, 

varying from 1.25 to 5.0. 

To our knowledge the secondary instability of axisymmetric boundary layer has 

not been studied before. The transition zone in axis5Tnmetric boundary layers 

has also not been investigated so far, except by 'Lauchle & Gurney (1984) and 

Govindarajan & Narasimha (2000). The aim of this thesis is to understand better 

the transition to turbulence in axisymmetric boundary layers. Towards this aim, we 

have formulated the linear and secondary instability equations and solved them. We 

have also made a foray into the transition zone, by making a connection between the 

secondgiry instability pattern and the birth of turbulent spots. Since this connection 

has not been made for two-dimensional flows either, we have expended some effort 

on the transition zone in two-dimensional boundary layers. 

First we obtain the mean velocity profile in axisymmetric laminar boundary 

layers. This exercise, with examples of the results obtained, is described in chap­

ter 2. The destabilisation of the laminar boundary layer by linear disturbances, 

as mentioned above, is the first step involved in the transition to turbulence. As 



24 Chapter 1. 

described in chapter 3, we conduct a stabiUty analysis of the laminar axisymmetric 

boundary layer to estimate the conditions under which linear disturbances of par­

ticular frequencies begin to grow, and also to obtain the nature and rate of growth 

of these disturbances. Based on the present wisdom, and on present experience 

with non-parallel effects, we make the parallel flow assumption. The work includes 

the secondary instability analysis, which is described in chapter 4. In chapter 5, 

results from stochastic simulations of the transition zone are described. 



CHAPTER 2 

THE BASIC LAMINAR BOUNDARY LAYER 

Figure 2.1: Schematic diagram showing the coordinate system. 

Before we can perform stability calculations, we first need to compute the unper­

turbed laminar flow. The steady flow momentum equation for the axial component 

of velocity can be written in cylindrical polar co-ordinates as: 

R\ dr"^ r dr J' dx dr 
(2.1) 

where the x co-ordinate is along the surface of the body and r is normal to the 

body at each point. The respective velocity components in these co-ordinates are 

U, V and W. The mean flow is assumed to be steady and incompressible and it is 

assumed that the boundary layer approximations are valid. This means that the 

term d'^U/dx^ has been neglected in comparison with S^U/dr'^, and the governing 

25 
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equation is now parabolic. The variation of pressure along the 3;-direction is zero, 

since the free-stream velocity is constant. The length and velocity scales used for 

non-dimensionalisation are the body radius, ro and the freestream velocity, Uoo 

respectively. Then the Reynolds number is given by 

R=^^. (2.2) 

The continuity equation is 

dx dr r ' 

The boundary conditions are 

C/(xo,r) = l, (2.4a) 

U(x, 0) = 0, V(x, 0) = 0 and C/(x, oo) = 1. (2.4b) 

It is convenient to define r as the distance from the axis (rather than the distance 

away from the siurface). 

2.1 Thick cylinders 

A thick cylinder is defined here as one whose radius is much greater than the 

boundary layer thickness. The equation in this case may be simplified by employing 

a Mangier (1945) transformation, which is given as 

1 T ' 2 . / ro{rd-ro) 
^ = J2 j ^odxd, r = , (2.5) 

where L is a reference length and the subscript d denotes a dimensional quantity. 

Equation 2.1 may now be transformed to an equivalent similarity equation. For a 
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circular cylinder, the radius is independent of x, hence x' = rlxjL^ (White, 1991) 

0.4 0.6 
f', {", V 

Figure 2.2: Velocity profile {U ~ Ud/U^ = / ' : soHd line) and its derivatives 
for Blasius flow. Dashed line: the first derivative (/"); dot dashed line: second 
derivative (/'")• 

The resulting equation is of the Blasius form 

/'" + / /" = 0 (2.6) 

where the primes refer to differentiation with respect to 77 = f(rd -TQ)y/uZ/2ux), 

and the non-dimensional streamfunction is given by 

i> = s/2U^vxdf{ri). 

The streamwise and normal velocities can be obtained from the relations 

U, 
d^ 

d(rd - TO) 
= U^m and Vd = -^^ = ^^{vf'{v)-f{v)). (2.7) 
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The boundary conditions are 

f = f'^0 at 77 = 0, and (2.8) 

/ ' = 1 as r? -^ oo. (2.9) 

A fourth order Runge-Kutta scheme to solve the Blasius equation is employed and 

the velocity profile is shown in Figure 2.2. 

2.2 Navier-Stokes solution with the boundciry layer 

approximation 

For thinner cylinders the above profiles do not hold good. Here a finite difference 

scheme is used to solve the momentum equation. A 3-level implicit scheme is used 

for solving equations 2.1 and 2.3. A uniform-grid finite-difference method is used 

to develop the computational algorithm. The following discretisation expressions 

are employed: 

- = ^ ^ ^ ^ + 0(A.^), (2.10) 

+ 0(Ar2), (2.11) du < 1 - V l , ^ . . „ 2 
dr 2Ay 

% . " - - ^ • ^ < . . 0 ( A . - ) , ( . . . ) 

„J'+i = 2«;^-u^"-i + 0(Ax2), (2.13) 

^̂ "+1 = iv^l - v]-^ + 0(Ar2). (2.14) 
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Substituting the above expressions into equation 2.1, we get 

a,up,+b,uf' + c,u]tl-d, (2.15) 

where 

a = 
1 1 2vJ-v] n - l 

2rRAr RAr^ 2Ar 
, n - l \ 

(2.16a) 

2 1 . 5 ( 2 u " - < - , 

c = 
2v^ - v^-' 1 

2Ar RAr^' 
-(2 "̂ - •uJ-^)(-2u^" + 0.5u]-^) 

(2.16c) 

and d = ^ ' ' '-^. (2.16d) 

Once u""*" is available, vj can be calculated from 

,;"+! = ."+1 - 0 . 5 ^ (1.57/^"+' - 2^i] + O.ou]-') + (1.57/̂ "+!̂  - 2u]_, + 0.57x "̂:ii) . 

(2.17) 

Two levels of initial data must be provided, to start the downstream march. The 

equation 2.15 together with 2.17 is second order accurate in Ax and Ar, and 

is unconditionally stable in the von Neumann sense. A fairly fine grid in the r 

direction is necessary to capture the velocity and its derivative accurately, especially 

in the near-wall region. 

2 .2 .1 C o d e va l ida t ion 

The present solution for large TQ can be vaHdated against the Blasius profile. In 

figure 2.3, the streamwise velocity is plotted. Figure 2.4 shows the normal velocity 

in the boundary layer at different streamwise locations {x* = Xd/ra). The solutions 
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Figure 2.3: Comparison of streamwise velocity profiles. Solid line: numerical solu­
tion of equation 2.1 with i? = 5 x 10^. Symbols: Blasius. 
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Figure 2.4: Comparison of normal velocity at different streamwise locations. The 
solid lines are the numerical solutions at i? = 5 x 10^ and symbols are Blasius 
solutions. 
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Figure 2.5: Comparison of streamwise velocity with results from Tutty et al. (2002) 
at i? = lO'̂ . The ordinate shows z — yjR/x*{r — 1). The different curves are for 
different streamwise locations, the lowest curve is at x = 10^ and the top curve is 
for X = 398. The other curves are evenly spaced at intervals of x^^'^. The symbols 
are results from Tutty et al. (2002), while the lines are present results. 

1200 

XX 10 

Figure 2.6: Dimensionless boundary layer thickness 5\fR/ra for R = 10 .̂ The 
solid lines are from the numerical solution of the boundary layer equations. The 
symbols are results from Tutty et al. (2002). 
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agree very well with Blasius. At other VQ, present velocity profiles aie compared 

with those of Tutty et al. (2002). The streamwise velocity is plotted in figure 2.5 

for a Reynolds number (R) of 10,000 at different streamwise locations. The results 

are in good agreement. The dimensionless boundary layer thickness 6y/R/ro is 

plotted against the streamwise location in figure 2.6. The boundary layer thickness 

is defined as the location S = r̂ ĝg - TQ, where t/ro.99 = 0.99. In figure 2.5 the 

streamwise velocity from numerical calculations is plotted against the scaled normal 

coordinate z = y/R/x*{r — 1). 

2.2.2 Dependence of mean flow on curvature 

The streamwise velocity profiles at different locations are given in figure 2.7 for 

a Reynolds number of 4,000. The radial distance from the wall is scaled by the 

local boundary layer thickness, 5, i.e. r* = (r^ — ro)/(5. Although the velocity 

profiles look similar, there is a difference near the wall, which is evident from the 

derivatives of velocity profiles 2.8 and 2.9. This will be reflected in the stability 

behaviour. The boundary layer thickness increases with streamwise location. It 

is not possible to get a general relationship between boundary layer thickness and 

the streamwise location, since the equations are not similar (see Section 2.2.3). 

Now we consider a higher Reynolds number of 400,000. The derivatives of 

velocity dU/dr* and d'^U/dr*'^ are plotted in figures 2.11 and 2.12. For all Reynolds 

numbers the value of first derivative of velocity increases at the wall downstream, 

while the second derivative at wall decreases. Further the value of second derivative 

at the wall also decreases with increase in Reynolds number. 
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Figure 2.7: Streamwise velocity using Navier-Stokes solution for different stream-
wise locations, at Reynolds number=4,000. 

Figure 2.8: First derivative of streamwise velocity using Navier-Stokes solution for 
different streamwise locations, at /? = 4,000. 
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r* 1 -

Figure 2.9: Second derivative of streamwise velocity using Navier-Stokes solution 
for different streamwise locations, at i? = 4,000. 

Figure 2.10: Streamwise velocity (U) for different streamwise locations, at a 
Reynolds number of 400,000. 
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r* 1 

dU/dr* 

Figure 2.11: First derivative of streamwise velocity (t/') for different streamwise 
locations, at a Reynolds number 400, 000. 

r* 1 

0.5 0 

Figure 2.12: Second derivative of streamwise velocity ([/") for different streamwise 
locations, at a Reynolds number of 400, 000. 
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Figure 2.13: Variation of dimensionless boundary layer thickness {5\/R/ro) along 
streamwise location, for different Reynolds number. 

2 .2 .3 D o e s s imi lar i ty e x i s t ? 

Defining a similarity parameter as in Glauert & Lighthill (1955), 

c = Avx 
(2.18) 

converts the partial differential equation (2.1) to an ordinary differential equation: 

r III \ II I II n 

Cg +9 +^99 = 0 . 
(2.19) 

Here, the primes refer to differentiation with respect to Q^ and the non-dimensional 

streamfunction is now given by 

^ = uxg{C,)- (2.20) 
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The boundary conditions are 

g' ~^2 as C ^ 00 and p = ^' = 0 at C = — - • (2.21) 

The location where the latter boundary conditions are applied changes with x. The 

resulting solution varies with streamwise location, i.e. similarity does not exist in 

this flow. This is evident from the velocity profiles and its derivatives shown in 

figures from 2.7 to 2.12. Further the velocity profiles are identical when the quantity 

xjR is held constant. This is because C, is the only parameter in equations 2.19 to 

2.21 which is constant when xjR is constant. 

2.2.4 Momentum thickness 

The momentum thickness B is calculated taking into consideration the area factor. 

The velocity deficit because of the shear in the boundary layer is ([/QO — Ud). The 

momentum deficit can be written as, 

pro+9 yoo 

t/^ / rddrd = / Ud{l - UdYddrd (2.22) 
Jro JTO 

On integrating and simplifying equation 2.22 becomes; 

2̂ + 2ro^ - 2/ = 0, (2.23) 

which is a quadratic equation in 6, and I is given by 

1= U{1- U)rddrd. (2.24) 
Jrn 



38 Chapter 2. 

The physically feasible solution is 

e = -rQ + sjrl + 27. (2.25) 

Similarly the displacement thickness may also be calculated, using 

5* = -ro + yVg + 27i (2.26) 

where 
TOO 

h= (1 - [/)rddrd. (2.27) 
•/ro 

The momentum thickness and displacement thickness are scaled with the cor­

responding Reynolds number and are given in the figures 2.14 and 2.15. For com­

parison the result from the Blasius solution is also plotted. It is evident from the 

figure that the Navier-Stokes solutions approach Blasius as the Reynolds number 

increases, as durvature for a given x is smaller. The shape factor, H, which is the 

ratio of displacement thickness to momentum thickness, is plotted in figure 2.16 

against axial location for various Reynolds numbers. H increases with Reynolds 

number. The corresponding factor for a Blasius solution is 2.59, which is shown 

by the dotted lines in the figure. It may be guessed from lower value of H in the 

axisymmetric case that this flow will be stabler than the two-dimensional. 
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Figure 2.14: Variation of momentum thickness along streamwise coordinate, for 
different Reynolds numbers. 
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Figure 2.15: Variation of displacement thickness along streamwise coordinate, for 
different Reynolds numbers. 
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2 . 5 -

X xlO' 

Figure 2.16: Variation of shape factor along streamwise coordinate, for different 
Reynolds numbers. The Blasius value (dotted line) is shown for comparison. 



CHAPTER 3 

LINEAR STABILITY ANALYSIS 

3.1 Formulation of the stability problem 

We conduct a stability analysis of the laminar axisymmetric boundary layer to esti­

mate the conditions under which linear disturbances of particular frequencies begin 

to grow, and also to obtain the nature and rate of growth of these disturbances. 

Based on present wisdom, and our own experience in two-dimensional flows, we 

make the assumption that non-parallel effects are small. 

3.1.1 Linear stability equations 

Figure 3.1: Schematic diagram showing the coordinate system 

Figure 3.1 shows the coordinate system used for the present study. We be­

gin with Navier-Stokes equations in cylindrical-polar coordinates. The velocity is 

normalised by the free stream velocity, U^. The stability calculations are carried 

41 
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out with two types of mean velocity profiles, which were described in the previous 

chapter. The first one is a Blasius profile and the second one is the solution of the 

Navier-Stokes equations with boundary layer approximations. For the first case the 

length scale used is the momentum thickness, 6, whereas in the latter case the body 

radius, TQ, is taJcen as the length scale. The corresponding Reynolds numbers are 

Rg and R respectively. In this thesis, these are called the local Reynolds number 

and the infiow Reynolds number respectively. 

Flow quantities are decomposed into their mean and fiuctuating part, as 

VM = U(r)x + v{x,r,e,t) (3.1a) 

Ptot - P{x)+p{x,r,e,t) (3.1b) 

where v = ux + vf+'w0. (3.1c) 

u, V and w are the disturbance velocities in the axial, radial and azimuthal direc­

tions respectively. Here the basic flow is assumed to be parallel, with a non-zero 

component in the axial direction alone. The stability equations are obtained using 

the standard procedure. The equation for the mean flow is subtracted from the 

equations for the total velocity field. The resulting equations are then linearised, 

neglecting the product of two disturbance quantities. The resulting equations are 

(3.2a) 

dt^ dx~ dr^ Re Kdx'^ ^ rdr^ r"^ 89^ ^ dx'^ r^ r^ 09) ^ ' ^ 

'dt'^'d^~~rd9~^\'d^'^r~dr'^r^'W^^~r^'^^d9)' ^ ' ^^ 
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The disturbance velocities may be represented by the generalized stream-functions 

V' and (j), and are given by 

^^^ (3.3a) 

(3.3b) 

(3.3c) 

The disturbance stream-functions in normal mode form are 

•4){x, r,e) = - r*(r) exp[i(ax + 116- ut)] + c.c), (3.4a) 

and 

0(x, r,e) = - (^(r) exp[i(ax + nd~ wt)] + c.c). (3.4b) 

Here, $(r) and *(r) are the amplitudes of the disturbance stream-functions, a 

is the wave number in the streamwise direction and n is an integer, which is the 

number of waves encircling the cylinder. The value of n can be either positive or 

negative, depending on whether wave propagation is anti-clockwise or clockwise. 

In the temporal stability analysis carried out here, the frequency a; is a complex 

quantity. The growth rate of the instability is given by the imaginary part of the 

frequency {cji). The phase speed of the wave is denoted by Cr — uir/a. 

In equations 3.2 we substitute the disturbance velocities by the disturbance 

stream-functions given by equation 3.3. Eliminating pressure from these three 

equations results in two fourth-order ordinary differential equations in ^ and $. 

These final stability equations are given by 
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{U - c) (*" - S^' - a ' * ) -^{U"-SU')-{U - c) an^-- {U"^ + [/'$' - SU'^)) 

iaR 
^™ _ 2SV + 35^*" - 3S^r - 2a'^{V - 5^') + a'^* 

-n'^S^ (*" - 3 5 ^ ' - aH) - na[^" + S^' - {a^ + n^S^)^] (3.5) 

and 

{U - c) ($" + 5 $ ' - n'S^^) + [/'$' -{U-c) naS^^ = 
iaR 

¥" + 25$" 

-52$"(1 + 2n2) - Q 2 $ " + 5^(1 + 2n2)$' - a^S^' - S^Ari" - n^)$ + a V ^ ^ ^ 

4 ^,3^c2 3c4\ - n a 5 ^ * " + 3 a n 5 ' * ' - (40715" - a^n5' - an^S"")^ (3.6) 

Here 5 = 1/r. Incidentally Rao (1967) had derived similar equations, but there 

are several discrepancies. His equations were 

{U - c) (*" - 5 * ' - a^^)-'^{U"-SU')-{U - c) a n $ — (t/"$ + U'^' - SU'^)) 

iaR 
i^iv _ 25^ '" + 3^2^// _ 2a2(^" _ 5^') + a''* 

-n^S\{r' - 35* ' - a^^) - na[V + 5 $ ' - (a ' + n252)$] (3.7) 

and {U - c) ($" + 5 $ ' + 7125^$) + U'^' + {U - c) naS^<^ 

iaR 
^^v ^ 25$'" - 5'$"(1 - 2n') + a '^" + 5^(1 + 2n')^' - a ' 5 $ 

-5^(271^ - 71 )̂$ - a'n'S'^ - naS'^' + 3anS'^' - {4anS^ - a '7i5' - a7i^5')* . 

(3.8) 
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There is an additional term - 3 5 ^ ^ ' in our equations and some terms are of 

opposite sign. Our equations have been checked several times, and we are confident 

about these corrections. 

3.1.2 Boundary conditions 

At the wall, all disturbance velocity components are zero because of the no slip 

condition. 

$ = ^ ' = 0, $ = $' = 0 at r = —. (3.9) 

Far away from the wall, the disturbance velocities tend to zero, i.e. ^ and $ tend 

towards constant values of Ki and K2 respectively. Using equation 3.3b, we get 

K2 = - - i ^ i . (3.10) 
n 

Upon neglecting curvature i.e., putting 5 = 0 and letting n —>• 00 such that 

nS tends to a finite quantity, namely, the spanwise wavenumber, /3, and perform­

ing some algebraic manipulations, equations 3.5 and 3.6 reduce to the 3D Orr-

Sommerfeld equation and Squire's equation for boundary layers on two-dimensional 

surfaces, given for example in Schmid & Henningson (2001). 

3.1.3 Energy Balance 

The disturbance kinetic energy balance throws some light on the radial distribution 

of disturbance production etc. The energy balance equation is obtained by taking 

the dot product of the linearised vector stability equations with the disturbance 

velocity vector, 
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{v).[cS{ij)]^0, (3.11) 

where CS is the Unear stabiUty operator. The equation 3.11 after averaging over 

one cycle in x, 6 and time, gives 

2u;,£(r) = V.J(r) + W+{r) - W4r). (3.12) 

The averaged disturbance kinetic energy has been written as 

(^E{r,x,t)'^ =e{r).ex-p{2ujit), (3.13) 

where e{r) is defined as l/4(|up + [wp + \w\'^). The energy flux J(r) (the quantity 

being transported across the boundary layer), the energy production W+{r) and 

dissipation W^{r) rates are given respectively by 

J{r) =-^^Y + v.^P, (3.14) 

W+ (r) = - ^ (vu* + v'u)^, (3.15) 
2 \ / dr 

and 

VF_(r) = --^(a^{uu* + vv* + ww*) + u'u'* + v'v'* + w'w'* 
Re \ 

+— [n^uu* + (1 + n'^){vv* + ww*) + 2in{v*w - vw*)] J. (3.16) 

Note that the last term of equation 3.16 is real and always positive, since it comes 

from a sum of whole-square terms. Here the superscript * denotes the complex 

conjugate. 

The total production rate and dissipation rate across the boundary layer are 
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given by 

r± 
27r 

rW^{r)dr. (3.17) 

At neutral stability, the integrated production and dissipation will be equal in 

magnitude, while r+ would exceed r_ for an unstable disturbance. 

3.2 Inviscid stability characteristics 

Before we make detailed computations of instabilities, it is instructive to study what 

happens under inviscid conditions. For two-dimensional flow, the inviscid stability 

is governed by the Rayleigh equation. It was proved by Rayleigh (1880) that a point 

of inflexion in the velocity profile is a necessary condition for instability in two-

dimensional flow. Later Fjortoft (1950) provided a strictly necessary condition. 

Tollmien (1935) gave heuristic arguments which suggest that the conditions are 

sufficient for monotone profiles of boundary layer type. A corresponding inviscid 

criterion for rigidly rotating flows is given in Maslowe (1974). Necessary conditions 

for inviscid instability of pipe flow are available, e.g. in Shankar & Kumuran (2000). 

3.2.1 Governing Equations 

Equations 3.5 and 3.6 with the Reynolds number set to cx) are 

{U - c)iacu + vU' = -iap, (3.18a) 

{U - c)iav = -p', (3.18b) 

(U - c)iaw = —inp, (3.18c) 
r 
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, , t; 1 ^ 
and \au + v -] f- -mw — 0. 

r r 
(3.18d) 

The streamwise and azimuthal velocities as well as the pressure may be elimi­

nated from these equations. This results in a single equation in the radial velocity 

as follows 

{U-c) 
„ (3n2 + aV^) v' (aV^ + n^ + 2) 

V + ^Q,2j.2 _|_ j^2^ J. (^a'^r'^ + n^) 

v = 0 

a \ + ( l -n^) — 

\j>, _ j a V j - n ^ ^ ; 
r{a'^r'^ + r?) 

(3.19) 

We define a function cr(r) to be 

a = 
{arY 

so that 

a 

{a^r"^ + ri^)' 

?>v? + aV^ 

(3.20) 

r(a'^r'^ + n^) 

On multiplying equation (3.19) by jf-zr~ ^^^ integrating from 1 to oo, we get 

(3.21) 

00 r^,2».2 _i_ »,2 1 2 
2 | |2 7 , 

a \v\ ar 4-

/'OO I I 

-dr 

-i: a \U" --^^L.J^U' 
rifip-r^ + n^) 

The first term in equation (3.22) is 

\U -c\ 
;{U - cYdr, (3.22) 

/

oo 00 TOO /-oo 

((T-yO'v'rfr = CT-y'i;' - / a\v'\'^dr = - a\v'\'^dr, (3.23) 

where we have used the boundary conditions that the velocity vanishes at the wall 

and at oo. Since a is positive [from equation (3.20)], the first and second terms in 



3.2 Inviscid stability characteristics 49 

equation (3.22) are negative. For any n > 1 the third term is also zero or negative. 

For n = 0, combining the second and third term in the equation (3.22), we get 

/>oo 

- I ' o?r^ + n̂  + 2 a{\-n^y^dr = - a i ^ ( l + a V ) d r . 

(3.24) 

This is again a negative quantity. Hence for any n, the left hand side of equation 

3.22 is real and negative, and we may write for the real part of equation (3.22), 

i: <J{U - Cr) 
r(aV2 + "n?) 

dr < 0 . 
| f / - c P -

(3.25) 

The imaginary part of equation (3.22) is given by 

|?7-c)2 
dr = 0. (3.26) 

where Cj is the imaginary part of the phase speed c. For the flow to be unstable, 

i.e. for c, > 0, we need 

/•oo 

\U-c\^ 
dr = 0. (3.27) 

Defining I = U" - [{a^r^ - n^)/r/{a^r^+ 'n?)]U', we can immediately see that 

a necessary condition for instability is that the quantity / has to change sign 

somewhere in the domain. This expression is identical to that in pipe flow. Letting 

To —>• oo, we recover the two-dimensional Rayleigh criterion. 

Consider now a flow in which / changes sign. Multiplying equation (3.27) with 

(cr — Us) where Us is the velocity at the point where / changes sign, we get, 

i: a(cr - Us) 
^„ _ (gV^ - r?) ^;, 

r(a'^r'^ + n^) U-c\ 
rdr = 0. (3.28) 
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Now adding equations (3.25) and (3.28), we have 

/

oo 
^„ _ ja^r^ - n^) \v -U' 

r{ofir'^ + n^) 

2 

dr < 0. (3.29) 

Hence, for at least some part of the domain from 1 to oo, we must have 

{U - U,) < 0. (3.30) 

This is a stricter condition for instabihty for axisymmetric flows. The two-dimensional 

analog is called Fj(j!)rtoft's theorem. 

We note that, unlike in two-dimensional flows, the quantity / has a dependence 

on streamwise and azimuthal wavenumbers, but in order to check for instability, 

it is sufficient to evaluate the limiting cases of /. These are /i = U" — U'/r and 

I2 = U" + U'/r respectively for a —>• 0 and n^/r'^ —>• 0. From equations 2.18 and 

2.19, /i and I2 can be written as 

The quantity I2 is zero at the wall and at the freestream, since g is zero at the wall 

and g" is zero at the freestream. Inside the boundary layer, I2 is always negative 

since both g and g" are positive. I2 is zero at the wall since g is zero, /i is always 

negative i.e. / never changes sign. Hence the axisymmetric boundary layer is 

inviscidly stable. In figure 3.2 these quantities are plotted for a sample case. 

In two-dimensional boundajy-layers, the inflexion point criterion has provided 

a general guideline for the instability of viscous flows as well. For example, a flow 
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r 2 

Figure 3.2: Inviscid stability characteristics. 7i is shown by circles and I^ by 
squares. The Reynolds number and curvature are 5000 and 0.8 respectively. The 
U" of the Blasius profile is shown by the dotted line. The normal coordinate is 
scaled with body radius TQ. 

with an inflexion point usually goes unstable at a lower Reynolds number than one 

without. A future direction of investigation on converging axisymmetric bodies 

could tell us whether and when the inviscid mode becomes dominant. 

3.3 The eigenvalue problem and its numerical 

solution 

Equations 3.5 and 3.6 together with the boundary conditions form an eigenvalue 

problem, with a dispersion relation 

T{a,R,n,S,uj) = 0. (3.33) 
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In our approach to the axisymmetric boundary layer problem, the curvature (5o) 

and the number of waves (n) around the body are specified. Hence a complex 

eigenvalue u exists for every combination of R and a. 

Equations 3.5 and 3.6 can be discretised and written as matrix equations of the 

form: 

^ 1 1 

A21 

Au 

A22 

r 

<i> 

$ 

= U! 
Bu B12 

B21 B22 

^ 

$ 
(3.34) 

If the computational domain is covered by a grid of size N, Aij and Bij would be 

A''*'̂  order square matrices. The numerical solution of the system (3.34) would thus 

yield 2N eigenvalues. A Chebyshev spectral collocation method is used for the 

numerical solution (Canuto et al, 1987; Sreenivasan et al, 1994). The collocation 

points are given by 

, T V l , 
yckebii) = cos(- ) , i = 0,l, 2,..., {N - l),N. (3.35) 

Here N is an even integer. 

3.3.1 Grid stretching 

We consider a computational domain extending from r = 1 to r = L, where {L — 1) 

is at least 5 times the boundary layer thickness, so that the far-field boundary 

conditions will hold. A grid stretching algorithm given by equation 3.36 is used to 

(i) transform the computational domain from (—1,1) to (1, L) and (ii) to distribute 

the grids such that more points lie in regions of large gradients (close to the wall): 

y{i) = 
(^i + ycheb{'i)p 

1 + ^ - ychebii) 
(3.36) 
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A smaller value of the clustering factor 7 gives rise to a larger number of points close 

to the wall. A spectral code was developed to compute eigenvalues for equations 

3.5 & 3.6. We used 81 and 161 grid points to solve the stability equations, and 

found that the eigenvalues match up to the sixth decimal place. 

3.4 Stability results: thick cylinders 

In this section, the analysis deals with thick cylinders where the boundary layer 

thickness is much less compared to the body radius. The Blasius profile is used as 

the mean flow. This is a useful exercise since we are thereby isolating the effect of 

curvature on the disturbance alone. The velocity profiles and its derivatives were 

given in figure 2.2. The relative surface curvature is defined as the inverse of the 

body radius and is non-dimensionalised by the momentum thickness, 6: 

So = - . (3.37) 
To 

We first validate our code by comparing the eigenspectrum we compute at 5 = 0 

and n = 0 with the Orr-Sommerfeld solutions of Mack (1976). The comparison 

is given in figure 3.3. The five most unstable discrete modes are calculated here 

to an accuracy of 7 decimal places. It is clear that the comparison with Mack's 

results is excellent. We have compared the results similarly at different Reynolds 

numbers (not shown). A range of surface curvatures, beginning from almost 2D 

surfaces (curvature tending to 0) and extending across the regime of 'thick bodies' 

is considered for the stabiUty analysis. The lowest curvature studied is SQ — 0.001 

and the neutral stability curve is plotted in comparison with an Orr-Sommerfeld 

solution for a zero pressure gradient over a flat plate (figure 3.4). Here the critical 
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Figure 3.3: Comparison of present eigenspectrum with Mack (1976). Re = 385.12 
and Q = 0.1189 when scaled with 6. (In Mack's units, these were RL' = 580 and 
OL- = 0.179). 

Reynolds number (/?„•) based on momentum thickness {9) is found to be 200.3, 

matching perfectly with the standard Orr-Sommerfeld solution. Moreover the dif­

ferences everywhere on the neutral stability curve are seen to be negligibly small. 

The code is thus validated for 5 = 0 and n = 0. No numerical comparisons are 

available for thick cylinders for S j^ 0. 

Figure 3.5 shows the variation of the most dominant eigenvalue with curvature 

at a constant Reynolds number and axial wavenumber a. The first mode is stabi­

lized with increase in transverse curvature. A representative eigenfunction of the 

disturbance velocity for the temporally growing mode is plotted in figures 3.6 to 3.8. 

The figures show only the region upto r = 50, whereas the actual computational 

domain extends up to r = 200. 

Figure 3.9 represents the neutral stability curves in the a — R plane for different 

surface curvatures. As the curvature increases, there is a gradual shift towards 
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Figure 3.4: Comparison of neutral stability curves at 5 = 0.001 with the Orr-
Sommerfeld solution. 
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Figure 3.5: Variation of the most dominant eigenvalue with curvature. The 
Reynolds number and wavenumber are held constant at R = 200 and a = 0.14. 
The flat plate eigenvalue is shown by the square. The curvature ranges from 5o = 0 
to 5*0 = 0.20. 
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Figure 3.6: Amplitude of disturbance velocity in the streamwise direction, for 
the non-axisymmetric mode n = 1. The Reynolds number is 300, a = 0.10 and 
So = 0.05. The sohd and dashed hnes are the real and imaginary parts respectively. 

Figure 3.7: Amplitude of disturbance velocity in the radial direction, for the case 
shown in figure 3.6. 
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Figure 3.8: Amplitude of disturbance velocity in the azimuthal direction, for the 
case shown in figure 3.6. 

higher streamwise wavenumbers. However, the range of unstable wavenumbers 

reduces as the curvature increases. The critical Reynolds number increases with 

curvature, i.e. transverse curvature has a stabilising efltect on the two-dimensional 

mode in the boundary layer over a thick cylinder. The neutral stability curves in 

the uj — R plane are plotted in figure 3.10. The range of unstable frequencies again 

become narrower as the curvature increases. We define the critical wavenumber 

as the wavenumber of the neutral mode at the critical Reynolds number. This 

is found to decrease as the surface curvature increases. The critical firequency 

(similarly defined) also decreases in the same fashion. 

The neutral stability loops (a—i? plane) for the non-axisymmetric mode (n = 1) 

are shown in figure 3.12. As the curvature increases, the critical Reynolds numbers 

increases to a maximum and then decreases. The range of wavenumbers for which 

the flow is unstable also varies with curvature. The critical wavenumber is found to 

decrease with curvature. The lower branch of the neutral curves becomes steeper 
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Figure 3.9: Neutral stability curves {a — R plane) for the axisymmetric mode 
(n = 0) for different surface curvatures. The outer-most curve is for 5o = 0 and 
the inner-most curve is for So — 0.2. The other curves are for S'o =0.02, 0.05, 0.08, 
0.10, 0.12, and 0.15 respectively. 
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Figure 3.10: The neutral stability curves in the u — R plane of figure 3.9. 
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Figure 3.11: Neutral stability curves in the a-R plane for the axisymmetric mode 
(n = 1) for different surface curvatures. 

as the curvature increases and upper branch becomes more flat. In figure 3.11 

neutral stability curves in the u — R plane are plotted. The frequency band for 

which the flow is unstable varies with curvature. The critical frequency decreases 

with curvature. 

In figure 3.13 the neutral stability curves in the a — R plane are plotted for 

the second non-axisymmetric mode n = 2. As the curvature changes, the range 

of wavenumbers for which the flow is unstable becomes narrower. At smaller cur­

vatures the critical Reynolds number increases to a maximum and then decreases. 

However, further increase in curvature again stabilises the flow. When the curva­

ture is 0.10, the critical Reynolds number reaches a minimum. The value of critical 

wavenumber is found to be decreasing with curvature. Figure 3.14 shows neutral 

loops in the LO ~ R plane. 

The variation of phase speed ĉ  and growth rate Ci with curvature are plotted 

in figures 3.15 and 3.16 for a fixed Reynolds number (300) and a (0.10). When the 
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Figure 3.12: Neutral stability curves in the LO — R plane for the axisymmetric mode 
(n = 1) for different surface curvatures. 
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Figure 3.13: Neutral stability curves {a- R plane) for the non-axisymmetric mode 
(n = 2) for different surface curvatures. 
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Figure 3.14: Neutral stability curves (uj — R plane) for the non-axisymmetric mode 
(n = 2) for different surface curvatures. 

Figure 3.15: Variation of the phase speed (c,.) with curvature for different modes 
(n = 0,1, 2, 3). The Reynolds number and wavenumber are held constant &t R = 
300 and ci = 0.10. 
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Figure 3.16: Vaxiation of growth rate (cj) with disturbance wavenumber for the 
case shown in in figure 3.15. 

curvature is small all modes are similar, since 5 ~ 0 and the spanwise wavenumber 

/? = n5 ~ 0. As the curvature increases, the modes begin to behave differently 

from each other. As the value n increases (obliqueness), ĉ  also increases, therefore 

the location of critical layer moves away from the wall. 

To summarise the results, we have plotted the critical Reynolds number in 

figure 3.17 against surface curvature. It is seen that at very small curvatures, 

the dependence of critical Reynolds number on curvature is almost the same for all 

modes. At higher curvatures there is a qualitative difference. For the axisymmetric 

mode, the critical Reynolds number increases monotonically with curvature. When 

the curvature is zero, the critical Reynolds number is about 200 which is consistent 

with fiat plate results. For the first non-axisymmetric mode (n = 1), the critical 

Reynolds number initially increases with curvature, reaches a maximum and then 

starts decreasing. The second axisymmetric mode (n = 2) initially stabilises as the 

curvature increases, and critical Reynolds number reaches a local maximum of 256 
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Figure 3.17: Variation of critical Reynolds number {Rcr) with surface curvature for 
different modes. 

when curvature is 0.033. After this point, the critical Reynolds number decreases 

with the curvature. When the curvature is 0.095, the critical Reynolds number 

reaches a minimum of 205. Beyond this curvature the critical Reynolds number 

increases constantly with curvature. For the third and fourth modes (n = 3 and 

n = 4), the critical Reynolds number increases with curvature. It is found that 

except for n = 1, there exists a critical curvature for all non-axisymmetric modes 

above which the flow is always stable. 

From the above analysis it can be concluded that the modes n = 0 and n > 2 

are highly stabilising by curvature. Beyond a certain curvature, no instability is 

found due to these modes. However, the mode n = 1 behaves differently. 

The stability analysis so far discussed are based on Blasius profile, therefore the 

effect of curvature solely on the disturbance quantities. However, mean flow also 

changes with curvature. As a result, the validity of the stability results obtained 

using Blasius profile as the mean flow, is reduced at higher curvatures. In figure 
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Figure 3.18: Comparison of second derivative (U") of velocity for Blasius profile 
and Navier-Stokes solution. In the y-axis Blasius parameter 77 is shown. 

3.4 the second derivative of velocity is plotted for different surface curvatures SQ. 

It is evident from the figure that results for the thick cylinders are only valid upto 

an ^o of about 0.01. 

The variation of the production and dissipation of disturbance kinetic energy 

across the boundary layer is shown in figure 3.19 to 3.21. The curvature ^o and 

Reynolds number Re are 0.025 and 260 respectively. The wavenumber is chosen to 

be close to the neutral for each mode. i.e. a = 0.116, 0.111 and 0.117 for n = 0,1,2 

modes respectively. The production is maximum near the location of the critical 

layer, where U = c, whereas the dissipation shows maximum near the wall. 

It is to be noted that the production layer of the three modes studied here 

(n = 0,1 and 2) are overlapping. We may guess that this can result in interaction 

among these modes which can lead to earlier non-linearity and transition. 
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Figure 3.19: Distribution of production (Vl/'+) and dissipation {W-) of an axisym-
metric mode. 
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Figure 3.20: Distribution of production (VF+) and dissipation (M^-) of the non-
axisymmetric mode n = l . 
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Figure 3.21: Distribution of production {W+) and dissipation (W^-) of the mode 
n=2. 

3.5 Linear stability results: cylinders of arbitrary ra­

dius 

In this section the stabihty is analysed using the mean flow velocity profile which 

is computed from momentum equations under the boundary layer approximation. 

The Reynolds number is now defined as R = Uro/u, where TQ is the body radius, 

U is the freestream velocity and v is the kinematic viscosity. The velocity profiles 

for different Reynolds numbers are given in figures 2.7 to 2.12. The base flow 

varies slowly with streamwise location, but an assumption of locally parallel flow is 

employed and we seek temporal solutions of the stability equations (3.5 and 3.6). 

The boundary conditions and the solution approach are the same as of section and 

3.3 and 3.1.2. 

Table 3.1 shows a comparison of critical values with Tutty et al. (2002) and 

file:///production
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n 
0 
1 
2 
3 
4 

Tutty et al. (2002) 
JL (̂  •'''C ^ c ^ 

47.0 12439 2.730 0.317 
543.0 1060 0.125 0.552 
91.1 6070 0.775 0.442 
43.4 10102 1.600 0.403 
26.8 13735 2.540 0.398 

XQ 

47 
581 
91.0 
43.0 
27.0 

Present 

rtc Ckc ^r 

12463 2.730 0.318 
1013 0.115 0.552 
6093 0.775 0.421 
10110 1.580 0.410 
13742 2.520 0.401 

Table 3.1: Critical Reynolds number and other parameters for different modes, in 
comparison with Tutty et al. (2002). The streamwise location where instabihty 
first occurs is denoted as Xc- otc and cv are the streamwise wavenumber and phase 
speed corresponding to the critical Reynolds number. 

they are in reasonable agreement. The first non-axisymmetric mode (n = 1) is 

destabilised first with a Reynolds number of 1013, at a streamwise location x — 581. 

The corresponding values of the streamwise wavenumber and wave speed are 0.115 

and 0.552 respectively. The axisymmetric mode is found to be unstable above a 

Reynolds number of 12463. The computed growth rate for this mode is shown in 

figure 3.22. The maximum growth is obtained when a is 3.5. The surface curvature 

6*0 = djr^ is shown in the upper x-axis. All disturbances decay at larger curvatures. 

In particular, small wavelength disturbances decay very fast. The growth rate (cĵ ) 

of disturbance waves for n = 1 is plotted in figure 3.23 for various streamwise 

wavenumbers. The Reynolds number is 1000, where no instability is found. It 

is to be noted that the curvature increases along the streamwise distance. The 

slowest decay is obtained when a. = 0.10. In figure 3.24 the growth rate is plotted 

at a Reynolds number of 2000. The maximum growth is obtained at a streamwise 

wavenumber a = 0.20. All disturbances are found to be decaying out at higher 

curvatures. 

Now we look into the stability characteristics of the second non-axisymmetric 

mode (n = 2). From table 3.1 it is seen that the flow is unstable only if the Reynolds 



68 Chapter 3. 

0.039 0.057 0 0.071 0.082 

' 0 

Figure 3.22: Growth rates of disturbance waves along the cyhnder axis for the 
axisymmetric mode at /? = 15. 000. 

3000 

Figure 3.23: Decay rates of disturbance waves along the cylinder axis for the non-
axisymmetric mode n = 1 at /? = 1000. 
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3000 

Figure 3.24: Growth rate of disturbance waves along streamwise coordinate for the 
non-axisymmetric mode n = 1 at i? = 2000. 

number is higher than 6093. At i? = 5000, therefore, all disturbances are stable 

(see figure 3.25). At a Reynolds number of 10000, only waves within a certain 

range of frequencies become unstable (see figure 3.26). Here too all disturbances 

decay at higher curvatures. 

In figure 3.27 the decay rate of the non-axisymmetric mode n = 3 is presented. 

The first instabihty occurs at i? = 10110, hence all the disturbances considered in 

this case are decaying. At a higher Reynolds number a certain range of frequencies 

grow for a small range of curvatures. 

Neutral stability curves 

A consistent picture that seems to emerge from figures 3.22 to 3.27 is that the flow 

is unstable to a given mode only for a relatively narrow range of wavenumbers and 

curvature. At high curvature, instability is unlikely to occur. This is in accordance 
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Figure 3.25: Decay rate of disturbance waves along the cyUnder surface for the 
non-axisymmetric mode n = 2 at i? = 5000. 
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Figure 3.26: Growth rate of disturbance waves along streamwise coordinate for the 
non-axisymmetric mode n = 2 at i? = 10000. 
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0.031 0.044 ''o 0.049 0.054 0.059 

-0.015 

Figure 3.27: Growth rate of disturbance waves along streamwise coordinate for the 
non-axisymmetric mode n = 3 at R = 10000. 

with our initial guess from the inviscid instability criterion discussed in Section 3.2. 

Rather than estimate the effect of curvature from a few sample frequencies, it 

would be instructive to view the stability boundaries, which is what we do next. 

It is found that all the neutral boundaries form closed loops. The neutral stability 

boundaries of the axisymmetric mode is shown in figure 3.28. The Reynolds number 

(R = Uro/u) determines the first location of instability as well as the closing tail 

of the neutral loop. In figure 3.29, the neutral stability curves for different R are 

plotted for n — 1. The curvature at which instability first occurs is SQ = 0.612. We 

have considered a range of R varying from a few hundreds to 100,000. However, in 

the graph we present only upto Reynolds number = 5,000 for clarity. As the inflow 

Reynolds number increases, the flow becomes unstable at more upstream locations. 

Also the loops close at further downstream locations. The range of unstable a also 

increases with the Reynolds number. In figure 3.30 the neutral curves for the same 
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Figure 3.28: Neutral stability loops for axisymmetric mode along the streamwise 
coordinate at different Reynolds numbers. 
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Figure 3.29: Neutral stability loops for non-axisymmetric mode n = 1 along the 
streamwise coordinate at different Reynolds numbers. 
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a 0.4 

Figure 3.30: Neutral stability loops for non-axisymmetric mode n = 1 as a function 
of surface curvature at different Reynolds numbers. 

data as in figure 3.29 are plotted with surface curvature on the abscissa. Note that 

the surface curvature is a function of streamwise location. It is clear that all linear 

disturbances are damped at higher curvatures. The closing tail of the neutral loops 

becomes thinner at higher curvatures and values of a are very small in this region, 

i.e. only large wavelength disturbances are sustained at higher curvatures. 

In figure 3.31 the neutral stability loops for the n = 2 mode is plotted along the 

axial location. At very high Reynolds numbers, the neutral stability loop becomes 

thinner and extends upto far downstream locations. The neutral curves for the 

non-axisymmetric mode n = 3 are presented in figure 3.32. The axial location is 

much upstream of the location of the first instability in the n = 1 case {x = 581). In 

figure 3.33 the neutral curves are plotted against the curvature. The flow is unstable 

only for very small curvatures. Next we analysed the stability characteristics of 

the non-axisymmetric mode n = 4 (see figure 3.34 and 3.35). Here again the flow 
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Figure 3.31: Neutral stability loops for non-axisymmetric mode n = 2 along the 
streamwise coordinate at different Reynolds numbers. 
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Figure 3.32; Neutral stability loops for non-axisymmetric mode n = 3 along the 
streamwise coordinate at different Reynolds numbers. 
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0.06 

Figure 3.33: Neutral stability loops for non-axisymmetric mode n = 3 as a function 
of surface curvature at different Reynolds numbers. 

is unstable only for very small curvatures. 

3.5.1 Energy balance 

The energy budget of axisymmetric disturbance (n = 0) is shown in figure 3.36 

and 3.37 at two different streamwise locations. The Reynolds number is 20,000 

and a = 0.125. The production shows a maximum near the critical layer, where 

U X Cr and the dissipation is maximum near the wall. There is a local minimum of 

the dissipation near the critical layer, which becomes less pronounced downstream. 

In figures 3.38 and 3.39 the production and dissipation rates are plotted for the 

mode n = 1. The flow conditions are the same as in the previous case. The 

behaviour is similar to the ajcisymmetric mode. The energy balance of mode n = 2 

is plotted in figures 3.40 and 3.41. The flow conditions are same as the previous 

cases. The production is maximum near the critical layer. At streamwise location 
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Figure 3.34: Neutral stability loops for non-axisymmetric mode n = 4 along the 
streamwise coordinate at different Reynolds numbers. 
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Figure 3.35: Neutral stability loops for non-axisymmetric mode n = 4 as a function 
surface curvature at different Reynolds numbers. 
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-0.02 0 0.02 0.04 

Figure 3.36: Production {W+) and dissipation (W^) rate of axisymmetric distur­
bance at a; = 60, i? = 20,000 and a — 0.125. The location of the critical line 
if = Cr is shown by the dashed line. 

X = 60 the dissipation is maximum near the wall. However at a downstream point, 

X = 200, the maximum dissipation occurs near the critical layer. The behaviour of 

the mode n = 3 is similar to the n = 2 mode, as shown in figures 3.42 and 3.43. 

Since the production layers overlap, we again hazard a guess that many modes 

can interact to give earlier non-linearity than in a two-dimensional boundary layer. 

3.6 Summary of linear instability studies 

The axisymmetric boundary layer is inviscidly stable for any curvature, this result 

is intuitively expected. 

Some quahtative differences between axisymmetric and two-dimensional bound­

ary layers have become apparent. Firstly, any two-dimensional boundary layer 

which extends to infinity, will become linearly unstable at some point. This how-



78 Chapter 3. 
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W^, W_ 

Figure 3.37: Production (Wj^) and dissipation {W_) rate of axisymmetric distur­
bance at a: = 200, R = 20,000 and a = 0.125. The location of the critical line 
[/ = Cr is shown by the dashed line. 
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Figure 3.38: Production {W+) and dissipation {W_) rate of non-axisymmetric dis­
turbance (n = 1) at X = 60, R = 20, 000 and a = 0.125. The location of the critical 
line U = Cr is shown by the dashed line. 
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Figure 3.39: Production (VF+) and dissipation (VK_) rate of non-axisymmetric dis­
turbance (n = 1) at X = 200, R = 20,000 and a = 0.125. The location of the 
critical line f/ = ĉ  is shown by the dashed line. 

Figure 3.40: Production {W+) and dissipation (W^) rate of non-axisymmetric dis­
turbance {n = 2) atx = 60, R = 20, 000 and a = 0.125. The location of the critical 
line U = Cr is shown by the dashed line. 
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Figure 3.41: Production (IV+) and dissipation iyVJ) rate of non-axisymmetric dis­
turbance (n = 2) at a; = 200, R = 20,000 and a = 0.125. The location of the 
critical line U = cv is shown by the dashed line. 
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Figure 3.42: Production {W+) and dissipation (W^-) rate of non-axisymmetric dis­
turbance (n = 3) at X = 60, R = 20,000 and a = 0.125. The location of the critical 
line U = Cr is shown by the dashed line. 
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Figure 3.43: Production {W+) and dissipation {W-) rate of non-axisymmetric dis­
turbance (n = 3) at a; = 200, R = 20,000 and a = 0.125. The location of the 
critical line U = Cr is shown by the dashed Hne. 

ever, in not true for our flow. When the Reynolds number based on the body 

radius is below about 1000, the flow is always linearly stable. This would apply to 

long thin wires in low winds. Secondly, even at low curvatures, non-axisymmetric 

modes become dominant, in contrast to two-dimensional boundary layers, where 

Squire's theorem holds. At low curvatures, several non-axisymmetric modes are si­

multaneously unstable, and the production layers of the disturbance kinetic energy 

have a significant overlap. This could indicate earlier nonlinear interactions than 

in two-dimensional boundary layers, but further studies are required to confirm 

this. 

An important feature is that all neutral boundaries close at high curvature. 

Higher non-axisymmetric modes (n > 2) are linearly unstable only for a very small 

range of curvatures. Computations have been made for very large values of n, 

which are not shown, since the trend is the same. It is only the helical (n = 1) 
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Figure 3.44: Critical Reynolds number as a function of curvature for the mode 
n = \. 

mode which is unstable over a significant axial extent of the cylinder. Even this 

mode is never unstable for curvatures above 1, as may be seen in figure 3.44. At 

curvature levels below this, as well as at low Reynolds numbers, the helical mode 

is expected to decide dynamics. Detailed studies are required to tell whether the 

above nonlinear interaction can lead to turbulence, and if so, whether the flow will 

relaminarise at higher curvatures. 

Curvature has an overall stabilising effect, both via the mean flow, as well as 

directly through the stability equations, as studies on the thick cylinder reveal. 



CHAPTER 4 

SECONDARY INSTABILITY ANALYSIS 

The previous chapter was restricted to the hnear stability analysis of axisymmetric 

boundary layers. In this chapter we analyse the secondary instability of axisym­

metric as well as two-dimensional zero and adverse pressure gradient boundary 

layers. A laminar flow in which linear disturbances have grown to a significant am­

plitude may no longer be considered to be steady. As a thumb rule the non-linearity 

becomes detectable when the amplitude of the primary disturbance becomes 1% 

of the mean flow. Typically unstable linear modes lie within a narrow range of 

frequencies. Their growth rates are very slow compared to the frequency of oscil­

lation. We may therefore consider the new flow to be periodic. The new periodic 

flow is now linearly unstable to secondary, typically three-dimensional modes. 

In two-dimensional flows this instability has been documented, for example in 

the transition experiments of Klebanoff et al. (1962) and Kachanov (1994), and 

there are many analytical results (e.g. Bayly et al, 1988; Herbert, 1988). The 

A-structures we have seen are signatures of this secondary instability and are con­

sidered to be a precursor to the breakdown into turbulent spots (Kachanov, 1994). 

The secondary instability occurs at Reynolds numbers close to that of experimen­

tally observed onset of transition. The new stability problem involves a Floquet 

analysis. In Blasius boundary layers for example sub-harmonic disturbances are 

the most dangerous. This result is consistent with the A'̂ -type transition observed 

in the experiments of Kachanov et al. (1977), where the A-structures are staggered. 

83 
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An alternate secondary instability is in a resonant-triad interaction (Craik, 1971), 

where a two-dimensional TS wave interacts with two oblique three-dimensional 

waves, the sum of whose wavenumbers is equal to that of the TS wave. This 

mechanism leads to C—type, breakdown which was described in section 1.1. 

4.1 Governing Equations 

The approach we follow is as in Bayly et al. (1988) and Herbert (1988). The new 

basic flow is periodic and is obtained from the linear stability analysis, described 

in Chapter 3. This basic flow is given by 

Vb^sic = U{r) + ApUp (4.1) 

where U{r) is the solution of Navier-Stokes equation and Up is the primary distur­

bance velocity, given by 

Up — Up{x, r, 6, t)x + Vp{x, r, 9, t)f + Wp{x, r, 9, t)9. (4.2) 

We have introduced a subscript p for the primary (linear) disturbance. Ap is the 

amplitude ratio of the disturbance velocity to the meanflow velocity. The direct 

interaction between primary instability modes is neglected, which means A^ is 

neglected. In other words assuming 1 ^ Ap > As, where A^ is the amplitude of 

the secondary disturbance, we get a linear system of partial differential equations 

whose co-efficients axe periodic functions of t. The total velocity field is given by 

vt'̂ t = Vb^sic + v's = U{r) + ApVp + Vs, (4.3) 
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In normal mode form, 

v's{x,r,0,t) = -(v+{r)exp[i{k+x + m+6 — uj+t)] + c.c 

+V-{r) exp[i{k-X + m^d — uJ-t)] + c.c\ (4.4) 

For the flow under consideration, the growth/decay rates of primary modes are 

small, hence d{Ap)/dt can be neglected during one period of time. As we have seen 

in Chapter 3, Squires theorem does not apply and therefore the primary modes 

must be taken to be three-dimensional. 

Equations for the secondary instability are obtained by substituting 4.3 and 4.4 

into the Navier-Stokes equations, retaining linear terms in the secondary distur­

bances, and deducting the primary stability equations. The streamwise component 

of the velocity u+ and n_ are eliminated using the continuity equation. The final 

equations contain v, w and p. On averaging over x, 6 and t, only the resonant 

modes survive, which are related as follows: 

k+ + k- = a, m+ + m_ = n and (UJ+ + a;_)r = UJ. (4.5) 

4.1.1 Secondary instability equations 

The final stability equations are given by, 
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2r 
( n - ^ m _ ) « . m_ «mi m_ _ ly^ = 0 (4.6) 
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m i + 1 1 ^ ^ , \ i 2zm+ , 

+ —Up - —Wp 

+ 2^ 

+ 20:''' + f + 2(' + r ) " ' ^ 
/ am_\ tWp 

t(;l = 0 (4.8) 

The operator D stands for differentiation with respect to the radial coordinate 

r. The boundary conditions are 

iTs = 0 at r — 1, (4.9a) 

vl —y 0 as r —>• oo, 

and p —> 0 as r —> oo. 

(4.9b) 

(4.9c) 

Equations 4.6, 4.7 and 4.8 and three corresponding equations in vl, w*_ and 

p*_ together with the boundary conditions (equations 4.9) describe an eigenvalue 



4.2 Method of solution 87 

problem for the secondary instability. As in the case of primary instability the sign 

of Cj determines the stability of the flow.The formulation leads to an eigenvalue 

problem with a dispersion relation 

J"(Q, k+, R, n, m+, S, Ap, c+) = 0 (4.10) 

where c+ are the eigenvalues. 

4.2 Method of solution 

The equations 4.6 to 4.8 can be discretised and written in matrix form: 

A Vs+ W,+ Ps+ V,_ W,_ p , _ 

= C+ B Vs+ Ws+ Ps+ K w: Pl- (4.11) 

If the computational domain is covered by a grid of size A'̂ , A and B are 6A'' x 6A'' 

matrices. The numerical solution of the system (4.11) thus gives 6A'' eigenval­

ues. The numerical method is similar to primary stability analysis as described in 

Section 3.3. 

We first validate our code by comparing results for flat plate boundary layer. 

The equations 4.6 to 4.8 reduce to the secondary instability equations of a flat 

plate boundary layer by letting S = 0, m+S —^ /?, m_5 —>• —/? and nS = 0. 

The results for zero pressure gradient boundary layer are compared with those of 

Herbert (1988) and found to be well matching (see figure 4.1). Results including 

the effect of curvature are not available. 
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Figure 4.1: Growth rate of most dangerous secondary mode on a flat plate at 
a Reynolds number {Re) of 402.4. Solid lines: present computations; symbols: 
Herbert (1988). The amplitudes Ap for each curve from the bottom up are 
0.002,0.004,0.006,0.008 and 0.01. 

4.3 Results and discussions 

The results are given in detail below. The main findings are that instability is found 

at higher curvatures than in the linear stability analysis, but there is a maximum 

value for curvature for which instability is sustained. As in the case of a two-

dimensional boundary layer subharmonic modes are dominant here too. It is found 

that secondary modes having opposite obliqueness are the most unstable. To be 

specific, the most unstable secondary modes axe those with a^imuthal wavenumber 

m+ = 2n and m_ = —n, where n is the azimuthal wavenumber of the primary. 

We have computed the growth rates for different primary modes and a range of 

Reynolds numbers and found that this relation holds for all cases. 

The temporal growth rate of secondary modes along the streamwise direction 

at a Reynolds number of 1000 and n == 1 is presented in figure 4.2. The amplitude 



4.3 Results and discussions 89 

0.833 1.196 1.473 1.703 1.905 

0.004 

0.002 

-0.002 

-0.004 

-0.006 
2000 4000 

Figure 4.2: Growth rate of secondary disturbance waves along the cylinder axis for 
the non-axisymmetric mode n = 1 a.t R = 1000 and Ap = 0.02. The azimuthal 
wave numbers of secondary modes are m+ = 2 and m_ = — 1. The most unstable 
primary mode is shown by the dashed line. 

Ap of the primary wave is taken to be 2% of (/oo and the growth rate is computed 

for different primary wave numbers. The flow is found to be unstable to secondary 

modes whereas all the primary modes decay under these conditions. For comparison 

the growth rate of the least stable TS mode (a = 0.125 and n = 1) is shown as 

a dotted hue. At small primary wave numbers the growth rate is found to be 

small but for a wider band of streamwise locations. As the wavenumber increases 

the growth rate also increases and instability is restricted to a narrow streamwise 

region. The maximum growth occurs when a = 0.30, and k+ = k_ = 0.15. 

As discussed earlier the ma:ximum growth occurs when m+ = 2 and m_ = —1. 

Secondary modes also decay at higher curvature, but the extent of curvatures for 

which the instability is sustained is much larger. 

The growth rate of secondary waves at higher Reynolds numbers (=2000 and 
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Figure 4.3: Growth rate of secondary disturbance along the cylinder axis for R 
2000. The other parameters are the same as in figure 4.2. 

5000) where the primary is unstable are shown in figures 4.3 and 4.4. All other 

flow conditions are kept the same as in the previous case. The growth rate of the 

secondary modes is higher. A small local maximum of growth rate is found at low 

X. 

The amplification rate of non-axisymmetric mode n = 2 for Reynolds num­

bers 3000 and 5000 are shown in figures 4.5 and 4.6 respectively. The azimuthal 

wavenumbers are m+ = 4 and m_ = —2 and Ap = 0.02. The majdmum growth rate 

is obtained when a = 1.5. It is to be noted that primary mode is stable for these 

Reynolds numbers (see figure 3.25). Here all the disturbances decay at moderate 

curvatures. The large wavelength disturbances sustain themselves for larger range 

of curvatures compared to small wavelength modes. 

Next we consider the non-axisymmetric mode n = 3. The flow is finearly 

unstable to this mode above a Reynolds number of 10110. As in the case of other 
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Figure 4.4: Growth rate of secondary disturbance along the cylinder axis for R 
5000. The other parameters are the same as in figure 4.2. 
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Figure 4.6: Growth rate of secondary disturbance along the cyhnder axis for R 
5000. The other parameters are the same as in figure 4.5. 

non-axisymmetric modes, the most unstable secondary has azimuthal wavenumbers 

m_,_ = 6 and m_ = —3, and subharmonic modes are dominant. In figure 4.7 the 

growth rates of these modes are plotted. Note that the primary modes decay rapidly 

at this Reynolds number. The growth rate of secondary modes for a Reynolds 

number of 10,000 are presented in figure 4.8. The qualitative picture is the same 

but growth rates are higher. 

Representative eigenfunctions for the secondary modes are shown in figures 4.9 

to 4.13. 
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wave numbers of secondary modes are m+ = 6 and m_ = — 3. 
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Figure 4.11: Radial component u+ of disturbance velocity. The parameters are 
same as the figure 4.9. 

Figure 4.12: Radial component u_ of disturbance velocity. The parameters are 
same as the figure 4.9. 
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Figure 4.13: Azimuthal component w+ of disturbance velocity. The parameters 
are same as the figure 4.9. 

Figure 4.14: Azimuthal component w^ of disturbance velocity. The parameters 
are same as the figure 4.9. 
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4.4 Secondary instability analysis of two-dimensional 

boundary layers 

We compute secondary instability for two-dimensional boundary layers . The 

results are used in chapter 5 for establishing a connection between the pattern of 

breakdown into turbulent spots and the laminar instability. 

We study Falkner-Skan profiles, with the local freestream velocity C/QO = ex*", 

where m is the Falkner-Skan pressure gradient parameter. (The notation m is used 

here since it is standard, it is not connected to the azimuthal wavenumber m+ and 

m_ used in the previous section). At a Reynolds number (based on momentum 

thickness and local freestream velocity) Rg = 600, with Ap taken to be 1% of 

Uoo- The results have been checked to be representative of a wide range of Rg 

and Ap. For all cases presented here, the most unstable secondary mode is the 

sub-harmonic, with a streamwise wavenumber k {= k+ = fe_) = Q/2 . 

In figure 4.15 the growth of secondary modes at a Reynolds number of 600 

in zero and adverse pressure gradient boundary layers are shown. The pressure 

gradient parameter considered here is m = —0.06. As seen from the figure the 

growth of secondary modes in an adverse pressure gradient is much higher compared 

to that of a Blasius boundary layer. The maximum growth occurs when k+ = 0.14. 

for the adverse pressure gradient case, while k+ = 0.085 gives the maximum for 

Blasius boundary layer. 
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Part II 

THE TRANSITION ZONE 





CHAPTER 5 

TRANSITION MODELLING IN BOUNDARY 

LAYERS 

5.1 Introduction 

We begin by recapitulating the transition process. The flow within a typical bound-

ajy layer is laminar close to the leading edge. With increasing streamwise distance, 

a sequence of events takes place until, fax downstream, the boundary layer is fully 

turbulent. Much insight into the process which leads to transition has been gained 

over the past few decades. In incompressible two-dimensional boundary layers, at 

low freestream turbulence levels, the sequence of events from a laminar state to a 

turbulent state occurs through a TS wave mechanism, which is as follows. The first 

instabilities in low disturbance environments axe linear and two-dimensional (see 

Bayly et ai, 1988). When these primary disturbances attain a certain amplitude, 

they axe able to destabilize three-dimensional secondary modes (Hogberg & Hen-

ningson, 1998; Koch et a/., 2000; Malik et al, 1994). Depending on several factors 

such as the amplitude of the primary mode, often either a sub-harmonic or a har­

monic mode is dominant. This gives rise to a pattern of staggered (H-type/N-type, 

for Herbert/Novosibirsk) or aligned (K-type, for Klebanoff) A vortices respectively 

(see e.g. Corke & Mangano, 1989; Herbert, 1988; Kachanov k Levchenko, 1984; 

Kachanov, 1994; Saric et ai, 1984; Zelman k Maslennikova, 1993). More details 

101 
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were given in section 1.1. 

We have conducted Unear and secondary instabiUty analyses in axisymmetric 

boundary layers as described in the previous chapters. The next step in the route to 

turbulence is the transition. Except for Lauchle & Gurney (1984) we were unable 

to find any experiments measuring transition zone parameters in axisymmetric 

boundary layers. However several such experimental results are available for two-

dimensional zero and decelerating boundary layers (see e.g. Gostelow & Blunden, 

1988; Gostelow et ai, 1994, 1995; Narasimha, 1985; Seifert & Wygnanski, 1995; 

Walker & Gostelow, 1990). 

Due to a paucity of data in axisymmetric flows we switch temporarily to two-

dimensional flows. Towards the end of the chapter we return to axisymmetric flow 

and make some predictions. No connection has been made between the laminar 

instability and spot breaJcdown even for two-dimensional flows. Our objective in 

this chapter is to make such a connection. 

The secondary instability, either of TS waves or of streamwise streaks, is a 

precursor to turbulent spot breakdown. The two stages axe separated bya short 

non-linear domain which we jump across. The question we pose is thus: does 

the regular pattern observed in secondary growth of disturbances give rise to any 

regularity in the birth of turbulent spots, contrary to the assumption hitherto that 

spot birth is totally random? To answer this we perform cellular automaton type 

stochastic simulations of spot breakdown (birth) and propagation in the transition 

zone, from which we obtain transition zone intermittencies. 

In this thesis, we consider both low and high disturbance environments. For 

low disturbance levels a secondary instabilty analysis of the TS modes is performed 

and we establish a connection between the patterns made by different alignments of 

A vortices and inferred spot birth distribution. In a high disturbance environment 
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growing three-dimensional disturbances in a laminar boundary layer (via stream-

wise streaks/concentrated patches of vorticity) finally become turbulent spots. The 

stability analysis of boundary layer at a very high free-stream turbulence level has 

been carried out by many researchers (see Brandt et al, 2003; Brandt & Henning-

son, 2002; Matsubara & Alfredsson, 2001). We use their results for the secondary 

instability of streaks to perform the simulations to show again that patterns formed 

by the secondary instability is manifested by spot breakdown. 

Our results indicate that a direct relationship between the birth of spots and 

the secondary waves is evident in strongly decelerating flows and in flat plate 

boundary layer at high free-stream turbulence {q, defined in equation 1.2) levels. 

In the boundary layer over a flat plate at low q, the connection is still likely to 

exist, but is difiicult to observe for reasons discussed below. We therefore contend 

that decelerating boundary layers and/or flat plate boundary layers under high 

freestream turbulence are excellent candidates for exploring, both experimentally 

and numerically, the last nebulous frontiers of our understanding of the transition 

process in boundary layers. 

5.1.1 Effect of pressure gradient 

Adverse pressure gradient boundary layers are usually much more unstable than flat 

plate boundary layers. Corke & Gruber (1989), for example, observed much higher 

amplification rates than in Blasius flow, and a larger maximum amplitude of the 

fundamental mode with a shortened amplitude saturation region. The simulations 

of Liu & Maslowe (1999) reveal sub-harmonic three-dimensional waves to be the 

most dangerous in adverse pressure gradients. Here too, amplification rates are 

found to be much higher than in Blasius flow. Consequently, transition sets in 
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at a much lower Reynolds number in decelerating boundary layers. Secondly, the 

transition zone is much shorter (Gostelow et ai, 1994). However, the shape and 

downstream growth of turbulent spots is experimentally observed to be similar 

in all pressure gradients: a turbulent spot maintains an arrowhead shape when 

viewed from above, and remains self-similar as it grows (Narasimha, 1985; Seifert 

&: Wygnanski, 1995). On a flat plate, the velocity of the leading and trailing edges 

of a spot are Uh ~ 0.9Uoo and Ur ~ O.dUoo respectively (see Narasimha, 1985), 

where Uoo is the freestream velocity at the transition onset (xt) and the subscripts 

h and r stand for 'head' and 'rear' respectively. A schematic diagram of spot growth 

in a flat plate boundary layer is given in figure 1.4. In adverse pressure gradients, 

e.g., when the pressure gradient parameter m « —0.06, the experiments of van 

Rest et al. (1994), give Uh ~ 0.9[/oo and Ur ~ OAUoo- The angle (C) subtended by 

the spot projected onto its location of birth is about 10° in zero pressure gradients, 

while in a strongly decelerating Row, Gostelow et al. (1994) found that it could be 

as high as 24°. 

5.2 T h e trainsition zone 

It is relatively straightforward to measure average transition zone quantities such 

as the intermittency, the burst rate and the persistence time distribution of lam­

inar or turbulent flow as functions of the streamwise distance. The intermittency 

parameter is described in section 1.2. The burst rate B is here deflned as the mean 

number of switches from laminar to turbulent flow per unit time at a given location, 

and the persistence time W of laminar flow is the duration of time for which the 

flow remains continuously laminar at a given location. The transitional intermit­

tency has been measured in many experiments, but there axe no data available for 
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the other measures, as far as we know. The burst rate may be expected to have a 

maximum somewhere in the middle of the transition zone. For a Poisson process, 

it is related to the local intermittency by 

B ( x ( l - 7 ) ( - l n ( l - 7 ) ) 
1/2 (5.1) 

The probability density function of persistence time W of laminar flow for a Poisson 

process can be written in the form 

p(H^ + l ) o c ( l - 7 ) ' ^ ( - l n ( l - 7 ) ) . (5.2) 

5.2.1 Qualitative difference in pressure gradient boundary layer 

We present here the observed qualitative difference in the behaviour of the tran­

sition zone in zero and adverse pressure gradients. (Favourable pressure gradient 

flows behave differently too, see Katz et al. (1990), but are not considered here). 
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Figure 5.1: Growth of the intermittency parameter F in flat plate flow. Symbols: 
experiment Dhawan & Narasimha (1958). 
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Figure 5.2: Adverse pressure gradient, m = —0.05. Symbols: experiment Gostelow 
& Blunden (1988); lines: best fit for data, depict observed sub-transition. L is the 
distajice from Xt at which •y = 99%. 

The intermittency paxameter F was defined in equation 1.4. While F in a large 

number of experiments in Blasius fiow varies almost perfectly linearly with x (see 

figure 5.1), its variation in decelerating flows is different ( figure 5.2). In the latter 

case the variation of F is slow in the initial region, followed by a distinctly rapid 

attainment of full turbulence. Narasimha (1984) modelled the observed variation 

as two straight lines, as shown in figure 5.2, and termed the change in slope a "sub-

transition" . There is no satisfactory explanation for this sub-transition in adverse 

pressure gradients. 

Differences in intermittency behaviour in adverse pressure gradient boundary 

layers can be brought about either by downstream variation of the spot propagation 

parameter, a, or by changes (deviations from a Poisson distribution) in the nature 

of spot breakdown. Since the geometrical quantities remain fairly constant at a 

given pressure gradient [see Dey & Narasimha (1988); Seifert k Wygnanski (1995)], 
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a is independent of x. A change in a can therefore only alter the length of the 

transition zone, not the intermittency behaviour. (In flows where m varies strongly 

downstream, a is likely to vary downstream. The simulations presented here can be 

suitably modified for such flows if experimental measurements of a become avail­

able.) We therefore ask what will change F{x) qualitatively. Walker & Gostelow 

(1990) argued that the reason the transition zone in an adverse pressure gradient 

is very short could be due to more frequent breakdown: once in every cycle of the 

basic Tollmien-Schlichting wave. We develop this idea here, and relate a periodic 

breakdown, not only to the length of the transition zone, but to the qualitative 

behaviour within the transition zone. Since the actual precursors to transition are 

the secondary (three-dimensional) modes, it is likely that the breakdown pattern 

is dictated by these modes rather than the Tollmien-Schlichting waves, as they had 

suggested. We show evidence here for a direct relation between the pattern made 

by the secondary waves and the birth of spots. We also propose an explanation for 

the experimentally observed phenomenon of sub-transition within the transition 

zone, based on the pattern of spot-merger that can be expected from instability. 

The merger scenario turns out to be similar to that proposed for axisymmetric 

boundary layers (Govindarajan &; Narasimha, 2000; Narasimha, 1984). 

5.3 The stochastic model and simulations 

Stochastic simulations of the transition zone (using a cellular automaton-like ap­

proach) are performed. The simulations employ the hypothesis of concentrated 

breakdown and observed properties of spot growth and convection. We specify two 

different scenarios for spot breakdown. The first is a random breakdown, as used in 

the literature [see e.g. Narasimha (1985)], where spots appear in accordance with 
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a Poisson distribution, with no relation to instabiUty. The second is regular break­

down, where most spots are born equally spaced in the spanwise coordinate and 

staggered in time; in the pattern decreed by the most unstable secondary mode. 

The former describes well the intermittency in mild or zero pressure gradient at low 

external disturbance. Our stochastic simulations using the latter predict extremely 

well the observed intermittency behaviour in high disturbance environments, as well 

as in decelerating boundary layers. 

The transition zone (as viewed from above) is discretised into a rectangular grid 

in the streamwise (x) and spanwise (z) coordinates, a schematic is shown in Fig. 

5.3. Each site is represented by an integer x{^yZ,T), which is assigned a value 

0 if the flow there is laminar and 1 if it is turbulent. (Upper case variables are 

used here to represent discretised quantities.) All spots are born at X = 1, which 

corresponds to the location xt of transition onset. Each spot is approximated to 

be triangular, but the precise shape is immaterial to our results. Several simu­

lations have been performed using much blunter and sharper spot shapes. The 

intermittency behaviour is not very sensitive to the shape, unless the spot is very 

close to rectangular. As detailed experimental information on spot propagation 

and shape, especially in adverse pressure gradients, becomes available, these could 

be incorporated into the simulations. During each time interval AT, the head of 

a spot moves forward by two grid locations, while its rear moves by one location. 

This is a discrete approximation of observed forward velocities in any pressure gra­

dient, see Section 1.2. Simultaneously, the spot spreads laterally on each side by 

one spanwise grid location. The aspect ratio AZ/AX of the grid thus corresponds 

to the tangent of the half-angle C of lateral spot propagation. Simulations with 

more complicated longitudinal spot propagation rules have been conducted with 
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little difference to the results. The simulations are performed over long times (af­

ter achieving a statistical steady state) by prescribing a particular rule for spot 

generation with a given mean generation rate n per unit spanwise length per unit 

time at Xt- In the cases presented, the number of sites Lx and Lz in the streamwise 

and spanwise directions respectively are taken to be Lx = 200 and L^ — 400. Spot 

statistics are obtained by averaging over 5 million time steps after the first 50,000, 

which is sufficient time for the simulations to reach a statistically steady state. At 

each end of the span 50 sites are ignored in the averaging procedure to avoid edge 

effects. Alternatively, periodic boundary conditions may be apphed in the spanwise 

direction, but we found no difference in the intermittency if L^ is high enough. The 

intermittency at a given streamwise location is obtained by averaging x over the 

span and time. 

With random spot generation, i.e., with spots appearing in accordance with a 

Poisson distribution in time and a uniform distribution in z, the simulations (as 

they should) bear out equation (1.4) and the variation of parameter F is Hnear as 

shown in Fig. 5.1. 

We next prescribe a spot breakdown which is periodic in the spanwise direction 

and staggered in time. The term "staggering" is used here to represent obliqueness, 

and not the pattern observed in sub-harmonic breakdown. The staggering is related 

to ratio of wave numbers {a/j3), as follows. During the first time interval, one spot 

is generated every N^ sites at ^ = 1, and Z = kN^ + i, A; = 0,1,2--- L^jN^-, where 

i is an integer between 1 and Â .̂ After Nt time steps, in the case of harmonic 

secondary waves, the spots form at spanwise locations which are staggered by one 

grid location with respect to the earlier. Hence for a harmonic arrangement of spot 

precursors, Z = kN^ + j , where j = i + 1. In the case of sub-harmonic breakdown 

of secondary waves, which is more commonly observed in boundary layers, the 
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Figure 5.5: Variation of intermittency parameter in harmonic breakdown for N^ = 
49 and Nt = 10. Symbols: regular breakdown, solid line: random breakdown. The 
mean spot generation rate is N = 0.01 in both cases. The dashed Une shows the 
best linear fit for the downstream part of F. 

corresponding breaJcdown locations are Z = (k + l/2)N^ + j . The spot formation 

rate is now given by n = L^/(N^AZNtAT). This prescription corresponds to spots 

forming at the crests of an oblique wave of spanwise and streamwise wavenumbers 

/? = 
2ir 

NMZ 
and 

2-K 
a = NfATv 

(5.3) 

respectively, where v is the streamwise velocity of the wave crest. The phase of 

the oblique wave is randomised with a small probability (1%), and a small fraction 

(5%) of the spots are generated randomly. 

In Fig. 5.5 and 5.6 it is demonstrated that intermittency behaviour is sensi­

tive to the ratio of spanwise to streamwise wavenumbers; this fact will be used to 

strengthen the connection we make between instability and its signature in macro­

scopic parameter measurements in the transition zone. It is immediately evident 
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Figure 5.6: Variation of intermittency parameter for Â^ = 10 and Â^ = 49. Sym­
bols: regular breakdown. All other parameters axe same as in figure 5.5. 

that the intermittency behaviour with a dominant regular component in the break­

down is very different from that in random breakdown. In figure 5.5 the slope in 

the later portion of the transition zone is seen to be much higher than in the early 

part. In this case, a relatively sharp "sub-transition" could be imagined between 

A' = 13 and X ~ 16. The reader is cautioned however, that this sharpness in the 

change is an artefact of the birth location of all spots having been fixed at the 

same location AT = 1. In reality, spots will form in a narrow neighborhood around 

X = 1. This, and any increase in randomness, will affect the merger scenario dis­

cussed below, and a more smooth slope change will result. This simulation is made 

for demonstration of the merger scenario we propose. The slope change observed 

here is just downstream of the location (AT — 11) at which the heads of a set of 

spots formed at a time T just touch the rears of the spots formed at T - ATjAT. 

In the simulations of Fig. 5.6, all parameters have been kept the same, except 

that the values of N:, and Nt have been switched. In this case the spots touch each 



114 Chapter 5. 

other laterally first (at X = Q) downstream of which a sharp sub-transition is again 

evident. At low F, i.e., upstream of spot merger, the intermittency behaviour in 

each case is exactly the same as that when spots form randomly (with the same 

breakdown rate). This is not surprising, given that the spots are too small to "see" 

each other. At higher intermittencies, quite surprisingly, for the same mean break-

doAvn rate and identical spot growth, the length of the transition zone is seen to 

be very different, which tells us that spot-merger plays a large role in transition. 

A purely lateral merger as in Fig. 5.6 results in a much higher degree of overlap 

(on both sides), and consequently, less of the region is occupied by spots. This 

of course means that transition to turbulence will proceed much more slowly. A 

purely longitudinal overlap (Fig. 5.5) on the other hand, results in far less spot 

overlap, meaning more occupancy by spots, and a shortened transition zone. The 

latter scenario is closer to observations in adverse pressure gradients. This imme­

diately begs the question: which kind of merger would be consistent with growing 

instability modes? As we shall see, a study of secondary instability patterns, both 

in adverse pressure gradient and in zero pressure gradient with bypass transition, 

tells us that the pattern corresponds very well with what we have in figure 5.5. 

The ratio of wavenumbers in zero pressure gradients at low free stream turbulence 

levels, on the other hand, does not give a clear answer. 

Environmental disturbances play a large role in the transition process. In this 

work we have not considered these directly, except in the adhoc introduction of 

a randomisation of phase: cellular automaton type simulations afford us this and 

other luxuries, enabling us to isolate the effect of various parameters. 
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5.4 The connection between secondary instability and 

trcinsitionaJ intermittency 

As mentioned earlier, the pattern of the breakdown, i.e., the periodicity in z and 

time and the staggering to be prescribed in the stochastic simulations axe obtained 

from secondary stability analysis. The streamwise and spanwise wavenumbers for 

which the secondary wave grows fastest are found by the approach described in 

Chapter 4. For example, for an adverse pressure gradient flow of Falkner-Skan 

parameter m — —0.06, the maximum growth rate Wj of the secondary instability 

wave is 0.067, and occurs when the wavenumbers A; and ^ are 0.165 and 0.215 

respectively. The corresponding phâ se speed is 0.524t/oo- Using the fact that 

the rear of a spot travels at approximately half the freestream velocity, we have 

tan C = 2AZ/f/ooAT. The spot propagation angle is taken as « 20° [Gostelow et al. 

(1995)], and from equation (5.3) we may estimate the breakdown ratio N^/Nt to 

be ~ 4.9. The analysis is done at a Reynolds number RQ of 220 to be consistent 

with experimental transition onset [Gostelow h Blunden (1988)]. Incidentally, the 

breakdown ratio is practically independent of Reynolds number, it changes only by 

2% for a 50% change in Reynolds at this pressure gradient. 

Figure 5.7 shows the intermittency variation obtained from the stochastic sim­

ulations, with the ratio N^/Nt taken to be 4.9 {N^ — 49 and Nt = 10). A harmonic 

pattern of A vortices is assumed in this simulation. The streamwise distance rj 

here is scaled in such a way that the locations of 7 = 25% and 7 = 75% match 

with those of the experiment. The results axe in good agreement with experiments 

at m = —0.06. In particular, the experimentally observed change in slope of the 

intermittency parameter F(x) is followed well by the simulations. Simulations with 

other combinations of Â^ and Nt which maintain the ratio, e.g., 98 and 20, change 
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Figure 5.7: Variation of the intermittency in an adverse pressure gradient flow, 
m = —0.06. Solid line: stochastic simulations, with N^, = 49, Nt = 10, in accor­
dance with the wavelengths of the dominant secondary mode; symbols: experiments 
(Gostelow & Blunden, 1988). 

Figure 5.8: Variation of the parameter F for the data shown in figure 5.7. The 
dashed lines are the best fit of the observed F, as proposed in the sub-transition 
model of Narasimha (1985). 
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Figure 5.9: Variation of the intermittency in an adverse pressure gradient of 
m — —0.04. Solid line: stochastic simulations with N^ = 39, Nt = 12, from in 
accordance with the wavelengths of the dominant secondary mode; symbols: ex­
periments (Gostelow et al, 1994). 

the effective size of the grid, and give results very close to this one, as expected. 

In figure 5.8 we also indicate by two straight lines what would be the best-fit if 

the sudden change in slope of parameter F proposed by Narasimha (1985) were 

to be valid. In figure 5.9 and 5.10 we consider a slightly less adverse pressure 

gradient, m = —0.04 The ratio N^/Nt obtained from the stability analysis is 3.23 

and in the stochastic simulations we use A''̂  = 39 and Nt = 12. Prom these and 

other comparisons (not shown), we may conclude that a spot breakdown pattern 

as prescribed by the secondary instability gives rise to intermittency behaviour in 

qualitative agreement with experiments. 

When the freestream turbulence level q is high, breakdown is triggered by a 

bypass mechanism. Intermittency data for such a situation for a flat plate boundary 

layer at g = 0.015 are available in Matsubara & Alfredsson (2001), for which the 

ratio Nz/Nt is estimated from Andersson et al. (2001) to be about 5. Figure 
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2S T ' r 

0.9817 

0.8946 

0.6321 

0.2212 

Figure 5.10: Variation of the parameter F for the data shown in Figure 5.9. 
(Gostelow et al, 1994). 

5.11 shows that simulations with this ratio compare very well with experimental 

measurements. 

It may be noticed that there is some small discrepancy at the beginning and 

the end of the transition zone, where it is known that experimental data may be 

inaccurate: errors could arise unless the data is collected over extremely long times. 

Secondly, a short laminar patch within a turbulent signal (at 7 close to 1) is often 

difficult to distinguish experimentally, as tiny patches of turbulence (at 7 close 

to 0) can be difficult to distinguish from noise. It is also to be remembered that 

the hypothesis of concentrated breakdown is an idealisation: most spots in reality 

would be forming within a narrow streamwise strip around x = Xt, rather than at 

one pajticular location. 
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Figure 5.11: Transition through a bypass mechanism, streak breakdown. Symbols: 
experiment Matsubara & Alfredsson (2001); line: regular breakdown, N^jNt = 5. 

5.4.1 Why there is no apparent connection in zero pressure gra­

dient. 

We now have seen that in adverse pressure gradient boundary layer as well as in 

high disturbance environments the intermittency variation is consistent with the 

pattern of instability waves while the results at low q and m = 0 seem to fit very 

well with completely random spot birth. If secondary instabilities play a role in 

spot birth, why then does random spot-birth explain observations so well here? The 

answer is two-fold: (i) The spanwise/streamwise wavelength ratio of the dominant 

secondary mode is such that the slope change to be expected is small in this case 

(as discussed with figure 5.12 and 5.13). (ii) the spot breakdown is not expected 

to be as regular as in adverse pressure gradients, as discussed below. 

The ratio of wavelengths of the dominant modes is shown as a function of 

the pressure gradient in figure 5.12. The ratio decreases with decreasing pressure 
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Figure 5.12: The variation of the breakdown ratio (N^/Nt) as determined by the 
most unstable secondary instabiUty with adverse pressure gradient (m). 

gradient, and N^/Nt is about 2.3 for a Blasius boundary layer (since now k = 0.085, 

P = 0.146 and v = 0.353 for the most dangerous mode). We would first like to 

see how the intermittency would vary if the breakdown were to be predominantly 

regular. The results of such a simulation are shown in figure 5.13: a linear F is 

seen upto about 7 = 0.75, while at high values of intermittency, the slope increases. 

From the discussion on Fig. 5.5 and 5.6, we may expect that spot mergers are 

now a combination of lateral and longitudinal, with longitudinal being marginally 

dominant. The weakened dominance takes a greater streamwise distance to be 

displayed in the intermittency slope. 

Secondly the actual breakdown in Blasius flow is likely to comprise a much 

higher random component than this simulation assumes. There are various rea­

sons to expect this. In Blasius flow, wave packets may be expected to undergo a 

significant amplitude modulation, which would result in different waves reaching 

the critical amplitude at different streamwise stations. This means that spot birth 

could be smeared out over a streamwise distance. In the case of decelerating flow, 
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Pressure gradient (m) 
0 
0 

-0.06 
-0.06 

Reynolds number 
200 
600 
200 
600 

phase speed 
0.412 
0.353 
0.492 
0.510 

group velocity 
0.295 
0.188 
0.655 
0.666 

Table 5.1: Typical phase and group velocities in Blasius and decelerating boundary 
layers. 

the group velocities of the waves are much larger, as seen in table 5.1, and the am­

plitude modulation would therefore take place over a much shorter length. Another 

reason is that secondary waves in an adverse pressure gradient are amplified much 

faster than on a flat plate. This is demonstrated in Figure 5.14. The amplification 

of the secondary mode is computed by making a quasi-static assumption about 

the primary wave. Since the primary wave is slowly growing, we assume that the 

secondary mode at a given time can be computed by taking the primary wave to be 

of constant amplitude, this is a temporal analog of the "parallel-flow" assumption 

often employed in spatially-developing flow. It is to be noted that the growth of the 

secondary mode can be faster than exponential, since uJi is directly related to Ap. 

As expected, secondary instabilities grow much faster in a decelerating flow than 

over a flat plate. Therefore within a very short time span most of the waves achieve 

the threshold required for breaking down into spots. In the zero pressure gradi­

ent case the attainment of the required threshold is much slower, oflFering greater 

opportunity for stochastic effects. 

In addition, the wavelength ratio of the dominant mode varies significantly 

with primary disturbance amplitude in flat-plate flow (see Zelman & Maslennikova, 

1993). This, however, is not the case in strongly decelerating flow, as seen in table 
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- 0.O21 

- 0.2212 

Figure 5.13: Variation of intermittency parameter F in the boundary layer over 
a flat plate. Solid line: stochastic simulations with Â^ = 32, Â^ = 13 as dictated 
by secondary instability; dots axe the experimentaJ data in zero pressure gradient 
boundary layers from Dhawan & Narasimha (1958). 

150 200 
time 

350 

Figure 5.14: The variation of amplitude of secondary distiurbance wave with time 
in adverse (m = —0.06, a = 0.185 and /? = 0.12, sohd Hue) and zero (a = 0.13 and 
P = 0.805, dashed line) pressure gradient boundary layers. 
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Ap 

0.01 
0.005 
0.01 
0.005 

R 
200 
200 
600 
600 

KI0 
m = 0.00 

0.77 
0.91 
0.65 
0.81 

m = -0.06 
0.75 
0.70 
0.70 
0.75 

Table 5.2: Effect of the primaxy disturbance ampHtude on the obhqueness of the 
most dangerous mode. 

5.2. Hence, if the primary disturbance contains a range of amphtudes, the Blasius 

boundary layer would show a more random birth, with the corresponding constant 

slope in the intermittency parameter. 

5.5 Measures to infer the breakdown scenario 

The space-time distribution of spot birth in a natural transition boundary layer is 

difficult to measure directly. We may however infer the nature of the breakdown 

in quite a straightforward manner by measuring transition zone quantities as a 

function of the streamwise distance, and comparing with stochastic simulations. 

An example of this is of course the transitional intermittency, which has been 

discussed in detail. As discussed in Chapter 1, the spot birth scenario can be 

reconstructed with the help of several other easily measureable quantities, such as 

the burst rate and the persistence time distribution of laminar flow. 

The present simulations with a random breakdown prescribed give rise to burst 

rates which agree well with the relationship given by equation 5.1, as seen in Figure 

5.15. Any deviation from this behaviour is a sign that spot breakdown is not 

random. When the breakdown is mostly regular, it is clear that the burst rate 

distribution is more "peaky" and symmetric with respect to 7 = 0.5 than when 
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BO.4 

Figure 5.15: Variation of the burst rate with the intermittency 7 for different 
scenarios of spot breakdown. Symbols: Random breakdown according to Poisson 
distribution, SoUd hne: equation 5.1, Dashed hne: regular breakdown. 

the breakdown is random. The burst rate variation with intermittency is the same 

for sub-harmonic and harmonic type breakdowns. We suggest here that there is a 

need for experimental measurements of this quantity, especially in adverse pressure 

gradient boundary layers, which will help us quantify the breakdown scenario. 

The probability density function of the persistence time Wt, defined here as the 

extent of time that the flow continuously remains laminar is plotted in figure 5.16. 

The data is obtained by running the simulation over 20 million time steps (after 

reaching stationary state), monitoring a particular streamwise location in the mid­

dle of the span (in this case X = 15, Â^ = 40, Nt = 10) and collecting the statistics 

of lengths of strings of zeroes between two 1 's. In the case of random breakdown, 

the pdf of the persistence time decays exponentially with persistence time, whereas 
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Figure 5.16: Probability density function (pdf) of 'persistence time Wt'. 

in the case of regular breakdown, an overall decay is significantly modulated by 

ups and downs. The persistence times of laminar flow are significantly shorter 

for sub-harmonic breakdown than for harmonic as is to be expected. We present 

here only the basic idea. Further theoretical and experimental efforts are called for 

before the connection between instability and the transition region is completely 

understood. 

5 6 Effect of concentrated breakdown 

Narasimha (1957) proposed the hypothesis of concentrated breakdown in which all 

spots form within a narrow spanwise belt axound the location of transition onset, 

i.e., within Xt±€, where e « x. While the intermittency behaviour resulting from 

the hypothesis and the assumption of a random breakdown matches experiment 

very well in constant-pressure low-disturbance environments, its validity has been 
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a matter for debate, see e.g. Johnson & Fasihfar (1994). Since a particular dis­

turbance ampUtude is achieved at a particular Reynolds number, it is plausible at 

least that upstream of a given x location, no spots will form. A large number of 

spots are likely to form in the vicinity of Xt, but given that instability modes which 

are not dominant could continue to grow in the transition zone, a small number 

could be born at any location downstream. We conduct simulations to estimate 

how much the intermittency and other parameters depend on maldng this hypoth­

esis. We do this by allowing an increasing fraction of the spots to form with equal 

probability anywhere downstream of Xf. A random breakdown is prescribed. Our 

conclusion is that even in the unhkely event of a large fraction of spots being born 

downstream, the intermittency is dominated by spots forming at Xt, since at any 

given cc, these spots are much larger than those born more recently. 

The intermittency distributions for the extreme cases tried are shown in figure 

5.17. It is seen that even when 80% spots form downstream of the onset location, 

the variation of F is still practically linear. However when all the spots axe born 

downstream of Xt, as modelled by Emmons (1951), there is a noticeable departiure 

from linearity. In an instability-driven transition, this last situation is highly likely, 

as discussed above. It may be noticed that the intermittency behaviour in the case 

of Emmons breakdown (spots born with equal probability anywhere in the domain) 

does not appear very different qualitatively from a regular breakdown (all spots 

forming at Xt, but according to a prescribed pattern), and would thus be difficult to 

distinguish in an experiment. However, an experiment which measures persistence 

times can distinguish very simply between them, as is evident from figure 5.18. In 

an Emmons breakdown, the persistence time distribution decays exponentially, but 

with a smaller slope than for the concentrated breakdown, as expected. 
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Figure 5.17; Effect of the hypotheis of concentrated breakdown on the intermit-
tency distribution. Solid line: spots are allowed to form only at Xt- Dashed line: 
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Figure 5.18: Effect of concentrated breakdown on persistence time distribution. 
The persistence time is computed at the location where intermittency 7 = 0.1. 
The curve marked R2 is according to the hypothesis of concentrated breakdown, 
Rl is for random breakdown anywhere downstream of Xt (Emmons, 1951), PI rep­
resents periodic breakdown (sub-harmonic), the pattern is obtained from secondary 
instability. 
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Figure 5.19: Effect of the calmed region behind a spot on the intermittency for a 
random breakdown scenario. CO is for simulations without a calmed region. In the 
scenario CI each spot is followed by a calmed region. The x-axis is scaled with 

3^7=0.99-

5.7 Effect of calmed region 

The calmed region behind a spot has received attention in recent years. It has 

been noticed that immediately behind a turbulent spot, the flow is highly stable 

and the probability of breakdown is negligible. Not much is understood yet about 

why the patch of turbulence is followed by an extra calm region. It has however 

been noticed that the velocity profile in this region is fuller (see e.g. van Hest 

et a/., 1994; Schulte & Hodson, 1998; Seifert & Hodson, 1999; Walker & Gostelow, 

1990). Therefore instabiUty and formation of turbulent spot is very unlikely in this 

region. Incidently this is one of the justifications given in favour of the hypothesis 

of concentrated breakdown. Ramesh & Hodson (1999) proposed a new model for 

intermittency in flat plate boundary layers, where calming effect was modelled by 

a modified spot propagation parameter. 

We have conducted simulations to account for the effect of the calmed region 
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Figure 5.20: The intermittency parameter F for the results shown in figure 5.19. 

traiUng behind the spots. In the simulation the formation of spot is prevented from 

a prescribed region, upstream of the tail of a spot. The intermittency variation 

is given in the figure 5.19. The parameter F is plotted in figure 5.19 and the 

difference is quite visible. The burst rate in the boundary layer is given in figure 

5.21. The peak of the burst rate is shifted marginally towards the downstream 

direction, making the distribution more symmetric. It is seen that the calming 

effect does not change the burst rate in a random breakdown. 

5.8 Axisymmetr ic Boundary Layers 

Transition to turbulence in boundary layers forming around axisymmetric bodies is 

poorly .understood in spite of wide application in the motion of submarines, fishes 

etc. When the transverse curvature is significant, transition can proceed quite 

differently from a two-dimensional boundary layer (Govindarajan k Narasimha, 

2000). When the typical patch of turbulence, consisting either of a single spot 
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Bo.4-

Figure 5.21: Burst rate plotted against intermittency. CO is without considering 
the effect of the calmed region. In the scenario Cl each spot is followed by a calmed 
tail. The maxima are scaled arbitrarily. 

or a group of spots which have merged laterally, attains a width of the order of 

the diameter of the cylinder, it wraps itself around the body. Downstream of the 

location of wrap, further lateral growth is not possible. The turbulent patch then 

resembles a sleeve (Narasimha, 1985; Rao, 1974) displaying only a one-dimensional 

growth in the streamwise direction. 

We have carried out stochastic simulations of the birth, downstream propa­

gation and growth of turbulent spots in the transition zone of an axisymmetric 

boundary layer. The downstream variation of the intermittency parameter F is 

shown in figure 5.22. The quantity c is the circumference of the body. In the ini­

tial region, transition proceeds exactly as it would in two-dimensional flow. This 

is because spots are too small to "see" the body. When spots wrap themselves 

around the cyhnder, a qualitative change is observed, as is expected from the dis­

cussion above, and transition proceeds much more slowly after this. The burst 

rate B shown in figure 5.23 is another indication of the differences in the transition 
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Figure 5.22: The intermittency factor F Vs. X, for different circumferences of the 
cylinder. The straight Une is the result of two-dimensional simulations with the 
same spot birth rate. 

process. Again there is a qualitative difference downstream of the "wrapping loca­

tion". Experiments on axisymmetric bodies are called for which can check these 

predictions. 

B 

Figure 5.23: The burst rate in the transition zone of the boundary layer around a 
cylinder. 





CHAPTER 6 

CONCLUSIONS 

6.1 Summary of Results 

Instability and the process of transition in axisymmetric laminar boundary layers 

are found to be different from two-dimensional boundary layers, since transverse 

curvature has an effect on both. The main findings on instability are as follows. 

In an extension to Rayleigh's and Fj(j!)rtoft's theorem to axisymmetric boundary 

layers, the boundary layer past a cylinder is shown to be inviscidly stable. Above 

a certain level of curvature, the flow is linearly stable at all Reynolds numbers. 

Squire's theorem does not apply and the helical mode is unstable at the lowest 

Reynolds number. 

At low curvatures, several nonaxisymmetric modes are simultaneously unsta­

ble, and the production layers of the disturbance kinetic energy have a significant 

overlap. Higher non-axisymmetric modes (n > 2) are linearly unstable only for 

a very small range of curvatures. The helical (n = 1) mode is unstable over a 

significant axial extent of the cylinder, but is never unstable for curvatures above 

1. Curvature has an overall stabilising effect, both via the mean flow, as well as 

directly through the stability equations. 

The secondary instability analysis of the flow containing linear modes of a cer­

tain amplitude is carried out. It is found that secondary modes are unstable at 

larger curvatures than linear modes. However there is again a maximum curvature, 

133 
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where 6 ^ 2ro, above which all disturbances decay. It is found that the most un­

stable secondary modes are always those whose azimuthal wavenumbers are related 

to that of the primary mode by m+ = 2n and m_ = —n. As in two-dimensional 

boundary layers the subharmonic (in terms of axial wavenumber) modes are least 

stable. 

For the transition zone we have focussed mainly on two-dimensional boundary 

layers. This is because the connection between instability and the transition is not 

understood even for this case. Secondly experimental results are availbale only 

for this case. Stochastic simulations, inspired by a cellular-automaton approach, 

of turbulent spot generation and propagation in transitional boundary layers have 

been conducted, employing the hypothesis of concentrated breakdown and the ob­

servation that spot growth is self-similar. 

The primary objective is to make a connection between secondary instablity 

and the onset of transition. It is shown that experimental measurements of inter-

mittency in high disturbance environments as well as in adverse pressure gradients 

are consistent with a primarily regular pattern in the birth of turbulent spots, 

rather than randomly distributed spot birth as hitherto assumed. The pattern 

is as disctated by the secondary instability. At zero pressure gradient, when the 

disturbance is low, the intermittency is consistent with random spot birth, reasons 

are discussed. 

The simulations are used to validate the hypothesis of concentrated breakdown 

as well as to investigate the effect of the calmed region behind a turbulent spot. 

Further predictions are made which may be experimentally verified. Simulations 

on axisymmetric boundary layers show that the presence of curvature results in 

a longer transition zone. i.e. a slower attainment of fully turbulent flow. In 

conjunction with experimental measurements, the approach c£in serve as a useful 
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new tool to study transition zone behaviour. 

6.2 Suggestions for future work 

The balance of distrubance kinetic energy shows that the production layers of 

various linear modes overlap over a significant radial extent. This could imply that 

nonlinearities have a chance to grow much earlier in the transition process than in 

the case of two-dimensional boundary layers. An extension of the present study 

into the non-hneax regime is required to tell whether nonlinear interactions among 

the above modes can lead to turbulence, and if so, whether the flow will relaminarise 

downstream due to the tendency for the boundary layer to remail stable at higher 

curvatures. At higher freestream disturbance environments, algebraic growth play 

an important role in the transition to turbulence in two-dimensional boundary 

layers. It would be of interest to study the effect of curvature on transient growth 

and to see whether streaks play the same role here as in two-dimensional boundary 

layers. 

The present results are limited to the flow past a cylinder, but the formulation 

derived here may be used to study arbitrary axisymmetric bodies. Non-parallel 

effects may be important in flows involving complex geometries. Understanding 

the receptivity of three-dimensional disturbances in curved flows is important. 

Since the transition zone is not well-understood, there is a lot of scope for future 

work. Statistical measures such as intermittency, burst rates and persistence times 

of laminar flow are relatively straightforward to obtain experimentally. These can 

be used to infer the pattern of spot breakdown and to make connections with 

upstream processes as described in this thesis. 





APPENDIX I 

CHEBYSHEV SPECTRAL COLLOCATION 

METHOD 

A . l Chebyshev Expansions 

Chebyshev polynomials can be defined in one of the following ways; 

(1) Trignometric Function 

Tniy) = cos{ncos''^y). (1.1) 

noindent (2) Rodrigues' Formula 

Tr^iy) = ^-^^VT^'^Jii-yr-H (1.2) (2n)! ^ '' %" 

(3) A Direct Formula 

Tn{v) = \\{y+ Vi -y^T + {y- ^/^^^T]• (i-S) 
2L 

(4) Solution of Sturm~Liouville 

dy 
(xA^|;r„w) + -^r„{y) = o. (u) 
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(5) Recurrence Relation 

Toiy) = l, T,(y) = y, Tr,+^{y) = 2yTM - Tn-M• (1.5) 

The Chebyshev polynomials satisfy the orthogonality condition 

f'Tn{yri}n{y)^y^^j^^ Co = 7r C„ = 7r/2 (n^O) (1.6) 
•''-1 y i - r 

The variables can be expanded as 

N 

n=0 

The domain in between —1 and +1, y,'s are called Gauss-Lobatto points given as, 

yi = cos{in/N). (1.8) 

The computation domain should be transformed from physical to a Gauss-Labatto. 

Chebyshev spectral methods are dealt in the classic books (see Boyd, 2001; Canuto 

et al, 1987; GottUeb & Orszag, 1977; Peyret, 2002). 

A.2 Differentiation in Chebyshev Plane 

The derivative of (j){y) can be evaluated in two ways. 

Method 1 

Let (f)J,\yi) be the p"* derivative. Then 

# ( j / 0 = EanrW(y.) (1-9) 
n=0 
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The Tn ivi) can be evaluated from the recurrence formula 1.5. There is another 

transformation associated with equation 1.9. This method is not usually used for 

eigenvalue value problems. Equation 1.9 can be transformed to as 

N 

4>i\yi) = J2b^r^^^r.{yi) (i.io) 
n=0 

where bn are the coefficients of derivatives which can be transformed from Cheby-

shev coefficients. The first two derivative transformations are given below. 

2 ^ 
b^^^ = — J2 P<^P if P + n odd (1.11) 

1 
6(̂2) = — Y^ p{p^ - n'^)ap iip + n even (1.12) 

p=n+2 

where CQ = cjv = 2, c„ = 1 for 1 < _; < A'' — 1. 

Method 2 

The dependent variable <i)N{yi) can also be written as 

N 

j = 0 

where hj{y) is the polynomial of degree A'' defined as, 
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Then the derivative can be written as 

N 

4>i\y.) = Y.^SMyi) (1.15) 

where afj = nf \yi). The expression of coefficients for some afj are 

dQ = \ ' "̂̂  "'̂  (1.16) 
- 5 ( 1 ^ , l < z < i V - l , i=j 

41 = -d% = ^ (1.17) 

where CQ = cjv = 2, ĉ  = 1 for 1 < j < Â  - 1 and 

fc=0 

So that in vector form, (p^^ = D^^ where D = df^ i , ; = 0, ...A .̂ 

A.3 Chebyshev Discretisation of OS Equation 

The Orr-Sommerfeld equation can be written as, 

{U - iu/a) {v" - a\) - U"v = r^ (t;'̂  - 2a'^v" + a%) (1.19) 

For boundary layers U{y) is the mean velocity non-dimensionahased by Uoo, and 

the primes denote differentiation with respect to y. The boundary conditions are, 

V = v' = Q a.i the wall, and t), u' —> 0 as j / —* oo. Equation 1.19 can be discretised 
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as in the above two method. 

Method 1 

The derivative is given by equation 1.9. Equation 1.19 discretised as, 

N N 

Uj2ar.Ti'\y) - {k'U - U")Y,a^T!^'\y) 
n=0 

iapRe 

N 

n=0 
N N 

n=0 

M E a^Ti'^ [y] + 2/i' ̂ ^ " n ^ f {y) + {n" - 2/cV) E ^"^-'^ (?/) 
n=0 n=0 

V W 

n=0 

f2a^Ti^\y)-eJ2^X'\y) 

n=0 

n=0 n=0 

Cp (1.20) 

where k'^ = a^ + (3^. The equation 1.20 with boundary conditions will be an 

eigenvalue problem of the form Aa = CpBa. 

Method 1 

The derivative is given by equation 1.15 

UD'4>{y)-ik'U-U")<l>{y) 

iapRe 
liD'4>{y) + 2n'D'cP(y) + (/." - 2k'^)D'(f>(y) 

2k'|Ji'D'<i>{y) + {k'^J!' + k'^i)(t>{y) 

Dmy)-k^4>{y) (1.21) 

The equation 1.20 with boundary conditions will be an eigenvalue problem of the 

form Acf) = CpBcp. 
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