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Synopsis 

This thesis starts with a brief overview of patterns in rapid granular flows driven by vibration, 
gravity and shear, e.g. standing wave patterns and convection rolls in a vibrated granular system, 
density waves in gravity driven granular Poiseuille flow, fingering in chute flow, shearbanding in 
shear flow, etc. The pattern forming order parameter models such as coupled complex Ginzburg-
Landau model, Swift-Hohenberg model and continuous coupled map model have been described 
in chapter 1. 

The continuum theory of granular fluid and Navier Stokes order constitutive models for the 
inelastic hard-sphere and hard-disk fluids have been detailed in chapter 2. In chapter 3 a general 
weakly nonlinear stability analysis using amplitude expansion method has been described. A 
spectral based numerical scheme for solving weakly nonlinear equations and solvability condition 
have been developed in chapter 3. 

In the first problem of present thesis, a weakly nonlinear theory, in terms of the well-known 
Landau equation, has been developed to describe the nonlinear saturation of shear-banding in
stability in rapid granular plane Couette flow. The shear-banding instability corresponds to 
streamwise-independent perturbations (d/dx(-) = 0 and d/dy{-) ^ 0, where x and y refer to 
flow and gradient directions, respectively) of the underlying steady uniform shear flow which 
degenerates into alternate layers of dense and dilute regions of low and high shear-rates, respec
tively, along the gradient direction. The nonlinear stability of this shear-banding instability is 
analyzed using two perturbation methods, the center manifold reduction method (chapter 4) and 
the amplitude expansion method (chapter 5); the resulting nonlinear problem has been reduced 
to a sequence of linear problems for the fundamental mode, its higher-order harmonics and dis
tortions, and the base-flow distortions of various order. The first Landau coefficient, which is the 
leading nonlinear correction in the Landau equation at cubic order in the amplitude of perturba
tion, derived from the present method exactly matches with the same obtained from the center 
manifold reduction technique. The nonlinear modes are found to follow certain symmetries of the 
base flow and the fundamental mode. These symmetries helped to identify analytical solutions 
for the base-flow distortion and the second harmonic, leading to an exact calculation of the first 
Landau coefficient. The present analytical solutions are further used to validate an spectral-based 
numerical method for nonlinear stability calculation. The regimes of supercritical and subcritical 
bifurcations for the shear-banding instability are identified, leading to the prediction that the 
lower branch of the neutral stability contour in the (H, 0°)-plane, where H is the scaled Couette 
gap (the ratio between the Couette gap and the particle diameter) and cffi is the mean density 
or the volume fraction of particles, is sub-critically unstable. Our results suggest that there is 
a subcritical finite amplitude instabifity for dilute fiows even though the dilute flow is stable 
according to the linear theory which agrees with previous numerical simulation. Bifurcation dia
grams are presented, and the predicted finite-amplitude solutions, representing shear-localization 
and density segregation, are discussed in the light of previous molecular dynamics simulations 
of plane shear fiow. Our analysis suggests that there is a sequence of transitions among three 
types of pitchfork bifurcations with increasing mean density: from (i) the bifurcation from infinity 
in the Boltzmann limit to (ii) subcritical bifurcation at moderate densities to (iii) supercritical 
bifurcation at a larger density to (iv) subcritical bifurcation in the dense limit and finally again 
to (v) supercritical bifurcation near the close packing density. It is shown that the appearance of 



subcritical bifurcation in the dense limit depends on the choice of the contact radial distribution 
function and the constitutive relations. The critical mean density at any transition from one 
bifurcation-type to another is exactly calculated from our analytical bifurcation theory. The scal-
ings of the first Landau coefficient, the equilibrium amplitude and the pha;Se diagram, in terms 
of mode number and inelasticity, are demonstrated. The granular plane Couette flow serves as a 
paradigm that supports all three possible types of pitchfork bifurcations, with the mean density 
{(p^) being the single control parameter that dictates the nature of bifurcation. 

In chapter 6 the evidence of a variety of non-linear equilibrium states of travelling and sta
tionary waves is provided in a two-dimensional granular plane Couette flow. The relevant order 
parameter equation, the Landau equation, has been derived for the most unstable two-dimensional 
perturbation of finite size. Along with the linear eigenvalue problem, the mean-flow distortion, 
the second harmonic, the distortion to the fundamental mode and the first Landau coefficient 
are calculated using a spectral-based numerical method. Two types of bifurcations, Hopf and 
pitchfork, that result from travelling and stationary instabilities, respectively, are analyzed using 
the first Landau coefficient. The present bifurcation theory shows that the flow is subcritically 
unstable to stationary finite-amplitude perturbations of long wave-lengths {k^ ~ 0, where k^ is 
the streamwise wavenumber) in the dilute limit that evolve from subcritical shearbanding modes 
{kx = 0), but at large enough Couette gaps there are stationary instabilities with kx = 0{l) 
that lead to supercritical pitchfork bifurcations. At moderate-to-large densities, in addition to 
supercritical shearbanding modes, there are long-wave travelling instabilities that lead to Hopf 
bifurcations. It is shown that both supercritical and subcritical nonlinear states exist at moderate-
to-large densities that originate from the dominant stationary and travelling instabilities for which 
kx = 0{l). Nonlinear patterns of density, velocity and granular temperature for all types of insta
bilities are contrasted with their linear eigenfunctions. While the supercritical solutions appear 
to be modulated forms of the fundamental mode, the structural features of unstable subcritical 
solutions are found to be significantly different from their linear counterpart. It is shown that 
the granular plane Couette fiow is prone to nonlinear resonances in both stable and unstable 
regimes, the signature of which is implicated as a discontinuity in the first Landau coefficient. 
Our analysis identified two types of modal resonances that appear at the quadratic order in per
turbation amplitude: (i) a 'mean-flow resonance' which occurs due to the interaction between a 
streamwise-independent shear-banding mode {k^ = 0) and a linear/fundamental mode k^ / 0, 
and (ii) an exact '1:2 resonance' that results from the interaction between two waves with their 
wave-number ratio being 1:2. 

In chapter 7 of this thesis the vorticity banding in three-dimensional granular plane Couette 
flow has been investigated via nonlinear stability analysis. Due to the pure spanwise {d/dx{.) = 
0,d/dy{.) = 0,d/dz{.) ^ 0) instabilities the uniform shear flow breaks into regions of high and 
low shear stresses along the mean vorticity direction, this is known as vorticity banding. For such 
pure spanwise instabilities an analytical order parameter theory has been developed. The general 
solutions of the nonlinear equations (distortions of mean flow and fundamental, and harmonics 
of fundamental) and Landau coefficients have been derived at any arbitrary order in amplitude. 
The bifurcation analysis has been carried out for all the flow regimes. Our analysis suggests that 
the vorticity banding appears via supercritical pitchfork bifurcation for density (/>" < 0'' and via 
subcritical pitchfork bifurcation for density 0° > 0'', where 0° is the mean density and 0"* is the 
critical mean density for the transition from supercritical to subcritical bifurcations. The first 
and second order transitions at the onset of pure spanwise instabilities have been investigated 
using cubic and quintic order amplitudes. The subcritical Hopf bifurcation has been found for 
large spanwise wavenumbers in moderate-to-dense flows. The present analysis suggests that the 
parameters far away from the neutral stability curve there exist both types of bifurcations, Hopf 
or pitchfork. The crucial effect of higher order nonlinear terms while calculating higher order 
Landau coefficients is demonstrated. The variations of perturbation fields, pressure and shear 
viscosity have been shown. 



In chapter 8, the gradient and vorticity bandings in three-dimensional granular plane Couette 
flow have been probed via analytical solutions of weakly nonlinear analysis. Such instability 
leads to bands along the gradient and vorticity directions. The analytical expressions for the 
distortion of mean flow, second harmonic and first Landau coefficient have been derived using 
trigonometric functions. The bifurcation analysis for these instabilities has been carried out. The 
finite amplitude patterns for density, temperature, velocity and vorticity have been analyzed. 

At the end of this thesis two possible extensions of weakly nonlinear analysis have been studied. 
The single mode analysis is not valid for the case of resonant and non-resonant mode interactions. 
One possible extension is to derive coupled Landau equations for such mode interactions. The 
coupled Landau equations have been derived for mode interactions with or without resonance 
using center manifold method in chapter 9. Another extension is to allow non-periodic time and 
space dependent perturbations in the fiow. The appropriate order parameter theory in this case 
contains complex Ginzburg Landau equation. The "complex Ginzburg Landau equation" has 
been derived for the granular plane Couette flow using multiple scale analysis in chapter 10. The 
numerical results for coupled equations and complex Ginzburg-Landau equation are left to future 
work. 
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CHAPTER 1 

INTRODUCTION 

1.1 Granular Matter 

Granular materials are a collection of discrete, dissipative, solid particles, which are ubiquitous 
in nature. They can be seen in our daily life in the form of building materials (e.g. sand, gravel, 
coal and cement), pharmaceutical products (e.g. pills, powders and capsules), food grains (e.g. 
sugar, seeds and rice) and chemicals (minerals), as shown in figure 1.1. They occur in various 
sizes and shapes; a typical macroscopic grain size can vary from Ifim or larger to many meters. 
The granular particles are non-Brownian particles which interact solely by friction and collision. 

Figure 1.1: Examples of granular matter; (a) soil, (b) crushed stone, (c) sand, (d) food grains, (e) 
pharmaceutical products and (/) chemicals. 

Many industrial processes involve the bulk transport of coal, cereals, food grains, powders 
and pharmaceuticals through pipes and channels. Rapid flows of granular materials occur in 
geophysical phenomena and natural hazards such as rock slides, debris flows, snow avalanches 
(see, figure 1.2), and the motion of the Arctic ice pack. On the other hand, the granular material 
shows various dynamical phenomena and patterns under different conditions, for example, sand 
ripples and dunes as shown in figure 1.3, and avalanche formation (figure 1.2), etc. The formation 
of shearbands and density waves are common in such flowing materials. 

Granular materials are strong enough to support building and soft enough to flow like a liquid. 
Granular materials cut all the boundaries of solid, liquid and gas, and hence should be considered 
as an additional state of matter in its own right (Jaeger et al. 1996). Moreover, two different flow 
regimes can co-exist in the same system as shown in figure 1.4. For example, an hour-glass where 
one can see all the flow regimes of granular materials: rapid, quasi-static and dense flow regimes. 

1 
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Figure 1.2: (a) Slab-snow avalanche occurred at Alta, Utah. (6) Loose-snow avalanche occurred at 
Murren, Switzerland. Images are taken from: http://www.avalanche.org/ moonstone/forecasting/snow 
avalanches.htm. 

Figure 1.3: (a) Sand ripples and (6) dunes. 

http://www.avalanche.org/


1.2 Pattern Formation and Models for Granular Fluids 

Quasi-static and slow flows 

Figure 1.4: Demonstration of all the flow regimes of granular matter. The existence of solid, liquid and 
gas behavior within hour-gltiss. 

The vast variety of betiavior and phenomena in granular flows represents one of the difficulties to 
understand the physics of such system. 

In the following sections we will discuss various patterns in rapid granular flows and the 
phenomenological models to describe such patterns. 

1.2 Pattern Formation and Models for Granular Flu
ids 

In the rapid flow regime (Campbell 1990; Kadanoff 1999; Ottino & Khakhar 2000; Goldhirsch 
2003) a collection of particles, when subject to external forcing, show a variety of dynamical pat
terns, such as Faraday patterns (Faraday 1831) in thin layers of particles under vertical vibration, 
density waves in gravity driven flows (Ramirez et al. 2000), Kelvin-Helmoltz instability (Goldfarb 
et al. 2002) and shear banding in granular Couette flow (Mueth et al. 2000; Alam 2005). The 
pattern forming systems belong to a class of problems where an external control parameter gov
erns the system behavior beyond the critical point. As the control parameter is increased above 
its critical value, the homogeneous state loses stability and reach some other state, giving rise to 
a patterned state. 

1.2.1 Vibration Driven Pat terns 

The experiments in which the energy is supplied by a vertically vibrated plate show a plethora of 
dynamical behavior: heap formation, convection, size segregation, bubbling and standing waves. 
The most fascinating patterns are the standing wave patterns and localized structures (oscillons) 
in vertically vibrated granular layers. When a thin multilayer of granular materials is subject to 
vertical harmonic oscillation, a range of standing wave patterns, squares, stripes, hexagons and 
interfaces, similar to Faraday waves, can be observed (Melo et al. 1995; Umbanhower et al. 1996) 
as shown in figure 1.5. These spontaneous patterns arc robust which arise from the correlations 
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induced by multiple collisions between the grains and by the coherent motion of the particle 
layers, see figure 1.5(n)-(/). 

Figure 1.5: Patterns in a 1.2 mm deep layer at / = 67 Hz: (a) f/2 strips (F = 3.3), (6) / / 2 hexagons 
(r = 4.0), (c) flat with kink (F = 5.8), (rf) competing / / 4 squares and stripes (F = 6.0), (e) / / 4 hexagons 
(F = 7.4), and (/) disorder (F = 8.5). The particles are bronze spheres of diameter 0.15-0.18 mm. Taken 
from Melo et al. (1995). 

In the experiments of Melo et al. (1995), 0.15-0.18 mm diameter bronze spheres were placed 
on a cylindrical container of diameter 127 nun and height 90 mm. The container was evacuated 
to 0.1 To r r \ a value at which the volumetric effects of the gas are negligible to prevent heaping 
(Pak et al. 1995). The control parameters which govern patterns are: the frequency ( / ) of the 
sinusoidal vibration (produced by an electromagnetic shaker) with displacement z = Asin{2nft), 
and the dimensionless acceleration amplitude F = 4iT'^f'^A/g, where g is the acceleration due to 
gravity. 

The patterns in figure 1.5(n)-(/) are subharmonic or quarter-harmonic waves which oscillate 
at either one-half or one-quarter of the driving frequency / , in which the relative phase separated 
by phase discontinuities (kinks) appears in all patterns except those just beyond the onset of 
instability. The stability diagram of standing wave patterns in (/, F) plane, figure 1.6, shows 
that the layer remains flat for F < 2.4 and beyond that variotis patterns emerge. The transition 
from square to stripe pattern occurs at / = /c « 40 Hz as indicated by a dashed line above 
the flat layer in figure 1.6. The transition from flat layer to square pattern is subcritical and 
to stripe pattern is supercritical (Melo et al. 1994). The bifurcation in this case is stationary, 
i.e. pitchfork bifurcation. At F w 3.9, the hexagonal patterns appear spontaneously from the 
square and strip patterns when the layer undergoes a period doubling bifurcation (see, for period 
doubling bifurcation, Wiggins 1990; Strogatz 1994). For F > 3.9, the square and stripe patterns 
disappear and a flat surface with a kink which separates the regions of different phases appears 
due to period doubling bifurcation. With further increase of F (< 7.6), the quarter-harmonic, 
/ / 4 , squares, stripes and hexagons patterns appear and for F w 7.6 a disordered state emerges. 

A localized structure, "oscillon", which is reminiscent of solitary waves in water (Umbanhower 
et al. 1996), can appear via a hysteretic transition under certain external forcing conditions 
on frequency and acceleration. An "oscillon" is a small, circularly symmetric excitation which 
oscillates at a frequency / / 2 ; during one cycle of the vibration, it is a peak and on the next cycle 
it is a crater, as shown in figure 1.7. The modified phase diagram for oscillon for the parameter 

'A unit of pressure that is equal to approximately 13,3.3 Pa. 
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Figure 1.6: Stability diagram showing transition in a 1.2 mm deep layer. The vertical dashed lines 
indicate the frequencies above which only stripes appears in the square or stripe regime. Closed (open) 
square and circular symbols denote transitions with increasing (decreasing) T. This figure is taken from 
Melo et at. (1995). 

range, T = (2.3,2.8) and / = (10,40) Hz, is shown in figure 1.8. The square patterns appear at 
a frequency / < 18 Hz which shows a hysteresis, i.e. the acceleration at which squares appear 
from a flat surface for increasing T is 20% larger than the value of T at which they disappear for 
decreasing acceleration. In a similar manner, the stripes form for / > 35 Hz with hysteresis which 
is about 5%. As shown in figure 1.8 that the hysteresis decreases with increasing frequency. The 
oscillons are found for a range of frequencies / = (18,35) Hz, which is the range of frequencies 
between square and stripe patterns, and for acceleration f below the lower stability boundary of 
standing wave patterns. In general, they do not appear spontaneously from the flat layer which in 
contrast to other standing wave patterns (squares, stripes, hexagons, etc), rather they appear from 
perturbing the layer or by decreasing F from the patterned state (square and/or stripe pattern). 
The like-phase oscillons (peak or crater) show a short-range repulsive interaction while the same 
phase oscillons show attraction and create a dipole-type pattern shown in figure 1.7{dl)-{d2). 
Due to correlations among different oscillons, more and more complicated patterns emerge, such 
as polymeric chain, triangular tetramer and square ionic lattice as shown in figure 1.7{d3)-{dQ). 

A typical snapshot from a molecular dynamics simulation of inelastic hard disks vibrated in the 
vertical direction is shown in figure 1.9 which is adopted from Paolotti et al. (2004). This figure 
shows five convection rolls and a wave like horizontal density profile in a large aspect ratio box. 
Depending on the control parameters and boundary conditions of the problem, we may observe 
many convection rolls with different dynamical properties. These periodic convective patterns 
show various types of instabilities similar to Reyleigh Bcnard convection, such as skew-varicose 
and crossroll instability (de Bruyn et al. 1998). 

Granular convection is driven by a negative granular temperature gradient which arises spon
taneously due to inelastic collisions of grains whereas an externally imposed temperature gradient 
is needed for Rayleigh-Bcnard convection of fluid. The convection pattern emerges when the ab
solute value of granular temperature gradient, which is a function of inelasticity, is large enough. 
In a granular system, the viscous and thermal diffusions, the buoyancy force and the inelastic 
dissipation govern convection patterns unlike in a conservative fluid in which there is no role of 
dissipation because the energy is conserved there. The granular convection pattern can be ob
served even without vertical vibration as reported by Bizou et al. (1998) in which the shear-free 
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Figure 1.7: (a) Two oscillons with opposite phase, (b) side view of an oscillon, (r) (l)-(2) a single oscillon 
viewed from above, at times differing by 1 / / : (3) and (4) corresponding side view (/ = 26 Hz, T = 2.45, 
layer deptli of 17 particles). O.scillon a-s a nioiccnle and crystal: (rf) (l)-{2) dipole; (3) polymeric chain; 
(4)-(5) triangular tetramer and (6) sciuare ionic lattice, the pictures (1) to (5) are separated in time by 
1/ / . This figure is adopted from Umbanhower et al. (1996) 

' Squares 
Stripes 

/(Hz) 

Figure 1.8: Stability diagram for different states, as a f\uiction of / and F, for increasing T (squares) 
and decreasing F (triangles and circles). The transitions from the fiat layer to squares and stripes are 
hysteretic. Ref. Umbanhower et al. (1996) 

thermal boundary condition on the static l)a.se was used to supply energy into the system. This 
shows that dissipation and gravity are enough for granular convection. 

Under strong vertical sliaking, a density inversion has been observed recently (Eshuis et al. 
2005, 2010) in which a high-density cluster of grains is supported by a dilute gas-like layer of 
fast particles as shown in figure 1.10. This is known as the granular analogue of Leidenfrost 
effect or granular Leidenfrost effect. As we increase shaking strength, which is a ratio of kinetic 
energy inserted into the system by vertical vibration and potential energy iissociated with particle 
diameter, a transition from Leidenfrost state to convection takes place. The convection rolls 
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Figure 1.9: Convection in a monodisperse particle system; length of box is 375 cm, number of particles 
18000, hard-disk diameter 1 cm, amplitude of vibration 0.5 cm, frequency 50 sec"' and g = 28 cm/sec^. 
Taken from Paolotti et al. (2004). 

Figure 1.10: Onset of convection in experiment. The number of layers 11 of steal beads of diameter 1.0 
mm was vibrated on a container of dimensionless length 101. The frequency was linearly increased from 
/ = 42 to 48 Hz at the rate 90 Hz/min. The transition from steady Leidenfrost state to fully developed 
convection took place at / = 35 Hz (between (a) and (b)). Ref. Eshuis et al. (2010). 

which appear under a strong shaking are different from earlier convection patterns as observed 
by Ramirez et al. (2000) and Paolotti et al. (2004) which emerge mainly due to dissipation and 
boundary effects (Bourzutschky & Miller 1995). 
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Figure 1.11: Pha.se diagram in (5, F) plane showing tlie convection thresliold from MD simulation (filled 
synii)ols), experiment (open symbol) and theory (solid line). Here S is a shaking strength and F denotes 
the number of layers. Ref Eshuis et al. (2010). 
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The linear stability analysLs of Lcidenfrost state shows that the convection patterns form due 
to an instability of this base state and there is a threshold shaking strength below which there is 
no convection and above which convection rolls form as shown in the phase diagram in figure 1.11. 
This is similar to Rayleigh-Benard convection in which convection occurs above a critical Rayleigh 
number Re,- w 1708 for rigid boundaries, i.e. for Re > Re,, the conduction state becomes \mstabl(> 
and convection pattern emerges. As seen in figure 1.11, the theory, experiment and sinuilation 
agree with each other. 

Figure 1.12: (a) Top view of a subnionolayer of particles on a vibrated plate, adopted from Olafsen 
& Urbach (1998). Here a dense immobile cluster coexists with a dilute granular gas. (6) Numerical 
simulation of a late phase of a cooling inelastic granular gas at a coefficient of restitution 0.6 and number 
of particles 40000, adopted from Goldhirsch & Zanetti (1993). 

The richness of patterns in a vertically vibrated layer can be realized if we vibrate a quasi-two-
dimensional subnionolayer of grains that exhibit a bimodal regime of dense and dilute clusters 
(Olafsen & Urbach 1998) when the vibration frequency decreases, i.e. when the system is cooled 
down which is reminiscent of the clustering instability of non-driven system of inelastic particles 
a-s observed in the simulation of Goldhirsch & Zanetti (1993), see figure 1.12. This is the simplest 
pattern in a granular system which emerges solely because of inelastic collisions of grains. 

The physical interpretation of the above clustering phenomenon is that the local increase in 
the density of a granular gas increases the collision rate which results in more dissipation of energy 
that in turn decreases the granular temperature. Since the pressure is directly proportional to 
temperature, a decrease in granular temperature implies a decrease in pressure which creates a 
flux of grains towards this low-pressure dense region and this leads to further increase in the 
density. 

Kudrolli et al. (1997) observed a phenomenon of particle clustering in a two dimensional 
wall bounded setup, which appears opposite to the vibrating wall in a horizontally vibrated bed 
experiment. Figure 1.13 shows an image of a dense cluster in which the maximum density occurs 
opposite to the hot wall (Kudrolli et al. 1997). 

Another interesting pattern forming phenomenon is the size-segregation of polydisperse granu
lar mixtures. When we shake a polydisperse granular mixture vertically as shown in figure 1.14(a), 
larger particles come at the top (Brazil nut effect). On the other hand, depending on the physical 
conditions, larger particles can sink to the bottom, figure 1.14(6) (reverse Brazil nut effect). In 
other cases when a polydisperse gramdar system is subject to horizontal shaking (Mullin 2000), 
the system segregates into banded patterns in the orthogonal direction of shaking as shown in 
figure 1.14(c). 

1.2.2 Gravity Driven Flows 
The gravity driven granular flows such as Poiseuille flow and chute flow often show spectacular 
spatio-temporal structures. The gravity driven granular Poiseuille flow exhibits density wave 
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Figure 1.13: A dense cold cluster formed opposite to the driving wall. From KudroUi et al. (1997) 

Time 

Figure 1.14: Size segregation showing the (a) Brazil nut effect and (b) reverse Brazil nut effect, adopted 
from Breu et al. (2003). (c) segregation in a layer of copper balls and poppy seeds mixture in a horizontally 
shaken cavity, adopted from Mullin (2000). 

Figure 1.15: A snapshot of density waves in a gravity driven 3D-Poiseuille flow obtained from 
event-driven MD simulation, Ref. Malik (2008). 

patterns (Liss et al. 2002; Alam et al. 2010), see figure 1.15. It is shown in Alam et al. (2010) 
that the appearance of density wave patterns (plug, slug and sinuous wave) depend on the mean 
density, wall roughness and inelasticity. For example, the clumps and slugs emerge in dilute flows, 
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the phigs, sinuous waves and slugs in moderately dense flows and the varicose density waves in 
dense flows. 

Figure 1.16: Fingering instability in a chute flow, (o) Schematic of the instability mechanism adopted 
from Pouliquen et al. (1997). Images taken from the (6) front, (c) bottom of the layer, (d) Schematic 
of the experimental setup where three pictures are the top views of the free surface at three different 
locations (Forterre & Pouliquen 2001). 

The fingering (Pouliquen et al. 1997) and longitudinal vortices (Forterre & Pouliquen 2001) 
have been observed in rapid chute flow, see figure 1.16. When a uniform cross-sectioned front 
of granular material propagates along a rough inclined plane it rapidly breaks up into fingers as 
shown in figure 1.16(d) leading to fingering instability in the chute flow. The fingering instability 
of viscous fluid in driven by surface tension, however, in granular fluid there is no role of surface 
tension. Such fingering instabilities develop size-segregation in the flow. Figure 1.16(a) shows a 
schematic diagram for instability mechanism where the arrows indicates the coarse particles on 
the surface of flowing particles. The close look images of fingering instability from front, bottom 
and top sides of the layer are shown in figure 1.16(b), 1.16(c) and 1.16(c/), respectively. 

1.2.3 Shear Driven Flows 

If we shear granular materials (between two opposite walls or between rotating cylinders), it 
develops shearbands (Savage & Bayed 1984; Mueth et al. 2000; Alam & Luding 2003a; Alani 
2005; Alam et al. 2008), clusters (Hopkins & Louge 1991; Tan 1995; Tan & Goldhirsch 1997), 
density waves and coherent structures (Conway & Glasser 2004). 

The phenomenon in which the homogeneous flow separates into macroscopic co-existing bands 
of different shear rates and viscosities is called shearbanding. When a granular material is sheared 
in shear-cell experiments, shearing remains confined to a narrow zone ('shear-band' where the 
shear-rate is non-zero) near the walls, leaving rest of the material unsheared (dense 'plug' where 
the shear rate is almost zero). Depending on whether these bands extend along the flow gradient 
or vorticity direction, the banding is called as "gradient banding' or 'vorticity banding'. 

The experimental observation of shearbands in dense granular flows was performed by Mueth 
et al. (2000). In their experimental setup, the gramdar material (nmstard seeds) was sheared 
in a Couette shear cell, consisting of two concentric cylinders, see figure 1.17(a). The shear was 
applied by rotating the inner cylinder. An image of shearband (taken from a high speed camera) 
is shown in figure 1.17(6) where the fast particles (yellow colour particles) are near the inner wall 
and slow particles (orange colour particles) gather around the outer wall of the Couette cell. This 
is an example of "gradient banding" because the shearband extends along the gradient direction. 
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Figure 1.17: Shear-band formation in cylindrical Couette flow, Mueth et al. (2000). (o) Sketch of the 
Couette cell, consisting two concentric cylinders, and (6) high speed video frame showing mustard seeds 
observed through the cell's transparent bottom. 

Similar evidence of gradient banding has been observed by Alam & Luding (2003o), in the 
molecular dynamics simulations of granular plane Couette flow. More details on sliearbanding in 
granular plane Couette flow has been given in §1.4. Another effect of shearing is the formation 
of dense clusters (Hopkins & Louge 1991) and density waves (Conway & Glasser 2004). 

As discussed above, the collective behavior of grains give rise to a profusion of phenomena 
(see, for an excellent review on patterns in granular media, Aranson & Tsimring 2006). Granular 
patterns, as discussed above, employ short range forces which turn to more complex patterns if 
we include additional features (shape anisotropy, interstitial fluid, magnetization or electrostatic 
forces charges, etc.) and additional long range forces. Few examples of such complex patterns are: 
vertically vibrated rods (Blair et al. 2003), patterns in submonolayer of magnetic micro-particles 
subject to magnetic field (Snezhko et al. 2005) and patterns in electrostatically driven granular 
media (Voth et al. 2002; Sapozhnikov et al. 2003). 

Dynamica l patterns of granular fluids 
Vibrat ion J 

Bimodel regime 
Clustering 
Size-segregation 
Heaping 
Convection 
Standing waves 
Oscillon 

Gravity | 

Avalanches 
Clustering 
Size-segregation 
Density waves 
Fingering 
Longitudinal vortices 

Shear —• 

Shear-banding 
Clustering 
Size-segregation 
Density waves 

Table 1.1: Sunnnary of dynamical patterns in rapid granular flow when subjected to vibration, gravity 
and shear (Aranson & Tsimring 2006). 

1.3 Models for Granular Patterns 
The theoretical description of granular patterns are challenging because there is no unified aj)-
proach existing for such nontrivial patterns. In general we can divide theoretical study of pattern 
formation into three classes: (1) microscopic model and molecular-dynamics simulation, (2) sta
tistical mechanics and kinetic theories, and (3) continuum and phenomenological models. In 
view of the current lack of physical understating of granular media in terms of appropriate gov
erning cciuations, valid in all regimes, and the lack of scale separation between microscopic and 
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macroscopic scales, it seems that the third approach, continuuiii and pheiioiiienological models, 
is reasonable to study pattern forming phononienon. 

Order parameter equations like Ginzburg-Laiidau equation, Swift-Hohcnberg equation, Kuramoto-
Sivashinsky equation and reaction-diffusion equation (Newell et al. 1993; Cross & Hohcnberg 1993; 
Aranson & Kramer 2002) are widely used to study iiattern-forming systems in many fields (su
perconductivity, superfluidicity, vacancy diffusion, defect turbulence, convection, surface waves, 
absolute and convective instabilities, etc). In order to describe cellular patterns and localized 
structures as observed in vibrated-bed experiments (Melo et. al. 1995; Umbanhower et al. 1996), 
Tsimring k Aranson (1997), Venkataramani & Ott (1998), Aranson et al. (1999) and Crawford 
& Rieckc (1999) adopted this approach of order parameter models which are discussed in the 
present section. 

Tsimring & Aranson (1997) proposed a phenomenological order parameter model, the Ginzburg-
Landau equation coupled with an effective mass conservation equation, to theoretically study the 
patterns in vibrated granular bed (squares, stripes, etc, see figure 1.5): 

^ = -frp* - {I ~ ico)i> + [l + ib)VH'- [>P\^^ ~ Pi' (1-1) 

^ = Q V . ( p V | i / - n + / i V V (1.2) 

Equation (1.1) is an evolution equation for a complex quantity ip, called 'order-parameter' or 
the 'amplitude function' of the subharmonic patterns at frequency UJ = / / 2 ; (1.2) represents an 
effective equation for the conservation of mass (average mass of granular material per unit area), 
with p(x,t) being the mass-density of granular materials. The last term in (1.1), pi', represents 
a covipling between order parameter and the local bvilk density of material; the cvibic nonlinear 
term \ip\^ij> accounts for the nonlinear saturation of oscillations due to dissipation; the term 
involving Laplacian accounts for any diffusive mechanism, providing a length scale for patterns; 
7?/)* accounts for the parametric driving that excites standing waves, with 7 being the normalised 
amplitude of the parametric forcing; parameter 6 is related to the wavenumber, k, of the pattern 
as k = \/u)/b where b must be chosen to reproduce the correct wavenumber at given frequency. 
Two terms in the right hand side of equation (1.2) represent two physical mechanisms contribute 
to the mass conservation. The first term indicates average particle drift due to the gradient of 
magnitude of high-frequency oscillations (i.e. flux corresponding to particles escaping from regions 
of large fluctuation). The second term /?V^p describes diffusive relaxation of the inhomogeneous 
mass distribution where /? > 0 is the mass diffusion coefficient which is proportional to the energy 
of the plate vibration. 

The above order parameter model is phenomenological in the sense that it has not been 
derived from the governing equations of gran\ilar fluids, and the coefficients of (1.1-1.2) have to 
be determined from experiments or simulations as a casc-by-case basis. It may be noted that 
the above model is strictly valid for flows where the mean velocity is zero, such as in a vertically 
shaken bed under harmonic excitation, for which the momentum equation is identically satisfied. 
Information about the rheology of flow needs to be supplemented, in addition to (1.1-1.2), via 
momentum balance equations (Volfson et al. 2003). At any rate, the above order-parameter 
model has been able to interpret the experimental and simulation data in a variety of granular 
flows (see, for a review, Aranson & Tsinu'ing (2006)). For an application of this model to predict 
the rheology of surface flows in a rotating dnnn, see Orpe & Khakhar (2007). 

Besides the standing wave pattern, Ginzburg-Landau equation (1.1), without the coupling 
term pV, gives a model for the parametric instability in an oscillating liquid layer (Zhang & Viiials 
1995): in particular, the term 7)/'* accounts for the jjaramotric driving that excites standing waves. 
As seen in (1.1) the order parameter jl>{x,t) is a function of space and time, and hence is suitable 
to describe aperiodic patterns having slow modulations in space and time. For patterns having 
spatial periodicity, the Ginzburg-Landau equation rtxluces to an ordinary differential equation for 
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the temporally varying order parameter V'(<) = i>{x,t) which is the primary focus of the present 
thesis. 

Another model which describes primary pattern-forming bifurcation was given by Crawford 
& Riecke (1999) using generalized Swift-Hohenbcrg equation, 

^ = Ri, - (^ + l\ i> + b,i,^ - b2i^''+ eV • (Vrpf 

-MiVrpf - M^V^^ (1.3) 

where ?/; is a real amplitude of the oscillating solution; it is assumed that the whole pattern 
always oscillates in phase. The term proportional to e is added for the description of rolls and 
additional fifth order terms are incorporated into the standard Swift-Hohenberg equation for 
subcritical bifurcation. Depending on the magnitude of e, this equation describes squares and 
stripes patterns; it also gives a stable oscillon type solution for negative control parameter R. 

Both models, Ginzburg-Landau model and Swift-Hohenberg model, employ an order parame
ter equation. Note that the coupled Ginzburg-Landau equation [Eqns. (1.1)-(1.2)] and the gener
alized Swift-Hohenberg equation [Eqn. (1.3)] are continuous in time and space. The dynamics and 
behavior of the solution of these models resemble the properties of localized structures like oscil
lon and standing wave patterns like squares, stripes and hexagons. The extra terms and coupling 
terms in these models are system dependent and originate due to the characteristics of granular 
system that need to be taken into account in order to get a correct theoretical interpretation of 
these patterns. 

In contrast to these models (e.g. Ginzburg-Landau model and Swift-Hohenberg model) which 
contain partial differential equations, Venkataramani & Ott (1998) proposed a 'continuous cou
pled map' (COM) model in the framework of discrete time and continuous space map system. 
The various patterns (e.g. squares, stripes, hexagons, etc.) emerge due to the interaction be
tween a temporal period doubling sequence and an instability that induces standing waves on the 
surface of the granular layer. This lead Venkataramani & Ott (1998) to use discrete time (for 
incorporating period doubling sequence) and continuous space (for incorporating surface waves) 
approach. According to this model, the height of the granular layer at time t = n (discrete) and 
at position x = (x,y) (continuous) is given by Cn(x) and a one dimensional map is defined at 
each point in space 

C(x) = M(U^),r) (1.4) 

where r is a parameter of the chosen map function and mapping M(^) is a Gaussian map 

A/(0 = re -<^-" ' /^ . (1.5) 

To incorporate continuous space dynamics in this model, a linear spatial operator C is inserted. 
Thus the model can be written as 

6.+ ,(x) = CiCM). (1.6) 

This model predicts various patterns and yields a similar phase diagram as shown in figure 1.6 
and 1.8. 
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1.4 Patterns in Granular Couette Flow and Present 
Work 

Tho pattorn foniiatioii in granular plane Couette flow has attracted much attention during the 
last two decades using both simulation and theory (Hopkins & Loiige 1991; Savage 1992; Babic 
1993; Schmid & Kytomaa 1994; Tan & Goldhirsch 1997; Alani & Nott 1997, 1998; Sasvari et al. 
2000: Kumaran 2004; Alain & Luding 2003a; Conway & Glasser 2004; Alam et al. 2005; Gayen 
k Alam 2006; Alam 2006; Conway et al. 2006; Kliain & Meerson 2006: Khain 2007; Saitoh k 
Hayakawa 2007). Among many other pattern-forming systems (see §1.2) the granular Couette 
flow is a prototype problem which exhibits various spatio-temporal patterns; for example, patterns 
induced by clustering inhomogeneities (Alam k Nott 1998; Conway k Glasser 2004; Alam et al. 
2005; Conway et al. 2006) and shear-banded patterns (Alam 2005; Alam et al. 2008; Shukla k 
Alam 2008, 2009). The earliest particle dynamics simulations of Hopkins k Louge (1991) identified 
travelling-wave patterns in the form of oblique bands, aligned along the compressional axis of the 
shear flow for a range of densities - most of these simulations were carried with about 5000 
particles and hence the observed structures were no so well defined. The "large-scale" particle 
simulations of Tan k Goldhirsch (1997) at a particle volume fraction of 0.05 identified a variety of 
two-dimensional patterns, including a '"churn-type" flow. That the granular Couette flow supports 
inhomogeneous patterns, having modulations along both the streamwise and gradient directions, 
was predicted by Alam k Nott (1998) from a linear stability analysis; they also systematically 
probed the effect of the boundary conditions on the predicted instabilities (Nott et al. 1999). 

Recently, Conway k Glasser (2004) have conducted a series of two-dimensional particle sim
ulations of "bounded" plane Couette flow at low-to-moderate densities (particle volume fraction 
less than 0.4 in two-dimensions), with walls acting as sinks of granular energy which is one of 
the three cases considered by Alam k Nott (1998). In these simulations, the width and the 
length of the channel were systematically varied so a.s to get access to any long-wave instability 
with streamwise modulations. They reproduced the main features of the full phase diagram of 
different instabilities as predicted by the linear stability analysis of Alam k Nott (1998). How
ever, some of the long-wave instabilities of Alam k Nott (1998) were not found in simulations 
(Conway k Glasser 2004). Possibly those very long-wave instabilities are not admitted once the 
nonlinear terms are taken into account or the channel length of simulations was not long enough 
to capture structures with very large wavelengths-the former issue can be answered only via a 
nonlinear stability analysis. More recent dense simulations of Conway et al. (2006) identified a 
two-dimensional antisymmetric stationary wave (i.e. a sinuous-type mode). This structure might 
be related to the nonlinear saturation of the dominant stationary wave instabilities of Alam k 
Nott (1998). 

In the present thesis, the weakly nonlinear stability analysis will be carried out for the (i) 
shearbanding instability (gradient and vorticity banding) and (ii) finite-wave length instabilities 
in two and three dimensional granular Couette flow. In the following sections, we will show 
some existing particle simulation results (Tan 1995; Tan k Goldhirsch 1997; Conway k Glasser 
2004; Conway et al. 2006) and experimental (Conway et al. 2006) observations of shearbanding, 
clustering, and antisymmetric wave patterns in two and three-dimensional granular Couette flow. 

1.4.1 Shear-banding in Granular Couette Flow 

The phenomenon in which the homogeneous flow separates into macroscopic co-existing bands 
of different shear rates and viscosities is called shear-banding. When a granular material is 
sheared in shear-cell experiments (Savage k Sayed 1984; Mueth et al. 2000; Conway et al. 2006), 
shearing remains confined to a narrow zone ('shear-band' where the shear-rate is non-zero) near 
the walls leaving rest of the material unsheared (dense 'plug' where the shear rate is almost zero). 
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Figure 1.18: Molecular dynamics simulation of shear flow of inelastic disks, (o) Formation of two dense 
layers of disks which subsequently coalesce to give a single layer as shown in panel, (6), for e = 0.6, 
4> = 0.05 and Couette gap H = h/dp = 1123.5 with h and dp being the distance between moving walls 
and particle diameter, respectively. Taken from Tan (1995). 

Depending on whether these bands extend along the flow gradient or the mean vorticity direction, 
the banding is called as 'gradient banding' or 'vorticity banding', respectively. 

Such shear-banding, wherein the flow undergoes an ordering transition into alternate layers 
of dense and dilute regions of low and high shear rates, respectively, aligned along the gradient 
direction (i.e. the density-bands are parallel to the flow-direction), has also been realized in the 
molecular dynamics simulation of granular Couette flow (Tan & Goldhirsch 1997; Alam & Luding 
2003o; Conway & Glasser 2004; Khain 2007; Conway et al. 2006) for a range of densities from 
dilute to dense flows (without gravity) in the rapid flow regime. 

The MD simulation of inelastic hard disk shear flow in dilute flow regime {<}> = 0.05) has 
been studied by Tan (1995) and Tan k, Goldhirsch (1997). Figure 1.18(a), a particle position 
plot, shows two dense plugs which subsequently coalesce to form a single plug at the center as in 
figure 1.18(a). Similar MD simulations have been carried out by Alam et al. (2005) for moderately 
dense flows where the mean density has been set to 0.3, see figure 1.19. It is seen that the flow 
forms a shearband Eiround the channel center-line and two plugs near the walls. 

.\+ 

''If 

Figure 1.19: Formation of shear-band and plug in MD simulation of a sheared inelastic hard-disk system. 
The average solid fraction in (p = 0.3, the restitution coefficient e = 0.8 and the number of particle 15000. 
Ref. Alam et al. (2005). 
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The numerical experiments show that the position and the intensity of plugs depend on the 
system parameters such as mean density, coefficient of restitution, Couette gap, etc., as described 
below. 

Effect of Inelasticity and C o u e t t e G a p on Shear-bands 

Figure 1.20: Effect of inelasticity e = (a) 0.99, (6) 0.95, (c) 0.85, for mean density 4< = 0.3 and Couette 
gap H = h/dp = 60. Effect of Couette gap H = (d) 20, (e) 40 and (/) 80, for e = 0.85 and other 
parameters are same as figure {a)-{c). Ref. Conway et al. (2006). 

The effect of particle-particle coefficient of restitution is shown by the particle position plots 
from the MD simulation of Conway et al. (2006), see figure 1.20(a)-(c); these figures clearly show 
that the plug is becoming more and more prominent for increasing inelasticity. For nearly elastic 
particles, the particles are uniformly distributed within the Couette cell, see figure 1.20(a). With 
increasing inelasticity plugs form around the channel center-line where the density approaches 
maximum packing density for inelastic particles as shown in figure 1.20(/;)-(c). 

Figure 1.20(c)-(rf) shows the effect of Couette gap on the shearbanding instability. The signa
ture of clustering appears even for small Couette gaps which becomes more and more apparent 
for larger domain size, see figures 1.20 (rf)-(e). It has been predicted by Alam & Nott (1998) 
that the granular plane Couette flow without gravity is unstable to the streamwise independent 
disturbances that leads to shearbanding in this flow. 

Shear-banding in Polydisperse S y s t e m 

The banding and segregation in 2D-Couette flow of binary mixtures have been observed in 
the simulation of Conway et al. (2006). The pressure and temperature diffusion of individual 
components in mixtures occur due to inhomogeneities in monodisperse flows which induce largo 
flow property gradients. The local sampling (in streamwise strips) was performed by Conway 
et al. (2006), for a binary mixture of eciual density particles of different sizes, to unveil two types 
of segregation in their sinmlations which is shown by particle position plots in figures 1.21(a)-(6) 
for densities 4> = 0.25 and 0.3. Figure 1.21(a) shows that the large and small particles form 
a plug at the center of the flow but the concentration of large particles are about one third 
greater than the smaller size particles at the center. This clearly shows segregation where the 
large particles accumulate within the plug region and small particles have larger concentration 
in the dilute region. However, a contrasting situation arises for a slightly higher density cp = 0.3 
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for which both types of particles form a plug but the concentration of smaller size particles is 
larger at the center than the larger particles (reversal of the previous situation) as shown in 
figvire 1.21(6). The gradients in velocity, temperature and stresses are same in both the scenarios 
but the mechanisms that drive segregations are different; the former is thermally driven whereas 
the latter is pressure driven. The size segregation for (p = 0.25, figure 1.21(a), is consistent with 
simplified binary kinetic theory (Willits & Arnarson 1999; Alam et al. 2002) which predicts that 
the flux of heavier particles to low temperature regions is driven by thermal gradients i.e. thermal 
(or Soret) diffusion. In the reverse situation for 0 = 0.3, figure 1.21(fe), the diffusion is due to 
the pressure gradients which dominate over thermal diffusion that results in an accumulation of 
lighter particles in high-pressure regions (Ottino & Khakhar 2000). 

Figure 1.21: Particle position plots showing size segregation for two values of densities (/> = (a) 0.25 
and (6) 0.3 for parameters dc/dp = 2, nc/np = \, H = h/{dc + dp) = 80 and e = 0.8. Here dc and dp 
are the diameters of the larger (red dots) and smaller (blue dot) particles, respectively, nc and np are 
the number densities of larger and smaller particles, respectively. From Conway et al. (2006). 

The initial conditions are an important factor in mixing and segregation dynamics of granular 
mixture. Figure 1.22 shows particle position plots of the evolution of fully developed Couette flow 
from contrasting initial conditions: a homogeneous mixture, see figure 1.22(a), and a complete 
transverse segregation of fine and coarse particles, see figure 1.22(6). When the initially ran
dom, homogeneous binary mixture is sheared, total kinetic energy immediately drops as particles 
rapidly cluster. This drop in kinetic energy corresponds to a plateau in a graph of energy vs. 
time. The segregated initial condition has been used in figure 1.22(6) where the particles are 
segregated by size into upper and lower halves (fine particles are in the upper half position and 
the course particles are in the lower half). As shown in figure 1.22(6) that the plug is no longer 
fixed at the center, instead its position oscillates between the walls. However with homogeneous 
initial condition, the plug does not show any oscillatory behavior rather it is more stable. The 
particle pressures in the two halves of the segregated initial conditions is not equal and the vertical 
movement of cluster is an indication of pressure balance (Conway et al. 2006). 

The eflfect of inelasticity on shear-bands is shown figure 1.23, adopted from Conway et al. 
(200G). This figure shows the particle positions for equal density particles with varying diameter 
for increasing inelasticity. It is seen from this figure that the plug appears even for nearly elastic 
particles (e = 0.99 « 1) and the plug becomes denser for larger inelasticity. 

An Experiment for Shearbanding Instability 

A pseudo-2D experiment for shear-banding in graimlar Couette flow has been performed by 
Conway et al. (2006) to verify the formation of plugs (shear-bands) as predicted by the linear 
stability theory (Alam & Nott 1998) and the MD sinmlatioiis (Tan 1995; Tan & Goldhirsch 1997). 
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Figure 1.22: Particle position plot of transient development of clustering instability for dc/dp = 2, 
<p = 0.3, / / = h/{dc + dp) = 80, and e = 0.85 from (a) uniform and (6) segregated initial conditions. 
Ref. Conway et al. (2006). 

e = 0.99 e = 0.9 e = 0.75 
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Figure 1.23: Particle position plot with dc/df = 2, mc/niF = 4 i.e. equal density particles with varying 
diameter as a fimction of increasing inela-sticity. Here rnc and m r represent masses of the larger (red 
dot) and smaller (ijlne dot) particles, respectively. Ref. Conway et al. (2006). 
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The schematic diagram of their setup and observations are shown in figure 1.24. 

Figure 1.24: A pseudo-2D experiment (a) schematic of Couette cell containing an inner cylinder of 
diameter 9.5 cm and a outer cylinder of diameter 20 cm, (6) a digital photograph of a shear band in 
Couette cell, (c) zoomed part of (6). Associated (d) velocity field and (e) vorticity field. 

Since the infinite moving walls are not possible in the laboratory, a circular geometry was 
used in these experiments. To avoid outward normal force, i.e. centrifugal forces, the base slopes 
slightly towards the inner wall (< 5°); gravity prevents all particles from accumulating at the 
outer wall. Shearing was given by the moving inner cylinder with high shear-rate. As shown in 
figure 1.24(6), the particles form a single dense plug of about 16 particle diameters wide near 
the middle of the Couette gap at a rotation speed of above 400 rpm (a shear rate of 44 s~^). 
An image of dense and dilute regions of particles and the corresponding velocity field, from PIV 
(particle image velocimetry), are shown in figure 1.24(c) and 1.24(d), respectively. The particles 
within dilute regions have higher velocities than the particles within dense regions as shown in 
figure 1.24(d). The coherent vorticity within dense regions has been observed in experiment, see 
figure 1.24(e). These experimental results support dense and dilute regions of low and high shear 
rates, respectively, along the flow gradient direction, which agree with MD-simulation results. 

1.4.2 Clustering and Density Waves in Granular Couet te Flow 
As discussed by Alam & Nott (1998), the granular plane Couette flow supports various types 
of stationary and traveling wave instabilities. The patterns induced by stationary and traveling 
wave instabilities in granular Couette flow have been verified by particle simulations of Conway 
k. Glasser (2004). In this section, we discuss particle simulation results of (Conway & Glasser 
2004; Conway et al. 2006) for such instabilities. 

Two-dimensional Plugs and Density Waves 

The particle position plots, adopted from Conway & Glasser (2004), for fully developed wave 
structures are shown in figure 1.25 for varying streamwise length parameter l/li, where I and h are 



20 Chapter 1. 

(a) ^ 

I I 
1-

(b) ^ 

• " » . • * • • • • • ' • / ••••• • • .« .*• . 
• « • . . * 

• • • • • • • • 

(c) 

Figure 1.25: Effect of wavelength or streamwise dimension on density waves. Particle position plots 
for three values of l/h (length vs height ratio), (a) 0.1, (6) 1.0 and (c) 10. The parameters are e = 0.8, 
0 = 0.15, H = 50, dp = 0.0018 m, pp = 2980 kg/m^, tangential restitution coefficient = — 1, particle-wall 
restitution coefficient eu, = 1 and specularity coefficient for wall collision is 0.6. From Conway & Glasser 
(2004). 

the length and height (width) of the Couette cell. The density inhomogenoities are clearly shown 
in all figures 1.25(a)-((:'). The sequential snapshots in figure 1.25(a) were taken at different time 
intervals, which show a dense plug which floats between the boundaries. Figure 1.25(6) shows 
that the movement of the cluster is reduced and the particles are less constrained for larger aspect 
ratio {l/h > 1). For increasing l/h ratio, a two-dimensional wave appears due to the accunuilation 
of particles as shown in figure 1.25(c). These waves, which arise due to density inhomogeneities 
in the system, are stationary waves as the basic structure of the wave does not vary in space and 
time (Conway & Glasser 2004). 

(b) 

.jmcttcftk..-. 

Figure 1.26: Particle position plots of fully developed structures for varying mean densities {(p) (a) 0.3 
and (6) 0.6. For l/h = 4 and other parameters are same as figure 1.25. 

The extent of modulation of the structure (density wave) increases with increasing mean 
density which gives a large-scale structure. For l/Ji — 4, the density waves for two values of mean 
densities, (/> = 0.3 and 0.6, are shown in figure 1.26. which clearly shows that the density waves 
are more ajjparent at higher vohune fractions. 

The physical rcaaon of clustering instabilities, which induce plugs and stationary waves, can 
bo interpreted as follows: the inelastic collisions lead to fluctuations that generates regions of 
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higher densities than the average density. The disturbance or instability spontaneously leads to 
dense clusters. The density disturbances are thus the cause of clusters to grow which has been 
verified from the linear eigenfunctions of the equations of motion (Alam & Nott 1998; Conway & 
Glasser 2004). For higher density and longer domain, these clusters form a large-scale structure 
in the form of antisymmetric standing wave as shown in figure 1.26. 

Antisymmetric Waves in Shallow 3D System 

The ID-plugs and antisymmetric waves as observed in planar Couette flow are also observed 
in a shallow 3D system as shown in figure 1.27. For the pseudo-ID case of l/h = d/h = 0.1, see 
figure 1.27(a), a similar plug is observed as in the case of 2D simulation domain (see figure 1.25(a)). 
The observed clusters and antisymmetric waves, similar to figure 1.25(6)-(c), can be seen in a 
shallow 3D system for l/h = 1 and l/h = 3 with d/h = 0.1 as shown in figure 1.27(6-c). 

(a) 

k 
I 

Figure 1.27: Particle position plots for (j> = 0.05, e = 0.6, d/h = 0.1, where d is the depth and l/h (a) 
0.1, (b) 1 ,(c) 3. ID plug and antisymmetric wave in a shallow system. Taken from Conway & Glasser 
(2004). 

Fully 3D-dimensional Plugs and Antisymmetric Density Waves 

For a deeper system of 3D-Couette geometries, the clusters are more extended in streamwise, 
spanwise and cross-stream directions, depending on length, width and height ratios of the system. 
Such 3D-clusters are shown by isosurface plots in figure 1.28(a)-(d). The isosurfaces are surfaces 
of higher density than mean density, i.e. the isosurface plot marks the region where the density 
is higher than mean density. For increasing depth, ID-plug (see figure 1.27(a)) transforms to a 
2D-plug (see figure 1.28(a)). A 2D-antisymmetric wave appears for d/h = 3 and l/h = 0.5, which 
changes to 3D-antisymmetric wave for increasing domain size. An isosurface for l/h = 3 and 
d/h = 1 which is depicted in figure 1.28(c) shows sinuiltaneous wave formation in the spanwise 
(z) and streamwise (x) directions. The intensity of 3D-antisymmetric standing wave and plugs 
increases with increasing d/h ratio: three dense plugs with d/h = 3 in the spanwise direction (z) 
arc shown in figure l,28((i). 

The linear stability analysis predicts (Alam & Nott 1998) that the granular plane Couette 
flow is unstable to traveling and stationary waves which lead to clusters of high and low densities 
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Figure 1.28: Formation of 3D-structures. (a) 2D plug [j- 1), (6) 2D-antisyminetric wave (j- = 3, _ d 

~ = 0.5), (c) 3D-antisymmetric wave ( i = 3, ^ = 1), and (rf) 3D-plugs ( i = i = 3). 
e = 0.6 and other parameters are same as figure 1.25. Ref. Conway & Glasser (2004). 

For 0.05, 

along the flow gradient. The formation of clusters and shear-bands has also been predicted by 
the Hnear stability analysis of three-dimensional granular Couette flow (Alani 2006). 

1.4.3 Present Work 

In the present thesis an order parameter theory for various instabilities in two and three dimen
sional granular Couette flow has been developed. Starting with granular hydrodynamic equations, 
the Landau and Ginzburg-Landau equations have been derived for such instabilities (for the first 
time in granular flows). The amplitude expansion method and center manifold reduction method, 
for the weakly nonlinear analysis, have been used to derive these amplitude equations. 

For the shearbanding instability in granular plane Couette flow, analytical expressions of the 
fundamental mode, the second harmonic, the distortion to fundamental mode and the first Landau 
coefficient have been derived. The results from analytical solutions have been compared with those 
obtained from the spectral based numerical method. The main result of this study is that the 
granular plane Couette flow is subcritically unstable in dilute limit. The predicted bifurcation 
scenario for the shearbanding is in qualitative agreement with particle dynamics simulations and 
the experiment in the rapid shear regime of the granular plane Couette flow. 

We further extended order parameter theory to spatially periodic patterns in two dimensional 
granular plane Couette flow. The stationary and travelling instabilities leading to Pitchfork 
and Hopf bifurcation are analyzed. The nonlinear patterns of density, velocity and granular 
temperature for all kinds of instabilities are compared with their linear eigenfunctions. This 
analysis predicts two types of resonances, mean flow resonance and 1:2 resonance. The analytical 
weakly nonlinear analysis, similar to the shearbanding instabilities, has been generalized for (i) 
vorticity banding, and [ii) gradient and vorticity banding, in three dimensional granular plane 
Couette flow. Two generalized theories, theory for mode interactions and theory for spatial 
modulated patterns, in granular plane Couette flow, have been developed, and some prelimary 
results for both cases have been shown. 
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1.4.4 Organization of the Present Thesis 

Chapter 2 
The general hydrodynamic equations, constitutive models and boundary conditions for granular 
materials are discussed in detail. 

Chapter 3 
The general weakly nonlinear analysis using amplitude expansion method is explained in detail 
that will subsequently be used in the later chapters. The spectral-based numerical method for 
the nonlinear stability calculation is discussed. 

Chapter 4 
The center manifold method is used to derive Landau equation and its equivalence with amplitude 
expansion method is shown. The phase diagram for the subcritical instability in plane Couette 
flow is computed using spectral-based numerical method as given in chapter 3. 

Chapter 5 
For shearbanding instability, analytical solutions for the fundamental, second harmonic, distortion 
of mean flow and first Landau coefficient are discussed. The spectral-based numerical results 
are compared with analytical solutions. The complete bifurcation diagram for shearbanding 
instability in plane Couette flow is shown. 

Chapter 6 
This chapter differs from chapters 4 and 5 in that the streamwise wavenumber in non-zero. The 
weakly nonUnear analysis is performed using the amplitude expansion method to understand the 
effect of nonlinearities on various linear instability modes as well as to unveil the underlying 
bifurcation scenario in a two-dimensional granular plane Couette flow. This work is an extension 
of the previous work on the shear-banding instability (chapters 4 and 5). The subcritical and 
supercritical patterns, with non-zero wave number, are observed. The possibility of resonant 
mode interaction is discussed. 

Chapter 7 
The weakly nonlinear stability analysis for the three dimensional granular Couette flow is dis
cussed using amplitude expansion method. The results for vorticity banding in pure-spanwise 
granular Couette flow are presented. The bifurcation diagrams for the various values of parame
ters are studied. 

Chapter 8 
We extend the analytical weakly nonlinear stability analysis for shear-banding instability in gran
ular plane Couette flow, as given in chapter 5, to the streamwise-independent three dimensional 
case. The finite amplitude density, vorticity and velocity patterns are observed. 
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C h a p t e r 9 

The coupled Landau equations for two-dimensional granular plane Couette flow is derived for the 
case of two non-resonating modes which is subsequently extended for the situation of 1 : 2 wave 
number resonance as well as mean flow resonance. 

C h a p t e r 10 

The complex Ginzburg Landau equation for two-dimensional granular shear flow is derived. 

C h a p t e r 11 

The summary of the present thesis along with future directions is discussed. 
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Dimensionless acceleration amplitude 
Amplitude of the sinusoidal vibration 
Frequency of the sinusoidal vibration 
Displacement of vibration 
Time 
Acceleration due to gravity 
Shaking strength 
Number of layers 
Rayleigh number 
Critical Rayleigh number 
Order parameter or amplitude function 
Average m£iss of granular material per unit area 
Material density 
Dimensionless forcing amplitude 
Nonlinear coupling coefficient in evolution equation for p 
Diffusion coefficient in evolution equation for p 
Frequency of subharmonic pattern 
Positive paramter which related wavenumber with frequency of the pattern 
Coefficient of cubic and quintic nonlinearity in Swift-Hohenberg equation 
Coefficient related to tuning possibilities in Swift-Hohenberg equation 
Parameter in favor of square pattern in Swift-Hohenberg equation 
Height of the granular layer at time t = n 
Mapping function 
Position vector 
Linear spatial operator 
Control parameter 
Particle diameter 
Height (gap) of the Couette cell 
Length of the Couette cell 
Depth of the Couette cell 
Dimensionless Couette gap 
Volume fraction 
Particle-particle restitution coefficient 
Particle-wall restitution coefficient 
Diameters of the coarse and fine particles 
Mass of the coarse and fine particles 
Number density of the coarse and fine particles 





CHAPTER 2 

GOVERNING EQUATION 

2.1 Introduction 

The flowing of granular materials can be divided into two regimes depending on the interaction 
between grains (Campbell 1990): "quasi-static" flow and "rapid" flow. In the quasi-static regime 
of granular flow, the shear stress is shear rate independent and the contact between the particles 
are long enough to give rise frictional forces, thus the flow is slow in this regime. To study 
such flows one needs to consider modifled plasticity models based on Coulomb friction criterion 
(Jackson 1983; Savage 1984). Another flow regime is the rapid flow regime (fluid like behavior) 
(Goldhirsch 2003; Campbell 1990) in which the particles are in continuous fluctuational motion 
and the momentum transfer occurs through collisions and 'streaming' motion of particles. The 
collisions of particles in this flow regime are nearly instantaneous and the stress is rate dependent. 
The granular flow in rapid flow regime is also known as 'granular gas' because of its resemblance 
with molecular gases. 

Despite similarities with molecular gases, there is a fundamental difference: the collisions 
between granular particles are "inelastic" which is in contrast with the molecular gases where 
the collisions are "elastic". The rule of equipartition of energy does not hold in granular systems 
whereas in molecular gases thermal energy is equally divided among each degree of modes (such 
as translational, rotational and vibration) which contain ^kBT of thermal energy where ke is the 
Boltzmann's constant. In granular systems there is no role of ^ksT. The effective energy scale is 
the potential energy (Jaeger et al. 1996), fhgdp, of a particle of mass m raised by its own diameter 
dp in Earth's gravity g. During particle collisions the translational kinetic energy is lost by 
inelastic collisions and transformed to thermal energy of molecules comprising granular particles. 
Since the thermal energy is incoherent, it cannot further transform back to the translational 
kinetic energy of particles (Brilliantov & Poschel 2004; Rao & Nott 2008). 

This chapter is organized as follows. The general balance equations are given in §2.2. Navier-
Stokes order constitutive relations are described in §2.3, and the expressions for the transport 
coefficients are given in §2.4-§2.8. The boundary conditions are given in §2.9. 

2.2 Balance Equations 

The granular hydrodynamic field variables can be obtained through the coarse graining of the 
particle level variables. The bulk density or coarse grained density p(x, t) = mn(x, t) is defined 
as 

'p(x,t) = Tnn = Tn j f{x,c,F)dc, (2.1) 

where n is the number density, f{x,c,t) is the single particle velocity distribution function at 
position X and time i and the 'overbar' refers a dimensional quantity. The bulk velocity field or 
coarse grained velocity, •u(x,f), is defined as 

u{x, t) = {c) = ^ f cf(x, c, t) dc, (2.2) 

27 
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where c is the instantaneous velocity (local velocity) of an individual particle. Similarly, the 
granular temperature, T, can be defined as 

T(x,t) = -!-{CC) = J-^f C^fix, c, F) dc, (2.3) 
dim dim n J 

where C = c — « is the fluctuation or peculiar velocity and dim is the dimension of the problem 
(= 2 for disks and 3 for spheres). 

The bulk density jo can be expressed in terms of volume fraction (4>) and number density (n) 
such that p = mn = p̂</>, where p is the material density and m is the mass of a particle: 

_ mN _jj_ _ VpN _ 
p= ^ =mn = PpVpn = pp^-=Pp(f), (2.4) 

where A'̂  is the total number of particles and, V and Vp are the total volume and the volume 
occupied by a particle, respectively. 

In the present work, we are interested in the rapid flow regime (Campbell 1990; Goldhirsch 
2003); as discussed in chapter 1, the most of the fascinating patterns belong to this flow regime. To 
simplify governing equations, we are assuming that the particles are spherical, monodisperse and 
smooth such that there is no tangential force exerted by one particle on the other at the contact 
point. Consequently, the momentum transfer is mainly due to the collision and translation of the 
particles. 

The balance equations for mass, momentum and 'pseudo-thermal' energy are: 

(2.5) 

(2.6) 

(2.7) 

where D/Di = d/dt + V • ti is the material derivative. The first term on the right hand side of 
(2.7) is the flux of pseudo-thermal energy, the second term is the source term which denotes the 
shear work, and the last term is the sink term which represents the rate of energy dissipation due 
to inelastic collisions per unit volume. Here g is the acceleration due to gravity. 

The balance equations, (2.5)-(2.7), must be augmented by constitutive relations for stress (E), 
granular heat flux (q) and dissipation rate {V) which are discussed in the following section. 

2.3 Navier-Stokes Order Constitutive Model 
The Navier-Stokes order constitutive model for stress tensor is given below: 

E = (p - C(V • «)) I - 271S (2.8) 

where p is the pressure, p and C are the coefficient of shear and bulk viscosities, respectively, and 
S denotes the deviotoric strain rate tensor, 

S = ^ fViI + V«^' ') - - ^ ( V - u ) I (2.9) 
2 \ / dim 

where I is an identity tensor. The flux of pseudo-thermal energy is given by 

q = -KWT--Rh^<t> (2.10) 

im ^ DT 

= -Pp<^(V-tZ) 

= P p 0 g - V E 

= - V • q - S : V u --V 
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where K is the coefficient of thermal conductivity associated with the gradient of granular tem
perature and Tih is an additional term that arises due to the gradients in volume fraction (Sela 
& Goldhirsch 1998). One distinguishing feature of the hydrodynamics of the inelastic particles is 
that the heat flux is not only generated by a non-uniform temperature (temperature gradients) 
but also from the density inhomogeneities (density gradients). The second term in the expression 
of q is zero for homogeneous density and K/, -^ 0 for elastic particles (e —• 0) leading to Fourier's 
law of heat conduction. 

In the following sections we describe a few widely used kinetic theory models for the flow of 
hard-spheres and disks (Lun et al. 1984; Jenkins & Richman 1985; Garzo h Dufty 1999; Lutsko 
2005; Alam et al. 2008). 

2.4 Model for Smooth Identical Inelastic Spheres (Lun 
et al. 1984) 

The transport coefficients, pressure (p), shear viscosity (ju), bulk viscosity (C), coefficient of ther
mal conductivity (K) and dissipation of energy (D) are given as 

p(0,T)=PpT/,((/)), 

C(0,T) = Ppdpr"/3(<^), K(< ,̂T) = PpdpT'^'/4(<^), ; p l / 2 

Kh{<t>,T) = Ppd^r"'hh{<P), 'D{(i>,T) = ^ r " 7 5 ( 0 ) 
7P-V2 , n 3 / 2 , 

(2.11) 

where dp is the particle diameter and /,(.)'s are non dimensional functions of density which are 
given in table 2.1. 

/l(0) 

/2(0) 

/3(0) 

M4>) 

f4hW 

M4>) 

feW 

4,(1 + 4#x(<A)) 

^ (sejrr?) (1 + lnMcl>)) ( ^ + H^V - 2)0) + h't'^xW) 

T e l l ™ (1 + f'"^xW) ( ^ + Wi'iV - 3)0) + ^ # 2 x ( 0 ) 

l e ^ i f ^ ( ^ + f ^) 'ivi^n - i)(r; - l)i^ {0^x(</')) 

^ 7 , ( 1 - r?)02x(0) 

p/v 

Table 2.1: Non-dimensional functions (Lun et al. 1984). 

The constitutive relations of Lun et al. (1984) are strictly valid for elastic limit (e « 1), i.e. 
the parameter ?; = (1 + e)/2 must set to be unity in the above expressions of /j's. 

Ogawa et al. (1980) proposed a form for the radial distribution function that diverges at 

^^^^,oj^."-- -^^R 

Ace 
No. Ti2.1 

• 3 , * ^ Chi e l <^-^ l- lO^•^/^p:. t 
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,, where (/)„ is the maximum packing limit which is 0.65 for the random close packing: 

1 
xi4>) i-{4>/<pmy/'' 

(2.12) 

The Carnahan-Starling (Carnahan & Starling 1969) form of radial distribution function is given 
by 

xW 
(1 - <A/2) 

(1 - .^/<^„)3 
(2.13) 

which diverges at 

2.5 Model for Inelastic Hard-disks 
For the nearly elastic limit (e ^ 1) of an inelastic hard-disks (of diameter dp) fluid, the constitutive 
expressions for p, Ji, C, K and V are given by (2.11) where the /1-/5 are given below (Gass 1971; 
Jenkins & Richman 1985): 

/ l (0 

h{4> 

fih{<p 

4> + WX, 

0'X, 

v/^ rx, 

+ v/^(J + )̂0^X, 
= 0 

A (l-e^)<A^X-

(2.14) 

These constitutive expressions give good predictions for transport coefficients of nearly elastic 
granular fluid ui>to a density of (/> w 0.55 (Alam & Luding 20036). In the above expressions, x(<A) 
is the contact radial distribution function which is taken to be of the following form (Henderson 
1975) 

'̂« - l O ^ ' 
which diverges at (/> = (pm that is taken to be either (i) (/>„, = 7r/2\/3 « 0.906 (the maximum 
packing limit in two-dimensions) or (n) 0m = (f>^ KI 0.82 (the random close packing limit in 
two-dimensions). The above expression (2.15) boils down to that of Henderson for 0^ = 1 
that corresponds to point particles. The range of validity of different variants of model radial 
distribution functions is discussed in Luding (2009). The linear stability of the shear flow of 
inelastic hard disks has been probed by Alam et al. (2008) using above constitutive expressions. 

2.6 Model for Dense Fluid Transport of Inelastic Hard 
Spheres, Garzo & Dufty (1999) 

The hydrodynamic description and the transport coefficients for a low density granular gas have 
been studied by using the Boltzmann kinetic equations with inelastic binary collisions. Brey 
et al. (1998) recently extended Chapman-Enskog solution of the Boltzmann equation for inelastic 



2.7 Arbitrary Energy Loss Model, Lutsko (2005) 31 

particles to obtain the Navier-Stokes cqnations and the transport coefficients as a function of 
coefficient of restitution. The problem considered by Brey et al. (1998) was an idealized gas of 
smooth, spherical hard spheres with inelastic binary collisions. Garzo k Dufty (1999) extended 
the analysis of Brey et al. (1998) to revised Enskog kinetic theory (RET) for inelastic particles 
at higher densities. The RET for elastic gases (Beijeren & Ernst 1973) is an accurate theory 
which is likely to be valid for the entire range of flow domain as confirmed by both Monte Carlo 
and molecular dynamics simulations. The RET provides a unified description of fluid, crystal 
and metastable states for the hard sphere system near and far from equilibrium. The Navier-
Stokes level balance equations and associated transport coefficients for dense systems using revised 
Enskog kinetic theory (Garzo & Dufty 1999) are given below. 

The granular temperature is defined as 

dim— 1 ,—-2, 
—T = -m{C), (2.16) 

which leads to following energy balance equation 

^ . f = - V . 5 - E : V ^ - P , (2.17) 

where n is the number density [viz. (2.4)] and other notations are same as in previous sections. 
Here the stress tensor, S, and heat flux vector, q, are defined as a sum of kinetic and collisional 
contributions, i.e. E = S t + Sc and q = qk + q,- The transport coefficients, pressure, (p), shear 
viscosity, (/I), bulk viscosity, (Oi thermal conductivity, («), higher order coefficient of heat flux, 
Kh, and the granular energy, V using RET are given below. 

p{<t>,T) = ±-4,f,{4,^e)T, Tl{<^,T,e) = ^^f,{ct>,e)T''\ 

C(<A,T,e) = l ^ / 3 ( < / , , e ) T ' / ' , K(<^,T,e) = g - ^ i — / ^ ^ , e) v f , 
^0 dp ^^dpS/Trm 

_ 3/2 

>ih{4>,T,e) = ^ ^ / 4 , ( 0 , e ) ^ , V{ct>,T,e) = ^l^-=cPMcl>,e)T^^^ + M4>,e){V -uW, 
128 Jm 9 5 dWirm 

where /j's are the non-dimensional functions of volume fraction (0) and coefficient of restitution 
(e) as given in table 2.2. Note that all the coefficients, p, JI, etc, are functions of volume fraction 
(0), granular temperature (T) and coefficient of restitution (e). The second term in the expression 
of V is an extra term which was not included in the constitutive models of Lun et al. (1984). 

2.7 Arbitrary Energy Loss Model, Lutsko (2005) 

Recently, Lutsko (2005) has given a kinetic theory using Chapman-Enskog expansion for the case 
of a one component fluid in Z)-dimensions with an arbitrary model for the normal energy loss. The 
transport coefficients given by Lutsko (2005) have a simple general form which covers the entire 
class of models. For example, the elastic hard spheres in two and three dimensions (Gass 1971; 
McLennan 1989), a simple granular gas in three dimension (Garzo & Dufty 1999) and models 
with velocity-dependent restitution coefficient (Ramirez et al. 1999; Poschel & Brifliantov 2001; 
McNamara & Falcon 2005) are special cases of the model given by Lutsko (2005). 

According to this model, the only scattering law allowing for energy loss which is consistent 
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/i(0.e) 

/2(</>,e) 

fz{<i>,e) 

/4(<A,e) 

/l(<A,e) 

/4/i(</>,e) 

/4/,(<^,e) 

h{<i>,e) 

/6(<^,e) 

CD(0,e) 

c*(e) 

A(e) 

X(0) 

9,i{4>,c) 

9n{4>,e) 

9<{<P,e) 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

l + 2(l+e)<?!.x 

( 9 ^ - 5 / 5 ) ^ ' [ l - i ( l + e ) ( l - 3 e ) , ^ x ] [1 + ^^^(l + e)] + i /3 

^ ^ 2 , ( i + , ) ( l _ i , . ) 

f^ [1 + | 0 x ( l + e)] + W-^'xll + e) (1 + ;fec*) 

+ |<Ax(l + e ) 2 { 2 e - l + ( i ( l + e ) - 3 ^ ) c * } ] 

/ 4 \ [ l + f0x(l + e)] 

2 (25. - 3/5)-^ [(1 + 0 ^ ) /5 / I + i (1 + < A ^ ^ ) C 

^ X ( l - e 2 ) ( l + i c * ) 

[-(1 - e)(/i - 1) + ^ ( 1 - e2) (1 + Ae-) ^C^] 

[5/5 + 5< + W (1 + SI^*) ^(1 - e')] ^ ' [AA'/'X + (/i - 1) (1 - e) C-] 

32(1 - e)(l - 2e2) (81 - 17e + 30e2(l - e))"^ 

1 [(1 - e)(5e2 + 4e - 1) + f^(159e + Se^ - 19e - ISe^)] (1 + e) 

l-<l>/2 
( l -*)3 

^ [ l - i ( l - ^ ) ^ ] [ l - ^ ' ^ * ] 

i ± . , [ l + | | ( l _ , ) + i ^ e * ] 

^ X 128 - 96e + 15e2 - ISe^ + |^ (l5e-'' - ISe^ + 498P - 434)] 

Table 2.2: Non-dimensional functions (Garzo & Dufty 1999). 
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with conservation of total momentum and angular momentum is 

v'n = «12 - fci2 I V12 • fci2 + sgn{vi2 • ki2)J(vi2 • fci2)^ SE J (2.18) 

where i;i2 = wi - ^2 is the relative velocity before collision, ki2 is a unit vector pointing from the 
center of first particle to the center of second particle. The energy loss is SE which is a function 
of normal relative velocity 

6E = A(tTi2 • ki2) (2.19) 

and the center of mass velocity is Vi2 = Vi + V2- The change in energy during a collision for 
simple granular fluid model is 

-SE = ^m {v\^ + v\^ - iff - if{J = - i m ( l - e'^){vi2 • ^12)^ (2.20) 

For the simple granular fluid the transport coefficients: pressure (p), shear viscosity (/2), bulk vis
cosity (C), coefficient of thermal conductivity (7t), higher order coefficient of thermal conductivity 
(«/j) and the granular energy (P), take the following form: 

' dim 

C(</), T, e) = m'/^dl,-''"-M,l>, e)T'^\ K{<t>, T, e) = m'-i/^'d],-'^™ {f^ + r,) T''\ 

Kh((P,e,l) = m'^ I'd V dim \hh + Uh)—7-' D((j),I,e)- ,=j ^ 1 = 

where Vdim is the volume of a particle of diameter dp having dimension 'dim', 

(J /2)'^''" •j^dim/2 

Vdim.{r) = 2'KCdim-i —^. with Cdim -dim " ^ r(dim/2 + l)-

For example for the sphere i.e. dim = 3, Vsir) = gTrd .̂ The superscript k and c refer to the 
kinetic and collision contributions, respectively, and other symbols are same as in §2.6. The 
transport coefficients are functions of volume fraction (<p), granular temperature (T) and the 
coefficient of restitution (e). Here /j's are the non-dimensional functions of volume fraction and 
coefficient of restitution as given in table 2.3. Note that in the three dimension limit (dim=3) we 
recover transport coefficients for a low density fluid (Brey & Cubero 2000; Garzo &; Montanero 
2002) and for a dense fluid (Garzo & Dufty 1999) (see §2.6). 

2.8 Present Constitutive Model 

We have chosen the Navier-Stokes-order constitutive model of Lun et al. (1984) which has been 
used by many authors (Alam & Nott 1998; Forterre & Pouliquen 2002; Mitarai & Nakanishi 
2004; Khain 2007; Alam et al. 2005) to probe the stability of various types of granular shear 
flows. The constitutive relations for stress, heat flux and dissipation are given in (2.8)-(2.10), and 
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fi{4>,e) 

C2(e) 

f3{(t>,e) 

16(l-2e^)(l-e) 
24djm+9-(41-8d!:m)e+30e'-^(l-e) 

21^"""" 
i™ ~ r(dim/2) 

4Sj.,„ V'V 2"xy M + 4di,n(dim+2)Frf, '*'•< 
Sd„„<i''""(e+l)(3e-l) 

8dimVdi„ ^-^ 
C/, _ i ^ \ - l / i I S^,mdf"'(e+l)(3e-l) 
V'V 2"'X; M + 4dzm(dim+2)Vd„„ 'P^ 

+ 7r(dim+2)V'di, :<^(i-fl) 

2^dim'^ I Vdi„ ^x(i-fl) 

^^st":,r'̂ ^T-2/̂ -)"^ 
1 + 2C2 + . . / ' ; . „ . _ " : ; . , (e + 1)2 {2e - 1 + (e + l)c2} <̂X 

8dim(dJm+2)Vd,„ 

3(l+e)Srfi^ d k , (l+e)5d„„ / d."' 
- 4dim(dtm+2) V ^ ' ' ' ' ^ - ' ^ + 4^5? dim I Fd.„. I >.̂  ~ 16 J "? X 

\/7rdiTn (dirri+2)"^ /or oi \ —1 
= 4S^.^(d»m-l) (2"T - ^K) 

,9(log0Xo)L Ci , 3c2^ 8Sdi„.(dim-l) jfc , d i m - 1 _ 
V' d4> "-X V-' "•" 16 ; v^dim (dim+2)2 •'4 + dim ' ^̂ 2 
I ^p"" {a{<t>'\)\ 3(dim-l)Sdi^( l + e) 

Vdj„ \ d<p I 8dim'^{dim+2) 

/5(</',e) 

/6(<^,e) 

hT{4>,e) 

h^{(j>,e) 

{-e ( l - e) + i(3e2 - 3e + 10 + 2dim)c2}] 

3Srf„„(l+e)d^ 

4 dim (dim+2)Vd, 

Sdim / l I 3c: 

^-M^h 

f^(i + if)(i-e')fc:'^x 

5 i ^ (he - dimh,}-' x ( l - e^) - ^ £ ( 1 " e')<Px 

dim-If 1 1 \ /'i , 3 (d im+8) ( l -e ) \ 
A 2dim '̂̂  ̂ ^ ^^ \̂ ^ + 8(d im- l ) ) 

/ ^ _ ( l - e ) ( 2 d i m - 3 e - 3 ) \ 
^ \ 4 dim J 

(dim+2) ,-• _ 2\ 
4 dim AV^ e ; 

/i<;(0, e) = - ^ ; t ( ^ ) (30e-' - 30e2 + 105e + 24erf«m - 56rfim - 73) 

Table 2.3: Non-dimensional functions (Lutsko 2005). 
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the transport properties are given by (2.11) and the related non-dimensional functions are: 

/3(0) 

96x V 5 / 5v/7r' 

3v/7r (2.21) 

where x is the radial distribution function [cf. (2.12)-(2.13)]. We set r; = 1 in the expressions of 
fi's as given in §2.4 in order to get relations (2.21) foj^the case of nearly elastic particles. 

In the expression for the collisional dissipation V (which is proportional to f5i4>,e) as in 
Eqn. 2.21), some authors (e.g. Garzo &_Dufty 1999; Lutsko 2005, §2.6, §2.7) have found an 
additional contribution proportional to V •« that appears as a dense-gas correction; we have 
checked that this additional term does not affect the onset of linear shear-banding instability 
and hence omitted in the present work. We have also neglected a 'Dufour-like' term (~ V0) in 
the expression for the granular heat flux (see, for example, Lun et al. 1984; Sela k Goldhirsch 
1998; Garzo & Dufty 1999) even though this is a Navier-Stokes-order term, i.e. of order Knudsen 
number^ (Kn), it appears at 0[eKn), where e = (1 - e^) is the inelasticity; however, it can be 
easily verified that the shear rate (~ Kn) and the inelasticity cannot be separated from each 
other {Kn ~ ^/t) in uniform shear flow, and therefore the above 'Dufour-like' term is likely to be 
of higher-order in terms of Knudsen number. In any case, the effect of this additional term on 
the stability of uniform shear flow was checked by (Gayen k Alam 2006), along with the effects 
of spin-fields and tangential restitution, who showed that this term does not introduce any new 
instability in plane shear flow. 

It should be pointed out that Gayen & Alam (2006) used more general expressions for /1-/4 in 
(2.21) that also depend on the restitution coefficient e, having a larger range of validity in terms of 
e; for example, the correct expression for / i for inelastic particles is / i(0,e) = 0(1 -I- 2(1 -I- e)(/>x), 
with similar expressions for fi-fA- Even with such an elaborate restitution-coefficient-dependent 
constitutive model, they reported no new instability in plane shear flow. Since the present 
nonlinear analysis is a finite-amplitude saturation of the underling linearly unstable mode, our 
contention is that a more complex restitution-coefficient-dependent constitutive model would not 
qualitatively alter our predictions on "nonlinear" shear-banding instability. 

The Navier-Stokes-level constitutive models are strictly valid in the quasi-elastic limit (e ~ 1) 
since certain non-Newtonian effects, like the normal stress differences (Sela & Goldhirsch 1998; 
Alam k Luding 2003a),become prominent at smaller values of the restitution coefficient (i.e. at 
larger dissipation levels). Such effects can only be incorporated using Burnett- or super-Burnett 
order constitutive models (Sela & Goldhirsch 1998) which we do not consider here. 

2.9 Boundary Conditions 
In contrast to Newtonian fluids, the velocity slip has been observed at the boundaries in ex
periments (Hanes k Inman 1985: Savage k Sayed 1984) and computer simulations (Campbell 
k Brennen 1985) of granular flows. The slip velocity generates pseudo-thermal energy at the 

'The ratio of the mean free path length of the molecules of a fluid to a characteristic length. 
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boundaries and there is a lose of energy due to inelastic collisions between the particle and wall. 
Therefore the granular temperature at the boundaries cannot be determined independently, rather 
it involves solutions of flow fields far away from the boundaries. Consequently the walls may act 
as a source or a sink of pseudo-thermal energy (granular temperatme) under different condition.s. 

Several theoretical studies have implemented boundary conditions in the flow problems using 
either huristic or kinetic theory approach. The heuristic approach (Hui et al. 1984; Johnson & 
Jackson 1987) for boundary conditions depend on two specific wall properties: coefficient of resti
tution for the particle-wall collisions e,,, and the specularity coefficient ps- On the other hand, 
the boundary conditions using kinetic theory approach (Jenkins & Richman 1986; Richman 1988; 
Jenkins 1992) deal wall properties in a rigorous manner. Hui et al. (1984) modeled boundary 
conditions for dense flow using the phenomenological theory of Haff (1983). In the derivation 
of temperature boundary condition, Hui et al. (1984) neglected the contribution of shear work 
performed by the boundaries due to slip velocity which was later modified by Johnson & Jackson 
(1987). They derived a set of boundary conditions in a generalized manner by assuming the fric-
tional contribution of stress at the boundaries. Moreover, Johnson & Jackson (1987) considered 
the average distance between the wall and the surface of an adjacent particle, and the average 
boundary area per particle, as a function of number density or volume fraction. The details of 
generalized boundary conditions of Hui et al. (1984) and Johnson & Jackson (1987) are discussed 
below. 

2.9.1 Boundary Conditions in the Dense Limit using Heuristic 
Approach by Hui et al. (1984) 

The boundary conditions derived by Hui et al. (1984), based on Raff's theory, are valid in the 
limit where the rheology is dominated by particle collisions. We consider the flow of spherical, 
non-cohesive, smooth and identical particles of mass rfi. It is assumed that mass density p is large 
enough so that the average separation, s, between the neighbors is always less than the particle 
diameter, dp i.e. s « dp. Under this assumption the bulk density can be defined as p ~ Th/dl. 

Balance of Tangential Momentum 

The balance of momentum can be obtained by equating the tangential momentum at the boundary 
due to bulk flow with the tangential momentum flux due to particle-wall collisions, 

["•• ^ • *J at the boundary = ^ ' ^'" (2.22) 

where n and t are the normal and tangential unit vectors, respectively. The quantity S^, refer to 
momentum flux (the rate of transfer of momentum across a unit area) which can be defined as 

Sw = average tangential momentum transfer per collision 

X collision frequency 

xnumber of particles adjacent to unit area of the surface. (2.23) 

Thus we can write 

5 . = ^ ! ^ ^ (2.24) 

where a^ is an order one dimensionlcss constant. Us = Uo — w,,, is the slip velocity with tto and 
Uu, being the flow and wall velocities, respectively, /5s the specularity coefficient which is zero for 
the perfectly specular collisions and unit for the perfectly diffusive collisions. Here the subscript 
'0' denotes the corresponding property being evaluated at the boundary. The quantity ffg reflects 
the nature of particle-wall collisions which measures the fraction of collisions that transfer a 
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significant tangential amount of tangential momentum to the wall (Hui et al. 1984). The left 
hand side of (2.22) is the shear stress evaluated at the wall which is equal to 

l . " ' ^ * ] a t the boundary 
^dut 

^y J at the boundary dj/ 
A o - T ^ (2.25) 

where /x denotes the shear viscosity and the subscript t denotes the tangential component of a 
vector. From the Haff's theory, shear viscosity at the wall is given by 

Ao = - ^ . , (2.26) 
dp So 

where 02 is an order one dimensionless constant. From (2.22), (2.24), (2.25) and (2.26) we get, 

(2.27) 
a2dp dupt 

aiPs dy 

This is the velocity boundary condition to be satisfied at the boundary. 

Balance of Pseudo-thermal Energy 

The balance of pseudo-thermal energy can be obtained by equating the rate of energy loss to the 
wall per unit area due to collisions (Vu,) with the energy flux transmitted to the wall due to bulk 
flow, i.e. 

[i^ • 9lat the boundary = - ^ " " (2.28) 

where V^, can be written as, 

Vu) = energy loss per particle-wall collision x collision frequency 

xnumber of particles per unit area of the wall. (2.29) 

Using the HafT's theory we can write 

1 - - 2 M 2 ^ v 3 r i 
V^ = a3-7-nvV{l-et)^^, (2.30) 

2 So d^ 

where n is the number density; particles per unit area of the wall is equal to n{dp + s) » fidp and 
03 is an order one dimensionless constant. The energy flux at the wall is given by 

[" • 9]at the boundary = " ' ^ o ^ [2''^} ' ^^'^^^ 

where KO is the thermal conductivity at the wall. The expression for the coefficient of thermal 
conductivity (Haff 1983) is given by 

R = a4rf!^^^. (2.32) 
'̂  s 

where 04 is an order one dimensionless constant. From (2.28)-(2.32) we get an expression for 
thermal velocity at the boundary, 

2a4dp dwo .„ „„> 

03(1 - el) dy 

where dvo/dy is the normal derivative at the wall and Do = VST is the thermal velocity. 
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2.9.2 Boundary Conditions of Johnson &; Jackson (1987) 

Balance of Tangential Momentum 

Let us define the frequency of particle-wall collisions for each particle: 

/ , = (3f)'/y-s^, (2.34) 

where s^ is the average distance between the wall and the surface of an adjacent particle (Bagnold 
1954), 

Sw = Sw{<l>,(t>m,dp) = dp i-^j - 1 . (2.35) 

and (3f )^/'̂  denotes the root-mean-square velocity fluctuation. The average boundary area per 
particle is defined as 

flu) sa„((/),(/>^,c(p) = d ^ f - ^ j , (2.36) 

and thus the total number of particles adjacent to unit area of the surface is l/a^,. Here (j>m 
is the maximum volume fraction at closest random packing. The average tangential momentum 
transfer per collision from particles to the wall is given by 

Sav = PsTnUs = -f3sTTPpdpUs (2.37) 

where Us is the slip velocity, Pp is the particle density and Ps is the specularity coefficient. The 
rate of tangential momentum transfer to unit area of the wall due to particle-wall collisions is 
given by 

Jw — ^av ^ fc >< Z— = f TTTT' ( 2 . 3 8 ) 

«» 6 0^ l - (0M„)i /3 | 

Equating the component of bulk stress to the coUisional rate of momentum transfer along the 
tangential direction, we get the boundary condition for velocity 

[" • ^ • *] at the boundary = *'^^- (2.39) 

Balance of Pseudo-thermal Energy 

To obtain the boundary condition for granular temperature, we equate the normal component of 
the flux of pseudo-thermal energy to the (i) net generation of pseudo-thermal energy at the wall 
due to slip velocity and (ii) the rate of dissipation of energy due to inelastic collisions, 

nq = UsSw- Vu,, (2.40) 

where tt^ • Su, is the shear work term i.e. the generation of pseudo-thermal energy due to slip 
velocity at the boundary and V^j is the rate of dissipation of pseudo-thermal energy due to 
inelastic particle-wall collisions per unit area of the surface. The expression of V^ is given by 

Vui = energy loss per particle-wall collision x collision frequency per particle 

X number of particles adjacent to unit area of the particle 

i7rppd^T(l - el\ x ^ x ± ^ v / 3 y t 3 / ^ ( l - e ^ ) ^̂ ^̂ ^̂  

«- 4 0„[l-(</./^„)i/3] 



2.9 Boundary Conditions 39 

The first term of (2.40) was omitted by Hui et al. (1984). In the limit of e„, -^ 1 which imphes 
that Pu, -^ 0, the first term of (2.40) dominants over the second term and thus the boundary acts 
Uke a source of pseudo-thermal energy. In the other situation, if ê , is small, the second term of 
(2.40) dominates and therefore the boundary behaves as an energy sink. 

2.9.3 Boundary Conditions of Jenkins & Richman (1986) 

The formal derivation of boundary conditions using kinetic theory was first given by Jenkins & 
Richman (1986). They assumed a boundary which was composed of halves of similar disks for the 
two dimensional flow, and hemispheres for the three dimensional flow. The particle distribution 
function was assumed to be Maxwellian. These boundary conditions differ from the heuristic 
boundary conditions of Hui et al. (1984) in the following manner: 

I measure of the boundary roughness determined in terms of diameters of two types of disks 
(or spheres) and the spacing between the wall disks (or spheres); 

II the energy balance at the boundary contains the rate of working, i.e. shear work term, of 
the boundary due to slip velocity; 

III a boundary condition on pressure is obtained which fixes the density (or area/volume frac
tion) of the flow at the boundary and leads a unique solution to the boundary value problem 
for the steady shear flow between the parallel plates. 

The boundary conditions of Jenkins & Richman (1985) are same as (2.39) and (2.40). However the 
explicit forms of S^, and V^, are obtained from dense gas kinetic theory with a defined structure 
for the wall. 

2.9.4 Present Choice of Boundary Conditions for the NonHnear 

Stability Analysis 
The general forms of boundary condition with non-zero slip velocity and/or non-adiabatic {dT/dy i^ 
0) walls (as defined in §2.9.1, §2.9.2 and §2.9.3 ) be incorporated into the nonlinear stability theory, 
but the resulting nonlinear analysis (especially the adjoint problem and the higher harmonics) 
becomes very complicated which is left for future work. 

The walls can act as sources or sinks of granular (fluctuation) energy which might affect the 
nonlinear saturation of shear-banding instability, thereby modifying the structure and the spatial 
position of shear-bands within the Couette-cell. The effect of such slip boundary conditions with 
non-adiabatic walls on the 'linear' shear-banding instability has been discussed by Alam & Nott 
(1998). In this present work, as a first step towards developing an order-parameter theory, we 
restrict to simpler boundary conditions, no-slip and zero heat flux, that admit analytical solutions 
even for the nonlinear problem and the related bifurcation scenario remains perfect (Alam et al. 
2005; Alam 2005). 

The no-slip condition implies that the flow velocity at the wall is same as the wall velocity, 
consequently, the balance of momentum and energy at the boundary gives 

n -T, • t] = 0 and n • q = 0, at the boundaries 

where n and t are the unit vectors along the normal and tangential directions, respectively. In 
the component form, the boundary conditions for the bulk velocity and the granular temperature 
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u = 
AT 
Ay 

Uw, f = 0, w = 0, (no-slip) 

0, (adiabatic walls) 

where u^ is the wall velocity. 

Appendix 2A. List of Symbols 

p 

pp 
dp 
m 

c 
u 
C 
dim 
<t> 
0max 
N 
V 

T 
9 
S 
V 
P 
A*, C 
S 
8 

n 
t 

K 

fls for i > 1 
X 

Bulk density or coarse grained density 
Material density 
Particle diameter 
Mass of a particle 
Number density 
Restitution coefficient 
Instantaneous velocity of a particle 
Bulk velocity or coarse grained velocity 
Fluctuation or peculiar velocity 
Dimension of the system 
Volume fraction or solid fraction 
Volume fraction at maximum packing 
Total number of particles in the system 
Volume of the system 
Volume occupied by a particle 
Acceleration due to gravity 
Granular Temperature 
Heat flux 
Stress tensor 
Dissipation rate 
Pressure 
Coefficients of shear and bulk viscosities 
Deviotoric strain rate tensor 
Average separation between two neighboring particles 
normal unit vector 
tangential unit vector 
Momentum flux 
Specularity Coefficient 
Coefficient of thermal conductivity related to the granular temperature 
Coefficient of thermal conductivity related to the volume fraction 
Dimensionless functions of volume fraction 
Radial distribution function 



CHAPTER 3 

WEAKLY NONLINEAR THEORY FOR 

GRANULAR SHEAR FLOWS 

3.1 Different Approaches to Derive Landau-Stuart 
Equation 

A general approach to derive the Stuart-Landau equation 

^ = c ( ° V + c(2V|^P + ... (3.1) 

with s^ being the complex amplitude of the disturbance, or its partial differential analog, the 
Ginzburg-Landau equation 

at ox^ 

is to reduce the dimension of the system by projecting the infinite-dimensional system onto some 
low-dimensional system, spanned by the slowly decaying modes of the associated linear eigenvalue 
problem. A variety of seemingly different methods, like the amplitude expansion method (Stuart 
1960; Watson 1960; Reynolds & Potter 1967), the multiple scale analysis (Stewartson & Stuart 
1971), the Fourier expansion method (Herbert 1980) and the center manifold reduction (Carr 
1981) are widely used in the theory of weakly nonlinear analysis of fluid systems (see for reviews, 
Stuart 1971; Busse 1978; Newell et al. 1993). 

3.1.1 Amplitude Expansion Method of Stuart and Watson (1960) 

A formal weakly nonlinear analysis for fluid system was first rigorously established by Stuart 
(1960) and Watson (1960). Stuart derived Landau equation in 1958 using an energy balance 
equation, based on the assumption that the disturbance retain its 'Orr-Sommerfeld' shape as 
the amplitude grows which is not true in general because the distortion of disturbance plays an 
important role for the viscous instabilities. Later, Stuart (1960) used the small growth rate as 
an expansion parameter and derived the Landau equation from the Navier-Stokes equations for 
the plane Poiseuille flow. Watson extended and modified Stuart 's (1960) work and established 
an amplitude expansion method which is applicable to arbitrary order. The amplitude expan
sion method (Watson 1960), which uses the small amplitude of the most unstable mode as an 
expansion parameter, is based on the assumptions of [i) separable solution and (ii) the validity 
of the Landau equation. This reduces the set of governing equations into a series of ordinary 
differential equations: (a) at order 0{.i^) we recover the linear eigenvalue problem; (fc) at each 
even order, 0{s^'^"), with n = 1,2,. . . , we have sets of inhomogcneous differential equations for 
the harmonics of even order and the mean-flow distortion; and (c) at each odd-order, 0(.2/^" + ^), 
with n = 1,2,. . . , we have sets of inhomogeneous differential equations for the harmonics of odd 
order and an equation for the distortion of the fundamental. The latter equation can be solved 
using the solvability condition that yields the Landau coefficients. All these equations are solved 
sequentially along with Landau coefficients. This method is known as Stuart-Watson's amplitude 

41 
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expansion method or Stuart-Watson theory. 
Davey (1962), Davey et al. (1968) and Eagles (1971) appHcd Stuart-Watson theory to study the 

well-known Taylor-Couette problem. Reynolds & Potter (1967) extended and modified amplitude 
expansion method for three dimensional flows and developed an elegant simplified formalism which 
involves few functions, represented by equations of the same kind. For incompressible shear flows, 
it has been shown that the amplitude expansion method is equivalent to the direct methods of 
deriving the Landau-Stuart equation such as center manifold method (Carr 1981) and multiple 
scale analysis (Fujimura 1989, 1991) which are described below. 

3.1.2 Center Manifold Reduction 

In the center manifold reduction technique, the spectra of the linear operator is decomposed into 
critical (slow/active) modes and noncritical (fast/slave) modes, and the resulting system is then 
projected onto the center manifold; the eigenvectors of the center/active modes span the center 
manifold. The underlying assumption is that the time-scales for the fundamental and the slave 
modes are well separated in that the fundamental/critical/slow mode remains constant over a 
time-scale during which the slave modes decay to zeros. When the control parameter is very 
close to its critical value, the above ansatz is likely to hold and the amplitudes of all the slave 
modes relax on the center manifold. If .a' represents an active mode and S denotes the slave 
modes, then the center manifold, W, is defined as W = {{s/,S)\S = S{.e/),\j^/\ < S} where 5 
is a sufficiently small number. The functional relationship S = S{s^) can be used to formulate 
governing equations for nonlinear harmonics generated by the interaction of active modes. The 
dynamics of an infinite system can be predicted by studying the dynamics of a low-dimensional 
system, restricted to the center manifold (Carr 1981; Wiggins 1990). On this center manifold, 
the amplitude of the disturbance satisfies an amplitude equation 

~ = / ( ^ ) , (3.3) 

where / is a nonlinear function of an active mode. For example, / can be written in the following 
form 

CO 

/ ( ^ ) = Y^ c< ' - 'W' + constant (3.4) 
i=l 

where the coefficients of / involve integrals which are functions of active modes. For the problems 
with perfect symmetry (i.e. without any imperfection or unfolding, Golubitsky & Schaeffer 1985), 
f{.e/) has a normal form 

/(.£/) =c<°W-hc(2\!^3^. . . (3.5) 
With this form of f{s/), equation (3.3) is invariant under the transformation s/ ~> —s^. The 
bifurcation and the dynamics of the system can be studied from the amplitude equation (3.3) 
which is much simpler than solving the original set of nonlinear partial differential equations. 

3.1.3 Multiple Scale Analysis 

The multiple scale analysis is based on the separation of scales. Stewartson & Stuart (1971) used 
two time and length scales to derive a complex Ginzburg-Landau equation to describe aperiodic 
patterns in plane Poiseuille flow. Weinstein (1981) extended the work of Stewartson & Stuart 
(1971) and shown its equivalence with Wat.son's amplitude expansion method. The timescale at 
which nonlinear terms become dominant over the growth of the fundamental mode is taken to 
be the inverse of the linear growth rate as argued by Stuart (1960). Here the fast time scale, 
n = 0(1), is related to the exponential growth/decay rate of the fundamental mode, and the 
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slow time scale, ra = 0( l /e) , where e is proportional to the growth/decay rate, is related to the 
amplitude function (which is equivalent to the ansatz that the perturbation amplitude ^ is a 
slowly varying function of time). Similarly we can introduce a series of slow time scales, T„, such 
that i„ = 0( l /e") . Using e as a small expansion parameter we can expand perturbation variables 
as a power series in e and the Landau-Stuart equation for the slowly varying amplitude can be 
derived from the solvability condition (Fujimura 1989). 

Although there are interesting and unresolved issues regarding the uniqueness of the Landau 
coefficients, the validity of expansion methods and the convergence of the Landau series (Herbert 
1980, 1983; Morozov & Saarloos 2007; Becherer et al. 2009), the weakly nonlinear analysis is 
able to predict the local bifurcation whether the flow is subcritical or supercritical near the 
critical point. Such theoretical predictions have also been confirmed experimentally for the plane 
Poiseuille flow (Davies k. White 1928; Nishioka et al. 1975), Taylor-Couette flow (Davey 1962) 
and Rayleigh-Benard convection (Busse 1978). 

3.1.4 Organization of this Chapter 

In this chapter we will develop a weakly nonlinear theory that takes into account the nonlinear 
interaction between modes of different wave numbers. We follow the amplitude expansion method 
of Stuart (1960) and Watson (1960) which was later formalized by Reynolds & Potter (1967). 
This is an indirect method to arrive at Landau-Stuart amplitude equation and the related Landau 
coefficients are found by using the Fredholm integral or the solvability condition as detailed here. 
The nonlinear solutions are determined in terms of the basic wave, its distortions and harmonics 
at various order. We have recently developed an order-parameter theory for the granular plane 
Couette flow (Shukla & Alam 2009) using the second approach of center-manifold reduction 
technique. This method has been briefly discussed in chapter 4. 

This chapter is presented as follows (see figure 3.1). The mathematical formulation of the 
problem is given in §3.2. The methodology of the amplitude expansion technique is discussed 
in §3.3. An spectral-based numerical scheme has been developed to solve the related nonlinear 
stability problems as detailed in §3.4. 

3.2 Nonlinear Perturbation Equations for Granular 
Flows 

Consider a granular flow of smooth, monodisperse, inelastic particles (for example, hard spheres 
in three dimensional system or hard disks in two dimensional system), obeying a simple collision 
model, driven by shear, gravity or vibration; for instance, plane Couette flow between two op
posite moving walls or gravity driven Poiseuille flow or convection in bounded and unbounded 
geometry driven by shaking and/or vibration (see chapter 1). The stability of such systems 
employs granular hydrodynamic equations originated from the kinetic theory with appropriate 
models for the rheology of the medium as described in chapter 2. We have a set of five balance 
equations (one mass, three momentum and an energy equation). 

The first step to study any problem is the nondimensionalization of the governing equations 
(balance equations with constitutive relations). Depending on the physical geometry of the system 
we can define reference length, time and velocity scales. Using these reference scales we can obtain 
a set of dimensionless balance equations and constitutive relations. The flow whose stability we 
wish to determine, i.e. the base flow or mean flow (X"), can be obtained by solving balance 
equations along with boundary conditions under some assumptions on the flow. 

The next step is to determine the disturbance equations by imposing a small disturbance 
in the base flow as shown schematically in figure 3.2. Upon substituting the base flow plus 
perturbation terms into the set of governing equations and subtracting the base flow equations, 
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Figure 3.1: Road-map of chapter 3 
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Figure 3.2: Flow decomposition into base flow and finite perturbation, X° + X = Xtotal-
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we get a set of nonlinear disturbance equations. We further assume that the base flow is steady 
and one-dimensional, i.e. X^°^ = X<"'(j/). The nonlinear disturbance equations can be expressed 
in the matrix notation as given below: 

(^^^-C^X{x,y,z,t)=X (3.6) 

where 
c = c{d,,dy.d,,dl,dl,dlx'',...) (3.7) 

is the linear operator, X = {4>',u',v',w',T') is the disturbance vector and J\f denotes nonlinear 
terms. Here 4>', {u',v',w') and T' are the disturbances in volume fraction, velocity components in 
X-, y- and 2-directions, and granular temperature, respectively. Since the granular fluid is com
pressible, the nonlinearities arise from the inertial terms as well as from the transport coefficients 
that are nonlinear functions of density and temperature. Note that all the transport coefficients 
which are the functions of two variables (density and temperature) are expressed in the form of 
Taylor series around the base state. In most of this thesis, we have considered nonlinear terms 
up to cubic order 

Af = X2{X,X)+J^3{X,X), (3.8) 

where A/2 and A3 are the vector representations of quadratic and cubic nonlinear terms, respec
tively. However in chapter 7, we will consider the effect of quartic (A 4̂) and quintic (N^) nonlinear 
terms. The general form of the boundary conditions can be represented as 

BX =0 at y = ±1/2, (3.9) 

where B is the boundary operator (for example, no-slip and zero heat flux boundary condition). 
The explicit forms of Af and B are not needed to develop the nonlinear theory, but they will be 
written down explicitly in subsequent chapters (4 to 10) for specific types of perturbations. 

In the next section we develop a weakly nonlinear theory of a general granular fluid using am
plitude expansion method. All the problems which have been studied in this thesis are particular 
cases of this general analysis except chapter 4 where we have used another method, namely, the 
center manifold reduction technique. For a better understanding of the analysis we will give an 
explicit form of a equation (continuity equation for example) at each step of the procedure. 

3.3 Amplitude Expansion Method 
Let us consider a flow between two bounded walls (e.g. Couette flow, Poiseuille flow, convection, 
etc.) as shown in figure 3.3. In this figure x-, y- and 2- directions represent the streamwise, 
gradient and spanwise flow directions, respectively. 

In linear theory, we assume infinitesimal disturbances (basic wave) of the form 

X{x,y,z,t) = x'i'il(«/)e '̂''"=^+'=="+'̂ *)e°*, (3.10) 

where X is a disturbance vector as defined in the previous section, a+iu) is the complex eigenvalue; 
e°' is the amplitude of the basic wave with 'a' denoting its growth rate, and u) is the frequency 
of the basic wave. Here, k^ and k^ are the streamwise and spanwise wavenumbers, respectively. 
The superscript notation on the amplitude, A'l^''!, of the linear eigenfunction will be clarified 
later. The fiow is linearly unstable or stable or neutrally-stable if a is positive or negative or 
zero, respectively. In nonlinear stability, the amplitude of the disturbance, A{t), is finite and 
time dependent which is taken to be the comiterpart of the real exponential term in (3.10), 
i.e. A{t) = e°*; moreover, the frequency of the basic wave, w, is allowed to depend on the 
disturbance amplitude, i.e. w = i^(^). Because of the absence of nonlinear terms in linear theory. 
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Figure 3.3: Schematic for the coordinate system in tlie flow 

any result, for example eigenfunctions, is independent of the amplitude of the disturbance and 
hence the amplitude of disturbance is infinitesiinally small. 

3.3.1 Transformed Nonlinear Equations 

Let us use the following transformation (Reynolds & Potter 1967) 

= k,^x + k,z + uit, u>{A) and A = A{t) (3.11) 

where A{t) is the "real" amplitude of the disturbance such that A{t) = e"' for infinitesimal 
disturbances in the linear theory. The following fact is embodied in the above transformation: 
the growth rate and frequency will change with the finite size of the perturbation. Therefore, the 
partial time derivative can be transformed into 

dt 

dA_d_ 

'dtM + UJ + 
duj fdA_ 
dA V~df 

(3.12) 

This transformation is equivalent to a two time-scale transformation where the first term in 
(3.12) represents a slow time-scale (which implies that the perturbation amplitude A{t) is a 
slowly varying function of time) and the second term represents a fast time-scale. The spatial 
derivatives are transformed accordingly: 

d_ 

dx 

dx"^ 
,od' 

^•C>^2' 

dz '36' 

d^ ,.2 d^ 

(3.13) 

(3.14) 

The above transformation (3.12)-(3.14) is then inserted into the disturbance equations (3.6). As 
an ilhistration, let us consider a disturbance equation for the balance of mass: 

di dx + + 
dw' 

*w,)''^-^"i> 
djcp'u' 

dx 

d{(p'v') d{<p'w') 

dy dz 
(3.15) 
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where u° and (jfi are the base state velocity (streamwise) and density, respectively; and (f>y is a 
derivative of 0" with respect to y. Equation (3.15) is transformed into: 

dAd^ 
dt dA 

-k. 

+ 
da; / d^ 

^^6AV^ de - " '̂̂  de '^ ^' de ^^^°iV''-^°^^^ dy 

' de ^"^ de dy dy K 
dw' ,50' 

(3.16) 

The rest of the disturbance equations are transformed accordingly. All disturbance equations can 
then be written in a compact form: 

[M{dA,de;u;)-C{dy,dlde,dl<i>°,...)]X = M. 

Here 
C = C(dy,dl,de,dl,ct>\... 

is the linear stability operator and A1 is a diagonal operator 

M 

with I being the identity operator. 

dt dA \ dA\ dt de 

(3.17) 

(3.18) 

(3.19) 

3.3.2 Fourier Expansion and Transformed Nonlinear Equations 

To solve (3.17), now we look for solutions X = X{y,A,e) in terms of the wall-normal distance 
(2/), the amplitude of perturbation [A) and the instantaneous position in the cycle of the basic 
wave {e). It is verified that the coefficients of transformed disturbances equations (3.17) and 
boundary conditions do not depend explicitly on e, therefore the transformed equations (3.17) 
are translational invariant in e. Consequently, the solution can be expressed in terms of Fourier 
expansion 

X{y,A,e) = X(*'(^/,>l)e''^^ + X('^)(2/,^)e-''=^ (3.20) 

where the summation is taken over all positive integers k > 0, and the tilde over any quantity 
denotes its complex conjugate. This Fourier expansion (3.20) incorporates the fact, as mentioned 
before, that the finite-size of the perturbation will change both the frequency (~ ^ as embodied in 
the exponential term in (3.20)) and the growth rate (~ /I as embodied in the amplitude function 
in (3.20)) of the perturbation. 

Substituting (3.20) into the nonlinear perturbation equations (3.17) and collecting the coef
ficients of e'*̂ ,̂ we obtain an infinite set of coupled non-linear partial differential equations for 
each Fourier coefficient X''^\ k — 0,1,2,. . . . The matrix representation of these equations for 
X^'''>(y,A) = (0('^),M('=),t;('^),u;(*^),rW)^'' can be written as: 

(M('^)-£(5„9,^^ifc,-fc2;0°,...)x('=) = M 

where Al̂ *̂ ) is 

M'^''^ =M{dA,ik;uj) 
dA_d_ 
'dt'dA 

-I- a;-f-
do; 
— dA 

fM\ t— 
I dt) 

^ ,1 ik 
) \ 

The boundary conditions (3.9) are transformed into 

6X<*'' = 0 at y = ±1/2. 

(3.21) 

(3.22) 

(3.23) 
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Thus equation (3.16) can be written in the following form, 

At dA ^ 

duj ( AA\ 

^"-TAV^i) 

-<^^ikkM^^ ^ Uc^-J^iju'J* + 0(^>i(fc + j)u<'^+J' - 0(*^+J'ijxi(-') 
1 + dfco I-

1 

l + <5fco 

. ( fc - i i^«*' ' 7(,i9t;(^-+J» ,,k+i)dv^^^ 

oy oy By 

02/ oy dy 

k. .7,0) 
1 + <5fcO 

+w<'=-J>ij0O' _,_ xiiO)i(fc + j)0('=+J) - ui'^^+J'tj^'j'] (3.24) 

where j > 0. Due to the nonlinear interaction/coupling of different Fourier modes, the solution 
to the infinite set of partial differential equations (3.21) is difficult to ascertain. Focusing on 
small-amplitude (but finite) waves, a power series solution in the amplitude A can be sought. 
This procedure amounts to choosing a variable separable solution in terms of a Taylor series 
in perturbation amplitude which, in turn, helps to decouple the coupled system of nonlinear 
equations (3.21). 

3.3.3 Taylor Expansion and Superscript Notation 

When the nonlinearities of governing equations are taken into account, the perturbation inter
acts (i) with itself, [ii) its complex conjugate and {Hi) its higher-order harmonics, leading to 
the generation of harmonics and the corrections/distortions of various order in the amplitude of 
perturbation. We require that the nonlinear problem for infinitesimal amplitudes (A —> 0) should 
reduce to the linear problem; here 0(^4) terms denotes the fundamental mode (linear eigenfunc-
tion), 0(1) denotes the mean flow, 0(A-^) consists of the second harmonic (fc = 2) as well as the 
distortion of the mean flow (A; = 0). The fundamental mode interacting (z) with itself and (ii) 
its complex conjugate leads to the generation of (i) the second harmonic and (ii) a distortion 
of the mean-flow, respectively, both of 0{A^). Similarly, the interaction of (ia) the fundamental 
mode with the second harmonic and (ib) of three fundamental modes generate the third harmonic 
(fc = 3), and {ii) the interaction of the fundamental with the distortion of the mean flow leads 
to the generation of the distortion of the fundamental mode {k = 1), all three are of 0{A^). The 
above physical considerations suggest the following power series expansion for the perturbation 
vector 

X^''\A,y) = /l"A:'^''"l(y), with 1̂: > 0, n > 1, (3.25) 

where ^' ' ' '" ' ( j /) = (^l*;™!,MI*^;"),ul*-"-"!,u;!*^:"!,rl*^;"!)^'' represents the spatially varying amplitude 
functions. We have followed Reynolds & Potter (1967) to identify the superscript notations and 
their bounds as indicated below: 

n<m (3.26) 

(3.27) 

(3.28) 

(n) => ri > 0; [n] => n > 1; {n} => n > 2; n;m 

[k;n\ =̂  n > A;, A: > 0, n > 1 

{k;n} => n > A;, A; > 1, n > 2 
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Note that the negative indices are not permitted and the lower bound on any index is greater 
than or equal to zero, depending on the type of the bracket/delimiter, ( ) or { } or [ ]. The 
last item in (3.26) asserts that a punctuation (semicolon) puts a limit on the first index which is 
bounded its second index. 

In the dual superscript notation for Xl'"'"' in (3.25), the first index (k) refers to a particular 
Fourier mode and the second index (n) indicates the order of a particular term as 0{A"). To 
clarify this, let us consider the Taylor series expansion of the first three Fourier coefficients: 

X(i)(y,t) = Ait){Xl''%) + A{t}^Xl'-'^\{y) + ...) ] 
X(0)(2/,t) = A(ff{Xl°'^\y) + A(t)^Xl°-^'\{y) + ...) \ . (3.29) 
X^^HvJ) = A(f.]^(Xl^-^Uv) + A(t)^Xl^''Uv) + ...] 
X ^"> (y, t) = A{tY (A:I"'^I (y) + Al^tyX^"'"^ [y) + 
X(^\y, t) = A{tf (;̂ |2'-21(2/) + A{tfXy^''\y) + • • ) 

The leading term of the first [k = 1) Fourier coefficient X'*^"'* is yiX''''l which is of order 
0 ( J 4 " " ^ ) , representing the fundamental mode; the next-order term in X^'''"^\ A^X^^''^\ represents 
the first correction/distortion to the fundamental mode and is of order 0(^4"'), and Xl̂ ''̂ l is dubbed 
the distortion of the fundamental. The zeroth {k = 0) Fourier coefficient X'*^^°' is related 
to the base/mean flow (which in our double index superscript notation would be Xl°'**l(y) = 
((;*",M'^,i;°,u;",T°)^''). Therefore, the leading term in X^°\ A^X^°'''^\ represents the distortion of 
the mean flow and the rest being its subsequent higher-order corrections. Similarly, the leading 
term of the second Fourier coefficients X*'̂ '̂̂ ' is yl'^X'^'^' which is the second harmonic and the 
rest its subsequent higher-order corrections. It is clear from the arguments in the first paragraph 
and equation (3.29) that 

X[k'n\ ^ 0, for odd [k + n) (3.30) 

in the power series expansion (3.25). 
The above superscript bracket notations (Reynolds & Potter 1967) are extremely useful to 

simplify the algebra as well as to identify a particular mode (i.e. a fundamental or a harmonic of 
particular order) and its modal interactions of any order. 

3.3.4 Landau Equation and Modal Equations for X'̂ '̂̂ l̂ 

From the requirement that A(t) be proportional to e"' (a = a*"') as ^ ^ 0 it follows that 

^ ^ ^ a ( o ) as ^ - 0 . (3.31) 
^ d< 

This is the well-known limit of infinitesimal disturbances in linear stability theory. Since the 
amplitude for infinitesimal A must behave as in linear theory (i.e. grow/decay exponentially), we 
can write ^ ^ as a power series in A: 

^ - 1 ^ = a W + V ^ ' + AV2> + --- = ^"a("), (3.32) 
d( 

where a'°' is an eigenvalue (growth rate) from the linear theory. Similarly, we can write an 
expression for the terms involving frequency w. 

d6_ 

dt 
= 0;+'^ (t—) = 6(") + ylfeC) + AH^'^ + ••• = A"b^"\ 

dA \ dt J 
(3.33) 

where 6 "̂' is an eigenvalue (frequency) from the linearized theory. 
It is clear that the Landau equation is postulated to hold in the present formalism of amplitude 

expansion method (Stuart 1960; Watson 1960; Reynolds & Potter 1967). This is in contrast to the 
center manifold reduction (Carr 1981) wherein the Landau equation is derived from the evolution 
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equation of the slow mode by taking its inner product with the adjoint hnear eigenfunction (cf. 
chapter 4, Shukla & Alam 2009). This is one of the main (Ufferenees between the "direct'" method 
of center manifold reduction and the "indirect" method of amplitude expansion technique. The 
center manifold reduction is discussed in chapter 4. 

Let us insert (3.25), (3.32) and (3.33) into equation (3.24) and equate the coefficients of A" 
to obtain: 

(7na<"-"'> + iA:6'"-"'')(/)l'^'"'l = -u'^ikka^cp^'''"'^ - cfPikk.^u^'''"'' - U^ + / ^ " j v'^''"' 

-0''ifcfc^u;l'^'"l + NL (3.34) 

where 

1 + f>fco L 

1 

1 + <5A-O 

4^-r.n-n.\dj^ ^ ^ l . n - ™ | ^ ! ! ! ! ! ^ + <^l^+.:n-™, ^ ' ' " ' 
dy dy dy 

dy dy dy 

1 + f)fcO L 

+ Jk.-r,n-m]-j^lj:,n] _̂  Jj:n-m\-f^f, ^ j)(/,('^+J-"'l - w^''+J'"-"'h0-'''"'^] . (3.35) 

Equation (3.34) can be reexpressed as 

(na<°' +ifcb"'>)0l*^'"l = - ( n m l " - ' " ! +ifebl"-'"l)<^l*--"'l - u"ikk^cj)^''-"^ - (jPikk.^v!'^-^-'^ 

- Ul + <i>°^) v^''"^ - <A"ifcfc,u.i'̂ "̂l + NL. (3.36) 

Finally we can write above equation in the following equivalent form 

(na<°' + iA,-6<°')0l'̂ '"l = - ( a l " " " + iA;6l"-'l)0'''''l - (ma'"^ '" ' + Jfc6'"^"'l)<A<^-''"> 

-M"ZA;A;,01^-^"1 - 0°zA;fc,ul''-'"l - L » + 4>"^\ v^'--"^ - 0OiA;A:,(t;l*-̂ "l + NL, (3.37) 

or 

(7KJ<") + /A-6<'")0l'^'"l = - ( « ' " - • ! + 7fel"-i)),^li-'l4i - (mal"- '"l + ?:A-6'"-"'l)0<^-^'"t 

-u°ikk,4>^'-'"^ - 4>"ikk,u^'-"\ - C./.;; + 0" | - ' ) ,;l̂ -̂ "l - 0"j/tA;,M;''̂ '»I + NL. (3.38) 

Similarly we reduce all the disturbance eciuations in this form. 

In general, inserting (3.25), (3.32) and (3.33) into ('(juation (3.21) and equating the coefficients 
of A" we get an infinite set of inhomogcneous equations [viz. (3.34), (3.36) and (3.37)] for 
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G,„ = - (mal"-'"l + iA;6l"-"'l) X^''''"^ + Efc„/(1 + 4o) + F,,, 
Un = {na^°^ + ikb^°^) I - U. 
Lfc = C(d/dx —> ikkj:,d/dy —> d/dy, d/dz -^ ikk^) 

(3.39) 

where Lfc„ and L .̂ are the hnear operators, cl""'l's are the Landau coefficients, Gkn represents 
a sum of linear and nonlinear (quadratic and cubic) terms, and 6kj is the Kronccker delta; for 
superscript notations on terms in the above equation, see (3.26)-(3.28). In (3.39), the factor 
l/(l + 5ko) with Efcn arises from the product of two Fourier series in which the zeroth order terms 
are multiplied by a factor 2; F/t„ represents cubic nonlinear terms that arise from the product of 
three Fourier series. Note that the nonlinear terms Efc„ and Ffc„ arc vector valued functions: 

Efc„ = [E^„, Efc ,̂ £'fc„, E^„, Efcnl "̂  and Ffc„ = [F^^, Ff.„, F^^, F^„, F^„] ", (3.40) 

where the superscripts 1, 2, 3, 4 and 5 refer to terms that originate form the continuity, x-
momentum, y-momentum, 2-momentum and granular energy equations, respectively. Further
more we can decompose the quadratic nonlinear terms Efc„ as 

Efc„=E«„ + E L = E L + E « „ , (3.41) 

where E^,j = Ê .̂ ^ corresponds to ^-dependent terms that involve time derivatives, and Ê ^̂  
corresponds to terms that are y-depcndent and their derivatives with respect to y. Note that the 
term Ê .̂ ,̂ corresponding to the time-dependent part of disturbance equations, is the product of 
a Fourier series and a time-derivative of a Fourier series that involves Landau (3.32). The above 
system of equations (3.39) is to be solved with following boundary conditions 

BXl*'-"l = 0 at y = ±1/2. (3.42) 

Equations (3.39) with boimdary conditions (3.42) embody all necessary information for the non
linear analysis of granular Couette flow as we will discuss in subsequent chapters. We have 
reduced the nonlinear stability problem, (3.6) and (3.9), into a sequence of linear inhomogeneous 
differential equations (3.39) for X'* '̂"' and each of which can be solved sequentially if we know 
the Landau coefficients c'"~'l along the way. The latter can be obtained using the Fredholm 
alternative or the solvability condition, which is described below, of inhomogeneous differential 
equations for the special case when the growth rate is close to zero (weakly nonlinear assumption) 
£is: 

,1-11 = „I"-11 + ,6ln-ll = / ' I ^^^G.^dy 
/^(5,XtX^ildy 

where X^ is the adjoint eigenfunction corresponding to the linear problem Ln = 0 . In the 
resonance free case, i.e. the weakly nonlinear analysis using a single mode, it is straightforward 
to verify from (3.30) that Gkn = 0 when (fc -I- n) is odd, and hence c'"' vanishes for all odd 
n = 1,3,5,.... 

Table 3.1 shows the nonzero harmonics related to weakly nonlinear analysis. The definition 
of the Fredholm alternative is given below which we will use frequently in the later chapters. 

Fredholm Alternative 

A bounded linear operator L : X ^ X on a. normed linear space X is said to satisfy the Fredholm 
alternative if L is such that either (1) or (2) holds: 

(1) The inhomogeneous equations Lx = y and L^ f = g where L^ : X' ^' X' is the adjoint oper-
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Table 3.1: Nonzero eigenfunctions 

ator of L, have solutions x and / , respectively, for every given y ^ X and g G X', the solutions 
being unique. The corresponding homogeneous equations Lx = 0 and L^f = 0, have only trivial 
solutions X = Q and / = 0, respectively. 

(2) The homogeneous equations Lx = 0 and L^ f = 0 have the same number of linearly inde
pendent solutions, x i , . . . x„ and / i , . . . /„ for n > 1, respectively. The inhomogeneous equations 
Lx = y and L^ f = g are not solvable for all y and g, respectively; they have a solution iff y and 
g are such that 

{fk,y)=0 and {g.Xk)=0. (3.44) 

Note that in the weakly nonlinear analysis we use the second Fredholm alternative that gives 
an expression for the Landau coefficients (3.43). The condition (3.44) also known as the solvability 
condition or orthogonality condition. For details, see chapter 8 of Kreyszig (1978). 

3.3.5 Adjoint Problem and Bi-orthogonality Condition 

At order 0(Ae^^) we get the linear stability problem which can be written as, 

LiiXl'-'l = 0 or LiX = c'^^^X (3.45) 

where c*°) = a<°' + ift'") is a linear eigenvalue and X = A"!^-''. The boundary conditions can be 
represented in matrix form for problem (3.45) as 

BX = Q at boundaries. (3.46) 

To formulate adjoint eigenvalue problem we need to obtain an adjoint operator corresponding to 
Li and the adjoint boundary conditions related to (3.46). For this we define an inner product 
such that 

{X\UX) = {VX^,X) (3.47) 

where 
/•1/2 

(/,5>= / \L9]dy (3.48) 
J-l/2 

for every complex valued functions f{y) and g{y). The symbol [x, y\ means JH, 2̂ j2/j- For example, 
we can write [X, X] = (̂ •̂  + u^ + ŵ  + w^ + T^. Note that the complex conjugation is in the first 
function of the inner product in (3.48). 

Using above inner product (3.48), the adjoint operator Li and the adjoint boundary conditions 
can be derived by using integration by parts. In the matrix notation the adjoint eigenvalue 
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problem corresponding to (3.45) can be written as 

L t x t = r « ' > X t , with B^X^=0, at boundaries. (3.49) 

The eigenvalues of the adjoint problem are complex conjugate of eigenvalues of linear eigenvalue 
problem. The set of linear eigenvectors are not orthogonal. To solve inhomogeneous set of 
equations of linear problem we need to find a set which is orthogonal to all the eigenvectors except 
one (Eckhaus 1965; Schmid & Henningson 2001) and this is called bi-orthogonality condition. 
Equation (3.47) can be simplified by using (3.45) and (3.49), 

icf^-c^°^){Xlx,)=0. (3.50) 

The bi-orthogonality condition (see p. 444, Kreyszig 1978) is 

3.4 Numerical Method: Spectral Collocation 
and Gauss Chebyshev Quadrature 

In the above section we have reduced the nonlinear stability problem to a sequence of system 
of inhomogeneous linear differential equations for the fundamental mode and its distortions and 
higher-order harmonics. The general form of this system of equations is 

LteX'*-'-"' = - c l " - i l x ' * ' " l 4 i + Gkn, with A; > 0, n > 1, (3.52) 

where Ljt„ is the linear operator, c ' "" ' ' are the Landau coefficients and Gk„ denotes the nonUnear 
terms. We have developed an spectral-based numerical method to solve the above problem and 
a brief description of this numerical method is given below. 

Depending on the particular choice of the index values in (3.52) we can divide numerical 
method into three categories: 

• Type (1) problem: k = n = 1, 

• Type (2) problem: k ̂  1 and n> k, 

• Type (3) problem: k = I, n > 1. 

Type (1) is an eigenvalue problem, Type (2) and Type (3) are the inhomogeneous problems 
with or without solvability condition. 

3.4.1 Type (1): Generalized Eigenvalue Problem, AX — cBX 

Substituting k = n = \ into (3.52) we get a generalized eigenvalue problem 

LiXl i^ i l=c(")x l '^ i l . (3.53) 

For the linear stability problem (3.53), we need to solve the linearized perturbation equations 
along with homogeneous boundary conditions. All five equations have been discretized along 
y-direction by implementing the staggered-grid spectral collocation method that uses Chebyshev 
polynomials (Canuto et al. 1988; Mason & Handscomb 2003) as basis set. More specifically, the 
mass balance equation is collocated at Gauss points and the momentum and energy equations at 
Gauss-Lobatto points; the interpolation matrices of spectral accuracy are then used to interpolate 
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between the variables at Gauss (density) and Gauss-Lobatto (velocity and granular temperature) 
points. 

Spectral-Col locat ion M e t h o d using Staggered Grid 

Spectral method belongs to the general class of weighted residual methods for which approxi
mations are defined in terms of a truncated scries expansion such that error or residual is forced 
to be zero only in an approximate sense. In the spectral collocation we approximate the unknown 
variables in terms of the Chcbyshev polynomial of degree M: 

M 

where T'Q(^) = c o s ( o c o s ^ ' ( 0 ) is the Chebyshev polynomial of degree a. The Chebyshev polyno
mials are then evaluated at the extrema of the A/*''-order Chebyshev polynomial, called Gauss-
Lobatto points, given by 

^, = cos ( ^ j where i = 0 . . . . . A/. (3.55) 

The coefficients «„ for a = 1 , . . . , M , can be determined by imposing the condition that the 
approximate value of unknown variables, / ( ^ ) , is same as the exact value of the unknown variable 
at the collocation points (3.55). Therefore the polynomial of degree M defined by (3.54) is same 
as the Lagrange interpolation polynomial based on the Gauss-Lobatto points (3.55). Hence the 
unknown variables can be represented as 

M 

where the interpolation polynomial is given by 

^^^^^ = c , M 2 ( ^ - c , ) ^'-''^ 

where CQ = CM = 1 and Cj = 2 for all 0 < j < M. This expression can be constructed by 
recalling that the collocation points, ^_,, are the zeros of the polynomial (1 - ^^)r^/(^) and by 
observing that (1 - ^^)T'u(0/{i - ^j) ^ {-ly+^CjM'^ when ^ ^ Cj for j = 0 , . . . , M. Note that 
^li^m) = ^im- The p*''-derivative of the unknown variable is 

A/ M 

j = l j=0 

where z = 0, M. The explicit expression for the first order derivative (Canuto et al. 1988) is 

OoiC'-O) = - O G 1 , ( M , A / ) = ( 2 A / 2 + I ) / 6 , (3.60) 

where S,i is given by (3.55). The second order derivative can be written as a product of two first 
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order differentiation matrices, 

M 

D^GW^J) = ^Z?^'l(i,fc)Dgi(fc,j). (3.61) 
*-=o 

Here the momentum and energy equations are collocated at the Gauss-Lobatto points. The 
physical domain in the present problem is [—1/2,1/2] thus we assume a the transformation £, = 2y 
which relates the physical grid variables to computational variables and vice-versa. If the scaling 
factor for the transformation between physical and computational domains is given as 

dy 
for i = 0, . . . M (3.62) 

because -i^ = ^4c, then the derivative matrix can be written as 
dy dy dt. ' 

D^GU^J) = 5,£»gl(i,j), (3.63) 
= ( 2 ) = ( 1 ) = ( 1 ) 

DcLiiJ) = DGdiJ)DGL{hJ)- (3.64) 

In the "staggered-grid" spectral collocation method, the continuity equation is collocated at 
the Gauss points, ^i+1/2, which are the zeros of the Chebyshev polynomial 

^t+i/2 = cos(i+^j~, z = 0 , . . . M - l . (3.65) 

This set of points (3.65) does not contain the boundary points and since we do not have any 
boundary condition for density (or volume fraction), </>, it is appropriate to use staggered grid in 
which the continuity equation is collocated at the Gauss points (3.65), and the momentum and 
energy equations at the Gauss-Lobatto points (3.55) as shown in figure 3.4. Following the similar 
approach we can express density or volume fraction in terms of a interpolation polynomial of 
degree M - 1 

M-l 

't'iO = E ^j(O0(^j + i/2). (3.66) 

The construction of the interpolation polynomial for Gauss points, QjiO: is the same as the 
polynomial for Gauss-Lobatto points (rpj{^)) which is based on the Lagrange polynomial. The 
expression for GjiO is given by 

where we have used rj^(^j) = {-iyM/J{l -^'j). Note that Gj(^k+i/2) = ^jk-

^'^^^ = (Twum = —m^^)— '̂-''̂  

The p"'-derivative of the density is 

A / - 1 M-l 
dW<A(0 

d^ 
= 0'^H^, + l/2) = E ^]'''(?> + l/2)0(^J + l/2) = E ^ G ' ( ^ J X ^ > + 1/2) (3.68) 

i + 1 / 2 j=0 j=0 
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Figure 3.4: Schematic of staggered grid. 

where i = 0,... ,M - I. The exphcit expression for the first order derivative is 

D^^(iJ) = 

Dl^\i,i) = 

i-iy+j i-^Ui 1/2 

(^1 + 1/2 - ^j + 1/2) V ^ ~ CJ + 1/2 

^»+l/2 

for ?V J' 

> , (3.69) 

where ^,+1/2 is given by (3.65). The second order derivative can be obtained by the product of 
two first order difTerentiation matrices, 

M-l 

D^G\id)= Y. ^G\i,k)D[i\k,j). (3.70) 
k=0 

The derivative matrix for Gauss points (3.69)-(3.70) in the physical domain can be written as 

=(1 ) 

= (2 ) =(1) = ( l ) 
Da ihj) = Da {i,j)DG [ij) 

(3.71) 

(3.72) 

We know the velocity (;u,v,'w) and temperature T at Gauss-Lobatto points (3.55) and density 
at the Gau.ss points (3.65). While discretizing continuity equation at Gauss points we need to 
know other variables ((?/, v,iv) and T) at Gauss points; similarly the discretization of momentum 
and energy equations at Gauss-Lobatto points requires the density at Gauss-Lobatto points. For 
this we construct an interpolation polynomial from Gauss variables to Gauss-Lobatto variables 
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and vice-versa, as given below 

M 

/(4z+i/2) = ^ ^ j ( ? . + i/2)/fe) fori = 0 , . . . M - l , (3.73) 
j=o 
A / - 1 

<P{i>) = Y. ^si^i)<Pi^Hi/2) fori = 0 , . . .M, (3.74) 
j=o 

where ipj((,i+i/2) is the interpolation matrix of order M - 1 by M, from Gauss-Lobatto point to 
Gauss point; and Gj{£,i) is the interpolation matrix of order M by M — 1, from Gauss point to 
Gauss-Lobatto point. The interpolation matrix can be written as 

where we have used the following equality 

MsinM(cos-ie,+i/2) Afsin(i + l/2)7r Mj-lf 

sm(cos ^ii+112) ^l-cos- ' (cos-i^i+i/2) /i - ^2^^^^ 

Similarly the interpolation matrix from Gauss points to Gauss-Lobatto points can be written as 

(-iHv/(i-5|m,K,) _ (-l)>+y(l-«j; 

where we have used TA/(4,) = (-!) ' • 
We replace all the derivatives in the continuity, momentum and energy equations by the 

spectral derivatives. The continuity equation is collocated at Gauss points (3.65) which uses the 
interpolated velocity and temperature fields (3.75) from the Gauss-Lobatto points (3.55) to Gauss 
points (3.65). Similarly, the momentum and energy equations are collocated at Gauss-Lobatto 
points (3.55) which take interpolated density fields (3.77) from Gauss (3.65) to Gauss-Lobatto 
points (3.55). 

The discretized form of perturbation equations (3.53) are formulated as a generalized matrix 
eigenvalue problem (Golub & Van-Loan 1983) of the form 

AX'' '"' = cBX'^'-'l, (3.78) 

where c = c'°' is the linear eigenvalue and X'̂ '̂ 1 is the discrete representation of linear eigen-
function; A and B are square matrices of order (5M -I- 4) where M denotes the degree of the 
Chebyshev polynomial. 

Implementation of Boundary Conditions 

We have chosen 2"'' to 5*'' and (5M -I- 4)"" to (5A/ — 1)"* rows which corresponds to no-slip 
\{u,v,w) = 0 at J/ ± 1/2] and zero heat flux [dT/dy = 0 at y = ±1/2] boundary conditions. The 
matrix B of the generalized eigenvalue problem (3.78) does not contain boundary conditions, thus, 
this matrix is singular. While computing eigenvalues using QZ-algorithm, we need to avoid the 
spurious modes associated with the boundary conditions. Below we are describing few methods 
for removing the singularity of B and spurious modes. 



58 Chapter 3. 

In the first method, we replace the boundary rows of A with the discretized boundary condi
tions and the same rows of matrix B can be replaced by a complex multiple of the corresponding 
rows of A. The spurious modes associated with the boundary conditions can be mapped to an 
arbitrary location in the complex plane by selecting an appropriate value of a complex multiple. 
Schmid & Henningson (2001) used a complex nmltiple, —200\/^, for solving the generalized 
eigenvalue problem for Poiseuille flow (see Appendix A.6, p 492 of Schmid & Henningson (2001)). 
It is also verified that tliis works for the present problem too. 

Another way is to replace the boundary rows of A and the corresponding rows of B with 
discretized boundary conditions. The resulting generalized eigenvalue problem with boundary 
conditions can be solved by QZ-algorithm of Matlab software. The eigenvalues corresponding to 
the boundary conditions result into spurious modes with large growth rate (for example Cr ~ 
0(10^^)), in order to get correct spectrum we need to avoid such modes which can be done by 
projecting these spurious modes on to the stable regions. 

The singularity of matrix B can be removed by using row and column operations which reduces 
the rank of the matrix A and B. The resultant order of the matrix is (5M — 4). This is the 
widely used method to remove the singularity associated with the eigenvalue problem (Khorrami 
et al. 1989; Malik 1990; Alam & Nott 1998). The resultant order of the matrix is (5A/ - 4) which 
can be solved by QZ-algorithm. 

Normalization 

The eigenvectors X' ' ' ' ' are normalized by dividing it by a component of the vector Xl̂ -̂ l 
having maximum absolute value. 
Another part of the linear stability problem is to solve the associated adjoint system (3.49). 
Using the same spectral method, the adjoint system has been discretized and solved for the 
adjoint eigenfunction X^ and its adjoint eigenvalue ĉ  = c. Recall that the adjoint eigenfunction 
is used in the solvability condition to calculate the Landau coefficients (3.43). 

3.4.2 Type (2): AX = b Problem (k ^ l ,n > k) 

The general form of ecjuation for k ^ l,n > k [viz. (3.52)] is given as 

LknX^'-"^ = G,„. (3.79) 

Similar to the linear eigenvalue problem, the higher-order inhomogeneous system of differential 
equations (3.79) are discretized using the same staggered-grid spectral collocation method as ex
plained above where the continuity equation is evaluated at Gauss points and the other equations 
are at Gauss-Lobatto points. The resulting square matrix A in AX = b turns out to be dense, 
unstructured, unsymmetric and ill-conditioned; thus the method of Gaussian elimination is not 
a good choice to solve these algebraic equations. We employed the method of singular value 
decomposition (Golub & Van-Loan 1983; Press et al. 1992; Trefethen & Ban 1997) for solving 
AX = b system. 

3.4.3 Type (3): AX = \X + b Problem (k = l,n > 1) 
The general form for the Type (3) problem is 

Li„Xl^^"l = -cl"-^lxl'^'l + Gi„. (3.80) 

The first part of nonlinear computations in (3.80) is related to evaluate the solvability condition 
(3.43) to determine the first Landau coefficient: this is a ratio of two definite integrals, as given 
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below 

These integrations are calculated using Gauss-Chebyshev quadrature: the Gaussian quadrature 
using Chebyshev polynomial as a interpolating polynomial is called as Gauss-Chebyshev quadra
ture. Next we briefly discuss about an accurate quadrature-formula at Gauss-Lobatto points 
(Hanifi et al. 1996) to evaluate the above-mentioned integrals. 

Gauss-Chebyshev Quadrature 

The general rule for Gaussian quadratures is 

M -1 M 

/ /(Od^ = E"^(^")^(^°) (3.81) 
• ' - 1 a = 0 

where w(^„) is the weight function, /(^) is given by (3.54) and ^„ are called nodes. To derive 
the Gauss-Chebyshev quadrature formula we need to find weight functions on the Chebyshev 
grid (i.e. on Gauss-Lobatto grid). Now we make use of the discrete orthogonality condition of 
Chebyshev polynomials which reads as 

M 

{f,9) = Y.^J{i.Mia) (3.82) 
a = 0 

where bo = h^ = ^,h„ = \ iov Q < a < M, and ^a are the Gauss-Lobatto points as defined in 
(3.55). Prom this definition it follows that 

{ 0 Q7^7 

M a = j = 0,M (3.83) 
M/2 ft = 7 ^ 0, M 

which can be used to obtain the expansion coefficients a^ in (3.54): 
M 

«° = 7 7 E ^ j / f e ) ^ " ( 0 ) (3.84) 
j = 0 

where CQ = CA/ = 1 and c„ = 2 for all 0 < a < M. Therefore the expansion formula (3.54) 
simplifies to 

M M '^ h 

which, upon integration with respect to ^, leads to 

/•I 1 l^' M rl 

/ /(Od^ = T7E ' ' j / ( ^ j )E ' ^ "^° (^ j ) / ^"(^)de (3-86) 
• ' " ' j=0 a=0 • ' - I 

where 
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This immediately yields an expression for the weight function as defined via (3.81): 

If a mapping ^ = (,{y) is used to transform the physical domain y e [a, 6] into the Chebyshev 
domain ^ € [-1,1], then the expression for the weight function becomes 

-(̂ .) = |E^^.-(^)/>^(0|de (3.89) 
a—0 ^ / -J \ S 

In the present problem the physical domain \sy = [—1/2,1/2] and hence we can assume a mapping 
^ = 2j/ and the Gauss-Chebyshev quadrature formula can be rewritten as 

/ /(2/)dy = 5^«;(^j)/(yj) (3.90) 

where w{$,j) is given by (3.89) and Vj G [-1/2,1/2]. 
To numerically evaluate the solvability condition, (3.43), we first calculate each integrand 

at Gauss-Lobatto points (where the terms related to continuity equation are interpolated from 
Gauss-points to Gauss-Lobatto points) and then take the weighted summation as in equation 
(3.90). For the present problem, the above quadrature formula has been compared with two other 
composite integration methods, namely, Simpson and trapezoidal quadrature rules. It has been 
verified that the Gauss-Chebyshev quadrature converges with A/ = 50 grid points, while to get 
the same accuracy using Simpson quadrature we need to use M > 200 grid points. The superior 
convergence of the Gauss-Chebyshev quadrature is presumably due to the spectral accuracy of 
the underlying scheme (Canuto et al. 1988; Hanifi et al. 1996). 



CHAPTER 4 

LANDAU-TYPE ORDER PARAMETER 

EQUATION FOR SHEAR BANDING IN 

GRANULAR COUETTE FLOW 

In the first part of this chapter we derive Landau equation from center manifold reduction and 
this complements the analysis of chapter 3 where we used "amplitude expansion method." This 
proves an equivalence between two methods. 

Next we show that a Landau-type 'order-parameter' equation describes the onset of shear-
band formation in granular plane Couette flow wherein the flow undergoes an ordering transition 
into alternate layers of dense and dilute regions of low and high shear rates, respectively, parallel 
to the flow-direction. 

This chapter is organized as follows. The continuum equations and boundary conditions are 
written down in §4.1. The linear stability analysis and adjoint problem are formulated in §4.2. 
The 'center manifold reduction' method is explained in §4.3 and the comparison between 'center 
manifold reduction' and 'amplitude expansion' method is given in §4.3.2. The phase diagram and 
bifurcation analysis, are shown in §4.4.2. The conclusions arc given in §4.5. 

4.1 Plane Couette flow: Continuum Equations and 
Boundary Conditions 

Consider a flow of granular particles between two infinite parallel plates at ^ = ±/i/2, where 
h is the gap between the plates as shown in figure 4.1; both the plates are moving oppositely 
along the x-direction with velocity [/u,/2. Here the "overbar" denotes a dimensional quantity. 
The physical state of the particles of granular system under study is that the particles are mono-
disperse, smooth, spherical and inelastic with particle diameter dp and the coefficient of restitution 
e. 

The tensorial form of balance equations in the absence of gravity are: 

^ " W = - ^ p ( ^ « ) (4.1) 

p , 0 ^ = - V E (4.2) 

dim DT = = = = = ^̂  , . „, 
— P,,^ = - V q - E : V l I - 2 ) (4.3) 

where the stress tensor (S) and the granular heat flux (q) are given by (2.8)-(2.10); 'dim' refers 
to the dimensionality of the problem (dim = 3 for spheres and 2 for disks). 

The boundary conditions are chosen to be no-slip velocity and zero heat flux: u{y = ±h/2) = 
±[/,„/2, v(y = ±/i/2) = 0, and dT/dy{y = ±h/2) = 0. For the purpose of non-dimensionalization, 
we use the reference length, velocity and time scales a.s h, C/„, and h/Uju, respectively, see Alam & 
Nott (1998) and Alam et al. (2008) for related details. In the following, all 'unbarred' quantities 
are dimensionless. 
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Figure 4.1: Schematic diagram of plane shear flow between parallel plates. The upper plate moves 
with velocity U^/2 along the positive ^-direction and the lower plate moves with the same speed in the 
opposite direction. 

Let us define other non-dimensional quantities, 

(x,2/) = ={x,y), 
h 

T = 

(u,v) = =-{u,v), 

[dp/hful 
E = 

pMi(dp/hr 
V 

p,UJdp/h)^ 

V 

(4.4) 

The scaling of granular temperature can be derived by balancing the rate of energy dissipation 
with thejstress work. The Navier-Stokes-order constitutive relations (Luii et al. 1984) for stress 
tensor, E , and thermal energy, q, are given by (2.8)-(2.10). 

4.1.1 Streamwise Independent Equations 

Since the focus of the present chapter is the shear-banding instability, that originates from a 
specific form of perturbations having no variation along the streamwise direction (a;), here we 
start with the simplified form of balance equations that do not depend on the streamwise co
ordinate. In dimensionless form, the streamwise independent {d/dx{.) = 0) balance equations for 
mass, momentum and granular energy, respectively, arc: 

(4.5) 

4> 

d d 
di + 'd-y 

d d' 

1 

dy dy 

1 d ( du\ 

dp d / dv ^9v\ 
dy dy\ dy dy) 

(4.6) 

(4.7) 



4.2 Nonlinear Analysis ^ 

dim d d T -- 1 d f dT\ dv 

+2n [dyj ^2[dy) ^2n\dy) 
V. (4.8) 

Here H = hidp is the ratio between the Couette gap {h) and the particle diameter (dp), called 
scaled Couette gap, which can equivalently be thought of as the inverse of the dimensionless 
particle diameter i.e. H = (^p/h) . The dimensionless transport coefficients [cf. (2.11)] are 

p(0 , r ) = hWT ^li4>,T) = f2{4>)Vf ] 
a<t>,T) = h(<P)VT K{4>,T) = UWVf \ , (4.9) 
13(0,r) = M4>,e)T^/' A(0,r) = C-3fe/x J 

where /i(.)'s are dimensionless functions as given in (2.21). Note that, as discussed in chapter 2, 
we have neglected a term in the expression of the collisional dissipation P , proportional to V • tt 
(Garzo & Dufty 1999), that does not affect the onset of shear-banding instability (Alam et al. 
2008). The contact radial distribution function, x{4>) is given by (2.12). The boundary conditions 
in dimensionless form are 

1 AT 
w = ± - , i, = 0, - T - = 0 at 2/= ±1/2, (4.10) 

that correspond to zero-slip, zero-penetration and zero heat-flux, respectively. 

4.1.2 Steady Plane Couette Flow: Base State 

The stability of the flow which we want to study is the steady, fully developed, two-dimensional 
flow between two infinite parallel moving plates. Under these assumptions we can write the base 
state solution as 

0 = <A°(2/), « = (M°(2/),0), T = T\y). 

With no-slip and adiabatic boundary conditions (4.10), the resulting base flow equations admit 
the following solution of uniform shear with constant density and granular temperature: 

u°{y)=y, u° = 0, 0 " = constant, r°(0°) = constant = ; ^ ) ^ . (4.11) 
75(0") 

Note that the pressure (p") and the shear stress [//"(du^/dy)] are also constants for the steady 
plane Couette flow. In the following, we use density or solid fraction or volume fraction to refer 
to the same quantity 0'̂ . 

4.2 Nonlinear Analysis 

The stability of basic flow is examined by decomposing all the flow variables (density, velocity and 
granular temperature) and transport coefl^cients into a base flow part, X°, and a finite-amplitude 
perturbation, X: 

X,„tai{yJ} = X°{y)+X(y.t), (4.12) 

where the superscript '0' denotes the base state and the prime denotes its perturbation. The 
transport coefficients are analytic functions of density and temperature, and hence can be written 



64 Chapter 4. 

Eus a Taylor series around the base state, e.g., pressure eaii be written as 

p{<P, T) = p» + p > ' + p%r + i (P1^4>'^ + pO^0 ' r ' + P'^TTT''' + P"T^T'<P') + . . . , (4.13) 

where the subscripts denote the respective partial derivatives, and the superscript '0' implies that 
the quantity being evaluated at the base flow conditions. Inserting the Taylor series expansions of 
all hydrodynamic variables and transport coeflicieiits into equations (4.5)-(4.8) and subtracting 
the base flow equations, we obtain nonlinear perturbation equations, correct up-to cubic order, 
which can be put in the operator form: 

^ - £ ) ̂  = A/-2(X, X) + A(3(X, X, X). (4.14) 

Here £i d_ d' 
dy' dy^ 

0(0) y(o) 2 (̂0) ^ jg ^jjg linear operator, A/g and A/a are the quadratic and cubic 

nonlinear terms and X = {(f)',u',v',T')^^ denotes the disturbance vector. The explicit forms of 

A/2 and A/3 are given in Appendix 5A of chapter 5. The linear operator is given by 

/ 

C = 

0 0 

M0 a 
^"H'^ dy 

-PI d 
H'^4>" dy 

2 ( M S - P S ) 
\ (^"dim 

ifiH^Oy^ 

^"dim dy 
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0 \ 

(2,." + A") 
H'^ip" 

2f 

d^ 
dyi 

a 

^^"-r 
00 H2 

- P ' l 

a 
dy 

a 
m<t><^ dy 

Hfik^iip + ^''T n 'r) I 

(4.15) 

and the quadratic, A/*2, and cubic, A/̂ i, nonlinear terms can be expressed in the vector notations, 

/A/'i ̂  
and Ay Â 2 = 

Af? 
Mi 

( ^l \ 
ATI 
A/3 

where the superscripts 1, 2, 3 and 4 on nonlinear terms correspond to terms originating from 
the mass balance, i -momentum, y-momentum and energy balance equations, respectively. The 
boundary conditions can be written in matrix format 

/ 0 0 0 0 

BX{y = ±\l2) = 
\ ( 'i>' \ 

0 1 0 0 u-
0 0 1 0 v' 

V 0 0 0 I I \ T ' ) 

(4.16) 

4.2.1 Linear Problem 

Neglecting nonlinearities, we obtain the well-studied linear stability problem (Alam & Nott 1998) 

BX 
~ = CX, with BX = 0. 
at 

(4.17) 
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The adjoint problem (cf. chapter 3, §3.3.5) corresponding to linear stability operator (£) is 

^ = C^X^ (4.18) 
at 

where X^ = \(j>\u^,v\T^'^^' is the adjoint function and £ t jg ^^e adjoint operator which is 
calculated from the definition of adjoint operator 

{X\CX) = {C^X\X). (4.19) 

In the above, the standard inner product has been defined via 

r l / 2 / •1 /2 4 

{Y{y), Ziy))=f Y{y)Z{y)dy= [ X!y,(2/)2i(2/)dj/, (4.20) 
J-l/2 •^-1/2 i^i 

for two complex valued vector functions Y{y) = [j/i, y2i J/3i 2/4] and Z{y) = [^i, 22, ^3) 24] on the 
interval —1/2 < y < 1/2, with the 'tilde' denoting a complex conjugate quantity. 

With above definitions, the form of the adjoint operator can be shown to be related to the 
linear operator via 

£+ = C^'id/dy -^ -d/dy, d^/dy^; 0°, T°,...) (4.21) 

and the adjoint boundary conditions are 

BX^ = 0, (4.22) 

with B being given by (4.16). 

4.2.2 Linear Eigenvalue Problem 

Since the linear problem is invariant under arbitrary time-translation t 1-̂  t +constant, the normal 
mode solutions with complex frequency c arc sought 

X[y,t) = X{y)e^' (4.23) 

where X{y) = [(j>,u,v,T]{y) are unknown functions of y. This reduces the linearized system of 
partial differential equations into a set of ordinary differential equations: 

cX = L X , with BX = 0, (4.24) 

where L = £ (d /d j / ,d^ /dy^ , . . . ) is a linear ordinary differential operator, X is a linear eigenfunc-
tion and c = c^ + i Cj is a complex eigenvalue such that the flow is stable if c^ > 0, whereas 
unstable if c^ < 0, and neutrally stable if c^ = 0. It can be verified that this system of equations 
has analytical solutions (Alam k Nott 1998) which will be discussed in the next chapter. In a 
similar manner we can obtain an adjoint eigenvalue problem: 

cX^=Vx\ with BX = Q, (4.25) 

where L* = L ^ ' ( ^ ^ _ - | L , ^ ^ j ^ ; 0(o)^„(o) .^(o) ) ^^^ j ^ t ig an adjoint cigenfunction 
Here tilde denotes a complex conjugate. The above eigenvalue problem with boundary condi
tions form a well posed boundary value problem. The spectral-based numerical scheme (spectral 
collocation method), as described in chapter 3, has been used to solve eigenvalue problem (see 
chapter 3). 
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4.3 Center Manifold Reduction 

The spectrum of the Unear operator is decomposed into slow, critical or center (i.e. the modes 
having growth rates close to zero) and fast or non-critical (i.e. the modes having large decay rates) 
modes. Since the domain of plane Couette flow (see figure 4.2) is bounded, y G ( — 1/2,1/2), the 
spectrum is discrete which has been verified by computing the eigenvalues of the linear operator 
L (Alam & Nott 1998). 

For the uniform shear of a granular fluid, a typical spectrum in the complex-plane is displayed 
in figure 4.2 at a Couette gap H ~ 200 and a density 4P = 0,.. w 0.157, with e = 0.95. There 
are two branches of propagating modes (c, ^ 0) which are always stable (cr < 0), and the 
shearbanding-instability, that lead to segregated density profiles with alternate layers of dense 
and dilute regions across the gradient (y) direction, is due to stationary (c, = 0) modes for 
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Figure 4.2: Spectra of uniform shear flow in the complex plane for H = 200, cp" 
e = 0.95. Flow is neutrally stable for this parameter set. 

0.157 and 

The center manifold theorem (Carr 1981) states that the dynamics close to the critical situa
tion is dominated by a finite number of critical modes, resulting in an effective low-dimensional 
dynamical system. Focusing on a single slow mode, therefore, the disturbance vector field 
X(y,t) — ^{:y-,t) -|- *(2/, )̂ is decomposed as a linear combination of the Unear critical eigen-
function $ and an infinite ninnber of non-critical eigenfunctions * . 

In our analysis, the most unstable shear-handing mode (Alam & Nott 1998) from the lin
ear theory, (4.24), X' ' - ' l (y) , called the fundamental mode (linear eigenfunction), represents the 
critical mode: 

$(.y,f) = .c/(i)X' '^'l(y)-h.c/(f)Xl' ' ' l(j/)- (4-26) 

In the weakly nonlinear regime, the spatial variation of the critical (or center) mode is taken to 
be the same as that of the linear theory, but its temporal variation is non-exponential (unlike in 
linear theory in which s^it) is taken to be infinitesimally small) having a finite complex amplitude 
,e/(<) whose dynamical equation is of interest here. To proceed further, we follow two steps (Stuart 
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1960; Newell et al. 1993): (?) expend X{yA) into a generalized Fourier series, 

oo •x 

X=Y^ X *̂̂ ' + X̂ *̂ * = ^ j^'^Kp-'^X'*' '"! + c.c, (4.27) 
*=o fc=o 

and {ii) the Fourier coefficients X*''' are expanded into Taylor series in terms of perturbation 
amplitude s/{i): 

X̂ *̂ * = ^*^|^|"- ' 'Xl*^'" l . (4.28) 

Here the summation convention is such that 0 < /e < n, n > 1, and the superscript convention of 
X\k\n] ig defined such that Xl'''"! = 0 if (fc + n) is odd. Substituting (4.28) into (4.27) we get, 

OO 

X = ^.«/*K|"-^-X[ '^ '" l + c.c. (4.29) 
fc=0 

In nonlinear perturbation theory (Stuart 1960; Reynolds & Potter 1967; Carr 1981), one require
ment is that the nonlinear problem must reduce to the linear stability problem in the limit of 
infinitesimal perturbation amplitude [s/ —> 0). In the present perturbation expansion, 0{s^) 
terms denote the linear eigenfunction (i.e. the fundamental mode X'^'^l), 0(1) terms denote the 
base-state solution (i.e. X'"'"') and 0{s^^) terms are the nonlinear interactions of two fundamen
tal modes. The fundamental mode interacting with itself is responsible for the generation of the 
second harmonic X''^'^', while its interaction with its complex conjugate generates the distortion 
to the mean flow X'"'^' that appears at order 0{s/si/). The higher order nonlinear interactions 
and distortions are defined in a similar fashion. Following the above formalism, the Taylor series 
expansion of the first three Fourier coefficients can be written as (see (4.29)): 

X(i)(y, t) = s^(t) [x^'-'Hy) + \^{t)\' Xlî 3l(y) + J ) 

X(")(y,<) = \.^{t)\'(x^°'^Ky) + \^(t)\'X^°-''^iy) + ...) 
X(2)(y,i) = ^(t)' (Xl2^21(y)^|^(^)|2^|2;4](^)+ j 

In the dual superscript notation for X'*''"', the first index (k) refers to a particular Fourier mode 
(e.g. A; = 0 for mean/base flow and its higher order corrections, fc = 1 for the fundamental mode 
and its higher order corrections. A; = 2 for the second harmonic and its higher order corrections, 
and so on), and the second index {n) indicates the order of a particular term as 0(|.2^|"). 

Clearly, the leading term of X*^' is ^X'^'^ ' , of order O ( ^ ) , which represents the funda
mental mode. The leading term of X'' '^ is |.2^pX'°'^l, of Od.ef'p), which represents the dis
tortion/correction to the mean flow. The leading term of X'^' is ^^X''^''^' which is the second 
harmonic. The matrix equivalent of the above power-series expressions is given by (4.29). These 
superscript notations (Stuart 1960; Reynolds & Potter 1967) are extremely useful to simplify the 
algebra as well as to identify a particular mode and its modal interaction of any order. 

Inserting (4.29) into equation (4.14) and using (4.24), and equating the like-order terms, we 
obtain 

— - c ) ^(<)Xl''^l = nonlinear terms, (4.30) 
at ) 

I - — £ J $(?/,<) = nonlinear terms. (431) 

The former (4.30) is the nonlinear evolution equation for the critical mode $, and the latter 
(4.31), representing all noncritical modes ^, are called enslaved equations. Note that we have 
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used (4.17) to obtain the second term on the left hand side. 

4.3.1 Landau Equation 

Landau equation can be derived from (4.30). For this we rewrite (4.30) witli the expHcit form of 
the nonhnear terms as given below, 

ilt ' "-•) • ^ ( ' ) ^ " ^ " = G l 3 ^ | ^ | 2 + G i 5 ^ | . s / | ^ + . . . + G n + 2 n ^ K | ' " + . . . . (*) 

In the above notation G u + 2 n ^ | ^ P " , the first index, which is one, represents the order of 
amplitude i.e O ( ^ ) and the second index 1 + 2n, where n is a positive integer, represents the 
order of the absolute amplitude term, i.e. 0(|.J2/|^"+'). Taking the inner product of (*) with 
adjoint linear eigenfunction and separating the like-power terms in amplitude, wc arrive at the 
Landau equation for the disturbance amplitude s^{t): 

^ = c ( « ' , ^ + c ( 2 ) ^ K | V . . . . (4.32) 

It is straightforward to verify from (4.32) and (4.24) that c*"̂  = c is the linear eigenvalue, and the 
coefficients c*"' (n = 2,4 • • •) are called the Landau coefficients. Here we have used a normalized 
adjoint eigenfunction such that 

Similarly, the expression for the first Landau coefficient, c^'^\ can be identified as 

-1/2 

1/2 

c(2' 
.1/2 

{X\Gi3)= / X^Gy,dy (4.33) 
J-l/2 

where X^ is the least-stable adjoint eigenfunction of linear stability problem and G13 represents 
a combination of nonlinear terms as given below, 

Gi3 = ^ 2 ( X ' ' ^ ^ ^ ' ° ' ' ' ) + N2(X'"^'l,X[l'll) + yV2(Xll^'l,XP^2l) 

+N2iX^^'^lX^'-'\) + N3{X^'''Kx^'-'KX^'''^) 

+^3(X"^ ' l , Xl'^'l. Xli^'l) + N:,{X^'--'\X^'-''\X^'--'^) (4.34) 

where Â 2 and Â 3 are the quadratic and cubic nonlinear term, respectively. 
It is clear from (4.33) that, in addition to knowing the fundamental mode Xl ' ' ' l and its adjoint 

X\ we need to determine second harmonic X'^-^' and the first distortion to fundamental X'"'^' 
which are described above. 

From the enslaved equation (4.31) at quadratic order 0(,2/^), we obtain the following equation 
for the second harmonic 

(2cl - L)JCl2;21 = yv2(Xl' ' i l ,Xl ' ' ' l ) . (4.35) 

This can be solved for Xl^''^! since the right-hand side of (4.35) is a known function of the 
fundamental mode X'^'^'. We have verified that the second harmonic and the distortion to the 
mean flow are equal, X'^'^l = X^^''^\ for the shear-banding instability. 

Neglecting nonlinear terms in (4.32), we obtain the well-known linear stability result, jz/(f) ~ 
exp(rf), of exponential growth which is valid at order 0{ji/), in amplitude. In the following dis
cussion, we decompose c'" ' into real and imaginary parts: c*"' = a*"̂  -|- i6*"\ with n = 0, 2, 4 • • •; 
for example, a'"^ and 6^"' represent the growth rate and the frequency of the disturbance, re
spectively. For the present problem of shear-banding instability, it has been verified (Alam & 
Nott 1998) that 6*"* = 0; i.e the unstable eigenvalue is always real which implies that the related 
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bifurcation, if any, must be of pitchfork-type. Moreover the fundamental mode is also real for 
shear-banding instability leading to real first Landau coefficient i.e. 6* '̂ = 0. 

The shear-banding is governed by the Landau equation (4.32) which is an order parameter 
equation. The equilibrium amplitude {d^/dt = 0) of disturbance can be obtained by truncating 
(4.32) at the cubic order: 

s/e = ±\J-a(°)/ai^), (4.36) 

with the third solution ,e^ = 0 representing the base-state of uniform shear and, constant density 
and granular temperature. It is clear that the finite-amplitude equilibrium solutions (4.36) exist 
iff a'°^ and a^'^^ are of opposite sign. The sign of the real part of c*'̂ ' decides the nature of 
bifurcation: a positive value for a'^' denotes a subcritical bifurcation and its negative value 
denotes a supercritical bifurcation. 

4.3.2 Comparison of c^"^' between Center Manifold and Ampli
tude Expansion Methods 

Recall from the chapter 3 that in amplitude expansion method, we defined amplitude of pertur
bation A as a. real function of time such that 

1 dyl /n̂  
A dt 

In contrast the amplitude ^ in center manifold method is defined as a complex function. Sub
stituting s/ = \s^\e^^ into (4.32) and separating the real and imaginary parts, we get 

l _ d | ^ l _ , ( 0 ) ^ ^ ( 2 ) | ^ | 2 ^ 

1̂ 1 dt (4.37) 

For J2/ ^ 0 (for infinitesimal perturbation), \si\ —> e"^ * and 0 ^ c\ 't. It is straightforward 
from the comparison between (4.37) with (3.32)-(3.33) that s/ = A and 

d6» dw / d ^ \ 

Tt^^^iAV^)- ^'-''^ 
Consequently (4.37) is same as (3.32)-(3.33). 

Now we compare the expression of c^ '̂ (4.33) with that of (3.43). The form of nonlinear 
term G13 at cubic order is same in both methods because the fundamental, second harmonic and 
distortion of mean flow are exactly same. In the definition of c^^', (4.33), derived from the inner 
product, we have used a normalization condition. In the amplitude expansion method c'^' (see 
(3.43) for n = 3) is derived from the solvability condition. If we use the normalization condition 
(Xt ,X ' ' ' ^ l ) = 1 in (3.43) we get the same expression as given by (4.33). On the whole, the 
Landau equation and first Landau coefficient from the center manifold and amplitude expansion 
methods are same. 
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4.4 Results and Discussion 

4.4.1 Numerical Method 

The details of spectral-based numerical techniques are given in chapter 3. Briefly, the diflFerential 
eigenvalue problem (4.24) and the diflFerential equations (4.35) have been discretized using the 
Chebyshev spectral method; the resultant matrix eigenvalue problem has been solved using the 
QR-algorithm and the algebraic equations for (4.35) have been solved using SVD-algorithm of 
the Matlab-software. The degree of the Chebyshev polynomial was set to 50 which was found 
to yield accurate results. To calculate the first Landau coefficient (4.33), the integrals have been 
computed using the Gaussian quadrature with Chebyshev grid that yields spectral accuracy. 

4.4.2 Phase Diagram and Bifurcation 

The phase diagram, separating the zones of stability and instability by the neutral contour (a'* '̂ = 
0, thick line), in the {H, (/)°)-plane is shown in figure 4.3(a) for a restitution coefficient of e = 0.95; 
the flow is unstable (a'" ' > 0) inside the neutral line (thick line), and stable (a'°) < 0) outside. 
With decreasing value of e, the neutral contour shifts towards the left (i.e. at lower H) and 
the growth rate increases Alam & Nott (1998), and hence the size of the unstable region in the 
{<p°, H) plane increases (and the flow becomes more unstable) with increasing dissipation. It may 
be noted that the linear stability equations (4.17) admit analytical solution (Alam & Nott 1998): 

(0li^il,T[i^il)(y) = (</>i,Ti)cosfc;3(y±l/2) (4.39) 

where k^ = /37r is the "discrete" wavenumber along y, with /3 = 1,2, . . . being the mode number 
that tells us the number of zero-crossing of the density or temperature eigenfunctions along 
y e ( - 1 / 2 , 1 / 2 ) . 

The neutral contour (thick line) in figure 4.3(a) corresponds to mode /? = 2 for which a typical 
density eigenfunction is displayed in the inset in figure 4.3(a). This suggests that inside the thick 
neutral contour the unstable shear flow will give birth to new solutions having modulated density 
profiles along the gradient (y) direction. Interestingly, the uniform shear flow (4.11) is linearly 
stable for (f)° < (p[. = miny// (A°(a*°) = 0) « 0.154 (below the lower branch of the thick neutral 
contour in figure 4.3(a)). In contrast to this prediction of the linear theory, however, we note 
that such density-segregated solutions have been found in the molecular dynamic simulations of 
granular shear flow, see the snapshot of particle positions in figure 4.3(6). 

Let us now turn to analyze the results of our nonlinear theory. Figure 4.3(c) shows the 
variations of the first Landau coefficient, a^^\ and the linear growth rate, a^'^\ with mean density 
for H = 200 and e = 0.95. Since a* )̂ > 0 and a(°) < 0 for (jP < (j)^ = 4P{a^^^ = 0), the existence 
of finite-amplitude subcritical solutions is strongly suggested [viz. (4.36)] in the dilute limit. 

The zero-contour of the first Landau coefficient is superimposed in figure 4.3(a) as thin solid 
fines, and a^^' > 0 inside the thin loops. As per (4.36), it is now clear that the finite-amplitude 
subcritical solutions are possible in the dilute limit, enclosed by the lower thin loop in figure 4.3(a). 
As in the case of the neutral contour (a*°' = 0, the thick contour in figure 4.3(a)), the thin contours 
for â ^̂  = 0 shift towards the left with decreasing value of e (say, 0.6), and hence the size of the 
subcritical region (at dilute limit) in the {H, 0'')-plane increases with increasing dissipation. This 
evidence of subcritical instability for dilute flows is in agreement with the simulations of Tan 
(1995). 

With parameter values as in figure 4.3(c), the bifurcation diagrams in the {s^ei <A° — </>c)-plane 
are shown in flgure 4.4(a) for two values of the restitution coefficient: e = 0.95 (dash line) and 
0.6 (dot-dash line). Here 4>c is the critical mean density. Each line in figure 4.4(a) provides 
the threshold-amplitude, .e^(0",e), for nonlinear subcritical instability. This implies that if the 
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Figure 4.3: (a) Phase diagram in the {H, ^''j-plane, showing the neutral stability contour (thick line) and 
the contours of vanishing first Landau coefficient (thin line) for a restitution coefficient of 0.95. The inset 
shows a typical density eigenfunction within the "linearly" unstable region. (6) Shear-band formation 
in simulations of dilute granular PCF: (f>° = 0.05, e = 0.6 and N = 20000. (adapted from M.-L. Tan's 
thesis 1995). Lees-Edward boundary condition hsis been used with the top boundary moving to the right 
and the bottom boundary to the left with same speed, (c) Variations of a'"' and a*'̂ ' with density at 
H = 200 for e = 0.95. The critical density is defined as the one at which the linear growth rate is zero, 
(f>^ = (l)°{a'-°'> = 0) Ri 0.157 at H = 200. Ref. Shukla & Alam (2009) 
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Figure 4.4: (a) Bifurcation diagram in the amplitude-vs-density plane for e = 0.95 (dash Una) and 0.6 
(dash-dot line) at H = 200. Inset shows a bifurcation diagram at // = 100 and e = 0.95. (6) Finite 
amplitude solutions for the density and the shear rate at (p" = 0.15, H = 200 and e = 0.6. Note that the 
density has been multiplied by a factor of 6. 

perturbation amplitude s/ is larger than its threshold value (i.e., ii J^/ > .(*'e(<?̂ °ie))i then the 
uniform shear flow will jump into a new state of non-uniform shear and non-uniform density 
across the gradient direction. Typical sub-critical finite amplitude solutions for the density (solid 
line), (j) = 4P + ^e< '̂̂ '̂ 'i and the shear rate (dash line), 7 = d/dy(vP + ^ew'''^')i are displayed in 
figure 4.4(6), clearly showing density segregation and shear localization across y-direction; these 
shearbanded solutions have been calculated at the threshold amplitude si = s^e-, with a mean 
density / = 0.15, H = 200 and e = 0.6. 

Figure 4.4(a) also suggests that the threshold-amplitude for nonlinear instability decreases 
with increasing dissipation, implying that more dissipative particles are more prone to such sub-
critical shearbanding instability. The important point to note is that an appropriate magnitude 
of finite-amplitude perturbation, s/ > £/g{(j)^,e), must be imposed in simulations to achieve the 
shear-banded flow in the dilute limit. 

At larger densities, the nature of bifurcation changes from subcritical to supercritical, see the 
inset of figure 4.4(a) for H = 100 and e = 0.95. The corresponding solutions for (f){y) and j{y) 
look similar to those in figure 4.4(6). Inside the upper loop of thin contour in figure 4.4(a), we 
have a'"' > 0 and a*'̂ ) > 0, and hence finite-amplitude solutions do not exists (4.36) for some 
range of <p° (inside upper thin loop) in the dense fimit. 

4.5 Conclusion 
Starting from the Navier-Stokes level continuum equations of inelastic dense-gas kinetic theory 
and using the center manifold reduction technique, we showed that a Landau-type order pa
rameter describes the shear-banding transition in granular plane Couette flow. Our results on 
the first Landau coefficient suggest that there is a subcritical finite-amplitude instability for di
lute flows even though the dilute flow is stable according to the linear stability theory. The 
calculation of higher-order Landau coefficients (required to obtain the associated stable finite 
amplitude solutions in the dilute limit) is left to a future work. Even though we focused on 
streamwise-independent flows here, our nonlinear theory can be extended to analyze various non
linear patterns in a host of granular flow problems as well as to describe shear banding in other 
complex fluids (Wilson & Fielding 2006; Olmsted 2008). 



CHAPTER 5 

NONLINEAR SHEAR BANDING INSTABILITY 

IN GRANULAR PLANE COUETTE FLOW: 

ANALYTICAL SOLUTION, COMPARISON WITH 

NUMERICS AND BIFURCATION 

Here we develop the analytical solutions for the shear banding instability in granular plane Couette 
flow. We derive the analytical expression for the first Landau coefiicient. The same problem 
has been solved numerically in chapter 4 (Shukla & Alam 2009) using spectral based numerical 
method. In this chapter, we compare present analytical solutions with numerical results and 
therefore this validates our numerical code. The bifurcation analysis for all the flow regimes 
are detailed. We show that the granular plane Couette flow serve as a microcosm of pitchfork 
bifurcations since all three possible types of pitchfork bifurcations exists in this flow. 

This chapter is organized as follows. The analytical solutions for the fundamental mode 
and its adjoint are given in §5.1. A brief outline of the amplitude expansion method for the 
streamwise independent granular plane Couette flow is detailed in §5.2. The symmetries of 
the linear and nonlinear modes are discussed in §5.3. The symmetries of underlying nonlinear 
modes have helped us to identify analytical solutions for the second harmonic, the base-flow 
distortion and the distortion to the fundamental mode, leading to an exact calculation of the first 
Landau coefficient - these analytical solutions and their comparison with numerical solutions are 
detailed in §5.4.1, §5.4.2 and §5.4.4. The evidence of meanflow resonance at 0{A'^) is discussed 
in §5.4.3. The predictions of the analytical order-parameter theory are discussed in §5.5.1 (linear 
shear-banding instability), §5.5.2 (equifibrium amplitude and the nature of bifurcation), §5.5.3 
(phase diagram for nonlinear stability), §5.5.4 (finite amplitude solutions) and §5.5.5 (scaling of 
first Landau coefficient, equilibrium amplitude and phase diagram). The influence of different 
forms of the contact radial distribution function and the constitutive relations on the nonlinear 
shearbanding predictions is discussed in §5.6.1 and §5.6.2, respectively, along with a summary 
of all possible bifurcation scenario for the nonlinear shearbanding instability in granular plane 
Couette flow in §5.6.3. We summarize the major findings of this chapter in §5.7. Organization 
map of this chapter is depicted in figure 5.1. 

5.1 Analytical Solutions for Fundamental Mode and 
its Adjoint 

The normal mode solution of linear problem and adjoint problem has been discussed in chapter 4 
that reduces the linearized system of partial differential equations into a set of ordinary differential 
equations [viz. (4.24)]. We rewrite linear eigenvalue problem (4.24) as: 

cX = LX, with BX = 0. (5.1) 
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sec. 5.1 
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Figure 5.1: Road-map of chapter 5. 

It can be verified that this system of equations has analytical solutions (Alam & Nott 1998): 

(<^,f) = (0i,ri)cosfc^(2/±l/2) 1 , . 
(u,v) = {ui,vi)smkg{y±l/2) j ^ • ' 

where 
ki3 = Pn, with/3= 1,2,3, (5.3) 

being the mode number. Substituting the above solution in (5.1) we get an algebraic eigenvalue 
problem for linear stability: 

cXi QXi 

where Xi = {<pi,ui,vi,Ti) represents the amplitude of the fundamental mode, and the elements 
of matrix Q are 

/ 0 

"* ka 

2(MJ-C») 

0 

0 

V ,., 

-0"fc/3 

- 1 

Sp" ,, 

A-2 

2 

0 

^H^h 

PT I 
H2 0o«:/3 

(--"^2^.. 

\ 

(5.4) 

The mode-number /? is the number of zero-crossings of the density eigenfunction within y G 
(—1/2,1/2) as shown in figure 5.2 which displays all four eigenfunctions of the first three modes 
P = 1,2,3 for 0° = 0.15, H = 100 and e = 0.8. It can be verified that the adjoint system [viz. 
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- 0 : 8 ^ - ^ ^ 

-0.5, 

0.5 

0.5 

X 10 

Figure 5.2: Linear eigenfunction profiles across the Couette gap for first three modes 0=1 (solid line), 
2 (dashed line) and 3 (dot-dash line) for 4)° = 0.15, H = 100 and e = 0.8; (a) density, (6) streamwise 
velocity, (c) transverse velocity and (d) granular temperature. 

Eqn. (4.25)] satisfies the analytical solution of tlie linear stability problem, and hence we can 
write its solution in terms of sine and cosine functions as in (5.2): 

4>Hy) = (l)\ cos kf,{y ±1/2), u^{y) = u | sinfc^(j/± 1/2), 1 

v^{y) = v\ sin k0{y ±1/2), T\y) = T^ cosk^iy ±1/2) J 
(5.5) 

Similar to linear eigenfunctions, we found that the adjoint eigenfunctions corresponding to the 
least-stable shear-banding mode are real. 

5.2 Out l ine of Weakly Nonlinear Analysis for S t ream-
wise Independent Flow 

Below we are summarizing all the related governing equations (up to cubic order) of amplitude 
expansion method (see chapter 3) for the particular case of streamwise independent granular 
Couette flow. To formulate the weakly nonlinear analysis, we neglect partial derivatives of x and 
z from the general nonlinear disturbance equations (3.6) and follow the same procedure as given 
in §3.2, wo obtain the following set of equations [cf. (3.39)] 

Gkn 
Lfcn 

a!n-ll + ih\n~\] 

{na(o) + i f c 6 W ) I - L . 

(5.6) 

Note that Lk in (3.39) is same as L in (5.6) which is defined as 

C{d/dx -^ 0, d/dy -^ d/dy,...). (5.7) 
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5.2.1 Linear Disturbance: Fundamental Mode 

At 0{A) we get back the Hnear problem [viz (5.1)) for the fundamental mode X'^-^l, by substi
tuting k = n = 1 into (5.6): 

LnXH-'H = 0 \ 

where L is the linear stability operator. This equation is the same as (5.1) with c = c<°̂  and 

5.2.2 Mean Flow Distortion and Second Harmonic 

At 0{A'^), we get equations for the mean flow distortion and the second harmonic. Substituting 
k = n = 2 into equation (5.6), we get 

L22Xl2^2l ^ [2(a(°) + i6(°))I - L ] Xl̂ ^̂ l = G22 = E22, (5.9) 

with the boimdary conditions BXP-2l = Q at y = ±1/2. Here, G22 = iV2(^'^'^l,^['''l) = E22 
is the product of two fundamental modes. Note that there is no cubic nonlinear contribution at 
second order (i.e. F22 = 0). 

Substituting A: = 0 and n = 2 into equation (5.6), we get, at 0{A^), 

Lo2Xfô 2l _ J2a(0)l - L ] X1°^2) ^ Q^^ = ^02/2 (5.10) 

where G02 = Go2(Xl''il, Xl^-'l), with boundary conditions BXlo-̂ l = 0 at y = ±1/2. The explicit 
functional form of G02 is 

G02 = 0.5 [iV2(Xli--il,Xli'il) ± 7V2(Xli-'il,Xli''l)] . (5.11) 

Note that x'"'^' is always real. To verify this, let us write the complex conjugate equation for 

Lo2X^°-'^^ = G02, (5.12) 

where L02 = L02, and G02 is given by 

G02 = 0.5 [iV2(Xl'^^Xli^'l) ± ^2(^ ' '^" ,^ ' '^ ' l ) ] = G02. (5.13) 

This immediately implies that Xl"-^' is real: 

XlO'^] = Xio-^l (5.14) 

5.2.3 Distortion of Fundamental and the First Landau Coeffi
cient 

At 0{A^), we get an equation for the distortion of the fundamental mode X^^'-^^ by substituting 
A; = 1 and n = 3 into equation (5.6): 

LiaXli '̂*! = [(3a(") ± i6<°))I - L ] Xl'̂ ^j ^ _,,(2)j^[i;i] ^ ^13. (5.15) 
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The expression for the inhomogeneoiis term G^j is given below 

+Ns{X^'-''\X^'''\X^'--'^) + N-s{X^'-''\xi'-''Kx^'-'^) 

and the boundary condition is BX^^'-^^ = 0 at y = ± 1 / 2 . In the above equation, the quadratic 
and cubic nonlinear terms represent E^,, and Ffc„, respectively, in (5.6). 

In (5.15), the first Landau coefficient c*̂ ^ is unknown which can be found by invoking the 
solvability condition 

c(^)=a(^)+.6(^) = 4 P ^ i ! ^ ^ , (5.16) 

where X^ is the adjoint linear eigenfunction that corresponds to the solution of (4.18) (see chap
ter 4 for the details of the adjoint problem). The solvability condition or the Predholm alternative 
asserts that the inhomogeneous part of differential equations (5.15) must be orthogonal to the 
adjoint of the associated homogeneous problem this guarantees the uniqueness of the solution 
of the inhomogeneous differential equations (5.15). For the shearbanding instability, X^ is given 
by (5.5). 

5.3 Symmetries of Linear and Nonlinear Modes 

Before embarking on the analytical/numerical solution procedure of (5.8), (5.9), (5.10), (5.15) 
and (5.16), here we analyze certain symmetries of linear (A"!''^') and nonlinear modes (X'^'^', 
Xl°'2l and X'' '^l) up-to the cubic order. 

First, let us consider the base state solution of uniform shear with constant density and gran
ular temperature. The base state equations remain invariant under the following transformation: 

0O(-y) = 0«(y), u°{-y) =-u°(y), T°(~y) =T°{y). (5.17) 

This symmetry about the mid-plane ?/ = 0 of the base state solution (4.11) implies that the 
velocity is antisymmetric about y = 0 and the density and granular temperature are symmetric 
about y = 0. 

The linear disturbance equations for the fundamental mode and the related boundary condi
tions satisfy the following two symmetry groups (Alam & Nott 1998) 

0lWl(2;) = 0li^il(-j/), «li^il(2/) = - « l i ; i l ( - y ) 1 
t;lM](y) = -,;ll^ll(-2/), Tl^-^](y) = Tl'-'^i-y) j (^'l^) 

and 
^li;il(2;) = - 0 l W l ( - y ) , «[i^il(2/) = Kl' ; i l(-y) \ 
«[l;ll(y) = «ll^ll(-y), T^^^iy) = - T l l ; l l ( - y ) J ' ^^'^^^ 

While the former preserves the symmetry of the base-state solution (5.17), the latter breaks (5.17). 

It follows from the symmetries of the fundamental mode that the interaction of two funda-
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Symbols 
<̂ " 

H = h/d 
e 

/ 3 = 1 , 2 , 3 , - -
a(») 
af̂ ) 
H, 
4>c 

A^A, 
H* 

Definition 
Mean density or solid fraction (the volume fraction of particles) 

Ratio between the Coiiette gap and tlie particle diameter 
Restitution coefficient 

Mode number 
Growth rate of the fundamental mode, 

Real part of first Landau coefficient, 
Critical Couette gap 
Critical mean density 

Equilibrium amplitude 

Hl3~\l-e'Y'^ 

Table 5.1: Control parameters for stability 

mentals would give rise to the following symmetry for the second harmonic 

^I2;2J(^) = <l,\^'^\-y), «I2^2J(^) -«(2;2J(_2/) 

z;[2;21(y) = - . I2^2l (_y)^ j^[2;2l(^) ^ T^^-\-y) } (5.20) 

This, of course, preserves the symmetry (5.17) of the base state solution. The distortion to the 
mean flow, X'"-^', also follows the same symmetry of the base state since Xl"'^! appears at the 
quadratic order O(yl^). 

Similarly, the distortion to the fundamental mode, X'^'^', satisfies the following symmetries 

and 

v(i^3l(?/) = 

-^l'^^l(-y), ,(l;3l [y) = 
11;3| (-y) 

(5.21) 

(5.22) 

The above symmetry groups can be understood from the fact that the fundamental mode is of 
0{A) and the interaction of two fundamentals gives rise to the terms of order 0{A^), and so 
forth. Thus the second harmonic AT'̂ '̂ ) admits a symmetry which is the product of symmetries 
of the fundamental mode. Similarly, the synnnetry of the distortion of fundamental at 0(^1^) 
would follow the product of symmetries of the fundamental and the second harmonic. 

Table 5.1 summarizes all dimensionles.s parameters that we will frequently refer to while 
presenting our results in §5.4-§5.6. 

5.4 Analytical Solution and Comparison with Numer
ical (Spectral) Solution 

The underlying symmetries of the fundamental mode and its nonlinear corrections as discussed 
in §5.3, together with the analytical solution of the fundamental mode (Alain & Nott 1998), 
helped us to solve the nonlinear problem analytically as we discuss in §5.4.1, §5.4.2 and §5.4.4. 
As mentioned before this problem was tackled numerically in (Shukla k Alam 2009) which is 
detailed in chapter 4, even though the order parameter equation was derived there using another 
method, namely, the center manifold reduction technique. Apart from providing new analytical 
solutions in this chapter, the spectral-based numerical technique as detailed in chapter 3 is also 
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validated here against present analytical solutions for harmonics and the first Landau coefficient. 

5.4.1 Solution for Second Harmonic and Mean Flow Distortion 

It can be verified that there exists analytical solution for the second harmonic: 

0l2;2l(y) = <^2CosA:2;3(2/±l/2), u^'^'^^y) = U2&mk20{y ±1/2), \ 
«(2;21(y) = V2s\nk20{y±ll2), T^''-^''\y) = T2cosfc2/5(y ± 1/2)+Tfc™-" / ^ '̂̂ "^^ 

where 
k20 = 2/37r, w i t h / 3 = 1 ,2 ,3 . . . (5.24) 

and Â 22 = [02, "2,^2, T2] is the amplitude of the second harmonic. The mean term in granular 
temperature is calculated from 

rriTnean fnl 
(5.25) 

where / „ ; denotes nonlinear terms and // are related to linear terms: 

^"' = " 2 ^ {-"iTih + c(O'0:T:) + ^ j i — [-fc^ ( p > i + p°,T,) v, + 2/fc^^ {v\ + 0.5w?) 

+0.5 {n%^4i\ + fj,°,TTf + 2^llr4>lTl) + 2k0U, ( M ^ 0 I + /z?,Ti) + X^kjvf 

- 0 . 5 (P°^</.2 + V%Tf + 2V°T4>ITI)] , (5.26) 

The modal amplitude of the second harmonic, X22 = [02,M2,W2, Tij], satisfies the following alge
braic matrix-equation: 

4 (5.28) 

^22 — ^>." -r cu }i - L, (5.29) 

where 

with 

L22X22 

2(a(")+i6("))/-! ' ' 

/," = 

i>°k2B 

cp"dim if" dim 

- 1 

d>" d i m 

0 

^ 

k2j3PT 

4>"di,n \ '̂ 2/3 H^ + ' ' r ~ ^ T j 

(5.30) 
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and the nonhnear inhomogeneous terms, 0^2 = (Gj^^ Gj^^ Gj^. Gj^^)^''. 

G22 = —k,i<t>\Vi, 

~,2fi 1 

-fcfl (^'l^<t>l 

A0 

~ (0%,uifc., + 01̂ 1 +c("),̂ i,„) + ^ (-2fc2, (^>i +,4r,)„, 

+ ^0^ {-I'li (P> i + P T ^ I ) ''I + 2//'fcl (f ? + 0.5«?) + 0.5 (/.«^<^? + /iO j-Tf + 2^07.01 T ) 

+2fc^ ( M > I + H°TTI) U, + AOfcf,f? - 0.5 (V%<f>^, + V%Tf + 2VlrT?))] . 

The matrix equation (5.28) can be easily solved to determine the complete solution for the second 
harmonic from (5.23) if 2(a'°' + i6^°') is not equal to any of the eigenvalues of L'^. 

For the shear-banding mode, the eigenvalue is real (Alam & Nott 1998; Alam et al. 2008), i.e. 
(̂0) ^ 0, This implies that 

L22 = [2(a'°) + J6(°))I - L ] = [2a(0)l - L ] = L02, (5.31) 

i.e. the linear operators for the second harmonic and the mean-flow distortion are identical. From 
(5.9) and (5.10) we have G22 = N2{X^^''^K X^'^-^'^) = G02, and therefore 

;^[0.2l ^ ;^[2,2] (5 32) 

for the shear-banding mode. Therefore, the solution to the mean flow distortion, A '̂*̂ '̂ ', is the 
same as in (5.23). 

Before moving to the first Landau coefficient, let us compare the analytical solutions for 
the second harmonic (5.23) with the same calculated numerically by discretizing the differential 
equations using spectral collocation technique and solving the resulting algebraic equations by the 
singular value decomposition as detailed in chapter 3. Figures 5.3-5.6 display such comparisons 
between analytical and numerical solutions for the shape of the fundamental and the second 
harmonic for mode /? = 1 and 0 = 2, respectively, at a mean density of 0° = 0.15. A similar 
comparison for second harmonic with /3 = 1 at a lower mean density of (fp = 0.05 is displayed in 
figure 5.7. In each panel, the solid line refers to analytical solution and the circles to numerical 
solution, and we find excellent agreement between the two. 

5.4.2 Solution for First Landau Coefficient 

To determine the first Landau coefficient, we consider the equation for the distortion of the 
fundamental which appears at the cubic order. Recall that the inhomogeneous terms G13 of this 
equation depend on the fundamental ( A ' ^ ' I ) , the second harmonic (AI^'^1) and the mean-flow 
distortion (A '" -^ ' ) , along with base state solution. Inserting analytical solutions for A ' ^ ' ' , A'^ '^ ' 

and A'" '^I , the expressions of G13 = (Gj^, G'fj.Gfg.Gia) are simplified as follows: 

(Gi^.Gl.,) = 3 {G\i\Gtf) cos hs,,iy ± 1/2) + 3 ( c l f . G ^ f ) cos k,{y ± 1/2), 

{Gl,,Gl,) = 3 (GII\G',I') sin k.dv ± 1/2) + 3 ( c ^ f ,G-^f ) sin fc,j(y ± 1/2). 
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Figure 5.3: Comparison between analytical (solid line) and spectral/numerical (circles) solutions for 
the fundamental mode (linear eigenfunction) X' ' ' ' ' with mode f3 = I: (a) </>''"'', (6) u'''^', (c) t;''''' and 
(d) r " ' ' l for (p° = 0.15, H = 100 and e = 0.8. 

01 -°§. 
,[1;1] 

0.5 

-0.5 

0.05 

Figure 5.4: Same as figure 5.3 but for mode 0 = 2 
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0.5 0.5 

^''•'^ X 10 

Figure 5.5: Comparison between analytical (solid line) and spectral/numerical (circles) solutions for the 
second harmonic X'^'^l with mode /? = 1: (a) c/.'̂ '̂ ', (b) u'^'^', (c) yl̂ '̂ l and (rf) T'^'^I for <i)° = 0.15, 
H = 100 and e = 0.8. 
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Figure 5.6: Same as figure 5.5 but for mode 0 = 2 
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Figure 5.7: Same as figure 5.5, but at a lower density (jP = 0.05. 

The 2/-independent terms C j f , G\f, C j f , Ctf- G?f, GI^^, G^f and G\f are given in 
Appendix 5B. 

Since we know the analytical form of G13, we can now find first Landau coefficient from 
the solvability condition (5.16) taking the inner product of G13 and the adjoint of the linear 
problem XK Inserting the analytical solutions of X^ and X^^'^^ and the expressions of G13 in 
the numerator and denominator of (5.16), we obtain 

/•1/2 

J-1/2 
X^Gisdy {i\G\r 3 T - ' l ' ^ l S 

1/2 

1/2 
1/2 

coskfj{y± l/2)cosk3g{y± 1/2) dy 

+3 (u\Glf + s lG^f ) / sin ki3{y ± 1/2) sin ks^iy ± 1/2) dy 

+3 (.AlGlf + flGtl') f ' cos2 kf,iy ± 1/2) dy 

+3 (M^G^f + v\G'ifl' ) / sin2 kniy ± 1/2) dy 
^ ^ . / -1 /2 

^ ( < A ! G ; f + t t G l f + ^ l G ? f + ^ l G ? f ) (5.33) 
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and 

+ [u\ui + wjvi j / sin^ kjiiy ± 1/2)dy 

= ^ ( 0 | 0 i + f / r i + « |u i + y{i>i) 

The final expression for the first Landau coefficient (5.16) simplifies to 

c'2) = a(2) + z6<2) 
,-,t. .r,t. }(^i + T / T i + W | M I +v\vi 

(5.34) 

(5.35) 

Since for the shear banding mode the linear eigenfunction, its adjoint and the second harmonic 
are found to be real, the right hand side of the above equation is always real for this mode. This 
implies that the imaginary part of the first Landau coefficient is identically zero for the shear 
banding mode: 

6(2) = 0 . => c<2)=a(2). (5.36) 
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Figure 5.8: Comparison of the first Landau Coefficient between analytical (solid line) and spec
tral/numerical: stars for A/ = 20. circles for M = ."30 and srjuares for M = 100. solutions; (a) tp" = 0.15 
and (b) 0" = 0.05, with e = 0.8. Inset in each panel shows the variation of growth rate of the least-stable 
mode (mode number /3 = 1) with H. 

To compute a'^) analytically, we need to insert the analytical solutions for the fundamental 
mode (5.2) and the second harmonic (5.23) in (5.35). The solution for the first Landau coefficient 
[o'2)] from (5.35) is shown in figures 5.8(a) and 5.8(6), marked by solid lines, which display the 
variations of a* )̂ with Couette gap at two values of mean density 0° = 0.15 and 0.05, respectively. 

To further ascertain the accuracy of spectral-based numerical method as given in chapter 3 
(more specifically, the Gauss-Chebyshev quadrature as detailed in chapter 3), we also calculated 
a*2) by using the numerical solutions for the fundamental mode and the second harmonic and 
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then evaluated the integrals in (5.16) by using the Gauss-Chebyshev quadrature. 
The stars, circles and squares in figure 5.8 denote the corresponding numerical solutions for 

a* '̂ with M = 20, 50 and 100, respectively, which agree well with the analytical solution (solid 
line in figure). The insets in figures 5.8 (a) and 5.8 (6) show the variation of the growth rate 
a*°' of the least-stable mode, again calculated both analytically and numerically with excellent 
agreement between the two. Note that the least-stable mode is stable (i.e. a*"' < 0) at both 
mean densities in figure 5.8, and we will discuss the possibility of subcritical bifurcations in such 
cases later in §5.5.3. 

To know the quantitative accuracy of the numerical method, we show in table 5.2 the spectrally 
calculated values for the least-stable growth rate a^°' for four set of control parameters ( 0 ° , / / ) 
at a restitution coefficient of e = 0.8. The second, third and fourth columns in table 5.2 show 
spectral solutions with collocation points of A/ = 10, 20 and 50, respectively, while the last column 
shows the corresponding analytical solution. It is clear that with just 10 collocation points the 
least-stable eigenvalue a ' ° ' agrees with its analytical solution within an error of less than 0.0001%. 

Table 5.3 displays a similar comparison between spectral and analytical solutions for the first 
Landau coefficient a^^\ with parameter values as in table 5.2. Note that we have not shown 
results for M — 10 since they are way off from the analytical solution; rather we show spectral 
solutions with collocation points of M = 20, 50 and 80, respectively, in the second, third and 
fourth columns in table 5.3. Even though the spectral solutions for a* '̂ with M = 50, such as 
those in figure 5.8, are very close to analytical solutions (solid line), there is an error of up-to 
3% with M = 50 collocation points; to achieve an accuracy of less than 1% we need to employ 
more than M = 75 collocation points. The same level of accuracy of the spectral solutions for 
a'^' holds at other values of control parameters {(jP,H,e). 

{<P°,H) 

(0.05,50) 

(0.05,100) 

(0.15,50) 

(0.15,100) 

-a'"> (M = 10) 

3.7516040 X 10"^ 

7.4113835 X lO-* 

6.2902898 x 10"^ 

6.9159585 x 10"'' 

-a<"' (A/ = 20) 

3.7516039 X 10"^ 

7.4113835 X 10-" 

6.2902895 x lO"'̂  

6.9159583 x lO"'' 

-a'O) {M = 50) 

3.7516039 x 10"^ 

7.4113835 X 10^" 

6.2902895 x lO"'̂  

6.9159584 x lO"** 

-a'°^ (Analytical) 

3.75160396 x lO"'* 

7.41138354 x lO"" 

6.29028958 x 10"^ 

6.91595832 x lO'^ 

Table 5.2: Comparison between spectral and analytical solutions for the least-stable growth rate. Spec
tral solutions with different number of collocation points A/ = 10, 20, 50 are shown in 2nd, 3rd and 4th 
columns, respectively, and the last column represents analytical solution. 

5.4.3 Resonance at 0{A?): Second Harmonic and Distortion to 
Mean Flow 

Figures 5.9(a) and 5.9(6) are same as figure 5.8(a)-5.8(6) but for the higher densities, (jP = 0.5 and 
0.3, respectively, where the inset shows the variation of growth rate. The insets of figure 5.9(a)-
5.9(6) show that li = \ mode remains least-stable mode until it crosses the next higher-order 
mode at /? = 2, after which it becomes least-stable mode which is shown by circles. At some 
value of H, successive modes cross each other, beyond which the mode with higher /3 becomes 
dominant until the next cross over. 

Recall that in the numerical method wc get eigenvalues in one shot compared to analytical 
method (Alam & Nott 1998; Alam et al. 2008). As shown in the main panel of figure 5.9(a)-(6) 
that the analytical and numerical values of a'^' are well agreed for the range of Couette gap 
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{<i>^H) 
(0.05,50) 

(0.05,100) 

(0.15,50) 

(0.15,100) 

a(2) (A/ = 20) 

1.951184 X 10-^ 

7.158992 X 10-** 

1.477738 X 10'^ 

1.802382 X 10-4 

1 a(^) (A/= 50) 

1.859661 X 10-^ 

6.916186 X 10-*= 

1.289434 X 10-4 

1.623106 X 10-4 

a(2) (A/ = 80) 

1.848715 X 10-^ 

6.887152 X 10-'' 

1.266915 X 10-4 

1.601668 X 10-4 

a'̂ ^ (Analytical) 

1.84161433 X lO-'^ 

6.86830930 x lO-** 

1.25230414 X 10-4 

1.58775650 x 10-4 

Table 5.3: Comparison between spectral and analytical solutions for first Landau coefficient. Spectral 
solutions with different number of collocation points M = 20, 50, 80 are shown in 2nd, 3rd and 4th 
columns, respectively, and the last column represents analytical solution. 
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Figure 5.9: Same as figure 5.8 but for 4>°: (a) 0.5 and (6) 0.3. The collocation points are used 50. 
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before the cross over of modes (see inset). It can be seen from these figures that there is a jump 
in a^^' for a Couette gap near the cross over of modes fi = 1 and (3 = 2. What is the reason 
of sudden jump or discontinuity in o*'̂ ' for a specific value of Couette gap in a well posed 4 x 4 
matrix problem? 

To answer this question and to know more about this discontinuity we have magnified fig
ures 5.9(a)-5.9(6), corresponding to analytical solution (represented by a solid lines in figures 5.9(o)-
5.9(6)) just beyond the cross over in figures 5.10(a)-5.10(6). 

This discontinuity may be explained by looking back to second harmonic equation (5.28). Let 
us denote the four eigenvalues of Z' ' operator (5.29) by Cj for j = 1 to 4. If 2(a*°' + ib'"^) is 
equal to Cj for any j = 1 to 4, the homogeneous problem associated to the problem (5.28) admits 
eigensolution. Thus the condition, 

2(o(" '+ i6< ' " )=Cj (5.37) 

is the "resonance" condition at 0{A^) which arises due to the 1 : 2 discrete wave resonant inter
action (note that the ratio of wavenumbers is kjj/k2fi is 1/2). Note that Cj is not necessarily the 
least-stable mode. Therefore, there could be a possibility of mode interactions with fundamental 
mode for any mode number (i with the decaying second harmonic mode at mode number 2/?. At 
resonance points the single mode analysis is not valid. To capture dynamics near these points we 
need to include these resonating modes in the expansion to derive coupled Landau equation (see 
chapter 9). 

It is verified that the condition for resonance (5.37) exactly satisfies for the parameters at 
which a* '̂ diverges which is shown geometrically in inset plots in figures 5.10(a)-5.10(6). In each 
inset we have plotted the left hand side of (5.37) i.e. 2a*°' (since 6̂ °̂  = 0) by a solid line and Cj 
by a dashed line; their intersection points are shown by arrows. For (fP = 0.5 resonance occurs at 
H » 67 and consequently a* '̂ diverges at this point. Similarly for (fP = 0.3, figure 5.10(6), a*'̂ ' 
diverges at / / « 50.99 where the resonance condition holds, see inset. 
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Figure 5.10: Variation of a'^' with Couette gap using analytical solution for (fP: (a) 0.5 and (6) 0.3. The 
other parameters are same as figure 5.9. The inset shows the mean flow resonance condition for /:! = 1 
where the solid line is 20*"̂  and dashed line is the eigenvalue of L " . 

As described above that the nonlinear problem encounters resonance, at order two in per
turbation amplitude, if we employ fixed mode number throughout the range of Couette gaps, 
however we know that beyond a certain Couette gap the least-stable mode belongs to a higher 
value of the mode number. The numerical method does not depend on the mode number rather 
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Figure 5.11: Comparison of tlie first Landau Coefficient between analytical (solid line) and spec
tral/numerical (circles) solutions: (a) (jP = 0.5 and (6) 0" = 0.3 where the selected mode number 
(/3) for the analytical results are a mode number which has maximum growth rate over all the /3's. 

it provides all leading eigenvalues in one shot (Alam & Nott 1998; Alam et al. 2008). 

To compare exactly numerical results with those obtained from the analytical method we solve 
the linear eigenvalue problem for several /? and then choose the leading mode such that it has the 
maximum growth rate over all fi which is shown in the inset plots of figures 5.11(a)-5.11(6) for 
(jp = 0.5 and 0.3, where the circles are the growth rates from the analytical method and the solid 
lines from the numerical method. In the main panels of figures 5.11(o)-5.11(6) we have shown 
the variation of a^^' by using the leading mode which is the maximum over all 0. It can be seen 
from figure 5.11 that the numerical and analytical methods yields the same result. 

5.4.4 Solution for Higher-order Harmonics: Distortion to Fun
damental 

Recall that at cubic order 0{A^^) we have two harmonics: the distortion to the fundamental 
mode X'^'*', and the third harmonic A"''̂ -'*'. Here we determine analytical solution for X'^'"*'. The 
governing equation for the distortion to fundamental is 

Li,,Xl'^3| e(2)x[i^il + Gi3 (5.38) 

Having determined the first Landau coefficient r'^' = o'^', the right hand side of (5.38) is now 
completely known, and hence (5.38) can be solved for X'^''*'. The general solution for Xl'-'^l for 
any mode number (3 can be written as 

0li;3l 
„|i;31 
,;li;31 
rli;3l 

0f3 cos k^.iiij ± 1/2) + <t>\3 COS k,i[y ± 1/2) 
uli sin /C3.j((/ ± 1/2) + u}., sin kfi{y ± 1/2) 
ijfa sin fc3a(y ± 1/2) + i-}3 sin fc,j(y ± 1/2) 
Tp3 cos k^iv ± 1/2) + T/3 COS kiiiy ± 1/2) 

where 

h w 
3I3TT 

(5.39) 

(5.40) 
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xlO 

Figure 5.12: Comparison between analytical (solid line) and spectral/numerical (circles) solutions for 
the distortion to the fundamental X'''^' with mode number /3 = 1: (a) (/>''''̂ l, (b) u'''^', (c) u''-^' and (d) 
T ' ' ' ^ ' for 6° = 0.15, H = 100 and e = 0.8. 

with the mode number /3 = 1,2,. . . , and [(f)^^, uf^, vf^, Ty^]"^'' and [4>\3, u\^, vl^, T-^^]^^ represent 
unknown amplitudes. Substituting (5.39) into (5.38) and equating sine and cosine terms, we 
obtain inhomogeneous algebraic equations for imknown amplitudes that can be easily evaluated. 

The analytical solutions (5.39) are compared with the numerical solution of (5.38) using 
spectral collocation technique (as detailed in chapter 3) in figures 5.12, 5.13 and 5.14 for two 
values of the mean density </)° = 0.15 and 0.05, respectively. We find good quantitative agreement 
between analytical and numerical solutions for each mode shape of X^^'^K 

On the whole, the quantitative agreement in figures 5.3-5.14 between the analytical and the 
spectral/numerical solutions for the harmonics (of various order) of the fundamental mode as 
well as for the first Landau coefficient ascertains the accuracy of the spectral-based numerical 
method for nonlinear stability. One outcome of this chapter is the validation of a numerical 
technique (based on spectral collocation and Gauss-Chebyshev quadrature) for nonlinear stability 
calculations: our spectral-based numerical code (cf. chapter 3) can be adapted/extended for a 
host of granular flow problems for which analytical solutions do not exists. 

5.5 Bifurcation, Phase Diagram and Finite-amplitude 
Solution 

5.5.1 Phase Diagram and Critical Parameters for 'Linear' Shear-
banding Instability 

(5.41) 

where Q; are functions of the base state density and temperature, the Couette gap and the resti
tution coefficient. Previous works on linear stability (Alam & Nott 1998; Alam et al. 2008) have 

For linear stability, the dispersion relation is a quartic in c s c'"' 
1998): 

r -I- rt.-jc"^ -|- rt2C^ + Q l̂*" -I- Qo = 0, 
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v>̂ ^̂ ' x 1 0 -

Figure 5.13: Same as figure 5.12, but for mode 3 = 2. 

0.01 
v'̂ ^̂ ' x10 

Figure 5.14: Same as figure 5.12, but for (f>° = 0.05. 
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established that out of four eigenvalues of (5.41), there is a complex conjugate pair, representing 
propagating modes, which are always stable; one real eigenvalue corresponds to the temperature 
mode which remains the most stable mode for any values of control parameters, and the remaining 
real eigenvalue could be unstable depending on base state condition. The approximate analytical 
solutions for these eigenvalues using asymptotic expansion for large Couette gaps (H) are given in 
Appendix 5D. This real unstable mode has been dubbed shear-banding mode (Alam 2005) since 
the corresponding eigenfunctions represent shear-localization and density segregation along the 
gradient (y) direction. 

Since the shear-banding instability corresponds to a real eigenvalue, the locus of neutral sta
bility (a**̂ ' = Re(c) = 0) is given by QQ = 0 which can be simplified to 

H' = ^k}. (5.42) 

Here k/j = (Sn, with /3 = 1,2,... being the mode number, and * i and ^2 are functions of base-state 
density 

^1 = 1 and ^,= \^l^ + i^jJl--2. (5.43) 

The zero growth rate contour a'") = 0 (i.e. the neutral stability curve) for the shear-banding 
mode is shown in figure 5.15 as a thick solid line; the flow is unstable (a*"' > 0) inside the neutral 
stability contour and stable (a<°' < 0) outside. It is seen that, for a given density, there is a 
minimum/critical value of the Couette gap. 

He = H{4>°, e, 13; a'") = 0) = A:,, ^ * i / * 2 , (5.44) 

depending on 0'', e and /3, below which the shear flow is stable according to linear theory. On 
the other hand, for a given H, there is a minimum/critical density, 

</.c = 0°(// ,e,/3;aW=O), (5.45) 

below which the shear flow is stable. While this critical density depends on H, e, and (3, there is 
a global minimum density, defined as 

/," («("' = 0 ) \f H, (5.46) 

below which the uniform shear flow is always stable to shear-banding instability, irrespective of 
the values of e and p. For the present Navier-Stokes's level constitutive model, this global critical 
density is </)J, w 0.154. 

In the following two sections, we investigate the possibility of subcritical shear-banding insta
bility in dilute flows cp'^ < 4)[ from the nonlinear analysis. One goal is to check the feasibility of 
finite-amplitude segregated solutions that have been observed in molecular dynamics simulations 
of dilute granular shear flow (Tan & Goldhirsch 1997). This constitutes a stringent test of our 
order-parameter theory since the same has been predicted from the direct numerical simulation 
of continuum equations for the same flow configuration (Nott et al. 1999). We will also determine 
finite amplitude solutions for moderately dense flows (0° > ^J.) which are linearly unstable to 
shear-banding instability, signaling the possibility of supercritical bifurcations for (fp > 4)[. 

5.5.2 Equilibrium Amplitude and the Nature of Bifurcation 
First we discuss about the nature of bifurcation for the appearance of finite-amplitude nonlinear 
solutions that would bifurcate from the uniform shear base state due to the shearbanding insta-
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bility as discussed in §5.5.1. This is intimately tied to the concept of equihbrium amplitude (i.e. 
finite-amplitude equilibrium solution) and the first Landau coefficient a*̂ * as we show below. 

Let us rewrite the amplitude order-parameter or Landau equation (3.32) as 

S= — = a("U + a<2)^3 ^ ^(4)^5 ^ (5 47) 
d̂  

which is an infinite series where a'"^ is the growth rate from the linear theory and 
are nonlinear corrections to the linear growth rate, called Landau coefficients. The above series 
(6.11) is also known as Stuart-Landau series (Stuart 1960; Watson 1960). As mentioned before, 
in the present work we have stopped at the first nonlinear correction term by calculating only 
the first Landau coefficient a*'̂ ' which was hard enough. 

The stationary solution of (6.11) i.e. the value of A for which 5 = 0 is called the equilibrium 
amplitude A = Ag. To determine the equilibrium amplitude, we truncate ecjuation (6.11) at cubic 
order: 

^ = a ( » M e + a < 2 ) ^ ^ = 0 (5.48) 

which has three possible solutions: 

0 and ^ , = ± W — ^ . (5.49) 

The trivial zero-solution, A^ = 0, corresponds to the base state of uniform shear, implying that 
the uniform shear solution is stable if the two non-zero solutions are unfeasible. It is clear that 
the finite-amplitude/nonlinear solutions exists if and only if the following condition holds: 

Two situations can arise 

(i) 
(ii) 

a'"' and a ' ^ ' a r e of opposite sign. 

a<°> > 0 and a^^' < 0 (Supercritical) 

a<°* < 0 and a'^' > 0 (Subcritical) 

(5.50) 

(5.51) 

The former/latter condition corresponds to linearly tinstable/stable flow with positive/negative 
growth rates and negative/positive first Landau coefficients, respectively, leading to supercrit-
ical/subcritical bifurcations. In other words, the subcritical bifurcation arises when the first 
landau coefficient a* '̂ has a positive sign and the supercritical bifurcation occurs when a* '̂ is 
negative. In either case, there is a new finite-amplitude solution, given by (5.49). 

5.5.3 Phase Diagram for 'Nonlinear' Shear-banding Instability 
As described in the previous section, the sign of the first Landau coefficient a*̂ ^ decides the type 
of bifurcation: supercritical (5.50) or subcritical (5.51). From the given analytical solution, the 
condition for vanishing first Landau coefficient (5.35) simplifies to 

4>\G\l' + r + G t f + njG^f + r lG^f = 0. (5.52) 

The zero-contour of the first Landau coefficient, c* '̂ = a'^' = 0, is superimposed over the neutral 
stability contovir (o'''' = 0) in figure 5.15 as thin solid lines. The restitution coefficient is set to 
e = 0.8, with the mode number being /i = 1. The regions of positive and negative a* '̂ are marked 
in this figure. Recall that the thick solid line in figure 5.15 corresponds to the zero growth-rate 
contour (i.e. the neutral stability contour), to the right of which the uniform shear flow is Unearly 
unstable and is stable in the rest of the (<;!)",//)-plane. 
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Figure 5.15: Phase diagram in the {H,(f>) plane: contours of zero first Landau coefficient (thin solid 
lines) and the zero growth rate (thick solid line) in {H,<t>°) plane for e = 0.8 and ^ = 1. The flow is 
unstable (a*°' > 0) to the right of the thick solid contour. 

In the following, we discuss the results on the first Landau coefficient and the related bifur
cations for linearly stable (0° < (j)[) and unstable {((P > 0j.) regimes separately. We will establish 
that the lower part of the neutral contour (enclosed by the zero-line of a''^' = 0) in figure 5.15 is 
subcritically unstable but its upper part is supercritically unstable. 

Linearly Stable Reg ime: 0" < 

Focussing on the stable dilute flows (0" < 0[, « 0.154) in figure 5.15, we show the variation 
of the first Landau coefficient with density in figures 5.16(o) and 5.16(6) at two Couette gaps 
H = 50 and 100, respectively. The inset in each plot shows the corresponding variation of the 
growth rate of the least-stable shear-banding mode (/3 = 1); the arrow in each inset marks the 
critical value of density, 0c, above which the flow is linearly unstable. For both cases, we find 
that the growth rate, a'-^\ is negative but the first Landau coefficient, a'^', is positive for a range 
of densities in the linearly stable region (0° < 0c), suggesting the existence of finite-amplitude 
solutions as per equation (5.51). This is also evident from figures 5.8(a) and 5.8(6) which show 
the variations of n*^' (main panel) and a'"' (inset) with Couette gap at two values of the mean 
density 0" < 4>[. 

The bifurcation diagrams in the {A, 0" - 0c)-plane, related to figures 5.16(a) and 5.16(6), are 
shown in figure 5.17 for three values of the Couette gap H = 50, 100 and 200. For each case, the 
horizontal line with Ae. = 0 represents the base state of uniform shear solution which is stable 
for 0" < <f>[, but we also have new unstable finite-amplitude solutions, representing subcritical 
bifurcations (also known as inverse bifurcation). For subcritical bifurcations, the higher order 
Landau coefficients (which we have not calculated) are needed to identify stable finite-amplitude 
solution. The important point to note is that the finite-amplitude unstable branch in figure 5.17 
provides a threshold for nonlinear stability: the uniform shear flow is non-linearly stable/unstable 
for A < Ae OT A > Ae, respectively. At a given density, this threshold amplitude A^, to reach 
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Figure 5.16: Variation of the first Landau Coefficient with density for subcritical flows: (a) H = 50 
and (6) H = 100, with e = 0.8. Inset shows the variation of growth rate of the least-stable mode (mode 
number /3 = 1) with density. The solid line represents analytical solutions. The symbols: stars, circles and 
squares represent spectral/numerical solutions for collocation points M = 20, 50 and 100, respectively. 
Arrows in insets mark the critical value of density, (f)r,, above which the flow is linearly unstable. 
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Figure 5.17: Bifurcation diagram in the {A,4>" - 0c)-plane at three Couette gaps with e = 0.8. Note 
that the bifurcation is subcritical in each case. 
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Figure 5.18; Effect of restitution coefficient on (a) the variation of the first Landau coefficient with tp", 
and (b) the bifurcation diagram in {A,(t>")-p\<me for H = 100 and /3 = 1. The inset in panel a shows the 
related variations of the linear growth rate with 4P for different e. Note that the bifurcation is subcritical 
in each case. 

a stable nonlinear state, is higher for smaller Couette gaps. Apart from its dependence on the 
mean density (0") and Couette gap (H), A^ also depends on the restitution coefficient (e), i.e. 
Ap_ = Ae{(j)°,H,e). This is evident from figure 5.18 which shows the bifurcation diagrams in the 
{A, (jp - 0<.)-plane for three values of restitution coefficient at a Couette gap oi H = 100. Clearly, 
the threshold amplitude Ae decreases with increasing dissipation (i.e. with decreasing e). 

The results presented in figure 5.17 can be replotted as bifurcation diagram in the (A, H)-p]ane 
as in figure 5.19. The mean density is set to 4P < (()[ = 0.154 (0° = 0.15 and 0.10 in figures 5.19a 
and 5.19b, respectively) and the restitution coefficient to e = 0.8. The finite-amplitude branch 
in each panel of figure 5.19 provides a threshold for nonlinear stability, and the magnitude of 
this nonlinear threshold decreases with increasing Couette gap. In fact, this branch bifurcates 
from infinity, i.e. from H = 00, as we explain below. Let us consider the leading-order analytical 
expression for the shear-banding mode (Alani & Nott 1998): 

a 
(0) _ = -H + 0{H' (5.53) 

It has been verified that a<°) is always negative for (jp < (p[ over which the shear flow is linearly 
stable. However, it is clear from (5.53) that o'"' ->• 0 in the limit H ^ 00, and hence there is a 
critical point (af°) = 0) at H = 00. Therefore, the bifurcation point for linearly stable densities 
(< °̂ < <?̂ c) originates from H = 00. This is the origin of the nomenclature for the special type of 
bifurcation as depicted in figure 5.19: bifurcation from infinity (Rosenblat & Davis 1979; Alam 
& Nott 1998). In fact, this belongs to a more general class of subcritical bifurcations. 

From the above discussion, we conclude that the region in the ((/)°, H)-plane in figure 5.15, 
below the intersection of the zero-contours of a*̂ ^ and o'" ' , is subcritically unstable. More specif
ically, in this region (0° < <p[.) of linearly stable flows, there is a bifurcation from infinity in the 
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Figure 5.19: Bifurcation from infinity {H - • oo) at (a) <j>° = 0.15 and (b) (j)° = 0.1 , with e = 0.8. 

sense that the bifurcation point hes at / / = oo. In all caises, there exist finite-amplitude nonlinear 
solutions, provided the amplitude of perturbation exceeds a threshold for nonlinear stability, 

A>Ae(4>'\H,e), (5.54) 

which depends on various control parameters. 

Linearly Unstab le Regime: <p° > 

Here we consider moderately dense flows with 0" > (p',. for which the linear stability theory 
predicts that the uniform shear is unstable to shear-banding instability if the Couette gap is 
sufficiently large; more specifically, we focus on the regime in figure 5.15 which is enclosed by the 
neutral stability contour (a*°' = 0). 

Figure 5.20 shows a series of bifurcation diagrams in the {A, H - H,)-p\anc for six values of 
the mean density, 0" = 0.16, 0.17, 0.173, 0.174, 0.18 and 0.2, just above the critical density for 
the onset of linear shear-banding instability. The restitution coefficient is set to e = 0.8 as in 
figure 5.15, It is clear that the bifurcation-type is not supercritical immediately, even though wc 
are in the linearly unstable regime {(p° > (j)[.). Rather, wc have a window of mean densities, 

< < (5.55) 

with (p'l e (0.173,0.174), over which the bifurcation is subcritical and is supercritical for larger 
densities 

(5.56) 0 " > 

From figure 5.20 we find that the critical density at which this switch-over between the subcritical 
and supercritical bifurcations occurs is about 0^ w 0.1735. 

To understand the origin of the above switch-over between two types of bifurcations, we show 
the variation of the first Landau cocfiicient with H at (j)° = 0.17 and 0.18 in figures 5.21(a) and 
5.21(b), respectively. In each panel, we have superimposed the corresponding variation of the least-
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Figure 5.20: Bifurcation diagram in the (yl,/f)-plane for a range of density with e = 0.8. Note that 
the bifurcation-type changes from supercritical to subcritical below a critical value of the mean density 
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Figure 5.21: Variations of the first Landau Coefficient, a* '̂, and the growth rate of the least-stable 
shear-banding mode, a*"', with Couette gap for linearly unstable mean densities (/>" > </>5: « 0.154: (a) 
(p" = 0.17 and (b) 0.18. Arrow in each panel marks the critical Couette gap He above which the shear 
flow is linearly unstable (o*°* > 0). 
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stable mode, a'"', denoted by the dot-dash Une, and the critical Couette gap, Hf = //(a*"' = 0), 
is also marked by an arrow. In the case of 0" = 0.17 < </>*, we find a range Couette gaps (marked 
by vertical lines in figure 5.21a) over which a ' ° ' < 0 and a'̂ ^ > 0, which corresponds to subcritical 
bifurcations (5.51). On the other hand, for (̂ " = 0.18 > </>*, we have a range of Couette gaps 
(marked by vertical lines in figure 5.216) over which a*"' > 0 and a^"^^ < 0, signalling the presence 
of supercritical bifurcations (5.50). 

.(2) 

0 

-1 

-2 

-3 

-4 

x10 

(b) 

(t)" = 0.3 / / 
^ / / 0 . 5 

Figure 5.22: (a) Bifurcation diagrams in the (A, H)-pla.ne and (6) the variations of first Landau coeffi
cients at larger mean densities, 0" 3> 
linear growth rate with H. 

with e = 0.8. The inset in panel b shows the variations of the 

Even at larger mean densities ((jfi » </>'), the bifurcation remains supercritical as seen in 
figure 5.22(a). The corresponding variations of a*'̂ ' and a'"' are displayed in the main panel and 
the inset of figure 5.22(6). At both <j)^ = 0.3 and 0.5, the condition for supercritical bifurcation 
(5.50), a'"' > 0 and o'^^ < 0, is satisfied. It is seen from figure 5.22(a) that the magnitude of A, 
required to reach the nonlinear finite-amplitude branch, increases with increasing density. 

In §5.6, we will discuss the possible influence of different constitutive relations and the contact 
radial distribution function on the above bifurcation scenario. It may be noted that the direct 
numerical simulation of continuum equations [cf. (4.5)- (4.8)] for the same problem (Nott et al. 
1999) has also identified the above three types of bifurcations. 

5.5.4 Finite Amplitude Solutions: Density Segregation and Shear 
Localization 

Once we know the equilibrium amplitude, the finite amplitude solutions for the density and the 
shear rate are computed from 

7 dy £("°±^-''i 
(5.57) 

(5.58) 

with leading-order corrections in amplitude 0{A). Typical subcritical finite amplitude solutions 
for 4> and 7 are shown in figures 5.23(a) and 5.23(6), respectively, for mode (3 = 1, with parameter 
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^C^13 0.14 0.15 0.16 0.17 
du°±du[^'^>A 

1.05 

Figure 5.23: Finite amplitude solutions for (a) the density, (jP + ^^'''^^ and (b) the shear rate, d/dy{u^^ + 
A«'^'''), for mode 0 = 1. Parameter values are 4>" = 0.15, H = 100 and e = 0.8 

^(^05 0.1 0.15 0.2 0.25 1.8 0.9 1 1.1 1.2 
du°±du[^^^lA 

Figure 5.24: Same as figure 5.23, but for mode 0 — 2. 
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(t.°±$Î ^ l̂A 
0.35 0.4 0.8 1 1.2 

Figure 5.25: Finite amplitude solutions for (a) the density, 0° + /l(^''' ' ' and (b) the shear rate, d/dy{u° + 
^u ' ' ' ' l ) . for mode 13=1. Parameter values are 4>° = 0.3, H = Hc + 2 and e = 0.8 

0.3 0.35 '•§.8 0.9 1 1.1 1.2 
du°±dul^'^>A 

Figure 5.26: Same as figure 5.25, but for mode ^ = 2. 

values (t>° = 0.15, H = 100 and e = 0.8. The analog of these figures for mode /? = 2 are shown 
in figures 5.24(a) and 5.24(6). For any mode number /3, there are two solutions that are mirror-
symmetric which is due to the underlying symmetry of the plane Couette fiow. It is clear that the 
density and shear rate are non-uniform across the Couette gap (y), leading to density segregation 
and shear-localization the shear rate is large/small in the dilute/dense regions, respectively. 
Note that the solution profiles depicted in figures 5.23 and 5.24 are "unstable" since they belong 
to the unstable "subcritical" bifurcation branch. For subcritical bifurcation, the higher order 
Landau coeSicients (which we have not calculated) are needed to identify stable finite-amplitude 
solutions. 

The 'stable' finite amplitude solutions for the density and the shear rate are displayed in 
figures 5.25 and 5.26, for mode (i = I and 2, respectively. These correspond to supercritical 
bifurcation at cfP = 0.3 and H = H^ + 2, with e = 0.8. Again, the bifurcating solutions show 
density segregation and shear-localization that correspond to shear-banding. 
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5.5.5 Scaling of First Landau Coefficient, Equilibrium Ampli
tude and Bifurcation Diagram 

So far we have presented bifurcation diagrams and the first Landau coefficients for mode /? = 1. 
In this section, we will demonstrate that there exists simple scaling for and A in terms 
of mode number P with respect to the Couette gap H. More specifically we will show that the 
dependencies of and J4 (at a given density (/>") on /3 can be absorbed by defining a new 
length scale: H -^ H*{H,f3). In other words, knowing the variations of and A with 
H for any f3 (at a given density), one can determine these quantities at other values of p at the 
same mean density. (However, there is no such scaling solutions in terms of mean density.) We 
will further demonstrate that the phase diagrams in the {H,((P)-p\ane, showing zero loci of a'̂ ^ 
and a ' ° \ remain invariant under a composite scaling for the Couette gap: H -^ H*{H,l3,e), i.e. 
in terms of both /3 and the inelasticity (1 — e'̂ ). 
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Figure 5.27: Effects of mode number /3 on the (a) variation of a'^' and o*"', and (6) the bifurcation 
diagram in the {A, //)-plane. Parameter values are fli" = 0.3 and e = 0.8. 

Figure 5.27(a) shows the effect of mode number /? on the first Landau coefficient aP'^ (main 
panel) and the linear mode a'°' (inset) for parameter values of (\P = 0.3 and e = 0.8. The 
flow becomes unstable to higher-order mode at larger values of Couette gap, see the inset of 
figure 5.27(a). The corresponding supercritical bifurcation diagrams for /3 = 1, 2 and 3 are shown 
in figure 5.27(6) note that the abscissa has been normafized via H — He, where H^ = HdP) 
is the critical Couette gap as denoted by vertical arrows in the inset of figure 5.27(a). When the 
Couette gap is rescaled via H -+ H/P, the results for various 0 do collapse on a single curve for 
each case of a* '̂ (main panel of figure 5.28a), a*°' (inset of figure 5.28a) and A (figure 5.286). 

The above scaling of equilibrium amplitude with /3 holds also for subcritical values of mean 
density, see figures 5.29(a) and 5.29(6) for 0° = 0.15 and 0.1, respectively. The inset in each 
panel displays the variations of A with H for three values of /3 = 1,2,3. Such scafing of A with 
H/P holds at any value of restitution coefficient, see rescaled subcritical bifurcation diagrams in 
figure 5.30 at e = 0.95. 

Next we proceed to analyze the phase diagram in figure 5.31 (o) which displays the zero 
contours of the first Landau coefficient a'̂ ^ = 0 in the (H, 0'')-plane for p = I, 2 and 3. All 
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Figure 5.28: Universal scaling with /3 of the variations of (a) a'^' and a*"' and (b) A with H. Parameter 
values are 4)° = 0.3 and e = 0.8. 
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Figure 5.30: Same as figure 5.29, but at e = 0.95. 
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Figure 5.31: Scaling for the zero-contour of the first Landau coefficient, a* '̂ = 0, in terms of mode 
number /9 for e = 0.95. 
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these contours collapse into a single contour as seen in figure 5.31(6) under the following scaling 
of the Couette gap: H —* H/[3. Interestingly, these phase diagrams also remain invariant under 
a simple transformation in terms of inelasticity: H —» H\/l - e^, see figures 5.32(a) and 5.32(6). 

20 40 60 80 100 
H H(1-e2)1'2 

Figure 5.32: Scaling for the zero-contour of the first Landau coefficient, a'^' = 0, in terms of restitution 
coefficient for mode /i = 1. 

At least for the neutral stability contour [a'") = 0], the above mentioned composite length 
scale, H*{H, e, (3), directly comes out from the analysis of linear stability results. From equation 
(5.44) we find that the locus of the neutral stability contour (a'") = 0) is given by / / ~ /3\A^ ~ 
/3(1 _ e2)- ' /2 since V'l ~ 1 / / " ~ (1 - e^ ) " ' . see equation (5.43). Therefore, the neutral stability 
contour, o'"' = 0, would remain invariant under the following scahng of the Couette gap: 

H ^Ht3-'s/{r^=H*. (5.59) 

It is not clear why the above composite scaling (5.59) should hold for the zero-contour of the 
first Landau coefficient a'^' = 0. The expression for a<̂ ^ = 0 in (5.52) can be simplified to (see 
Appendix 5C): 

H' 
+ A-̂ /̂ 3 + kfiKi) 

(fcfjKs + k^KQ + kaK^ + /^o) 
(5.60) 

where kp = wp and the expressions for Ki,K2,Ki ..., which depend on base state variables 
(and hence on restitution coefficient e) as well as on the modal amplitudes of fundamental and 
second harmonic, are given in Appendix 5C. The dependence of /C, on 0 comes via the implicit 
dependence of modal amplitudes on /3 and hence not known a priori. Nevertheless, it appears 
that the same composite scaling for the Couette gap (5.59) holds for the zero-loci of the first 
Landau coefficient too as demonstrated in figures 5.31 and 5.32. 

Lastly, figure 5.33 displays the scaled phase diagram in the (//*,(^")-plane, where H* = 
H(3'^ sj(l - e?) is a new length scale or an instability length scale, delineating the regions of 
supercritical and subcritical bifurcations. The gray-shaded region in figure 5.33 corresponds to 
a* '̂ > 0 and a<"' > 0, and therefore no finite amplitude solution is possible, according to equation 
(5.49), in the shaded region. There is subcritical bifurcation in the dilute limit (below the lower 
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Figure 5.33: Scaled phase diagrams in the (//*,0'')-plane, where H* = H0 ' \ / ( l ~ c^), showing the 
zero-contours of the first Landau coefficient, a'^' = 0, and the linear growth rate a'"' = 0. The shaded 
region in each plot corresponds to o'^'^ > 0 and o*"' > 0. 

branch of the neutral contour and to the right of a'^^ 
at moderate-to-large densities. 

0 contour), and supercritical bifurcation 

5.6 Discussion 

5.6.1 Influence of Radial Distribution Function 

So far we have presented results for a specific choice of the contact radial distribution function, 
x(</>), as defined in (2.12) i.e. 

X(0) 
l - ( < A M n a . ) l / 3 ' 

(5.61) 

which was chosen following the previous linear stability analysis of Alam & Nott (1998). Here we 
consider a modified form of the well-known Carnahan-Starling radial distribution function, x(4>)^ 
as given in (2.13): 

X(0) = 
(1 - 'Pm 

(1 - (/./(/.„)3 
(5.62) 

where 0 ^ corresponds to the maximum solid fraction at random close packing which is taken 
to be 0.65 in the present work. Note that with (prn = 1 (5.62) boils down to the well-known 
Carnahan-Starling form with its singularity being at 0,„ = 1 that corresponds to point particles. 

With constitutive relations as in (4.9) and the Carnahan-Starling radial distribution function 
(5.62), we show the scaled phase diagrams in the (//*,0")-plane, where H* = H(3~^^{1 - e^) 
and </)" is the mean density, in figures 5.34(a) and 5.34(b), respectively, for 0 ^ = 0.65 and 1.0. 
Note that the thick solid line in each panel is the neutral stability contour (a'°^ = 0), to the 
right of which the flow is linearly unstable and is stable in the rest of the (H, 0°)-plane; the 
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Figure 5.34: Scaled phase diagram in the (//*,(^'')-plane, where H* = Hji ^\/{\ — e^), showing the 
zero-contours of the first Landau coefficient, a*'̂ ' = 0, and the linear growth rate w-^' = 0; the shaded 
region in each plot corresponds to a' ' > 0 and a*"' > 0. Constitutive relations for each plot are the same 
a-s in figure 5.33 (as given in 4.9), except that we used Carnahan-Starling radial distribution (5.62) with 
(a) <t)^ = 0.65 and (6) (|im = 1. 

thin lines correspond to the zeros of the first Landau coefficient a^ '̂ = 0. The overall features 
of both phase diagrams look similar. A contrasting feature of each phase diagram in figure 5.34 
with that in figure 5.33 (for which we had used (5.61) as the radial distribution function) is 
that the zero-contour of the first Landau coefficient a*̂ * = 0 crosses the neutral stability curve 
a*"' = 0 at two additional points at large densities. Recall that a crossing of a'^' = 0 and 
a^^' = 0 signals a switch-over from one type of bifurcation to another. This is clearly depicted in 
the bifurcation diagrams in the (//*,/l)-plane in figures 5.35(a-c) where we have employed the 
Carnahan-Starling-type radial distribution function (5.62) with 0 ^ = 0.65 with other parameters 
as in figure 5.34(a). In each panel in figure 5.35, a series of finite-amplitude bifurcating solutions 
arc displayed against some control parameter. A / /* = H* — H* (i.e. a rcnormalized Couettc gap), 
that measures a distance from its respective neutral/critical point {H* = H*). It is clear that 
the nature of bifurcation changes (from subcritical to supercritical or vice versa) with increasing 
mean density in each panel. We find three critical densities at which the nature of bifurcation 
changes: (1) from subcritical to supercritical bifurcations at 0* « 0.196, in figure 5.35(a), (2) 
from supercritical to subcritical bifurcations at 4>'l ~ 0.467 in figure 5.35(b), and finally (3) from 
subcritical to supercritical bifurcations at 4>^ w 0.559 in figure 5.35(c). While the first transition 
from subcritical to supercritical bifurcation wa.s also fo\md for the radial distribution function 
(5.61), the latter two transitions in the dense limit, supercritical -^ subcritical —• supercritical, 
are specific to the choice of the Carnahan-Starling-type radial distribution function (5.62). 

We conclude that both the radial distribution functions, (5.61) and (5.62), predict similar bi
furcation scenario (bifurcation-from-infinity —y subcritical —i- supercritical) at dilute-to-moderate 
densities; however, the Carnahan-Starling-type radial distribution function (5.62) is responsible 
for the onset of subcritical bifurcations in the dense limit. Clearly, the exact form of the radial 
distribution function is needed to correctly predict the bifurcation-type (sub or supercritical) and 
the corresponding critical density for the onset of nonlinear shear-banding instability. 
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Figure 5.35: Bifurcation diagrams in the (A,AH')-plane, where AH* - H' - HI, showing a sequence 
of transitions from subcritical to supercritical bifurcations and vice versa with increasing density. The 
Carnahan-StarUng radial distribution function (5.62) with ((>m = 0.65 has been used, with other pa
rameters as in figure 5.34(a). (a) (/>' « 0.196, subcritical to supercritical bifurcations; (6) (pl ^ 0.467, 
supercritical to subcritical bifurcations; (c) 4>c ~ 0.559, subcritical to supercritical bifurcations. 
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5.6.2 Influence of Constitutive Relations: Disks vs Spheres 

Recall that the constitutive expressioas for / ,( .) '« (diineiisionless functions of solid fraction, 0) in 
(2.21), that were used in all calculations, are valid only for spheres. Therefore, the present results 
pertain to the granular plane Couette flow in two-dimensions, having a mono-layer of spheres 
along the spanwise direction. It is interesting to ascertain whether these predictions about the 
onset of nonlinear shear-banding instability and the corresponding bifurcation scenario in different 
density regimes still liold if we use constitutive relations for hard-disks. 

For hard-disks in two-dimensions (dim = 2), the balance equations and the form of constitutive 
relations remain unaltered; however, the expressions for /;(.)'.? as defined in (2.21) are different 
for disks as define by (2.14) (see chapter 2). In two-dimensions, the contact radial distribution 
function, xW^ is chosen to be of the forms as given by (2.15) (see chapter 2). 
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Figure 5.36: Scaled phase diagram in the (//*,(?i°)-plane, where //* = W/3 ' \ / ( l 
relations for hard-disks (two-dimensions) as in (2.14)-(2.15) with (a) (/>„, = 7r/2%/3 

e^), for constitutive 
! 0.906 and (6) 

0.82. 

Recall that changing the explicit forms of constitutive relations amounts to changing only 
the forms of the linear and nonlinear operators, L^.,, and Gkn^ respectively, in (5.6) since the 
governing equations (4.5)-(4.8) and the boundary conditions (4.10) are the same for both spheres 
and disks. With constitutive relations for hard-disks as in (2.14)-(2.15), we have repeated some 
of the nonlinear stability calculations that we briefly discuss here. The scaled phase diagrams 
in the (//*, 0")-plane, where H* = H/3~^^l - e^) and 0'' is the mean density, are displayed 
in figures 5.36(a) and 5.36(6) for 0,„ = 0.906 and 0.82, respectively. Both phase diagrams look 
similar: at closer look at the zero contour of the first Landau coefficient a'̂ ^ = 0 and the neutral 
contour a*"̂  = 0 near the dense limit (at nmch larger values of H* ~ 500) ascertains that there is 
no cross-over between â ^̂  = 0 and â "̂  = 0, except the one at a moderate density 0^ ~ 0.37. With 
parameter values as in figures 5.36(a), a series of bifurcation diagrams in the (A, A//*)-plane are 
shown in figure 5.37 for a range of mean densities. For this case, the nature of bifurcation changes 
from subcritical to supercritical at 0f. w 0.373. Note in figure 5.36 that the flow is linearly stable 
in the dilute limit, and the shear-banding occurs via a 'bifurcation-from-infinity' for 0j. < 0.338 
(with 0,„ = 0.906) and 0j, < 0.339 (with 0„, = 0.82). A comparison of figure 5.36 with that 
for spheres (figure 5.33) reveals that the region of 'bifurcations-from-infinity' is much larger for 
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Figure 5.37: Bifurcation diagrams in tiie (A, A//*)-plane, where AH* = H* — H*, showing a transition 
from subcritical to supercritical bifurcation for constitutive relations of hard-disks {2.14)-(2.15) with 
(A„, = 0.906. 

hard-disks. 
With constitutive expressions for hard-disks as in (2.14)-(2.15), the following sequence of 

pitchfork bifurcations, leading to nonlinear shear-banded solutions, holds as we increase the mean 
density from the Boltzmann limit: bifurcation-from-infinity —^ subcritical —• supercritical. In 
contrast to results for spheres, we do not find subcritical bifurcations in the dense limit for hard-
disks with (2.14)-(2.15). We have verified that the same sequence of bifurcations also holds even 
if we allow the shear viscosity to diverge at a faster rate than other transport coefficients. 

5.6.3 Granular Plane Couette Flow: a "Microcosm" for Pitch
fork Bifurcations 

Let us now summarize results on different types of pitchfork bifurcations in granular plane Couette 
flow that result from the nonlinear saturation of shear-banding instability. With (5.61) as the 
contact radial distribution function and the constitutive relations as in (4.9), the sequence of 
pitchfork bifurcations in the present flow configuration, with increasing mean density, reads as: 

Bifurcation from Infinity : 

Subcritical Bifurcation : 

Supercritical Bifurcation : 

ft" < </)J, w 0.154 

i <<t>°<€ 
f > 0 ^ » 0.1735, 

(5.63) 

This prediction is the same as in given in chapter 4 and our previous paper Shukla & Alam 
(2009), note that the direct numerical simulation of continuum equations (4.5)-(4.8) (along with 
(2.21)) for the same problem (Nott et al. 1999) has also identified the above three types of 
bifurcations. By changing the contact radial distribution function to the Carnahan-Starling-type 
(5.62), with (prn = 0.65, and the constitutive relations as in (2.21), the sequence of pitchfork 
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bifurcations reads as 

Bifurcation from Infinity : 

Subcritical Bifurcation : 

Supercritical Bifurcation : 

Subcritical Bifurcation : 

Subpercritical Bifurcation : 

</)" < 0i w 0.174 

<p[ <(p° <(/)"« 0.196 

<j)'^<(jP < (pl^ « 0.467 

0 f <(tP < (t>f « 0.559 

0° > 0f 

(5.64) 

This bifurcation sequence remains intact even when the singularity of the Carnahan-Starling radial 
distribution function (5.62) is moved to (pm = 1; only the critical densities at which each transition 
occurs are quantitatively different: (j)[ « 0.218, (jy^ w 0.246, (jy^^ « 0.717 and (f>f « 0.842. 

It is clear from the above discussion that the sequence of bifurcations (the first three in 
(5.63) and (5.64)) remains same in the regime of dilute to moderate densities, irrespective of 
explicit forms of constitutive relations for different transport coefficients, however, the nature of 
bifurcations at larger densities (especially the appearance of subcritical bifurcations in the dense 
limit) crucially depends on constitutive relations and the contact radial distribution function. It 
is recommended to employ the exact forms of constitutive relations that are likely to be valid in 
the whole range of densities (which can be obtained from particle simulations) so as to make a 
fair conclusion about the bifurcation-type and the corresponding critical density for the onset of 
nonlinear shear-banding instability in granular plane Couette flow. Such a detailed parametric 
study is beyond the scope of the present work and is left to the future. 

Figure 5.38 summarizes all possible bifurcation scenario for the nonlinear shear-banding insta
bility in granular plane Couette flow; note that a single control parameter, the mean density (0°), 
needs to varied to obtain any type of pitchfork bifurcations in this flow. Therefore the granular 
plane Couette flow serves as a microcosm of pitchfork bifurcations since all three possible types 
of pitchfork bifurcations, as shown schematically in figure 5.38, can be realized by just varying 
the mean density. 

Moving to the well-researched field of Newtonian fluids, we note that a similar type of bifur
cation from infinity occurs in the plane Couette flow (Nagata 1990); note, however, that there 
is no supercritical or subcritical bifurcations in this flow since the Newtonian plane Couette flow 
is known to be stable according to the linear stability theory (Romanov 1973). For Newtonian 
fluids, the examples of subcritical and supercritical bifurcations can be found in plane Poiseuille 
flow (Stuart 1960; Reynolds &c Potter 1967) and Rayleigh-Benard convection (Busse 1978), re
spectively, see figure 5.39. We are not aware of any flow which admits all three types of pitchfork 
bifurcations, and therefore the granular plane Couette flow is truly a paradigm for pitchfork 
bifurcations. 

5.7 Conclusions 
In this chapter we have studied the weakly nonlinear analysis of granular plane Couette flow for 
the shearbanding instability which leads to shearbands along the flow gradient direction. The 
shearbanding instabilities arise due to perturbations which do not depend on streamwise direction. 
We have employed amplitude expansion method (Stuart 1960; Watson 1960; Reynolds & Potter 
1967) for reducing the system of ordinary differential equations to partial differential equations. 
The flrst Landau coefficient has been calculated from the solvability condition. 

We have developed analytical solutions for the second harmonic, the distortion of mean flow 
and the first Landau coefficient. The comparison between numerical and analytical solutions 
constitutes a validation of the spectral-based numerical scheme which is another outcome of 
the present chapter. These analytical solutions yield an universal scaling between inelasticity 
(1 — e^)'/^ and the mode number (3. Further we have analyzed the bifurcations (pitchfork) for the 
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Figure 5.38: A schematic of different types of pitchfork bifurcations, depicting the whole paradigm, in 
granular plane Couette flow. The dashed lines in subcritical bifurcation diagrams represent threshold-
amplitude for nonlinear stability. 
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Figure 5.39: A schematic of three types of pitchfork bifurcations in Newtonian fluids. 

shearbanding instability. From the zero contour of the first Landau coefficient in (//, (/)'')-pIane, 
calculated using analytical solution, we have verified the previous result of Shukla h Alani (2009) 
that the lower branch of the neutral stability curve is subcritically unstable and the upper branch 
is supercritically stable. 

The transition between the bifurcations from subcritical-to-supercritical and supercritical-to-
subcritical depends on the choice of the radial distrib\ition function. From the analysis of the 
present chapter we can conclude that the granular plane Couette flow serves as a microcosm of 
pitchfork bifurcations as all the three types of pitchfork bifurcations (subcritical, supercritical, 
bifurcation from infinity) exist in the flow. 
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Appendix 5A. Nonlinear Terms (A/2 and A/3) 

Here Mj = {Afj,Aff,Afj,M*) correspond to mass balance, x-momentum, y-momentum and 
energy balance equations, respectively. 
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Appendix 5B. Inhomogeneous Terms Gu 13 

The ^/-independent terms of G13 (cf. §5.4.2) are: 

[(k2,i + kn){(t>iV2 + 4>2Vi)] and G { ^ " [(k2l3 - kfj)((j>iV2 ~ 02fl)] 

G\t' 

- ^ I ' l "2^2/3 + - - i j < ^ , . 2 -2 . ' . (0 )» ' l "2 
00 

+ ^ F ^ ( - ' ^ M C M ^ I + ;'rT'i)«2 - fc2;i (/ '^«0i02 + ti°TTTiT2 + tilr<t>iT2 + Ax^Tri'^2) 

-A;^fc2/3"2(/i°<Ai + / ' r ' ^ i ) ) | 

1 

1 

40''//2 - ^ ' (^A'^.i,'^? + \t^TTT? + t^lr't'i'^i^ "1 

--lU2/c2,3 + - [ - ^ < * 1 ^ 2 - 2 c ( > ^ ^ 

^ 0 0 ^ 2 (" ' '2 / i (M>l + ; 4 ^ l ) " 2 - k2g (/i^^0102 + /^T^^l'^a + tllT'l>lT2 + / ' ° T 7 ' I 0 2 ) 

-fc3fc2,J«l (^"<?'2 + A ' T T 2 J J J - -V2Uik0- - --^<t>2V\ " " ^ ' " ' " T ^ 

+ ^ 5 ^ (-*^fl{/'>2 + MTT2)UI - kfl [^l%<t>2<t>l + fl°TTT2Ti + tilT<t>2Tl + ;iSr7^20l) 

-k0k2fiU2(nl<Pi + H°TTI))] + T ^ - - " ^ ^ [-kfs {^i%Tl + n%r<Pi) - kf,n°T^i] 

-k^ui [,i%4>i + A-TT'I + 2^ilr^lT,) ] 

J -k2flviv2 - ^ ^ ^ (2 (^ '> i + H%Ti) + ( A > , + A0.T1)) 

+ 2d,0H2 ['=2rt (PS,0</'I*2 + PrT'^i'r2 + P0r'^i^2 + p"r 'r i '^2) 

-fci,,2 ( f i > i + ^/^T,)v2 - kl, ( A ' ^ 1 + AO,TI) 02] 

+ i ^/c,,„it,, - ^ ^ ^ ^ (2(^ '>2 + M?-T2) + (A'>2 + A!^T2)) 

-fe^2 (;.O02 + fi'i'Ti) .., - fc^j [\1<P2 + A'j.T2) «,] 

(̂ 2''*•*<<>'̂ 1 

C^"UlV2 

200 
r<'"02i)l 

4 

-2fc 

-T^fc/J^ll ' l 
400//2 

' -I- 1„0 T^ P%4,T<t>\Ti + - P ' ^ T T T ' ? ' ^ ! j 



5.7 Conclusions 115 

•^13 -k20ViV2 
kfjk2i3V2 

(2(A<>I + MrTi) + (A>i + \°TTI )] 

+ ̂ ^J^ [''213 {pl4>'t'i't>2 + PTTTIT2 + plr<l>iT2 + PITTI'I>2) 

-2klg [til4>i + A-Ti) V2 - klf, (AO0I + AO,TI) ,,2] 

+ \ [-hv,V2 - ^ 1 ^ (2(^,02 +/.°rT2) + (A>2 + AO r̂̂ )) 

' 2 ^ [*̂/3 (p°0<A2<?ii +P!^T7^2TI +p;^r*2Ti +PIT.T24>I) 

-2kl (^til4>2 + pO-Tz) VI - fc2 (^A0</)2 + A O , T 2 ) , ; I ] 

- ^c(°UiV2 

+ —C(")02.X 

^fc/30H'? + ~ ^ kn (^-P1^^4'\ + \P°TTTT! + \P1^T4>\TI + \PITTTUI^ 

^4(33 

^'""''^^ + 60H^dim'''^"'^' ( ' '"^^ + ' '°^^') 

+2fj,°kf3k20 UiV2 + 2 " ' " V "*" (^' '° '**"^2 + ^f^TTTiT2 + p.lr4>iT2] 

+2k2s [^il4>l + tiTT\) "2 + ^°kpk20viv2 - Q r ' ° ^ 0 i 0 2 + ^X)?,j,rir2 + P S r 0 i 7 2 j j 

-^c(o)02T, + ^ (-;^fc^^7^2 ( - ^ 1 + 4 ^ 1 ) - fc/3 {P1^2+P%T2) V, 

+2^t"k0k2g (v2Vi + - « 2 « l j + (^^000201 + -/i^-rTsTi +^0^,)i2ri j 

+2kfi (A.002 + MT7'2) « 1 + >^°kgk20V2Vi - ^ ^ ' ^ ^ 0 2 0 1 + ^V%T2Ti + Vl•J,4'2Tl)^ 

-fc/3 (^P«.*0i + \PTTT^ + P°T0iTi) fi + 2fĉ  ( ^ > i + MTTI) (''f + \yn 
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The condition for 'zero' first Landau coefficient, a'^' = 0, is 
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Ci2. C22, • • • can be represented in powers of k^i, if we write the mean-terms of second harmonic 
in terms of a series in fc^ as 
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Appendix 5D. Dispersion Relation 
As describe in §5.5 the dispersion relation can be written as, 
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CHAPTER 6 

NONLINEAR STABILITY AND PATTERNS IN 

TWO-DIMENSIONAL GRANULAR PLANE 

COUETTE FLOW: HOPF AND PITCHFORK 

BIFURCATION, EVIDENCE FOR RESONANCE 

6.1 Introduction 

In this chapter we develop the order parameter theory of two-dimensional patterns that emerge 
due to the travelling and stationary instabilities in granular Couette flow using Landau-Stuart 
order parameter equation. Following the Stuart-Watson theory (Stuart 1960; Watson 1960; 
Reynolds & Potter 1967) and our previous work (Shukla & Alam 2011) as given in chapter 5, 
we develop the order parameter theory for spatially inhomogeneous patterns in two-dimensional 
granular Couette flow. Note that in chapter 5 we considered only streamwise independent flow 
which is equivalent to the zero-wavenumber {kx = 0) limit of the present problem. The two-
dimensional (kx ^ 0) nonlinear patterns that arise from a variety of linear instability modes in 
granular plane Couette flow is probed in this chapter. 

This chapter is organized as follows. The Navier-Stokes' level hydrodynamics equations and 
constitutive relations are described in §6.2, along with the steady mean flow of plane Couette 
flow. The amplitude expansion method and the modal equations at different orders are briefly 
discussed in §6.3; we have identified two types of resonances that are discussed in §6.4, along 
with their numerical evidence in §6.7.3. Different measures of nonlinear stability in terms of the 
first Landau coefficient as well as the signatures of Hopf bifurcations are discussed in §6.5. A 
detailed numerical analysis of various stationary and travelling wave instabilities, their nonlinear 
saturation, possible occurrences of nonlinear resonances, effects of mean density, Couette gap and 
restitution coefficients are discussed in §6.7. The conclusions are given in §6.8. The organization 
map of this chapter is depicted in figure 6.1. 

6.2 Governing Equations 

We consider a plane Couette flow of granular materials between two parallel moving walls with 
speed [7u,/2 in opposite directions, see figure 4.1. For non-dimensionlization we are using the 
gap between two walls as the reference length, the difference between the wall velocities as the 
reference velocity and the inverse of the overall shear rate as the time scale and the material 
density of the particle as the density scale [cf. §4.1 and (4.1)-(4.4)]. The dimensionless balance 

121 



122 Chapter 6. 

Governing Equations 
sec. 6.2 

Nonlinear Stability: Amplitude Expansion Method 
sec. 6.3 

Nonlinear Resonance Criteria for Mean Flow and 1.2 Resonance 
sec. 6.4 

Analysis of Landau-Stuart Equation, Bifiircation and Disturbance Field 
sec. 6.5 

T 
Numerical Method and Control Parameters 

sec. 6.6 

i 
Results and Discussion: sec. 6.7 

i 
Conclusions 

sec. 6.8 

equations are 

Figure 6.1: Road-map of chapter 6. 
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with diniensionless constitutive relations as [cf. (4.9)] 

P{<I>,T) --
X{4>,T) --

= / , r , ^l{4>,T) --

- ( C - H ^ / ^ ) , ^i'f>,T) -

= f2VT, a<p.T) --
= Uy/T, V{4,,T) --

-- h\ff, 
-- hT"^ 

(6.5) 

where /, 's are the functions of the mean density and the radial distribution function as given 
in (2.21). The radial distribution function is defined in (2.12). In the above, H = h/d is the 
dimensionless Couette gap (ratio between the wall separation and the particle diameter). 

In chapters 4 and 5, we considered one-dimensional streamwise-independent equations which 
can be obtained by putting d/dx{-) = 0 in (6.1-6.4) since our focus was on the shear-banding 
instability for which the associated patterns have no variations along the streamwise direction. 

We are imposing no-slip and zero heat-flux conditions at walls 

AT" 
u = ±1/2, v = 0, -r- = 0, at y = ±1/2, (6.6) 

ay 

which is of course an idealization of the reality. Nevertheless probing instability with such ideal 
boundary conditions helps to make a bridge with instabilities in a plane Couette flow with slifH 
velocity and non-zero heat flux boundary conditions as established previously by Alam & Nott 
(1998) in the context of linear stability analysis. 

The steady, fully developed equations with boundary conditions (6.6) admit the uniform shear 
solution: 

u°{y) = y, v°{y)=Q, 0» = const., T'= J j ^ , (6.7) 

for which the shear rate {du°/dy = 1) is uniform/constant, with density and granular temperature 
being constants. The linear stability of (6.7) against two-dimensional perturbations has been 
investigated in detail by Alam & Nott (1998). In this chapter we focus on nonlinear saturation 
of various linear instability modes using Landau-Stuart equation which is briefly discussed in the 
following section for spatially periodic patterns. 

6.3 Nonlinear Stability: Amplitude Expansion Method 
In chapter 5 we used the Stuart-Watson theory to develop an order parameter theory for the 
nonlinear shear-banding instability (kx = 0) of granular plane Couette flow. The same order 
parameter theory is extended to two-dimensional disturbances [k^ / 0) in this chapter. 

Here we provide a brief account of the nonlinear theory, mainly pointing out the essential 
differences with previous chapter 5 (Shukla & Alam 2011) as well as deriving the criteria for 
possible nonlinear resonances at quadratic order in amplitude. It may be noted that the present 
nonlinear equations boil down to those in chapter 5 (Shukla & Alam 2011) for the special case of 
streamwise-independent perturbations [kj- = 0). 

We start with the nonlinear disturbance equations which can be represented in matrix form 

( ' l ^ -C)x= M2{X, X; dt) + A/3(^, X, X) (6.8) 

where 

is the linear stability operator, X = (0', «', v',T') is the disturbance variables, A/Q and A/3 are the 
quadratic and cubic nonlinear terms, respectively. The explicit expressions of £ and the nonlinear 
terms A/2 and A/ij are given in Appendix 6A and 6B, respectively. 
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The argument dt in M2{X.X\dt) refers to the fact that there are quadratic nonliuearities 
that involve time-derivatives of the form (p'd(u',v',T')/dt (in momentum and granular energy 
equations) and this is a consequence of the fact that the granular fluid is compressible. 

The details of the amplitude expansion method are given in chapter 3. The final matrix form 
of reduced modal equations for the nonlinear stability analysis is given as 

Gkn = -(m«l"-" ' l + *A;6l"-"'l)X<'^^'"l+£fc„/(l+(5oA.) + FA,, ) (6.10) 
L,„ = (««(")+a-6(")) I - L , 
U = C(ikk,,(ikK)\dldy,cfldy^-ctl\...) 

where xl*'-"! = (0I''''"1,M[*-"1, ti'''''"',!''*''"!)^ is disturbance vector, (:;I"~'l's are Landau coefficients, 
Lj. is a linear operator with Lfc=i being the well-known linear stability operator (see (6.15)), and 
I is an identity operator. It can be verified that X'*'"' = 0 when A: -f- n is odd and hence ct"' 
vanishes for odd n. Note that the nonlinear terms E^n = Ekn{X^^) and Fkn = Fkn{^,^,^) 
have quadratic and cubic nonlinearities, respectively. It is worth pointing out that the inclusion 
of cubic nonlinearities in disturbance equations is a must for correct computation of first Landau 
coefficient c^ '̂. The Landau equation is terms of real amplitude and frequency is given as [cf. 
(3.32)-(3.33)] 

A-'^ = n(")+yl«(" + .4V2) + . . . = a("'yl", (6.11) 

u) (\A \ dt J 

The above system (6.10) needs to be solved at each order of amplitude along with boundary 
conditions: 

MI''-'"! = 0, (̂ '̂ '"l = 0, = 0. (6.13) 

In the following sections we detail a sequence of governing equations up to cubic order in ampli
tude. 

6.3.1 0{A): Fundamental Mode 

Substituting k = n = I into (6.10) we recover the linear eigenvalue problem at 0{A): 

L„Xl'^»l = [(«('" + /6'"))I - L,] Xl'^'l = 0, (6.14) 

where 

Ll=£f/Av,(^A^,)^-^,-^V (6.15) 
dy' dj/^ / ' 

is the linear stability operator, a'"' -I- i6'"' is its eigenvalue and A"''''! is the corresponding eigen
vector or the fundamental mode. The above eigenvalue problem (6.14) along with boundary 
conditions can be solved niunerically. We are using a normalization such that 

max I ; |TI '^ '1((/) | = T " (6.16) 

where T" is the base state temperature as defined in (6.7). 
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6.3.2 0{A^): M ean Flow Distortion and Second Harmonic 

At OiA^), we have two sets of equations: one for the mean flow distortion {k = 0) and the other 
for the second harmonic {k = 2). Substituting fc = 0 and n = 2 into equation (6.10), we get 
equations for the distortion to the mean flow 

Lo2Xl''̂ 2l ^ j2a(°>I - L„] Xl"̂ 21 = £o2, (6.17) 

where the linear operator LQ is given by 

d_ ^ 
dy' dy' 

ho = Lk{k^ = 0) = C(k^=0,—,^^) . (6.18) 

It is worth pointing out that LQ is nothing hut the linear stability operator for streamwise-
independent or shear-banding {k^ = 0) modes. The explicit functional form of nonlinear terms 
Eo2 in (6.17) is 

Eo2 = N2(X^''-'\ X^^'^^) + yV2(Xli''l,Xli'^l) (6.19) 

which is a real function. 
Substituting k = n = 2 into equation (6.10), we obtain equations for the second harmonic 

L22Xl2̂ 2l ^ J2(a(°' + z6(°')I - L2] Xl̂ ^̂ l = £22 (6.20) 

where the linear operator L2 is given by 

U^c[i2k^,{i2k.f.^.^), (6.21) 

and the nonlinear term £̂ 22 = A^2(^''''',>'i^''''') is the product of two fundamentals. 
While the second harmonic X'^'^l is, in general, a complex quantity, the mean-flow distortion 

X'^'^l is always a real harmonic. For the special case of shear-banding modes [k^ = 0), it has been 
shown Shukla & Alam (2011) that the second harmonic X^'^'-'^^ is real and X'̂ ^̂ l = x[2;2l = xl^-^l. 

6.3.3 0{A^): Distortion to Fundamental, First Landau Coeffi
cient and Third Harmonic 

At 0(^4''), we get equations for the distortion to the fundamental mode X'^''^' and the third 
harmonic X^^'^K Substituting fc = 1 and n = 3 into (6.10) yields: 

hy,X^'''\ = [(3a(") + «6(»))I - Li] Xl'̂ 3] ̂  _c{2\x[ui] + ^13. (6.22) 

The dependence of G13 on modal amplitudes X'*'^' is given below 

Gi3 = iV2(Xl''-2l,x"^") + ^2(Xl'^^Xl°-2l) + Ar2(Xti-il,x!2^2]^ 

• +N2{X^^--^KX^'''^) + N3{X^'''\X^'-'\X^'''^) 

+yV3(Xfi'il,Xl''^Xl'^'l) + yV3(Xl'^^l,Xti^il,Xli''l). (6.23) 

Note that when a'**̂  = 0, L13 is identical to Ln for which the associated homogeneous problem 
and its adjoint (see below) have eigensolutions and hence the problem (6.22) is solvable if and 
only if the inhoniogencous part is orthogonal to the adjoint eigenfunction. This is called the 
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solvability condition which simplifies to yield the expression for the first Landau coefficient: 

c'21 = al21 + i6l2l = (^^^'^^3) (6 24) 

with the inner product (•, •) being defined by 

{f{y),9{y))= [ f{y)9iy)<iy. (6.25) 
J~l/2 

Here f{y) and g{y) are two complex-valued functions, and a 'tilde' denotes a complex conjugate 
quantity. The adjoint eigenfunction X^ in (6.24) is obtained by solving the adjoint eigenvalue 
problem 

^ = /:tXt, (6.26) 

with the adjoint operator C^ being obtained from the following definition: 

{X\CX) = {C^X\X). (6.27) 

The explicit form of £t jg given in Appendix 6A. 
Once c'̂ l is determined from (6.24), the right-hand side of (6.22) is completely known since 

Gi3 is a function of X'^'^', X'^'^l and X'^'^' only as defined in (6.23), and hence we can solve 
(6.22) to yield the distortion to the fundamental mode X'''^'. 

The equation for the third harmonic is obtained from (6.10) by substituting A; = 3 and n = 3: 

where 

L3 s £ (iZk,, (i3A;,)2, ̂ , ^ \ (6.29) 

and the nonlinear terms are 

G33 = 7V2(X['^'l,XP^^l) + iV2(Xt^^2i^ j^ [ i ; i l ) ^ ^3(xf i ' i l ,X l '^ i ) ,X ' l^^ l ) . (6.30) 

6.4 Nonlinear Resonance: Cri ter ia for Mean-flow and 
1:2 Resonances 

The modal equations at quadratic order (6.17) and (6.20) admit two types of resonances: (i) 
mean-flow resonance and (ii) 1 : 2 resonance, which are analysed below. Since both appear at 
0{A^) we call them 'nonlinear' resonances, and this nomenclature distinguishes them from linear 
resonance that occurs when two eigenvalues of the linear stability operator (6.14) are identical. 

The system of equations for mean-flow distortion (6.17) is solvable, i.e., 

X[0;2\ = Jsa'")! - Lo] " ' E02 =.finite, (6.31) 

if the operator (2a*^°'I — LQ) is non-singular; this is possible if and only if 20^"' is not equal to any 
of the eigenvalues of LQ (which is the linear stability operator for shear-banding modes kx =0 ) . 
The violation of this condition is responsible for the resonance between a linear mode of the 
operator LQ (which is a shear-banding mode) and the mean-flow distortion xt̂ '̂̂ l at fcj, dubbed 
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mean flow resonance. Therefore, the criterion for the mean flow resonance can be written as 

2 « f (fc,) = a<°>(fc, =0 ) and b^^\k, = 0)=0, (6.32) 

for two modes j i and J2- Here â  = Rejc^^ } is an eigenvalue of the linear stability operator 

Li and ajj = CjJ is an eigenvalue of the shear-banding operator LQ. Therefore, the interaction 
of a linear mode with a shear-banding mode, obeying (6.32), is responsible for the genesis of 
'mean-flow' resonance. We will show evidence of such resonance in §6.7.3. 

The system of inhomogeneous equations for second harmonic (6.20) has a solution, i.e. 

Xl2;21 = |"2c<o)l - L2] E22 = finite (6.33) 

if and only if 2c'''' is not equal to any of the eigenvalues of L2. Recall from (6.21) that the 
second harmonic operator L2 is nothing but the linear stability operator with wavenumber 2kx. 
Therefore, the solution for the second harmonic (6.33) becomes indeterminate when 2c'°' (with 
c*°' being an eigenvalue of Li) is an eigenvalue of L2, leading to a resonance between two modes 
with their wavenumber ratio being 1:2. This is referred to as '1:2 resonance', the criterion for 
which can be written as 

24°'(fc.) = 4°'(2fc,) 

^2af^\k,)=afJ{2k,) and 2bf^\k,) = bfj{2k,). (6.34) 

for any positive integers ji and J2 that correspond to two different modes. Note that while 
CjJ{kx) is an eigenvalue of Li (see 6.15), CjJ{2kx) is an eigenvalue of L2 (see 6.21). Therefore, 
the interaction of a fundamental mode with a second harmonic, obeying (6.34), is responsible for 
the genesis of 1:2 resonance. We will discuss the possible occurrence of such resonance in §6.7.3. 

In either type of resonances since xl^-^l or X'^'^l diverges, the first Landau coefficient (6.24), 
which is given in terms of an inner product of a nonlinear function G13, would also diverge since 
Gi3 in (6.23) is a linear function of X'̂ - l̂ and A'''̂ '̂ '. Therefore, the signature of above resonances 
would appear as a discontinuity in the first Landau coefficient as we shall demonstrate in §6.7.3. It 
is worth pointing out that the mean-flow and 1: n resonances have been uncovered and are known 
to play an important role on dynamical transition and pattern formation, via mode-interactions, 
for both Newtonian and non-Newtonian fluids in a variety of flows (Mizushima & Gotoh 1985; 
Proctor &: Jones 1988; Manneville 1990; Suslov & Paolucci 1997; Fujimura & Kelly 1997). 

6.5 Analysis of Landau-Stuart Equation, Bifurcation 
and Disturbance Field 

From the viewpoint of nonlinear stability, the pertinent question is: do the unstable/stable 'linear' 
modes become stable/unstable if we disturb the flow with finite amplitude disturbances? Do we 
have supercritical or subcritical bifurcation in each case? The nonlinear terms may saturate the 
exponential growth of the disturbance for the bands of wavenumbers where the flow is linearly 
unstable due to travelling and stationary instabilities. What is the nature of nonlinear solutions? 
The above issues are systematically probed in §6.7 using the weakly nonlinear theory developed 
in §6.3. In the following we briefly discuss about different measures of nonlinear stability in terms 
of the equilibrium amplitude, the types of bifurcations (pitchfork or Hopf), and the nonlinear 
disturbance field. 
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6 5 . 1 Equilibrium Amplitude and Phase Velocity 

Similar to chapter 4 and 5 (Shiikla & Alani 2009, 2011), we will restrict our attention to the 
leading nonlinear correction in the order-parameter theory, namely, the computation of the first 
Landau coefficient c''^' = o''^' +16*^^ from (6.24). Knowing the growth rate a^"' and the real part 
of the first Landau coefficient a'^', the equilibrium amplitude (dA/dt = 0) is calculated from 
(6.11) as 

Clearly, the equilibrium solution exists if and only if oS^^ and a'^' are of opposite signs. For 
linearly unstable flows a*°' > 0 and therefore aP'^ must be negative for the existence of any 
equilibrium solution- the new stable solution bifurcates from the critical point, leading to super
critical bifurcations. On the other hand, the existence of any equilibrium solution for linearly 
stable [a'°^ < 0] flows requires a positive value of a*'̂ ', leading to subcritical bifurcations. 

As explained in §6.3, the nonlinearities also affect the propagation speed of the disturbance, 
see (6.12). More specifically, the imaginary part of the first Landau coefficient, 6^^\ changes the 
equilibrium phase velocity c^^ whose expression follows from (6.12): 

4 , = - ^ = C p , - ^ - ^ , (6.36) 

where A^. is given by (6.35), and Cp/j represents the linear phase velocity 

6(0) 
Cvh = ~"7r~' (6.37) 

with 6***̂  being the imaginary part of the complex frequency c(")=a(°'+ifo<"' . Note that 6(2) = 0 
for a stationary instability for which dt^^ = Cph = 0. 

6.5.2 Bifurcations, Limit Cycle and Spirals 
Up-to the cubic order in amplitude, the Landau-Stuart equations (6.11-6.12) boil down to 

^ = aWyl + a(2)vl3^ (6.38) 
at 
- = 6W+6(2)^2 (g39) 
d^ ' 

where 6 is the phase of the perturbation and A is its amplitude. For stationary disturbances, 
/,(") = 0 for n > 0 and the phase equation (6.39) is identically satisfied, B = ^. Hence the normal 
form for pitchfork bifurcations is (6.38) for which the fixed points are simple as given by 0 and A^ 
in (6.35). In contrast to pitchfork bifurcations for which the linear eigenvalue is real, a complex 
eigenvalue c^"' = o'"' -I- «&*"'. representing an oscillatory mode, leads to oscillatory or Hopf bifur
cation (Wiggins 1990) for which the normal form equations are (6.38)-(6.39) that we discuss below. 

C a s e I: a'^' < 0 

For negative values of the first Landau coefficient (o'^' < 0), we have three situations when 
{i) a*°* < 0: the origin v4 = 0 is a stable spiral; {ii) a'") = 0: the origin is a stable spiral with 
algebraically fast decay, and {Hi) aS^^ > 0 yields an unstable spiral at the origin and a stable limit 
cycle solution at ^ = \/—o^'/o^^) via a supercritical Hopf bifurcation. All the above situations 
are schematically shown in figure 6.2(a-c). Figure 6.2(a) shows a state of a stable spiral at the 
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a('">0, a< '̂<o 

(a) 
a<'"<0, al^l<0 

(d) 
a'°'>0, a'^'>0 

,«'><0..»>>0 

Control paramoier" 

Figure 6.2: Hopf bifurcation and solution trajectories: (a) a*"' < 0 and a'̂ * < 0, stable spiral; (b) 
a*"' > 0 and a'^' < 0, stable limit cycle; (c) supercritical bifurcation; (d) a*"* > 0 and a'^' > 0, unstable 
spiral; (e) a*"' < 0 and a'^' > 0, unstable limit cycle; (/) subcritical bifurcation. 

origin for a' ' < 0, which losses stability as the control parameter increases from its critical 
value (when a*°^ = 0) and gives a stable limit cycle solution which is shown in figure 6.2(6). 
The supercritical bifurcation is shown in figure 6.2(c) where the stable (indicated by arrows) and 
unstable solutions are shown by solid and dashed lines, respectively. 

C a s e I I : a(2) > 0 

Similarly for a'^' > 0 we have two situations, a'"^ > 0 or a'"* < 0. In the former case we have 
an unstable spiral at the origin (see figure Id). If a'") < 0. three solutions exist: a stable spiral 
at the origin, an unstable limit cycle at a distance A = y/^^aWJa^ and a stable limit cycle 
corresponding to the higher amplitude branch. This higher-amplitude branch can be obtained by 
adding a stabilizing 'quintic' nonlinear term to the Landau-Stuart equation: 

at 
(6.40) 

This equation has five equilibrium solutions, a zero solution (base state or mean flow) and four 
non-trivial solutions, as defined by 

\AA = ±\ 
-a(2)± v / ( a ( 2 ) ) 2 - 4 a W a W 

2a(4) 
(6.41) 

Among these four solutions two are stable equilibrium solutions and the remaining two are unsta
ble. Figure 6.2(/) shows the bifurcation diagram for subcritical instabilities where the dotted line 
represents an unstable solution which corresponds to an 'unstable' limit cycle (dashed circle in 
figure le) . The solid line in figure 6.2(/) corresponds to the higher-order solution that represents 
a 'stable' limit cycle with a larger amplitude as shown by the outer circle in figure 6.2(e) this 
solution corresponds to a<°' < 0, a'^* > 0 and a*"*' < 0 in (6.40). A disturbance with an amplitude 
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greater than the amphtnde of the stable limit cycle (outer circle in figure 6.2e) or an amplitude 
in between the outer limit cycle and the inner limit cycle will converge to the "stable" outer limit 
cycle as shown by curved arrows in figure 6.2(e). If the amplitude of the disturbance is less than 
the amplitude of the iimer (unstable) limit cycle in figure 6 . 2 ( P ) , the amplitude converges to the 
origin that gives a stable spiral at the origin. 

6.5.3 Nonlinear Disturbance Field 

The nonhnear disturbance flow field X{x,y,t) = {4>', u', v',T'){x,y,t), correct up-to the cubic 
order in perturbation amplitude 0{A^), can be written as 

X(x, y, t) = yl^xl"^^) ^ \^^j^x^Ui]^w + A'X^''''^e"> + A^X^^'^^e^" + A'X^^'-'^e^'') + c.c\ 

= A'X^"-^\ + 2A [4 '^"cos(0) - Xp^'lsin(0)] 

+2A' [xl'-'^cM0) - Xp^-'lsin(^)] + 2^2 ^xl^.^\cos{2e) - Xp^'lsin(2e)] 

+2A^ [xl3^-'lcos(36') - x!''^^'sin(36i)] . (6.42) 

Here the subscripts /• and i refer to the real and imaginary parts of the complex vector X ' ' ' J 1 , 
and 6 = [k^x + ujt) [cf. (3.11)]. Note that X^^'-'^^ is the distortion of the mean flow (that appears 
at 0{A'^)) which is always real. At equilibrium (dA/dt = 0). (6.11) leads to u; = (6*°' + b'-^^A'^), 
and hence the expression for 9 is 

e = k^x + (b*"> + 6*2) A^) t = k, {x ~ c;,,i) , (6.43) 

with Cp̂  being given by (6.36). 
Knowing the equilibrium amplitude (6.35) and the phase velocity (6.36), now we can calculate 

the nonhnear disturbance flow field from (6.42) and (6.43) by using the numerical solutions for 
Xli^^l, X^°--^l Xl2'2l, Xl'-31 and Xl-''31 that are obtained from (6,14), (6.17), (6.20), (6.22) and 
(6.28), respectively. In §6, we will a make comparison between the linear {0{A)) and nonlinear 
{0{A^)) disturbance fields in the {x,y)-p\&ne. 

6.6 Numerical Method and Control Parameters 

The details of the spectral-based numerical method are given in chapter 3. For the present case 
with k^ ^ 0, it has been verified that about 30 collocation points are enough to obtain converged 
eigenvalues (with an error less than 1%). For an accurate computation of the first Landau 
coefficient, we needed M ~ 50 if the Couette gap is H < 100; for larger Couette gaps H > 100, 
we have used M = 100 or more collocation points. 

There are four control parameters to describe the granular plane Couette flow, (i) the mean 
density or the volume fraction of particles (/>", (ii) the Couette gap H = b/d (i.e. the gap between 
two walls in terms of particle diameter) and (iii) the restitution coefficient e. For stability, we 
have an additional parameter: (iv) the dimcnsionless streamwise wavemunber 

A,-, = ^ , with A, = ^ (6.44) 
^x h 

being the dimcnsionless wavelength of perturbation. Note that A,; sets the streamwise length 
{Lx = Ix/h, where Jx is the dimensional length of the Couette cell and h is its height) of the 
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Couette cell in the sense that for any perturbation with wavelength Â . to grow, the system must 
be large enough (i.e. L^ > \x) to accommodate it. 

6.7 Results and Discussion: Hopf and Pitchfork Bi
furcations, and Resonances 

It is known (Alam & Nott 1998) that the plane Couette flow is unstable to shear-banding (kj- = 0), 
stationary and travelling instabilities with fc^ ^ 0 for a range of particle volume fractions {(f>°) 
and Couette gaps (//) at any restitution coefficient e < 1. Let us focus on the specific case of 
H = 100, </)" = 0.2 and e = 0.8 for which all the above instabilities coexist. For these parameters 
the variations of the growth rate of the least-stable mode, a\ , and its phase velocity Cp/, (see, 
equation 6.37) are shown in figure 6.3 by the solid and dot-dashed lines, respectively. 
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Figure 6.3: Variations of the growth rate (solid line) and the phase velocity (dot-dash line) of the 
least-stable mode for (f>° = 0.2, H = 100 and e = 0.8, with M = 50 collocation points. The circles and 
crosses refer to results with M = 75 and 100, respectively. 

We define the least-stable mode (or, the leading eigenvalue) as the eigenvalue having the 
maximum real part for a given wavenumber k^: 

(6.45) 

out of all (4A/ -I- 3) eigenvalues of discritized linear operator, where {M + 1) is the number of 
Gauss-Lobatto collocation points (momentum and energy equations) and M is the number of 
Gauss collocation points (continuity equation). While the solid and dot-dashed lines in figure 6.3 
correspond to results with AI = 50, the circles and crosses refer to results with A/ = 75 and 
100 collocation points, respectively. This validates the convergence of our numerical results with 
M = 50 collocation points; for most computations about M = 75 collocation points have been 
used. 

In figure 6.3, the phase velocity corresponding to the first peak of the growth rate curve is 
zero, which represents a stationary instabifity. Similarly, the phase velocity for the second peak 
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is non-zero and thus the flow is unstable due to travelling waves there. For parameter values of 
figure 6.3, the flow is also unstable to the shear-banding mode (fĉ , = 0); moreover, there are other 
stationary and travelling wave instabilities at very long wavelengths (A:̂  = 27r/A3; ~ 0) that we 
discuss next in §6.7.1. 

6.7.1 Nonlinear Shear-banding (kj. = 0) and Long-Wave (/Cj. ~ 0) 
Instabilities 

Figure 6.4: Phase diagram for the nonlinear instability of shear-banding modes (kx = 0); the restitution 
coefficient is e = 0.8. The thick red-blue contour represents 'critical line' at which the linear growth rate 

IS zero, I.e. a 
( 0 ) 0, and the thin black contours represent zeros of the first Landau coefficient a' (2 ) 0; 

the grey-shaded region corresponds to a'"' > 0 and a'^' > 0. The square, star and triangle symbols refer 
to points at which most of the nonlinear results with fc^, ^ 0 will be presented. The blue-circle is the 
degenerate point. 

Before presenting results for A-̂  ^ 0, let us briefly recall nonlinear results for shear-banding 
modes [k^ = 0) since they eventually give birth to long-wave instabilities. Figure 6.4 presents a 
phase diagram in the (</)", H)-p\aiie for a restitution coefficient of e = 0.8, delineating the regimes 
of supercritical and subcritical flows. 

The thick contour in figure 6.4 corresponds to the zero growth rate [a'"* = 0], representing the 
critical line, and the thin contours represent the zeros of the first Landau coefficient [a'^' = 0]. In 
figure 6.4, o'^^ has been calculated that corresponds to the shear-banding mode (Atj- = 0) having 
the maxinnim growth rate over all possible gradient wavcnunibers (fc;̂  = i-i-K, with p = 1 , 2 .3 , . . . , 
being mode-number; the value of the mode number /3 corresponds to the number of zero crossings, 
along y, of the density eigenfunction, see chapter 5 and Shukla & Alam (2011)). The grey-shaded 
regions in figure 6.4 correspond to a*"̂  > 0 and a'̂ ^ > 0, in which there arc 'growing' nonlinear 
solutions at cubic-order, and this calls for higher-order Landau coefficients (not calculated here) 
to locate the related stable, if any, solutions. Tlie point at which the growth rate and the first 
Landau coefficient are simultaneously zero [o**** = 0 = a*̂ *] is known as the degenerate point, 
shown by the blue circle in figure 6.4 at 0., w 0.1735. The red upper branch of the critical line 
above the degenerate-point in figure 6.4 is supercritically stalile, and tlie blue lower branch is 
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subcritically unstable. The nonlinear equilibrium solutions of shear-banding-type appear via a 
super-critical bifurcation for 0" > 0,, and via a subcritical bifurcation for 0" < 0^ below it (see, 
chapter 5 and Shukla & Alam 2011). 

In addition to the shear-banding instability, there are long-wave (fc^ ~ 0) stationary and 
travelling instabilities whose origin can be tied to the shear-banding modes (Alam & Nott 1998) 
- these long-wave modes might be unstable/stable and might be responsible for supercritical and 
subcritical nonlinear solutions as we discuss next. 

Long-wave M o d e s (fcj. ~ 0) 

The variations of the growth rate of the least-stable mode a| ' and its phase velocity (inset 
plot) with wavenumber kx are shown in figure 6.5(a). The parameter values are 0*̂  = 0.2, 
H = 100 and e = 0.8, which correspond to the 'square' symbol in figure 6.4. The shear-banding 
mode corresponds to Ar̂ . = 0 which is unstable [a*°' > 0 and o*^' < 0]. It is seen that the flow 
remains unstable to stationary disturbances with long wavelengths (i.e. kx = 27r/Aj; ~ 0) up to 
a wavenumber of k^ ~ 2.1 x 10~^, and thereafter to travelling waves (see the inset for phase 
velocity). In fact, two stationary modes merge together at fc^; ~ 2.1 x 10~^ to yield a pair of 
forward- and backward-propagating travelling waves which remain unstable for a range of kx. It 
can be verified (Alam & Nott 1998) that the linear eigenvalue problem (6.14) is invariant under 
the transformation 

{x,y,t)-^(-x,-y,t), l4>',u',v',T']^[(j>',-u',~v',T'] (6.46) 

=» [i,u,v,f](y)exp(c'-°h + ikxx) ^ [((>,-iL,-v,f\{-y)exp (c'-^h - ikxx\ 

(6.47) 

This implies that a forward-propagating wave (cp/, = -b^°'>/kx > 0, see eqn. 6.37) always coexists 
with a backward-propagating wave (cp/j < 0) in the plane Couette flow. 

In figure 6.5(6), we show the variation's of the real, a'^', and the imaginary, 6'^\ parts of 
the first Landau coefficient for small k^. The sharp jump in each curve of figure 6.5(6) at k^ ~ 
2.1 X 10~^ indicates a mode-switching between stationary and travelling waves. The variations of 
the equilibrium amplitude Af, and the equilibrium phase velocity cL, are shown in figures 6.5(c) 
and 6.5(d), respectively. Note that the bifurcation-type changes from pitchfork (static/stationary) 
to i/op/(dynamic/oscillatory) at kx ~ 2.1 x 10^^ due to the above-mentioned switch-over from 
stationary to travelling waves. For the range of kx in figure 6.5, a '° ' > 0 and a*̂ ^ < 0 for both 
stationary and travelling waves, and hence the bifurcations are supercritical in nature for both 
cases. 

Fixing the Couette gap at H = 100, we now move to the dilute regime of 0" = 0.05 (the 'star ' 
symbol in figure 6.4), where the plane Couette flow is subcritically unstable to shear-banding 
instability. Figure 6.6(a) shows the variation of the growth rate of the least-stable mode for 
small kx, with the corresponding variation of the phase velocity being displayed as an inset. The 
growth rates remain negative for both stationary and travelling waves, and hence the flow is 
linearly stable at long waves kx ^ 0 (and we have verified that the flow is stable at any kx for 
this parameter set). However, the variations of the first Landau coefficient in figure 6.6(6) clearly 
show that a* '̂ > 0 for a range of kx ~ 0 that represents only stationary waves. Therefore, the 
finite-amplitude nonlinear solutions exist for stationary instabilities at long waves, as shown in 
the inset of figure 6.6(6). Note that the corresponding nonlinear solutions are unstable since the 
underlying bifurcation is subcritical [a*"' < 0 and a* '̂ > 0]; therefore Ac, in figure 6.6(6) provides 
a threshold for nonlinear stability in the sense that for any finite-amplitude perturbation with 
A < Ae the uniform shear flow will be recovered, however, with A > A,, the flow will reach a new 
stable equilibrium solution. To locate this stable finite-amplitude solution we need to calculate 
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phase velocity (inset) of the least-stable mode, (6) a'^' (solid line) and 6'^' (dot-dash line) with fcx, (c) 
equilibrium amplitude with k^, (d) equiHbrium phase velocity. 
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Figure 6.6: Long wavelength variations in the dilute limit (</>" = 0.05): (a) a, (main panel) and Cph 
(inset); (6) o'^' and 6*̂ ' (main panel), and equilibrium amplitude A^ (inset). Otiier parameters as are 
the same as in figure 6.5. 
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Figure 6.7: Long wavelength variations for dense flows at <t>^ = 0.5 (corresponding to the 'triangle'-
symbol in figure 6.4 at i/ = 50): (a) af' (main panel) and Cph (inset); (6) o* '̂. 

the second Landau coefficient which has not been pursued in this thesis. 
Lastly, we consider the parameter values corresponding to the 'triangle' symbol in figure 6.4 

[(jp = 0.5 and H = 50) at which the nonlinear shear-banding solutions {kj: = 0) are growing since 
a*°' > 0 and o'^' > 0. The long-wave variations of a*"' and Cph are shown in the main panel 
and the inset of figure 6.7(a). It is seen that the flow is unstable to stationary and travelling 
waves up to a wavenumber k.j; ~ 0.008, and stable thereafter. The corresponding variation of a'^' 
with kx is shown in figure 6.7(6). Note that a^ '̂ diverges and changes its sign at k^ ~ 0.008 -
the divergence of a*̂ ^ is in fact tied to the onset of nonlinear resonance which will be discussed 
in §6.7.3. Within the wavenumber band kj- ~ (0,0.008), aj > 0 but o*̂ ^ also remains positive 
except over an extremely small range of fcx (see the inset of figure 6.76) just below the mode-
switching point, located at k^ w 3.8 x lO"'', at which two unstable stationary modes merge to 
yield a pair of unstable travelling waves. Therefore, at ((P = 0.5 and H = 50, the flow remains 
nonlinearly stable except near /Cx « 3.8 x 10~^. 

Figures 6.8 and 6.9 show a comparison between nonlinear and linear disturbance patterns 
for long-wave stationary and travelling instabilities, respectively, of figure 6.5 - the wavenumbers 
are fc^ = 10~^ and 4 x 10~^, respectively. The nonlinear disturbance pattern is calculated using 
(6.42) which is correct up to cubic order 0{A^), and the hnear disturbance field is calculated by 
setting OiA^)- and 0(yl'^)-terms to zeros in (6.42). Figures 6.8(a-/) and 6.9(a-/) corresponds 
to nonlinear and linear patterns, respectively; while figures 6.8(a-/) and 6.9(a-/) show the grey-
scale maps of the perturbation density (p' and granular temperature T', those in figures 6.8(e, / ) 
and 6.9(e, / ) display the vector plots of the perturf)ation velocity field (u',v'). 

On the grey-scale, the black and white represent minimum and maximum values, respectively. 
The linear eigenfunction of the stationary instability in figure 6.8(6, d, f) contains two rows 
of particle clusters (density maxima) across the gradient direction y (see also the temperature 
eigenfunction in figure 6.8d) this is because the parental origin of this long-wave stationary 
instabifity at H = 100 (refer to 'square' symbol in figure 6.4) is the 'mode 2' shear-banding 
instability whose density eigenfunction has two zero-crossings across y (Shukla & Alam 2011). 
The corresponding nonlinear equilibrium solution in figure 6.8(a,c,e) is a modulated version of the 
linear eigenfunction in figure 6.8(6,d,/). Note that the temperature is maximum at the location 
of minimum density, and the velocity field is seen to be changing its direction at the location of 
density maxima. 

The long-wave travelling solution displayed in figure 6.9 corresponds to a backward-propagating 
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:ari 

Figure 6.8: Long-wave patterns of (a-b) density, (c-rf) granular temperature and (e-/) velocity field 
with fcj = 10 \ Parameter values as in figure 6.5. 

Figure 6.9: Same as figure 6.8, but for long-wave travelling instability at t = 0 with fcx = 4 x 10 ^. 
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mode. For this instability, the nonlinear fields in figure 6.9(a,c,e) appear to be much more dis
torted from their linear counterparts in figure 6.9(b,d,f). Other features look similar to those for 
the stationary mode in figure 6.8. 

6.7.2 Nonlinear Results on Stationary and Travelling Instabili
ties: k,r- -- 0(1) 
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Figure 6.10: Variations of (a) the first Landau coefficient a'^' and (6) the equilibrium anipfitude A^ 
with wavenumber k^. Parameter values are as in figure 6.3. 

We now focus on the instabilities due to the first peak of figure 6.3 for the wavenumber 
band k^ ~ (0.5,0.65) in figure 6.3, the phase velocity is zero and the growth rate is positive, and 
hence the flow is linearly unstable to stationary waves. The corresponding variation of the real 
part of the first Landau coefficient, a^^\ with k^ is shown in figure 6.10(a); the imaginary part, 
b^^\ is not shown since it remains zero for stationary waves. It is clear that a* '̂ is negative for 
kj: ~ (0.5,0.65) but a'"' is positive there, and hence there are stable nonlinear solutions, with 
the equilibrium amplitudes as displayed in figure 6.10(b). Because of the stationary nature of the 
underlying instability, we have supercritical pitchfork/static bifurcations within the wavenumber 
band k^ ~ (0.5,0.65) in figure 6.3. 

Note that varying Ar̂  is equivalent to varying the channel length since the channel length in 
terms of particle diameter is given by Lj: = X^ = {2Tr/kx)H, and therefore the range of channel 
lengths in figure 6.10 corresponds to L̂ - £ (12.56 - 9.75)// at a fixed Couette gap of / / = 100. 

A comparison between the nonlinear and linear patterns of density, granular temperature 
and velocity is shown respectively in figures 6.11 (a. c, e) and 6.11(6. d, / ) . On the grey scale in 
figure 6.11(a-d) the white represents maximum and the black represents minimum; the vector plot 
of the velocity field (u,v) is displayed in figure 6.11(e, / ) . The nonlinear density and temperature 
fields are seen to be highly distorted from their linear counterparts - the location of the density 
maxima for the nonlinear case (compare figures 6.11a and 6.116) shifts away from the walls into 
the bulk. With nonUnear corrections, the pockets of dilute and dense zones in figures 6.11(a) 
and 6.11(c) are seen to be tenuously distributed in the {x,y)-plm\e. To ascertain the true aspect 
ratio of the plots in figure 6.11, we must stretch the x-axis by a factor of about 2ir/kj. « 10.72, 
since k^ = 0.5858 for these plots. A comparison of the linear eigenfunctions in figure 6.11(6,d,/) 
with tho.se in figure 6.8(6,f/,/) suggests that the structural features of the 'dominant' stationary 
instability (at k:^ ~ 0(1)) are significantly different from those for 'long waves' (at kx ~ 0) 

http://tho.se
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°^x/2;.°^ °\;2x °^ 

Figure 6.11: Patterns of (a. b) perturbation density (f>'{x,y), (c, d) granular temperature T'(x,y) and 
(e, / ) velocity (u', u'), for the dominant stationary mode in figure 6.10 at k^ = 0.5858. Panels (a, c, e) 
represent nonlinear patterns, while (6, rf, / ) represent linear eigenfunction. Other parameter values are 
H = 100, e = 0.8 and 0 = 0.2, as in figure 6.3. 

stationary instability. 
For the wavenuniber band around the second peak in figure 6.3, we show the variations of 

growth rate (solid line) and the phase velocity (dot-dashed line) in figure 6.12(a) clearly, the 
flow is unstable to travelling waves. (It may be noted that the growth rates of these travelling 
waves at kj. = 0{\) are an order of magnitude larger that those at long waves k^ ~ 0, see 
figure 6.5.) The corresponding variations of the real (sohd line) and the imaginary (dot-dashed 
line) parts of the first Landau coefficient are shown in figure 6.12(6). The real part of the first 
Landau coefficient (a*^^) changes its sign from positive to negative at fc^r w 0.926, shown by 
an arrow in figure 6.12(6). Since the underlying instability is oscillatory, we have supercritical 
Hopf/oscillatory hihiTcations within the wavenuniber band kj. e (0.926,0.99). The corresponding 
equilibrium amplitude (solid line) and the equilibrium phase velocity (dot-dashed line) are shown 
in figure 6.12(c). Note that even though the flow is unstable to travelling waves (i.e. a*°' > 0, 
see figure 6.12a) over kj. e (0.88,0.926), the nonlinear equilibrium solutions do not exist over 
hj: € (0.88,0.926) since a'^) > 0 there. 

The cubic Landau-Stuart equations (6.38)-(6.39) have exact analytical solutions: 

AHt) = 

m = 

a'^M^ 
[a(") + a(^)Al] exp(~2aWt) - a^^^A^ ' 

-,(2) 

a(")+a(2)/l2(i_exp(-2aW^)) 
o(") 

(6.48) 

(6.49) 

with a<"' / 0. where Ao = A{t = 0) and OQ = e{t = 0) are initial conditions. At ^v = 0.93 
and other parameters of figure 6.12(c), the coefficients of (6.38)-(6.,39) are a*"' « 2.9711 x 1 0 - ^ 
6(") « 9.7524 X 10-2, ^(2) _ - I .5185 x IQ-^ and 6'^) ~ 7.7618 x 10" ' . For these parameters, 
the equilibrium amplitude is A,. = y^-a(°V"^^' ~ 0.4423. We have evaluated the exact solution 
trajectories (6.48)-(6.49) for two initial conditions: one with AQ > A^ and other with AQ < Ag, 
with ^0 = 0. These solutions are indicated by solid lines in figure 6.12(d) in tiie (Aj-, Ay)-p\a.ne, 
where Aj. = AcosO and Ay = A am 9. Both spiralling orbits asymptotically approach a limiting 
circle of radius A = Ag as t ^ 00 - this is the limit cycle which is stable for the present case. 
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Figure 6.12: Variations with kx of (a) the growth rate, lOOaj , (soUd line) and Cph, (dot-dashed line) 
of the least-stable travelling mode, (b) the first Landau coefficient: a'^' (solid line), b^^^ (dot-dashed line), 
and (c) Ae (sohd line) and Cp̂  (dot-dashed line); parameter values are as in figure 6.3. (d) Stable limit 
cycle and two spiralhng orbits in the (Ax, Ay)-plane at fcj- = 0.93. 

Figure 6.13: Same as figure 6.11, but for the dominant travelling wave at < = 0 with kx = 0.93. 
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For the dominant travelling wave instability of figure 6.12 that occurs at Av « 0.93, the nonlin
ear and linear perturbation fields of density, granular temperature and velocity are compared in 
figure 6.13 - this is a backward-propagating mode. To visualise the true aspect ratio of these plots, 
we need to stretch the a--axis by a factor of about 27r/A,v ~ 6.75, and therefore the density bands, 
for example in figure 6.12(a), arc much more elongated than what is seen here. In contrast to tlie 
case of stationary instability in figure 6.11, the nonlinear corrections induce a significant change 
in the velocity field (compare figures 6.13e and 6.13/): the nonlinear density and temperature 
fields have some resemblance to their linear counterparts, even tliough they are also similarly dis
torted like the velocity field. In particular, the nonlinear velocity field clearly shows vortical-type 
motions (not shown for brevity) if we analyse the total velocity (u,v) = (u° + u',v + v'). 
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Figure 6.14; Variations of (a) aj (main panel) and Cpi, (inset), (b) a* '̂ (solid line) and 6*'̂ * (dot-dashed 
line), and (c) Ae (daslied line) and Cp/, (dot-dashed line) with fc^; other parameters are the same as in 
figure 6.3. (d) Unstable limit cycle and two spiraling orbits at A,-.r = 0.215. 

The evidence of subcritical instability at moderate values of kj-, is shown in figure 6.14 for 
a range of wavenumbers fcj. € (0.21,0.22): other parameters are as in figure 6.3. While the 
variations of the growth rate of the least-stable mode and the phase velocity (inset) are shown 
in figure 6.14(n), the first Landau coefficient is shown figure 6.14(6). These arc 'stable' ,(!)) <0] 
travelling waves as seen in figure 6.14(n). Since a* '̂ and a^°' are of opposite signs over k^ 6 
(0.21,0.22), this leads to 'subcritical' Hopf bifurcations, with oscillatory nonlinear solutions. The 
corresponding variations of the equilibrium amplitude A^, and the equiUbrium phase velocity c^f^ 
are shown in figure 6.14(c) by dashed and dot-dashed lines, respectively. As discussed in §6.5.2, 
the ecjuilibrium amplitude in figure 6.14(c) provides a measure for the 'threshold' amplitude for 
nonlinear stability since we have calculated only the first Landau coefficient. Figure 6.14(d) 
shows the limit cycle (dashed circle) at k,: = 0.215 with other parameters as in figure 6.14(c). 
For these parameters, the coefficients of the Landau-St\iart equations (6.38)-(6.39) are a ' ° ' »i 

-2.3418 X 10" bW 1.0053 X 10- -.C^) 9.6679 X 10-' and 6'̂) « 7.2967 x 10"^ the 
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Figure 6.15: Same as figure 6.13, but for the subcritical travelling wave at t = 0 with fe^ = 0.215 with 
parameter values as in figure 6.14(d). 

corresponding equilibrium amplitude is Af, = \/~a^^^ /a^'^^ w 0.4922. The solution trajectories 
(6.48)-(6.49) for two initial conditions (one inside the limit cycle and the other outside) are plotted 
by solid lines in figure 6.14(d) both orbits spiral away from the limit cycle (dashed circle) as 
t -^ oo, confirming that this represents an 'unstable' limit cycle. 

With parameter values as in figure 6.14(d), the nonlinear and linear patterns are compared 
in figure 6.15(a-/). Recall that this is an 'unstable' subcritical travelling wave. Unlike the 
supercritical solutions in figure 6.13, the nonlinear subcritical patterns in figure 6.15(a,c,e) have 
httle resemblance with their linear eigenfunctions in figure 6.15(6,d,/). The structural features 
of all perturbation fields in figure 6.15(n,c,e) appears to be elongated and aligned along the 
streamwise direction, and the pockets of dilute and dense regions are tenuously distributed in the 
(x, j/)-plane. 

6.7.3 Evidence of Mean-flow Resonance and 1:2 Resonance 

We first consider the mean-flow resonance condition (6.32) which represents a resonant interaction 
between a linear mode at some value of k^ and a shear-banding mode (i.e. a disturbance at 
zero wavenumber kx = 0). Focussing on the wavenuniber band kj. = (0.26,0.38) with other 
parameters as in figure 6.3, we have plotted the variations of the least-stable growth rate and 
its phase velocity in figure 6.16(a) and that of ô '̂ ' (solid line) and 6*̂ ' (dot-dashed line) with 
wavenumber in figure 6.16(6). Note in figure 6.16(6), that a^ '̂ has a kink near k^ ~ 0.37 which 
is consequence of the mean-fiow resonance condition being satisfied, there as we show below. 

Recall from (6.32) that the condition for the mean-flow resonance is 2ajj (/Cj,) = aL (fcx = 0) 
with bj2 (k^ = 0) = 0 for any two modes jl and j2. In figure 6.16(c), the line with open 
circles represents the variation of 2a'"' with kj- (where a'"' corresponds to the least-stable mode 
as displayed in figure 6.16a), and the dashed horizontal line represents a real eigenvalue of the 
streamwise independent flow (which is not the least-stable eigenvalue at fcj. = 0 for this parameter 
set). Both the growth rate curves intersect at k^ « 0.3677, as shown by an arrow in figure 6.16(c), 
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Figure 6.16: Variations of (a) o, (main panel) and Cph (inset plot) and (6) a*̂ * (solid line) and 6*'̂ ' 
(dot-dashed line). Evidence of mean flow resonance at (c) kj^ w 0.3677 and (d) kx « 0.00785. Parameter 
values are {a-c) (jP = 0.2 and H — 100 (same as figure 6.3), and (d) <^ = 0.5 and H = 50 (same as 
figure 6.7). 

and this is the point at which the mean-flow resonance condition, 

2a(">('fcr = 0.3677) = a "'(fc^ = 0) « -8.56434 x 10" (6.50) 

is exactly satisfied. In (6.50), j = 11, implying that the 11th mode (the ordering of modes is done 
by arranging them in descending-order of their growth rates) of the streamwise independent flow 
{kj. = 0) is responsible for the above mean-flow resonance, resulting in a kink on the a'^*-curve in 
figure 6.16(6). The inset of figure 6.16(c) shows a zoomed variation of the first Landau coefficient 
that diverges and undergoes a sign-change at the resonant wavenuniber {ki w 0.3677). 

We now explain the divergence of a'^' at long-waves in figure 6.7(b), for which the parameter 
values are 0" = 0.5, H = 50 and e = 0.8. The corresponding variations of 2a*°'(/cj.) and 
aS^^(kx = 0) are displayed in figure 6.16((/) by solid and dashed lines, respectively, which are 
seen to intersect at kj. w 0.00785. (The dashed line in figure 6.16d corresponds to the second 
shear-banding mode, a*'!:2(A:j = 0) w -2.97079 x 10"*', which is stable; note that the 'leading' 
shear-banding mode is unstable at (̂ " = 0.5 and H = 50, see figure 6.4.) Hence, there is a mean-
flow resonance at fcj « 0.00785, which is responsible for the divergence of a*̂ * in figure 6.7(&). 

In fact, such a mean-flow resonance (6.32) can occur at multiple locations at various values 
of kjr for a given set of parameters ((/>", H. e). To demonstrate this, we replotted the growth rate 
curve of figure 6.3 in figure 6.17(a) by a solid line - recall that this corresponds to the parameter 
values {4>^ = 0.2, H = 100 and e = 0.8) of the square symbol in figure 6.4. We have also 
plotted five real eigenvalues of shear-banding modes (i.e. at k^ = 0) whose growth-rates can be 
parametrized by wavenumber such that 

2a(»»(A:,) = o" ' (0 ) , V j = 1 ,2 ,3 . . . . , (6.51) 

shown by dashed horizontal lines in figure 6.17. In fact, the upper (thick) dashed line in figure 6.17 
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Figure 6.17: (a) Evidence of mean-flow resonance: variation of the real part of the least-stable mode 
[2a<">(fcx)] with ki at </>" = 0.2, H = 100 and e = 0.8. The dashed horizontal lines refer to different shear-
banding modes ki = 0. The intersection points of dashed lines with the .solid line denote the locations of 
kx at which mean-flow resonance occurs as explained in the text. (6) Divergence of a^^'{kx) for k^ > 1. 
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Figure 6.18: Possible onset of the 1 -.2 resonance at 0" = 0.2, H = 100 and e = 0.8: (a) ttie real part, 
a'"', (6) tiio imaginary part, 6*"'. of the least-stable mode with k^. 

corresponds to the first four modes, aj=i,2,3,4(0) = 9.2125 x 1 0 - ' \ 8.28485 x 1 0 - \ 2.72077 x 10"^ 
and —5.99651 x 10"'', which are very close to each other, as clarified in the zoomed inset. The first 
two (almost) vertical solid lines in the inset correspond to the zoomed version of the dominant 
stationary wave (SW) of figure 6.17 and the next two vertical lines correspond to travelling waves 
(TW). It is clear from this inset that the growth rates of these four shear-banding modes (a'-^^kj: = 
0)) coincide with the growth rates (2a'"'(A:j.)) of the dominant stationary and travelling waves, 
satisfying the mean-flow resonance condition (6.32) exactly at 16 different values of ^v (which are, 
of course, very close to each other). Consequently, there are nmltiple resonance points at various 
values of k^, near the zero crossings of SW and TW. That the first Landau coefficient diverges at 
such resonance points can be ascertained from figures 6.10(a) and 6.12(6). The lower dashed fine 
in figure 6.17 corresponds to the U t h shear-banding mode [cjluikx = 0) = -8.56434 x 10~'^] 
which is responsible for the mean-flow resonance in flgure 6.16(c). Note that in figure 6.17(o) the 
flow is linearly stable for large values of Av > 1. However, there are nmltiple resonance points in 
this stable regime too, as implicated by the discontinuities on the curves of a*̂ ^ and b'^* at various 
values of k.^, see figure 6.17(6), where the mean-flow resonance condition (6.32) is satisfied. 

Now we discuss about the possible occurrence of the 1 : 2 resonance condition (6.34) in the 
present flow. While the solid line in figure 6.18(a) represents the variation twice of the growth rate 
of the lea-st-stable mode, 2aj (kj.), that in flgure 6.18(6) represents the corresponding variation of 
fretjviency, 2b\"\k^,). The dashed lines in figure 6.18(a,6) represent the growth rate and freciuency 
curves, parametrized by a'"'(A;,.) = aj {2kj-) and 6*"*(/.-3:) = 6j (2/C:,.), respectively. The points 
of intersection of the solid and dashed lines in figure 6.18(a) are marked by vertical dotted lines 
where the growth rates are equal. However, the 1:2 resonance condition (6.34) is not satisfied at 
these points because while the condition on the growth rate. 

J")/ J")/ 2a\-'ik,)=a\'"i2k,), 
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is satisfied, the equality of freciuencies docs not hold, i.e. 

at these points. We have checked a few other parameter combinations, but could not And the 
occurrence of a 1:2 resonance in this flow. We note in passing that the 1:2 resonance between 
two travelling waves corresponds to a codimension-3 bifurcation point (Golubitsky & SchaefFer 
1985; Proctor &: Jones 1988; Fujimura & Kelly 1997) and therefore requires an exhaustive search 
in the parameter space which was not pursued further in this thesis. 

Irrespective of the types of resonance (i.e. mean flow or 1:2), the first Landau coefficient is 
divergent at the resonance point. In the following sections, we will present results for a''^' and 
b'^', which contain such resonance points as implicated by discontinuities in the first Landau 
coefficient. 

6.7.4 Dominant Stationary and Travelling Instabilities: Effects 
of Density and Couette Gap 

We define the dominant eigenvalue as the one having the maximum growth rate over all wavenum-
bers for a specified control parameter combination of (//, 0̂ ,̂ e) - in other words it is the supremum 
of all leading eigenvalues, as defined in (6.45), over all k^: 

af= sup a\°\ (6.52) 

The wavenumber corresponding to this dominant mode is referred to as the dominant wavenum-
ber: 

ki = A:,(a<"> =af). (6.53) 

For example, in figure 6.3, we have plotted the growth rate of the leading eigenvalue, a, , with fc^, 
at (H,(fP) = (100,0.2) and e = 0.8. The dominant mode for this parameter combination comes 
from the maximtun of the growth rate curve that occurs at the first peak at k^ « 0.5858, which 
is a stationary wave; the second dominant mode corresponds to the maximum of the second peak 
at kx « 0.9349 in figure 6.3, which is a travelling wave. Recall that the growth rates of these 
stationary and travelling instabilities, which appear at kj; = 0(1), are an order of magnitude 
larger than those appearing at long waves (A;̂  ~ 0, see §6.7.1). So far, we have presented results 
on these dominant instabilities at a mean density of 0" = 0.2 and a Couette gap of / / = 100 in 
§6.7.2 and §6.7.3. In this section, we probe the effects of varying mean density and Couette gap 
on the nonlinear saturation of these dominant stationary and travelling instabilities. 

Effect of Mean Density 

In figure 6.19, we show the variations of Oj with kj. for 24 different mean densities ranging 
from (/)" =0 .1 to 0.3, with parameter values as in figure 6.3. The dashed and thick solid lines 
correspond to (jp = 0.1 and 0.3, respectively, and the thin solid lines refer to the remaining 
equally spaced densities. For each density, the first dominant peak refers to stationary waves, 
and the next one to travelling waves. Note that the locations of both the dominant stationary 
and travelling wave peaks move to larger values of k^ with increasing density from 0" =0 .1 to 
0.3. 

The variation of the growth rate of the above-discussed dominant stationary instability, af, 
with mean density is shown in figure 6.20(a), and the corresponding variation of the dominant 
wavenumber, k'^, is shown in its inset. It is seen that the dominant growth rate is maximum at 
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Figure 6.19: Effect of mean density on tlie growtli rate of least-stable mode at // = 100 and e = 0.8. 
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Figure 6.20: Effect of mean density on the dominant stationary instability, corresponding to the first 
peak in fignre 6.19. (a) af (main panel) and ki (inset); (/)) snpercritical/stai)lo A^. (main panel) and a'^' 
(inset). 



6.7 Results and Discussion: Hopf and Pitchfork Bifurcations, and Resonances 147 

an intermediate value of 0" ~ 0.3 and decreases in both the dilute and dense limits. Also, the 
dominant wavenumber is minimum at (p^ ~ 0.1 and increases in both the dilute and dense limits, 
implying that the wavelength (Â ; = 2iT/kx) of the dominant instability is maximum at some 
intermediate density but decreases sharply in both dilute and dense limits. Within the density 
range over which the dominant stationary instabihty is unstable {af > 0), the first Landau 
coefficient a* '̂ is negative as seen in the inset of figure 6.20(6); the imaginary part of the first 
Landau coefficient fe'^^ is zero for stationary waves and hence not shown. (Note that the jumps 
in a'-^\ marked by arrows in the inset of figure 6.206, correspond to the mean-flow resonance 
condition (6.32) being satisfied at those locations.) Therefore, at H = 100 (refer to the square 
symbol in figure 6.4), the supercritical (and hence stable) stationary solutions exist for a range of 
mean densities as shown in the main panel of figure 6.20(6). It has been verified that this range 
of (jfi, over which such nonlinear equilibrium states exist becomes larger in wider Couette gaps 
(i.e. with increasing H). 

0 0.2 0.4 „ , 0.6 0.8 1 ' 0 0.2 0.4 „ , 0.6 0.8 1 

Figure 6.21: Effect of the mean density on nonlinear patterns of density (a, c, e) and velocity (6, d, f) for 
the dominant stationary instability in figure 6.20: (a,6) (t>° = 0.1 (k^ = 0.52), (c,d) <p° = 0.3 (fĉ  = 0.77) 
and (e,/) 0" = 0.45 (fĉ  = 1.39). 

With the finite amplitudes as in figure 6.20(6), the corresponding nonlinear stationary patterns 
of the perturbation density and velocity fields are displayed in figures 6.21(o, c, e) and 6.21(6, d, / ) , 
respectively, for three values of mean density: figures 6.21(a, 6), 6.21(c, d) and 6.21(e, / correspond 
to 4>° = 0.1, 0.3 and 0.45, respectively, with dominant wavenumbers k^ = 0.52, 0.77 and 1.39. 
These plots should also be compared with figure 6.11(a,e) for (^P = 0.2. It is seen that the overall 
features of density and velocity fields look similar at any mean density. Note further that the 
related plots of linear perturbations at 0° = 0.1, 0.3 and 0.45 (not shown) look strikingly similar 
to those at </>" = 0.2 as in figure 6.11(6,/). Therefore, the overall structural features of both 
linear and nonlinear perturbation fields for the dominant stationary instability remain relatively 
unaffected by variations in mean density, i.e. whether the flow is dilute (0° = 0.1) or dense 
(0" = 0.45). 
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For the dominant travelhng wave, corresponding to the second peak in figure 6.19, the varia
tions of a^l and Cf,i, with mean density t̂ " arc shown by solid and dot-dashed lines, respectively, 
in figure 6.22(a). The phase velocity, Cp/,, of the dominant travelling mode remains relatively 
unafl^ected with changes in mean density, however, its growth rate af is maximum at some in
termediate density (tP ~ 0.2 and decreases in both dilute and dense limits. The corresponding 
dominant wavenumber fc^, shown in the inset of figure 6.22(a), varies non-monotonically with 
(/)" and is minimum at ĉ " ~ 0.1 and increa.ses in both dilute and dense limits. Comparing fig
ure 6.22(a) with figure 6.20(a) we find that the growth rate and the unstable range of densities 
are much smaller for the dominant travelling wave than its stationary counterpart and so is its 
wavelength (since Aj- ~ l/kf). 
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Figure 6.22: Effect of the mean density on the dominant travelling wave, corresponding to the second 
peak in figure 6.19. (a) af (solid line), its phase velocity (dot-da-shed line) and ki (inset); (b) supercrit
ical/stable Ae, Cpi, (main panel) and a*°' and a''^' (inset); (c) subcritical/unstablc Ac, c'^^ (main panel) 
and a'°' and a'^' (inset). 

The dominant travelling waves in figure 6.22(a) undergo 'supercritical' and 'subcriticaF Hopf 
bifurcations over the density range of 0" ~ (0.12,0.25) and </)" ~ (0.317,0.343), respectively, see 
figures 6.22(6) and 6.22(c). The variations of the real part of the first Landau coefficient, a*^', 
and the growth rates are displayed in the insets of figures 6.22(b) and 6.22(c), and those of the 
cciuilibriuni amplitude A^ and the equilibrium phase velocity cj,^ in their respective main panels. 
The nonlinear solution branches in figures 6.22(b) and 6.22(c) are responsible for 'stable' and 
"unstable' limit cycles, respectively, similar to those in figures 6.12(d) and 6.14(r/). Corresponding 
to an unstable limit cycle such as in figure 6.14(rf), there exists a stable limit cycle of larger am
plitude that requires the knowledge of the second Landau coefficient r''*' (which is not calculated 
here). 

The nonlinear travelling patterns (at t — 0) of the perturbation density, granular temperature 
and velocity fields are shown in figure 6.23 - figures 6.23(o, c, e) and 6.23(6, d, / ) correspond 
to stable and unstable solutions at 0° = 0.15 and 0.33, respectively, with other parameters an in 
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Figure 6.23: Nonlinear patterns of (a, b) density, (c, d) temperature and (e,/) velocity fields for the 
dominant travelling instability in figure 6.22 at two mean densities: (a, c, e) 4>° = 0.15 and kx = 0.84 
(stable); (6, d, / ) <p° = 0.33 and k^ = 1.3 (unstable). 

figure 6.22. It must be noted that the structural features of stable travelling solutions at any 
density over cfP ~ (0.12,0.23) resemble those in figure 6.23(a,c,e) and the unstable solutions at 
any </)° ~ (0.317,0.342) look similar to those in figure 6.23(b, d, / ) . It is clear from figure 6.23 
that the stable and unstable nonlinear solutions for all three fields are markedly different from 
each other. More specifically, the unstable patterns support larger fluctuations in the {x, y)-plane 
in all fields than the stable patterns. This may be contrasted with the fact that the underlying 
linear fields for either case of supercritical and subcritical Hopf bifurcations look similar, such as 
those in figure 6.13(6, d, / ) . 

Effect of Couet te Gap 
The above results, figures 6.19 - 6.23, pertain to a fixed Couette gap of / / = 100 over a range 

of mean densities 0" G (0.05,0.5). Here, we fix the mean density at (p^ = 0.2 and probe the 
effect of varying Couette gaps on dominant instabilities, along the horizontal arrows in figure 6.4. 
Figure 6.24 shows the variation of the growth of the least-stable mode with k^ for few values of 
H G (25,100). It is seen that the dominant stationary instability at H = 100 (the first peak 
on thick solid line) becomes stable for narrower Couette gaps (say, at H = 25, indicated by the 
dashed line in figure 6.24). Therefore, there is a minimum Couette gap {H = Hf^) below which 
the stationary instability with k^ ^ 0{\) becomes stable. 

For the dominant instability, corresponding to the first peak in figure 6.24, we have shown 
the variations of its growth rate af with H and the corresponding first Landau coefficient a'̂ ^ = 
0 (with 6* '̂ = 0) in figures 6.25(a) and 6.25(6), respectively. The flow is unstable to this 
instability for H > 35.8; the growth rate af reaches a maximum at some value of H (~ 70) 
and decreases slowly thereafter. The dominant wavenumber A:̂  decreases monotonically with 
increasing H, see the inset in figure 6.25(a), and hence the corresponding wavelength increases. 
In fact, the dominant wavelength X^/d (in terms of particle diameter) increases from 207r to IOOOTF 
at i / = 25 and 200, respectively, and A^/ft from O.STT to 57r in terms of the Couette gap. The 
inset in figure 6.25(6) displays a zoomed version of â ^̂  over a smaller range of H, and the two 



150 Chapter 6. 

0 

a[°-^0.04 

-0.08 

n ^o 

iBBH^^^^^ Tw 

v^^^^^^g 

H=25 " 

100 

0 

Figure 6.24: Effect of the Couette 
e = 0.8. 

on the growth rate of the least-stable mode at (jp = 0.2 and 

discontinuities in a'̂ ^ at / / ~ 29 and /f ~ 36 correspond to the mean-flow resonance condition 
(6.32) being satisfied there. 

For the dominant stationary instabihty in figure 6.25(a), the nonlinear solutions appear via 
'super-critical' pitchfork bifurcations for a large range of Couette gaps H G (36,100) as shown 
in the main panel of figure 6.25(c). However, the 'subcritical' solutions also exist but for a very 
narrow range of Couette gaps H e (29, 30) as in the inset of figure 6.25(c). Note that in the inset 
of figure 6.25(6), a* '̂ is positive for H e (29,30), leading to subcritical bifurcations. 

For parameter values of figure 6.25, the stable/supercritical nonlinear solutions at any H 6 
(36,100) look similar. This can be verified by comparing a representative stationary-wave solution 
for the patterns of density, granular temperature and velocity as displayed in figure 6.26(a,c,e) 
at a Couette gap of /f = 50 (with other parameters as in figure 6.25) with figure 6.11(a,c,e) at 
H = 100. However, the unstable/subcritical solution at H = 30 looks completely different as 
shown in figure 6.26(b,d,/). (Note that the height and length ratios between two sets of images 
in figures 6.26(a, c, e) and 6.26(6, d, f) in the first and second column of figure 6.26 have been 
set proportional to H1/H2 = 5/3 and Lj.i/Lj.2 = k^-i/kxi ~ 1-75, respectively.) In the latter case 
the particle bands/clusters are wavy and aligned primarily along the streamwise direction, which 
is in contrast to oblique clusters observed for stable/supercritical solutions in figure 6.26(a,c,e). 
The density field in figure 6.26(6) has some resemblance to the sinuous stationary mode found in 
particle simulations of Conway et al. (2006). (The solution for the corresponding stable branch, 
which requires the second Landau coefficient, is expected to remain similar since it represents a 
continuation of the unstable branch, see figure 6.2/.) 

The effect of the Couette gap on the dominant travelling instability, corresponding to the 
second peak on thick solid line in figure 6.24, has been studied at 0° = 0.2 for a range of 
H e (25,200). but we do not show these results for the sake of brevity. We found that the fiow 
is linearly unstable to the dominant travelling instability (i.e. af > 0) beyond H = Hj^^ ~ 
85.5. Here too we have subcritical and supercritical Hopf bifurcations over H 6 (78.5,85.5) and 
H > 85.5, respectively. Over the subcritical range H e (78.5,85.5), the flow is found to be 
susceptible to the mean-flow resonance (since this range of H belongs to the stable regime where 
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Figure 6.25: Effect of the Couette gap on the dominant stationary instabihty at (f)" = 0.2 and e = 0.8: 
(a) af (main panel) and ki (inset); (b) a'̂ *; (c) 'supercritical' equilibrium amplitude (main panel) for 
H > 36 and 'subcritical' amplitude (inset) for H G (29,30). 

the shear-banding modes, which participate in creating the mean-flow resonance, exists, see §6.7.3 
at different vahies of H. The patterns of stable/supercritical nonlinear travelling-wave .solutions 
at H > 85.5 (not shown) look similar to those for H = lOOi, as displayed in figure 6.13. In 
contrast, the unstable/subcritical nonlinear solution at H = 80, shown in figure 6.27 (compare 
with figure 6.13(a,c,e)), looks markedly different from supercritical solution, even though the 
underlying linear perturbation fields (i.e. the eigenfunction or the fundamental mode) are similar 
in both cases. From the density and temperature contours in figure 6.27(a, b), we find that there 
are two additional rows of clusters in the bulk along with wall clusters, and the density bands are 
aligned along the streamwise direction. 

Effect of Restitution Coefficient on Dominant Stationary Instability 

From figures 6.19 - 6.27 we have seen the effect of density and the Couette gap on the dominant 
stationary instability for a fixed restitution coefficient of e = 0.8. Figure 6.28 shows the variation 
of the growth rate of the least-stable mode, af with kj. for few values of e G [0.5,0.99] for 0° = 0.2 
and H = 100. The dashed and thick solid lines correspond to e = 0.5 and 0.99, respectively. The 
flow is unstable duo to stationary waves for the full range of restitution coefficients e € [0.5,0.99). 
It is clear from this figure that the range of unstable wavenumbers increases with increasing 
restitution coefficient. The flow is always stable in the clastic limit and becomes unstable for 
decreasing restitution coefficient. 

The variations of dominant growth rate a[j and corresponding wavenumber k^ arc shown in 
the main panel and in the inset of figure 6.29(a). The growth rate of the dominant stationary 
instability and the corresponding wavenumber increases with the restitution coefficient. Since 
a*̂ * > 0, see inset of figure 6.29(6), thus the bifurcation is supercritical pitchfork bifurcation. The 
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Figure 6.26: Effects of the Couette gap on the nonhncar patterns of density (a, b), granular temperature 
(r, d) and velocity (e, / ) for the dominant stationary instability in figure 6.25: (a, c, e) H = 50 and 
fcx = 1.18 (stable solution) and (6. d, f) H = 30 and ki = 2.05 (unstable solution). 
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Figure 6.27: Nonlinear travelling patterns {t = 0) of (a) density, (6) temperature and (c) velocity field 
for the subcritical solution at // = 80, (/> = 0.2, e = 0.8 and fcj. = l . l . 
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Figure 6.28: Effect of the restitution coefficient on the growth rate of the least-stable mode at (fP = 0.2 
and H = 100. 
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Figure 6.29: Effect of the restitution on the dominant stationary instability, corresponding to the first 
peak in figure 6.28. (a) a^ (main panel) and k^ (inset); (6) supercritical/stable Ae (main panel) and a'^' 
(inset). 
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variation of the equilibriuni amplitude witli the restitution eoefficieiit is shown in the main panel 
of figure 6.29(fe). 

6.7.5 Effect of Restitution Coefficient at Large H 

So far, we have presented most of the results for a single restitution eocfficicnt of e = 0.8 (exeept 
tho.se figures 6.28 and 6.29), and this wa»s done in continuation of previous linear stability results 
(Alain & Nott 1998) and nonlinear shear-banding results (Shukla & Alam 2011) of the same 
problem. It is of interest to know how the values of e, which is a measure of inelastic dissipation 
in a granular fluid, would affect the nonlinear saturation of dominant stationary and travelling 
wave instabilities at very large Couette gaps. Here we present brief results at a mean density of 
()P = 0.2 and a Couette gap oi H = 500, focussing on a restitution coefficient of e = 0.95 that 
belongs to the quasi-elastic limit (e ~ 1). 

For e = 0.95, 0° = 0.2 and H = 500, figures 6.30(a) and 6.30(6) show the variations with 
kx of the least-stable growth rate a] and its phase velocity Cph, and the real part of the first 
Landau coeflicient aS'^\ respectively. As explained in §6.7.3, the discontinuities on the a'^'-curve 
in figure 6.30(6) signal the onset of mean-flow resonance (6.32). The first peak on the growth 
rate curve in figure 6.30(a) corresponds to the dominant stationary (cp/, = 0, see dot-dashed line) 
instability since the global maximum of a\ over all kj- belongs to this peak; see, the upper inset 
in figure 6.30(c) for a zoomed-view of this peak which is located at fcj ~ 0.22. The second peak 
of the a\ -curve belongs to the dominant travelling [Cph ^ 0) instability. The rest of the growth 
rate curve in figure 6.30(a) for even larger values of fcj. belongs to travelling waves too, except 
for a small window of h,- ~ (0.51,0.535) over which the least-stable mode is stationary; see the 
corresponding variation of a\ in the upper inset of figure 6.30(ri). 

The variations of n^^' and the equilibrium amplitudes A^ for the above two stationary in
stabilities are displayed in the main panel and the lower inset, respectively, of figures 6.30(c) 
and 6.30(rf). For both cases, we have supercritical pitchfork bifurcations since a*"' > 0 and 
oP'^ < 0. The vertical double arrows in figures 6.30(c) and 6.30(f/) correspond to ^•j.-values 
at which a'^^ suffers a jump discontinuity due to the mean-flow resonance. From the lower in
sets of figures 6.30(c) and 6.30(f/), we find that A^(kx « 0.22) is about five times larger than 
Ae{kj. w 0.517) therefore, the nonlinear saturation of the 'second-type' stationary instability 
(at larger k,^) is more likely to occur than the dominant stationary instability (at smaller k^) 
even though the growth rate of the former is smaller than that of the latter by about an order of 
magnitude (compare upper insets in figures 6.30c and 6.3()d). 

The nonlinear and linear disturbance patterns for the dominant stationary instability, corre
sponding to the first peak in figure 6.30(a), resemble those in figure 6.11 at e = 0.8 and H = 100, 
and hence we do not show them here. However, we focus on patterns for the new stationary 
waves in figure 6.30(rf) at kj. = 0.517 (with maximum growth rate). The corresponding nonlinear 
and linear patterns of perturbation density, granular temperature and velocity field are displayed 
in figures 6.31(a, c, e) and 6.31(6, d, / ) , respectively. A comparison between the linear density 
eigenfunctions in figiires 6.11(6) and 6.31(6) suggests that the latter mode has two additional 
rows of particle clusters near two walls, the signature of which is also evident in the temperature 
and velocity maps as in figure 6.31(d, / ) . Therefore, this is a 'new' stationary instability which 
is structurally different (from that in figure 6.11) and that appears only in wider Couette cells of 
large H. The corresponding nonlinear patterns also look different as seen in figures 6.31(a, c, e) 
and 6.11(a, c, e). 

We have checked that this new stationary mode persists at other values of e as long as the 
Couette gap H is large enough. More Specifically, reducing the restitution coefficient e leads to the 
appearance of this new stationary instability in a system with a smaller Couette gap ( / / < 500), 
with other parameters being fixed as in figure 6.30. 

http://tho.se
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Figure 6.30: (a-e) Results in the quasi-elastic limit (e = 0.95) for a very large Couette gap H = 500 at 
(/)" = 0.2. See text for details. 
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With parameters as in figure 6.30(a), the variations of A,, for larger vahies of fcj are shown 
in figure 6.30(e) over which supercritical Hopf bifurcations occur, see the corresponding zoomed 
variation of a^"' > 0 in the inset of figure 6.30(e) and that of a'̂ ^ < 0 in the main panel of 
figure 6.30(6). For these travelling waves too, A,, decreases witli increasing k^.. We show a 
comparison between the nonlinear patterns at k,^ = 0.75 and 1.0 in the first and second columns 
in figure 6.32, respectively. Both represent backward travelling waves - note that the lengths of 
images in both columns are proportional to ratio of their wavelengths (Aj-i/A^2 = ^'x2/^Vi = 4/3). 
The patterns of density, temperature and velocity at kj. = 1 are more stretched and tenuous 
around the centreline compared with those at kj- = 0.75, but their structures near two walls look 
similar. The overall structural features of the pattern at kj. = 1 have sonic resemblance to the 
corresponding dominant travelling wave pattern, see figure 6.13(a,c,e). 

°-^x/2;. °-6 °-^x/2^ °-^ 

Figure 6.31: Nonlinear (a, c, e) and linear (6, d. f) 'stationary' patterns of (a, b) density, (c, d) 
temperature and (e, / ) velocity fields in the (x, j/)-plane. Parameter values are H = 500, e = 0.95, 
4> = 0.2 and fcx = 0.517 as in figure 6.30{rf). 

6.8 Conclusions 
In this chapter, we have probed nonlinear stability of two-dimensional granular plane Couette 
flow which is known to be unstable due to a variety of traveling and stationary waves (Alam 
& Nott 1998), having modulations in both strcamwise (.r) and gradient (y) directions. The 
amplitude expansion method (Stuart 1960; Wat.son 1960; Reynolds & Potter 1967) has been ased 
to derive Landau equation. Along with the linear eigenvalue problem, the mean-flow tlistortion, 
the second harmonic, the distortion to the fundamental mode and the first Landau coefficient has 
been calculated using a spectral-based numerical method. 

We have studied the nonlinear equilibrium states and patterns for various bands of wavenuiii-
bers ranging from long waves to short waves. The i^ifurcation analysis for travelling and stationary 
wave instabilities has been detailed in this chapter. We found that the two-dimensional granular 
plane Couette flow admits both Hopf and pitchfork bifurcations, that result from travelling and 
stationary instabilities, respectively. 
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Figure 6.32: Nonlinear patterns of the travelling instability at (a,c,e) kx = 0.75 (first column) and 
{b,d,f) kx = 1.0 (second column). Parameter values are the same as in figure 6.30. 

Our results show that the flow is subcritically unstable to stationary finite amplitude pertur
bations of long wavelengths [kjc ~ 0, where kx is the streamwise wavenumber) in the dilute limit 
that evolve from subcritical shearbanding modes {k^ = 0), but at large enough Couctte gaps there 
are stationary instabilities with kx — 0 (1) that lead to supercritical pitchfork bifurcations. At 
moderate-to-large densities, in addition to supercritical shearbanding modes, there are long-wave 
travelling instabihties that lead to Hopf bifurcations. It is shown that both supercritical and 
subcritical nonlinear states exist at moderate-to-large densities that originate from the dominant 
stationary and travelling instabilities for which fc^ = 0 (1 ) . Nonhnear patterns of density, velocity 
and granular temperature for all types of instabilities are contrasted with their linear eigenfunc-
tions. While the supercritical solutions appear to be modulated forms of the fundamental mode, 
the structural features of unstable subcritical solutions are found to be significantly different from 
their linear counterparts. 

It is shown that the granular plane Couette flow is prone to nonlinear resonances in both 
stable and unstable regimes. The signature of such resonances is implicated as a discontinuity in 
the first Landau coefficient. Our analysis identified two types of modal resonances that appear 
at the quadratic order in perturbation amplitude: (i) a 'mean-flow resonance' which occurs due 
to the interaction between a streamwise-independent shear-banding mode {k^ = 0) and a lin
ear/fundamental mode kx ^ 0, and (ii) an exact '1:2 resonance' that results from the interaction 
between two waves with their wavenumber ratio being 1:2. 
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Appendix 6A. Elements of linear and adjoint operators 
Elements of linear operator C = [kj] 
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In the following, the subscript ^, T, x and y indicate partial derivative with respect to (p, T, x 
and y, respectively, and superscript 0 indicates the values being calculated at the base state. For 
example 

^ 0 0 ^ = M0000!/ + l^tp^r'^y 1 f'TTy ~ ^'•TT:f'^y + f^TTT^y ) 

The quadratic and cubic nonlinear terms of disturbance equation can be written in vector forms: 
N2 = {^fi,^fi,Xi,^f^f'^ and jVg = i^fi,^fi,^fi,^f^) where the superscript 1, 2, 3 and 4 
correspond to terms from mass, x-momentum, y-nioraentum and energy equations, respectively, 
as given below. 
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CHAPTER 7 

VORTICITY BANDING IN THREE 

DIMENSIONAL GRANULAR COUETTE FLOW 

7.1 Introduction 
The rapid granular Couette flow undergoes many ordering transitions due to banding instabilities. 
The pure spanwise instability leads to segregation of particles, in the form of bands of dense 
and dilute regions, along the vorticity (spanwise) direction. Recently, density waves, coherent 
structures and vorticity banding have been observed in large-scale MD simulations of granular 
Couette flow by (Hopkins et al. 1992; Conway & Glasser 2004; Conway et al. 2006). Figure 7.1 
shows a snapshot from MD simulation of three dimensional granular Couette flow (Conway & 
Glasser 2004). Three plugs with different mesoscopic structures in the vorticity direction, leading 
to vorticity banding, are shown in figure 7.1. 

Width h 

Length / 

Figure 7.1: Variations of particle densities in sheared granular Couette flow between moving walls. Three 
plugs are shown. The parameters are: l/h = d/h = 3, (/> = 0.05, e = 0.6 and H = h/dp = 50 where /, h 
and d are the length, width and depth of the system, respectively; dp is the diameter of a particle (see 
figure 1.2Sd in chapter 1). From Conway & Glas.ser (2004). 

In many complex fluids including granular systems, the homogeneous flow is unstable above a 
critical applied shear rate or shear stress. The flow then separates into coexisting bands of different 
internal structures and rheological properties. This phenomenon is known as shear handing. Such 
type of banding is known to occur in many complex fluids having structures that relax on slow 
time scales, e.g. colloidal suspensions (Hoffman 1972), worm-like micelles (Berret et al. 1997), 
lyotropic liquid crystals (Bonn et al. 1998), suspensions of rod-like viruses (Lettinga & Dhont 
2004), liquid-liquid biphasic system (Caserta et al. 2008), nano-tube suspensions (Lin-Gibson 
et al. 2004), soft glasses (Coussot et al. 2002; Holmes et al. 2004), wormlike (Britton & Callaghan 
1997) and lamellar (Salmon et al. 2003) surfactants, side-chain liquid crystalline polymers (Poschel 
& Brilliantov 2001). See, for reviews on shearbanding in complex fluids, Fielding (2007), Dhont 
& Briels (2008), Olmsted (2008) and Schall & van Hecke (2010). 

Depending on the direction of banding, two types of banding instability can be classified: 
gradient banding and vorticity banding. When an applied shear rate exceeds a critical shear rate 
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tlie flow breaks into alternate regions of low and high shear rates, respeetively, and this is known 
as gradient l^anding. In this case the flow separates into bands of diff'erent sliear rates, connected 
by sharp interfaces, along the flow gradient direction, as shown in figures 7.2(a) and 7.2(6). The 
regions of liigh and low shear rates are shown Vjy a top view of banded state in a cylindrical 
geometry in figure 7.2(c). 

(b) 

1 x^ 

^ ^ i X 
^ 

% 
Couetteflow between 

iDtating cylinders Couette now between moving plane 

(d) t 

high y 

low/ Shear Rate 
Yi 

Figure 7.2: Schematic diagram of gradient banding in (a) cyhndrical geometry, (6) channel geometry, (c) 
Cross section of flow in gradient direction showing high and low shear-rate regions and (d) constitutive 
curve in shear-stress vs. shear-rate plane. 

Similarly if the applied shear stress exceed a critical shear stress, the homogeneous flow sepa
rates into bands of different shear stresses having the same shear rate along the vorticity (span-
wise) direction. The side view of vorticity banding in cylindrical Couette geometry and three-
dimensional Couette geometry are illustrated by schematic diagrams 7.3(a) and 7.3(6), with a 
closure view of a slice of banding being displayed in figure 7.3(c). In this case the regular bands 
are formed (because shear rates are same in (>ach band) which are stacked along the vorticity 
direction. 

Both types of bandings, gradient and vorticity, originate from the multiple branches of the 
underlying constitutive curve which is defined as the steady state relation between total applied 
shear stress and shear rate (or. the shear-stress vs. .shear-rate curve when the system was ho
mogeneous). In other words tiie variation of shear stress with shear rate is "non-monotonic". 
Tlic constitutive curves for tlie gradient and vorticity bandings are shown in figures 7.2(r) and 
7.2(d), respectively. In each figure the solid and dashed lines represent the stable and unstable 
branches, respectively. In gradient banding, if the imposed shear rate belongs to the unstable 
region, for example 7 = 7A/ (see figure 7.2(f/)), the homogeneous flow breaks into two bands of 
shear rates 7 = i i and 7 = 72 with same sliear stress. Therefore the unstable shear rate demixes 
the homogeneous flow into a heterogeneous flow with bands of different rheological properties. A 
similar situation occurs in the vorticity banding, if the imposed shear stress lies within unstable 
region (dashed line in figure 7.3rf), say E = E A / , the homogeneous flow breaks into two bands 
having shear stresses E = Ei and E = E2 with the same shear rate. 
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Figure 7.3: Schematic diagram of vorticity banding in (a) cylindrical geometry, (6) channel geometry, (c) 
Cross section of flow in vorticity direction showing high and low shear-stress regions and (d) constitutive 
curve in shear-stress vs. shear-rate plane. 

7.1.1 Previous Work on Linear Stability 

The linear stability analysis (Alam 2006; Gayen & Alani 2006) of three dimensional granular 
Couette flow shows that the uniform shear flow is unstable due to pure spanwise stationary per
turbations for (^ < 03^. The growth rates of pure spanwise instabilities are much larger than 
the two dimensional streamwise independent instabilities {k^ = 0, fc^ = 0 and d/dy ^ 0, which 
has been discussed in chapters 4 and 5) for densities 0" > 02d- Recall that the critical density, 
for two dimensional streamwise independent instabilities leading to shearbanding along the gra
dient direction, is cp'^^ ~ 0.154 > 03^. Three dimensional granular Couette flow is unstable due 
to streamwise-independent instabilities for moderate densities and due to pure spanwise insta
bilities in the dilute limit. While the two dimensional streamwise independent instabilities lead 
to shearbanding along the gradient direction in granular plane Couette flow, the pure spanwise 
instabilities are responsible for banding of particles along vorticity direction in three dimensional 
granular Couette flow. Many patterns in the form of streamwise structures, density patterns 
and vortices have been predicted from the linear stability analysis (Alam 2006) for dilute and 
moderate-to-dense flows. Such patterns have also been observed in three-dimensional molecu
lar dynamics simulations of granular Couette flow (Conway & Glasser 2004). One observation, 
adopted from Conway & Glasser (2004), of three modulated streamwise rolls parallel to the 
spanwise direction, which also corresponds to one density band along the gradient direction, is 
shown in flgure 7.1 for 0" = 0.05. Although the sink walls have been used in their simulation, 
the existing linear theory (Alam 2006) with adiabatic walls also supports such banding in dilute 
limit, originated from pure spanwise instabilities. Irrespective of source or sink or adiabatic walls, 
the pure-spanwise instability gives rise to vorticity banding in dilute three dimensional granular 
Couette flow. 

Now the question is: are these instability-induced spanwise banding patterns stable/unstable 
for the finite amplitude perturbations? Can we obtain any equilibrium state for vorticity banding 
in granular Couette flow, similar to shearbanding in granular plane Couette flow (Shukla & 
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Alam 2009)? In this chapter, we are trying to answer these questions using an analytical order 
parameter theory for vorticity banding via Landau equation. 

7.1.2 Organization of Present Chapter 

This chapter is organized as follows. The non-dimensional form of governing equations (balance 
of mass, momentum and energy), boundary conditions, base flow and disturbance equations are 
given in §7.2. The linear stability problem and its adjoint problem are discussed in §7.3. The 
brief outline of the weakly nonlinear analysis using amplitude expansion method, as explained in 
chapter 3, is presented in §7.4. In this chapter, §7.2-§7.4 deal with the general three-dimensional 
granular flow equations {-^ ¥" 0, £- =^ 0 and ^ 7̂  0), whereas later sections are specific to the 

pure spanwise flow equations ( ^ ^ 0 , g^ = 0 and dy 0). Instability in this flow leads to 
banding of particles along the mean vorticity direction. 

The analytical linear stability theory for the pure spanwise instability, asymptotic analysis 
for finding the eigenvalues, analytical expressions for the linear and adjoint eigenvectors and the 
locus of neutral stability curve are discussed in §7,5, The analytical weakly nonlinear theory, 
the analytical expressions for the second harmonic, the distortion of mean flow, the higher or
der harmonics and the first two Landau coefficients are detailed in §7,6. The phase diagram 
for nonlinear vorticity banding instability, bifurcation diagrams for subcritical and supercritical 
bifurcations and the finite amplitude solutions are shown in §7,7, The organization map of this 
chapter is depicted in figure 7,4 where the dashed arrow indicates that §7.5-§7,7 can be read 
independently after §7,2. 

1 
Continuum equations for 3D 

granular Couette flow (GCFV. sec. 7.2 
y> 

Linear problem for 3D -GCF sec. 7.3 

^' 

Weakly nonlinear analysis for 3D-GCF: sec. 7.4 

1 > 

1 
Analytical solution for linear stability of 

pure spanwise GCF: sec. 7.5 

\> 

Analytical solution for weakly nonlinear analysis of 
pure spanwise GCF: sec. 7.6 

V 

Results for pure spanwise GCF: sec. 7.7 

Figure 7.4: Road-map of chapter 7. 
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7.2 Continuum Equations and Boundary Conditions 

f/w/2 
Figure 7.5: Schematic diagram of 3D-granular Couette flow between parallel plates. The upper plate 
moves with velocity U w/'i along the positive i-direction and the lower plate moves with the same speed 
in the opposite direction. 

We consider a plane Couette flow of granular materials, consisting of monodisperse inelastic 
particles of diameter dp and material density Pp, between two parallel walls at a distance y = ± / i /2 
with h being the gap between the walls which move in opposite directions with ±1)^/2 velocity 
in ±x-direction. A schematic diagram of 3D Couette flow geometry is shown in figure 7.5. In 
the co-ordinate system S, y and z refer to the streamwise, transverse (gradient) and spanwise 
directions, respectively. We use wall-to-wall gap {h) as the reference length scale, the velocity 
difference between two walls (£/„,) as the reference velocity scale and the inverse of overall shear 
rate (h/Uu,) as the reference time scale (see §4.1 for other related reference scales). The component 
form of non-dimensional balance of mass, momentum and energy equations without gravity are: 
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(7.1) 

(7.2) 

(7.3) 

(7.4) 

(7.5) 

where D/Dt = d/dt + V • « is the material derivative, u = {u.v,w) is the bulk (coarse-grained) 
velocity, T is the granular temperature and H = h/dp is the dimensionless Couette gap. Here 
"dim" refers to the dimensionality of the system: for two-dimensions dim = 2 and for three-
dimensions dim = 3. In (7.1)-(7.5), p, /x, K and V are the pressure, coefficient of shear viscosity, 
thermal conductivity and the rate of granular energy dissipation, respectively, and A = C — gfe'^ 
with (^ being the bulk viscosity. The dimensionless forms of constitutive relations and the radial 
distribution function are given by (4.9) and (2.12), respectively. 

7.2.1 Uniform Shear Flow 

We seek a solution of (7.1)-(7.5) which is steady {d/dt = 0), fully developed {d/dx = 0) and 
having no variation in spanwise direction {d/dz = 0). Thus we can assume a solution of the form 

,u,v,w,T) = {4>°{y],u''{y),0,0,T"(y)). (7.6) 

Substituting (7.6) into (7.1)-(7.5), wc observe that the mass and 2-momentum balance equations 
are identically satisfied, and other three equations are, 

= 0 
dy (7.7) 
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With boiindary conditions u°{y) = v°(y) = ^ = 0 at y ± 1/2. tlie base flow system (7.7) has 
an analytical solution: 

00(2/) = const., «"(?/) = 2/ and T"(y) = const. = /2 (< / ) ° ) / / 5 ( / , e ) , (7.8) 

where /2 and /s are given by (2.21). This solution is a uniform shear solution because the shear 
rate, 7 = du/dy = U-u,/h, is uniform (i.e. shear rate is constant) and the volume fraction and 
granular temperature are constants along transverse direction (y). The base flow equations (7.7) 
are invariant under the co-ordinate rotation by 180 degree: 

y ^ -y, (0O,u" (2 / ) ,T" ) - . ( , ^" , -««( -y ) ,TO) . (7.9) 

We would like to investigate the weakly nonlinear analysis of uniform shear flow under three-
dimensional perturbations. 

7.2.2 Nonlinear Disturbance Equations 

To study the stability of uniform shear flow (7.8) we perturb the flow with small perturbation. 
We then write each of the flow variables as a sum of base flow and a small perturbation: 

(pix, y,z,t) = (jPiv) -h 4>'{x, y, z, t) u(x, y, 2, t) = u°{y) + u'{x, y, z, t)" 

v{x, y, z, t) = v'(x, y, z, t) w{x, y,z,t) = w'(x, y, z, t) 

T{x,y,zJ.) = T''{y) + T'{x.y,z,t) 

(7.10) 

where the superscript '0' denotes the base state variables and primes are perturbations. 
Substituting (7.10) into governing equations, (7.1)-(7.5), and subtracting base flow equations 

(7.7), we obtain the perturbation equations which can be put into matrix form 

^^-i:]X{t^x,y,z)=Af (7.11) 

where C is the linear operator, 

[dx'dx^'dy'dy'^'dz'dz^'")' ^^•^'^' 

N represents nonlinear terms and X = {(j)', u', v', w',T) is the perturbation vector. The elements 
of linear operator C and nonlinear terms up-to cubic order are given in the Appendices 7A and 7B, 
respectively. The boundary conditions are applied at both walls which have the following matrix 
form, 

1,1,-^,-7^] {u',v',w',T') = 0, at 2/= ± 1 / 2 . (7.13) 

7.3 Linear Problem 

In order to formulate linear stability problem, we neglect nonlinear terms of (7.11), i.e. 

{^t-^)^=^' ^'''^' « ^ = ( l . l ' ^ ' ^ ) ( « ' ' ' ^ ' . " ' ' > n = 0 , (7.14) 

where the elements of the linear operator C are given in Appendix 7A. The coefficients of the 
linear operator (£) and the boundary operator (B) do not depend explicitly on the streamwise 
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(x) and spanwise (z) coordinates, this makes (7.14) translational invariant in x and z directions. 
In fact, we can seek a normal mode solution of (7.14), 

X{x, y, z, t) = X[y)e^ii'^.+k^^)+ct^ (7^^5) 

where k,. and fc^ are the streamwise and spanwise wavenumbers, respectively; c = c^ -\- ici is 
the complex eigenvalue with ĉ  and ĉ  being the growth rate and frequency of the perturbation, 
respectively, and X = {(i>,u,v,w,T) is the linear eigenfunction or the fundamental mode. The 
linear stability of the flow is decided by the real part of c: for negative Cr the flow is stable and 
unstable for ĉ  > 0. The phase velocity of the perturbation is defined as 

Substituting (7.15) into (7.14) and equating the exponential terms we obtain: 

(cl - L)X = 0 with BX = 0, (7.17) 

where 

L = C (ih,{ik^f,~, ^,ik,,(ik,f,.. .j. (7.18) 

It can be verified that the linear eigenvalue problem (7.17) is invariant under the co-ordinate 
rotation, 

x —> —X, y—*—y, z—*—z, (jj-* u), {4>,u,v,w,T) —^ (^,—u,—v,—w,T). 

This implies that for every forward propagating mode there is a backward propagating mode with 
the same growth rate but having equal and opposite phase speed. 

Adjoint Problem 

In order to analyze weakly nonlinear stability of the uniform shear flow, we require an adjoint 
eigenfunction corresponding to the fundamental mode of linear operator L. As discussed in 
previous chapters, the adjoint problem can be defined as 

VX^ = c^t with fit^t = 0 (7.19) 

where X^ is an adjoint eigenvector, L^ is the adjoint operator associated with the L and B^ is the 
adjoint boundary operator (see chapter 3 for details on the adjoint problem). It has been verified 
that the adjoint boundary conditions are same as the boundary conditions of linear problem, 

B = B^ (7.20) 

The elements of adjoint operator L̂^ are given in Appendix 7A. 

7.4 Weakly Nonlinear Analysis 

The details of the weakly nonlinear analysis using amplitude expansion method have been given 
in chapter 3 (see §3.3) and therefore we are not showing full analysis for the sake of brevity. 
However we are rewriting few important equations for the completeness of this chapter. 

We employ the following transformation from the {t,x,y, z)-p\ane to the (0, ̂ , y)-plaiie as 
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suggested by Reynolds & Potter (1967) 

6 = k^x + k^z + iMt, Lj = io{A) and A = A{t). (7.21) 

If we consider a two dimensional system, this transformation would leave the number of indepen
dent variables unchanged but for the three dimensional motions, this transformation reduces the 
dimensionality of the system from four to three. The final reduced form of governing equations 
as derived in chapter 3 is 

Gk„ = ~ (mal»-'"l + ?7r6l"-"'l) X^'^-"'^ + Efc„/(1 + 4o) + F^, 
Lfc„ = (na(0)+zfc6(° ')I-L, 
Lfc = C{dldx —* ikkx,dldx ^f dldy,dldz —* ikkz) 

(7.22) 

where L/tn is a linear operator, c'"~'l's are Landau coefficients, Gfcn represents a sum of linear 
and nonlinear (quadratic and cubic) terms, I is the identity operator and 6kj is the Kronecker 
delta; for superscript notations see (3.26)-(3.28). The Landau coefficients can be obtained from 
the solvabihty condition (rewriting (3.43)), 

c(") =«(") + .6(") = i | ^ i ^ ^ ^ . (7.23) 
S%X^xy^MAy 

Recall from (3.32) and (3.33) that the coefficient c'"~^''s are related to the Landau equation via 

cL4 i\ A 
A-'^ = a(°'+yla<i>+vlV2) + . . . = ^"a(") (7.24) 

' ^ + S G ^ ) = ft<°* + ̂ '''"+^'&<'' + --- = ^"b'"^ (7.25) 

Pure Spanwise Flow: Vorticity Banding | 

In the rest of this chapter (§7.5-§7.8), we study pure spanwise problem for which the pertur
bations are independent of x and y directions. Note that such pure spanwise perturbations lead 
to vorticity banding (i.e. banding of particles along the vorticity direction) in granular Couette 
flow. 

7.5 Linear Stability Analysis for Pure Spanwise Flow 
The pure spanwise flow is independent of streamwise (x) and gradient {y) directions and thus 
we can simplify the linear and nonlinear problems by substituting ^ ( . ) = •§-{.) = 0 into the 
governing equations. The explicit form of linear problem (7.14) for the pure spanwise flow is 

cX = 'LX, (7.26) 
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where L is given by 
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The matrix form of the associated adjoint problem is 

ik. ̂ZPT 

dim//2,40 T dim 4>" 

(7.27) 

(7.28) 

where L^ is the conjugate transpose of L and X^ is the related adjoint eigenfunction. Both 
problems (7.26)-(7.28) can be solved analytically as discussed in following sections. 

7.5.1 Asymptotic Analysis and Dispersion Relation 

The eigenvalues of (7.27) can be obtained by solving det{cl — L) = 0. In fact, the second and third 
rows of L, corresponding to x- and y-momentum equations, respectively, are decoupled from the 
other three rows, and, therefore, these two equations of (7.26)-(7.27) can be solved independently. 
Thus, from x- and y-momentum equations, we obtain a real eigenvalue with multiplicity two, 

which is negative and hence stable. The other three equations (continuity, 2-momentum and 
energy equations) give rise to a cubic dispersion relation, 

(c^ + a2C + a i c + ao )=0 , (7.29) 

where coefficients ao-a2 are real which can be expressed in terms of inverse of Couette gap, as 
defined below: 

flo = 0,02/11'^ + aiu/H"^, oi = ai2/H^ + au/H* and 02 = 020 + 022/-^^ ,̂ 

with ttij's being the functions of the base state variables: 

[pliv^^ - < / 4 ) +pO.(-p^ + <M^) ) kl ao2 
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2 P > " . 4 
30" '^2 ' 

^ ( 2 ^ 0 + A")(I?° - «'>V?-)^? + "-^kl+plk 
2 K " ( 2 M " + A") ,.4 

3 < * " ^ kt. 

3-|,(P0-««V«) 

«22 = ^ [ ^ + [2^,^ + \^))kl 

(7.30) 

There are two possibilities for three roots of cubic dispersion relation (7.29): (i) all roots are real, 
and (M) one is real and a pair of complex conjugate. It can be verified from the asymptotic analysis 
for large Couette gaps (//), using the inverse of Couette gap as a small expansion parameter, 
that one eigenvalue is always real and other two can form a complex conjugate pair. The real 
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eigenvalue has the following approximation for large H: 

c^^^(3cJ,"+2a2o) 
ith 4') • ^ / ° T " ' " < 0 . (7.31) 

.(1) where C(, is the zeroth order approximation. The complex conjugate pair has the form c'^''^' = 
(2 ,3) , . (2 ,3 ) 1 

Cr iic\ , where 

J2,3) 
1 fe-"^^) 

m 2a 
+ 0 

20 /f« 
and ,(2.3) _ j _ + 0 / / 2 

(7.32) 

In the limiting case of / / —> 00, c'̂ ^ —» CQ ' and c* '̂''* —> 0, therefore the flow is neutrally stable 
for large Couette gaps. In tables 7.1 and 7.2 we compare three eigenvalues for three values of H, 
which are the roots of (7.29), obtained from the exact cubic solutions and from the asymptotic 
analysis [cf. (7.31)-(7.32)]. In the limit of large Couette gaps the eigenvalues calculated from the 
asymptotic analysis are close to those obtained from the exact solutions as shown in tables 7.1 
and 7.2. 

H 

100 

1000 

10000 

k: = kJH 
0.01 

0.001 

0.0001 

Asymptotic analysis 

-8.760 X 10" ' 
-5 .895 X 10"^ ± 1.872 x lO '^ i 

-8.744 X 10" ' 
-5 .895 X 10"^ ± 1.872 x lO"'* i 

-8.743 X 10-1 
-5.895 X 10"* ± 1.872 x lO"-*? 

Exact solution of (7.29) 

-8 .737 x 10" ' 
-5.897 X 10-1 _j_ J g72 x lO '^ i 

-8 .743 X 10-1 
-5.895 X 10"^ ± 1.872 x 10"^ i 

-8 .743 X 10-1 
-5.895 X 10"** ± 1.872 x ^-^i 

Table 7.1: Comparison of eigenvalues between asymptotic analysis and exact values for 0" = 0.2, e = 0.8 
and ^2 = 1. 

H 

100 

1000 

10000 

kl = kJH 
0.01 

0.001 

0.0001 

Asymptotic analysis 

-3.806503 x 10-1 
-3.030242 X 10-2 
2.234135 X 10-2 

-3.704798 X lO-i 
-2.671994 X 10-^ 
2.592383 x lO"'^ 

-3.703781 X 10-1 
-2.636169 X 10-"! 
2.628208 X 10"^ 

Exact solution of (7.29) 

-3.638395 x lO-i 
-3.086597 x 10-^ 
2.273576 x lO^^ 

-3.703134 X 10-1 
-2.672464 x 10--' 
2.592837 x 10-^ 

-3.703765 x IQ-i 
-2.636174 X 10-1 
2.628213 X 10-"! 

Table 7.2: Comparison of eigenvalues between asymptotic analysis and exact values for cff = 0.05, 
e = 0.8 and k~ = l. 

Figures 7.6(a) and 7.6(6) show the real and imaginary parts of three eigenvalues of (7.29) with 
0°, (circles, stars and triangles) for A:* = k^/H = 0.05 and e = 0.8. It is seen in figure 7.6 that 
the growth rate, c,., of one of the eigenvalues (stars) is real (cj = 0) and positive for 0" < 0.1 
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and hence unstable. The origin of the vorticity banding instability can be traced to the complex-
conjugate modes (Gayen & Alam 2006) which merge at '̂̂  ~ 0.1 and give rise to two stationary 
modes in dilute regime as shown in figure 7.6. Figures 7.7 and 7.8 are same as figure 7.6 but for 

(a) 0.2 

c 0 
r 

-0.2 

-0.4 

' 
sw 

A 

• ^ 6 0 0 < . S W 

0 o 
• TW ° o SW 

i°n 

k*=0.05, e=0.8 
z 

. 

TW . 

• 

. 
0.1 0.2 0.3 0.4 0.5 

(b) 

of....|9««.«a$$g§$§§§§f| 
. . A . A A . . A . . . • » » » • » ' ' * ' ' * 

_ ^OOOOOOOOOOOOOOOOOOOOOOOOOO- I 
» A S A A A A A . , A A , A A A A A A ̂ A A A 

0.1 0.2 0.3 

*^*^*A,, 

0.4 0.5 

Figure 7.6: Variations of three eigenvalues of cubic dispersion relation (7.29) with <j>°, (a) real part and 
(6) imaginary part, for fe* = 0.05 and e = 0.8. 

fc* = 0 . 1 and 0.2, respectively. It is observed that a narrower band of densities is unstable at 
fc* = 0.1, but the flow is stable at all densities for fc* = 0.2. 

7.5.2 Locus of the Neutral Stability Curve 

We have established in §7.5.1 that spanwise instability is due to a "stationary" mode. Hence the 
locus of neutral stability curve is given by OQ = 0, i.e. H'^ = -004/002 [cf. (7.29)-(7.30)] which 
can be represented by the following relation: 

where 

* i ( / , e ) = 

H 
*i(0O,e) il-e\ 

11 
fl 

and 1'3('^°,e) fO 
Ji<j> 

J54t f" 
£20 

/2° 

(7.33) 

(7.34) 

Here the superscript '0' indicates that the functions, /1-/5 (2.21), are evaluated at base state 
and the subscript (p denotes the derivative of these functions with respect to (p. Note that \&i 
remains positive for all 0" and ^ 3 becomes negative beyond a moderate value of < °̂. The critical 
density above which spanwise instability disappears can be obtained by solving Sta = 0, which 
gives 03^ = 0.1. This critical density (p^^ does not vary much with restitution coefficient because 
^ 3 is a weak function of e. The values of 0", for which ^3 is negative, refer to inadmissible 
solutions. The variation of ^3 with 0" is shown in figure 7.9(a) where the arrow indicates the 
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Figure 7.7: Same as figure 7.6(a)-(6) but for fc* = 0.1. 
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Figure 7.8: Same as figure 7.6(a)-(b) but for fc* = 0.2. 
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point 0"^ above whicli in.stability vanishes. The contours of zero and positive growth rates in 
the (0", Arj/Z/j-plane are shown in figure 7.9(6). The flow is unstable inside the zero contour 
and stable outside. For densities 0*' > ^ij^, the flow is always stable for any value of k^/H to 
pure spanwise perturbations. It is clear from (7.33) that k^ -^ 0 for e —> 1, i.e., the spanwi.se 

4̂ , 

1 

0.5 

0 

0.5 

y 0=0.10035 

(a) 

' 

0.2 0.4 0.6 

Figure 7.9: (a) Variation of *3 with volume fraction. (6) Growth rate contours in (</), k:/H)-p\cinc for 
e = 0.8. Flow is unstable inside the zero contour (since the growth rate is positive) and stable elsewhere. 

wavenumber, for which the flow is unstable, vanishes in the elastic limit. Thus the flow is always 
stable to the pure spanwise perturbations for the perfectly elastic particles. 

7.5.3 Analytical Expression for Eigenvectors 
Next we proceed to analyze eigenvectors for each eigenvalue. As mentioned before, the eigenvalues 
associated with the x- and y-momentum equations are eciual which make the eigensystein of 
linear problem (7.26) incomplete. In other words the stability matrix (7.27) associated with 
(7.26) is a defective matrix because it has only one linearly independent eigenfunction for the 
double eigenvalue c = -f/'k'i/(p'-'H'^. Therefore the system (7.26) has an eigenvalue of algebraic 
multiplicity two and geometric multiplicity one. 

The eigenvector for the double eigenvalue c = -/i"A:?/0' ' / /^ is (0, 1.0.0.0), and the eigenvec
tors for other three eigenvalues are: 

/ „{1,2.3) / . , + i i l £ U 

'14 c(l'2-=^) - / , , 
(7.35) 

where Uj are the elements of matrix L (see (7.27)). The superscript (1.2.3) in X refers to the 
three eigenvectors corresponding to three eigenvalues c'^-^''''. Substituting / u , /51, /54 and 5̂5 
into (7.35) we get 

l ' i - 2 - ^ )= 1,0,0, 
„{i.2.:i) 2H2U-2)^+p0c( i '2-3) 

(7.36) 
fc,0O ' dim0"//2(,(i.2,3) _ 2Kn .̂2 + 2(^0 - V^)H^ I ' 

It is clear from the above expression that for real eigenvalue uA -̂̂ -̂ ) (4"'-element of X'"'^'^*) is 

http://spanwi.se
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purely imaginary and T"''--^- '̂ (5"'-element of JV'^'^-'^') is real. 
After some algebra, it can be easily verified that the eigenvector (7.35) is same as 

/ ,(1,2,3) , , I (U4-c"'''^')c<''^'^' \ 
xa.2,3)= 1^0,0, V ^ , - ^ l i ^ - ^ (7.37) 

I '14 t45 / 

which can be further simplified by substituting /14, /41, I44 and I45 from (7.27): 

Again it can be noted from above equation that for the real eigenvalue w^^''^'^^ is purely imaginary 
and r(i'2,3) is real. 

7.5 .4 A n a l y t i c a l E i g e n v e c t o r s for A d j o i n t O p e r a t o r 

It is known from the definition of the adjoint that the eigenvalues of the adjoint problem (7.28) 
are complex conjugate of the eigenvalues of the linear problem (7.26), although the eigenfunctions 
are different. Recall that the adjoint operator L^ is defined as 

Lt = L" (7.39) 

where superscript H denotes the conjugate transpose. In a similar fashion, as we discussed in 
§7.5.3, we can classify the eigenvalues of adjoint problem and related eigenvectors. Following 
§7.5.3, the adjoint eigenvalues are: (t) a double real eigenvalue, {ii) a real eigenvalue, and [Hi) a 
complex conjugate pair. The adjoint eigenfunction for the double eigenvalue is (0,0,1,0,0) and 
for other three eigenvalues are: 

;^t(l,2,3) ^ (;5^-e(i.2.3)) 
i i i l i i (7.. _ /;(!,2,3)1 
_;;( l .2 .3)1 ^'44 C^ ' ; t45 

/ '" '" '^ ' r ( i 23 ) r J ' C -̂'iO) 

It can be observed that «!)t(i.2.3) ( p t element of Xt*^'^'^)) and Ttt'-^.s) (^th element of X^'-^'^'^l) 
are purely imaginary for the real eigenvalue. Another form of adjoint eigenfunction can be written 
as 

( / • . , 'r^i'Uf. ~ \ 

^(1,2,3) ' U ' " ' l ' ( g ( l , 2 , 3 ) _ [ 3 ^ ) J - (7.41) 
At this point, we know the analytical forms of eigenfunctions of the linear (7.26) and the adjoint 
(7.28) problems. Subsequently we can evaluate the inner product of linear eigenfunction with its 
adjoint, which will be used in later sections for calculating the solvability condition, as 

(Xt(i.2,3)^;e(i-2,3)) = 5 :con j (Xt ( i ' 2 '3 ) )X( i ' 2 -3 )=^ t+ j„ [ i ; i l+ f t7^ [ i ; i ] >| 

= 1 r u^u. (, „(i.2.3u1 , c"-̂ .3) ''"('''+^Kr^) \ 
;,, [(,,,_,(l.2,3)) 1(44 C )J + - J T ^ + ê('.̂ -3)_;̂ )̂2 J 

(7-42) 
Note that (X^^'^.s) ;(^(i,2,3)j js p^^gly imaginary. While the bi-orthogonality condition (see 
§3.3.5) for the eigenvalues c^^'^'^' is 

^^^1,2,3)^^0,2,3)^^^^^^ where (5ij is the Kronecker delta, (7.43) 
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for the double eigenvahie this condition is {X\ X) = 0 which imphes that the linear and adjoint 
eigenvectors are orthogonal to each other. 

7.6 Weakly Nonlinear Analysis for Pure Spanwise Flow 

In chapter 5 we have studied the weakly nonlinear stability of the streamwise independent 2D-
granular Couette flow, which leads to gradient banding, using analytical solutions of weakly 
nonlinear equations in terms of sine and cosine waves. The pure spanwise granular Couette flow, 
which leads to vorticity banding, differs from the streamwise independent 2D-granular Couette 
flow in the following manner. 

• The streamwise independent 2D-granular Couette flow (i.e. kj: = 0 , •§-(•) "^ 0 and k^ = 0) 
depends only on the gradient (-1/2 < y < 1/2) direction and thus the instability due to 
streamwise independent 2D-perturbations leads to bands of high and low shear rates in the 
gradient direction. Such instabilities are, thus, called gradient or shear banding instabilities. 
The gradient direction y is wall bounded and hence the solution has to be found by satisfying 
the boundary conditions. Apart from the analytical solution of the above problem we can 
also find the numerical solution as well. The comparison between analytical and numerical 
solutions has been detailed in chapter 5. 

• Likewise, the pure spanwise granular Couette flow (i.e. k^ = 0, •§;:{•) = 0 and k^ ^ 0) 
depends only on the spanwise or vorticity (z) direction (—oo < z < oo) and thus the 
instability due to pure spanwise perturbations leads to bands of high and low shear stresses 
in the vorticity direction. Such instabilities are, thus, called vorticity banding instabilities. 
In this case we have exact expressions of the eigenvalues and eigenvectors of linear and its 
adjoint problem as explained in the previous section. With the help of these analytical 
solutions of eigenfunctions we can simplify all the weakly nonlinear equations. Moreover 
we can give a general solution of these equations at any order of amplitude. In this case we 
do not require any numerical method as the full weakly nonlinear problem is analytically 
solvable. 

The analytical weakly nonlinear analysis for the pure spanwise granular Couette flow is given 
below. The form of disturbance equations for pure spanwise flow is given by 

(^^-c\x{t,z)=M = M2+M3+Mi+M5 (7.44) 

where Afj = (A/" ,A/" ,A/"- ,7V- ',7V- )^'' is j * ' ' order nonlinear term where the superscripts 
(1) to (5) denote the continuity, x, y, z-momentum and energy equations, respectively. The 
explicit expressions for A/} for jf = 1 to 5 are given in Appendix 7C. 

7.6.1 0{A): Fundamental Mode 

Substituting fe = n = 1 into (7.22) we get back the linear problem (7.26) with Lu = c '" ' -Li where 
Li = L (see Eqn. (7.27)). The analytical expressions for the eigenvalues and the corresponding 
eigenfunctions (linear and adjoint) (Eqns (7.35)-(7.41)) are given in §7.5. The eigenfunction of 
the linear problem corresponding to the least-stable eigenvalue is the fundamental mode which 
generates its harmonics when the disturbance has finite amplitude. The fundamental mode is 
normalized such that 
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7.6.2 0 (^2 ) : Second Harmonic 

Substituting k = n = 2 into (7.22), we get the equation for second harmonic 
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(7.46) 

where L22 = 2r( '"l - L2 is a linear operator with L2 = L{k^ -^ 2k^) (cf. Eqn. (7.27)) and 
G22 = (G22,0,0, GI2, G22)''̂ '̂  is the vector form of nonlinear terms as defined below: 

G22 

G22 

G22 

-2ik^ 

= - ^ [iA;,/(u.|i^il)2 +c« 'V"^ ' '«i ' ' ' ' ' ' ] 

"^ W[ifc.(p°.,(0"^")'+p'lr(Tl^^'I)' + 24^0l'^^lrli^il) 

+ 

(^^^^(0'^^'')' + '2^UT^'''^f + Vlr'i>^'''W^'^) 

> . 

Note that G22 is known since we know the analytical expression of fundamental mode [(7.35) 
or (7.37)]. The second and third equations of the system (7.46) which correspond to x- and y-
momentum equations are decoupled from the other three equations. Hence we can reduce (7.46) 
to a system of order three by removing second and third rows and the corresponding columns, 
and a system of order two corresponding to the removed rows and columns. 

Let us write this reduced system of order two as 

0.(0) , M fe2z 
^ //20O 

„12;21 + „[2;21 ^ 0 j ^ „ j 2c' 
Of.2 -U) /J fcj 

//20O 
l-l^i^l = 0, (7.47) 

which yields tjl '̂̂ ) = f'•̂ '•̂ ' = 0. Similarly, the system of order three, which consists of continuity, 
2-momentum and energy balance equations, can be written as 

ik2zPl 
IPdfi' 

,[2;21 ,(0) 

-2(^S-Pg) |2;2| , 2ife2.P° 
3<pO 300 

2c' 

,12:21 

feL(V + >'")1 ,12;2| , 'fe2zP^ |2;21 _ ^ 4 

2r('" + 
2K"k^^ 2 ( ^ 4 - 2?° ) 

3H20O 300 
T12^21 = G^ , 

(7.48) 

The matrix equivalent of (7.48) is 

A22V'' ' = B22, or I L22 L22 L25 
L22 L22 0 

'22 -^22 -^22 
51 T 54 T 55 
22 1^22 •'-'22 

(7.49) 

where L22 is the y *'' element of matrix L22- The solution of Eqn. (7.49) can be obtained by using 
the Cramer's rule of basic algebra: 

y|2;2l ^ ( |̂2;21 ^ ,„,|2.2l yl2;2|) ^ det(A^22)/det(A22), (7.50) 

where A22 is the matrix formed by replacing the j '-column of A22 by the column vector B22. 
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7.6.3 0 (^2 ) : Mean Flow Distortion 

Substituting fc = 0 and n = 2 into (7.22). wc arrive at the mean flow distortion equation 

Lo2^l»^'l = N2{X\''-'IX\'--'^) + 7V2(Xli^^l, A'l'^'l) = Go2 (7.51) 

where L()2 = 2 0 ' ° ' ! - Lo is a linear operator with LQ = L(k:, = 0) and Gi)2 = (0 ,0 ,0 ,0 . GQJ) '^ ' 
denotes the nonhncar term where GQ2 '•'' given by 

+2^2(2^" + A"W^iUli^'l - {V%{<t>^'--'^f + 7?O^(TII^'1)-' + 2po,r0l'^ilrl'^'l)] . (7.52) 

Note that GQJ is always real which verifies that the distortion of mean flow Xl"-'^' is a real 
harmonic. The solution of the above system (7.51) yields mean flow distortion: 

0 l M = u[0;2| = ,(0̂ 21 = „,|0;2l ^ 0 and T^^--^\ = ^ j ^ , ^„^^ (7.53) 

[2a(0) _ fc^] 

where G^j '^ given by (7.52). Note from (7.53) that r'^'^i is independent of Couctte gap. 

7.6.4 0{A^): First Landau Coefficient 

At this point wc know all the analytical solutions up-to second order in amplitude, i.e., the 
fundamental mode (Xl'-^'). second harmonic (Jf'^-^l) and distortion to mean flow (X'°-^l). Now 
substituting A; = 1 and n = 3 into (7.22), we obtain the following equation for the distortion to 
fundamental: 

+ N2iX^^--^\X^'--'^) + N;{Xi'--'lX^'-''KX^'-''^) 

+ iV3(X[i^'l,Xl'^'l,Xli^il) + N,,(Xl'^'l,Xl^' '!,Xti^il) 

(7.54) 

where L13 = (3a<"* +?))^">)I-L| is a linear operator with Li = L (see (7.27)). When the absolute 
value of growth rate |a^"'| = 0 or small, the linear operator L13 = L u and hence the first Landau 
coefficient r'^' can be obtained from the solvability condition of (7.54) (see chapter 3). The 
problem of purely spanwise flow is a special problem because the flow is independent of gradient 
direction [y) and this simplifies the solvability condition (cf. (7.23)) to a ratio of algebraic terms: 

where A"* = [4^ ,u\v\w'^ ,T^) is the adjoint eigenfunction. The condition for vanishing first 
Landau coefficient can be written as 

(^tG};, + ii^'Gl,^ + v'^Gl, + «'tG,'a + f^G\:, = 0. (7.56) 

We know that the x and y velocity components of the fundamental and its adjoint eigenfunction 
are zeros, i.e. u'^'^' = yl '̂̂ l = 0 and u^ = v"^ = Q and furthermore 0l^-'l = w'^ = I which simplify 
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(7.55) to 

<^t</,|i;il+u;tu;|i;il+f'tTl'^il 0 t + u ; l i ; i ] + f t r I i ; i l 

and the locus of zeros of the first Landau coefficient (7.56) can be written as (j>^G\^ + w^Gj-^ + 
T'^Gi3 = 0. It has been verified that for the real eigenvalue Gjs and G\^ are real and Gj^ is purely 
imaginary and hence c'^' is always real for the real eigenvalue. Recall that for real eigenvalue (i) 
T I ' ' ' 1 is real and (ii) (p\ T^ and wjl̂ -'l are purely imaginary. 

D i s t o r t i o n of F u n d a m e n t a l 

Substituting c* '̂ from (7.57) into (7.54), we get an inhomogeneous system. The x- and y-
momentum equations, which correspond to the second and third rows of (7.54) are decoupled 
from other three equations, give it'''^' = t)('-^J = 0. The reduced system of order three can be 
written as 

_c(2)0|i;il + Gl3 \ 
A i 3 r l ' ^ ^ ) = B i 3 , or ( L t l Lfl Lf, | ( uM''^^ | = ( - c t ^ W i ; ' ! + Gfa • (7.58) 

11 

41 
'13 
bl 
'13 

I 14 
T 44 
^13 
T 54 
^13 

0 
T 4 5 
^13 
T 55 
^13 _c(2)r[i:ii + G?. 13 

The solution of (7.58) is 

y[l;31 ^ (^[1;3]^^11;31 ;̂̂ [1;31) ^ dct(A^i3)/det(Ai3) (7.59) 

where Ajg is the matrix formed by replacing the j" ' -column of A13 by the column vector B13. 

7.6.5 General Solution of Weakly Nonlinear Equations 

So far we have looked at analytical solutions of second harmonic, distortion to mean flow and 
distortion to fvmdamental at cubic order along with the first Landau coefficient. Wc can generalize 
these solutions at any arbitrary order in amplitude which lead to a general analytical solution of 
weakly nonlinear theory (see (7.22)). 

Depending on the index k of Eqn (7.22), its solutions can be divided into two parts (i) fc 7̂  0 
and (ii) A; = 0. For fc / 0, we have MI^'"' = ul* '̂"! = 0 because x- and y-momentum equations 
are decoupled from the other three balance equations. We can represent the remaining equations 
(continuity, 2-momentum and energy equations) in the following matrix form, 

A , „ r [ ' ^ - 1 = B , „ , or I hE L « m I I u-l'^-l 1 = - c l " - i l « ; I W l 4 i + / / L • 

T 11 
T41 
'-'ki, 
T51 
^kn 

T 14 

r 44 
^kn 
T 54 
^kn 

0 
T 45 
^kn 
T 55 
^k7t -cl"- ' lTli^H4i + /^e fcl + "kn 

(7.60) 
The solution of above system (7.60) can be written as 

ylfc;nl ^ (^|fc;n] _ ^H:;nl ^ ^lfc;nl) = d e t ( A - ^ „ ) / d e t ( A t „ ) ( 7 . 6 1 ) 

where Aj.^^ is the matrix formed by replacing the j" ' -column of A^n by the column vector Bfc„. 
For A; = 1 the inhomogeneous term Bfc„ involves Landau coefficient c!"~'l which is given by 

.„ _ cP^Gl,+w^GU+f^Gl 
(7.62) 

0t</,[ i ; i |+u;tu,[ i ; i l+l ' tT!i ; i | 

Similarly, for the case of fc = 0, wo get the mean flow distortion equation which has the following 
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solution: 

7.6.6 0 ( ^ " ) : Higher Order Harmonics for n = 3,4, 5 

Let us now turn to the explicit solutions of some of the higher order harmonics which are required 
for the calculation of second Landau coefficient. The product of three fundamental modes gives a 
third harmonic of fundamental which can be determined by solving the following inhomogeneous 
equation 

where L33 = Sc'"*! — L3 is a linear operator with L3 = L(kz —> 3kz). 
At quartic order OiA^), we have harmonics Xl"'"*' and X'^''*! which represent the mean flow 

distortion and a correction to the second harmonic at order four, respectively. The governing 
equations for X'O''*! and JSTÎ -'*! are 

U4X^^''\ = -2c(2)xl2^2i ^ G24 (7.66) 

where L04 = 4a<°)l - L,, and L24 = (4a'°> + 1ib^^^)\ - L2 with L2 = L(A-, -+ Ik^). The second 
Landau coefficient can be obtained at quintic order in amplitude. The equation related to second 
Landau coefficient can be written as 

Li5^!i^''l = - cWxl ' ^ i l + Gi5. (7.67) 

where the second Landau coefficient can be found from the solvability condition as 

.(4) 
0tGl5 + StG?^ + ~x,^G\., + w^G\r, + r t G f s 

(7.68) 
0t0|l;ll + wtwll;!) + {)ti;[lill 4. ii;tu,[l;l) + T^T^^-^\ 

which can be further simplified to 

,(4) ^ 0tGi^ + «)tG4^ + t t G f , 

<At0li:il + u , tu , [ i ; i l+f t r [ i : i l ^ • ' 

because u^ = v^ = MI^-^I = «' '• ' ' = 0. The solutions of (7.64), (7.65), (7.66) and (7.67) can be 
obtained by using the general method of solution as given in §7.6.5 for a particular value of k and 
n depending on harmonics. The explicit forms of G04. G24 and G15 are given in Appendix 7D. 

7.7 Numerical Results and Discussion 

7.7.1 Critical Parameters for Vorticity Banding: Linear Stabil

ity 
Recall from §7.5.1 that the form of the quintic dispersion relation for the vorticity banding (cf. 
Eqn. (7.29)) is 
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where a,'s are functions of the base state density (4P) and temperature (T°), the Couette gap 
( / / ) , the restitution coefficient (e) and the spanwise wavenumber (fcj). 

Out of five eigenvalues, there arc two real eigenvalues which are always negative and hence 
stable, a complex conjugate pair representing propagating modes and one real eigenvalue. Two 
propagating modes can join together to become stationary modes (Gayen & Alam 2006) below a 
threshold density ((/>3j), leading to the onset of pure spanwise instability. This real eigenmode is 
referred to as vorticity-banding mode (Alam et al. 2005; Gayen k Alam 2006) because this leads 
to banding of particles in the vorticity direction which segregates the uniform shear flow into 
alternate layers of dense and dilute regions of high and low shear-stresses, respectively, along the 
vorticity direction. In this chapter, we arc focusing on this vorticity-banding mode. 

Since the vorticity banding instability corresponds to a real eigenvalue, the locus of the neutral 
stability curve (a*"^ = Cr = 0) is given by OQ = 0 [viz. (7.29)]. The zero growth rate contour 
a(o) = 0 (i.e. neutral stability curve) for the vorticity-ba2idi72g is shown in figure 7.10 by a thick 
solid line (red and green); the flow is unstable (a*"' > 0) inside the neutral stability contour and 
stable (a*°* < 0) outside. It is seen that there is a minimum/critical value of the normahzed 
spanwise wavenumber fc* = kz/H, 

kl = fc!(/, e; a<") = 0) = 7*^7*7, (7.70) 

depending on (ffl, e and H, below which the uniform shear flow is unstable according to linear 
theory. On the other hand, for a given kt, there is a pair of critical densities, 

(<^c,,'/'..) = (</'c,,</'c.J(//,e;a<°'=0), (7.71) 

between which the uniform shear flow is unstable. 

Although this pair of critical densities depends on fc* and e, there is a global maximum density, 
defined as 

0," = max 0 " ( a ' ° ' = 0) = (Â d V fej, (7.72) 

above which the uniform shear flow is always stable to vorticity banding instability, irrespective 
of the value of fc* and e. For our Navier-Stokes's level constitutive model, this global critical 
density is 0" = 0!]^ ~ 0.1. Similarly, a global maximum scaled spanwise wavenumber can be 
defined as 

fc^', = m a x f c : ( a ' ° ) = 0 ) V 0°, (7.73) 

above which the flow is always stable. 

In the following sections, we investigate the possibihty of subcritical and supercritical bifur
cations from the uniform shear base flow around the linear vorticity-banding instability. 

7.7.2 Equilibrium Amplitude and the Nature of Bifurcation 

Let us flrst discuss about the nature of the equilibrium solutions that would bifurcate from 
the uniform shear flow due to vorticity banding instability as discussed in §7.7.1. Similar to 
shearbanding instability of granular plane Couette flow as discussed in chapters 4 and 5, the 
bifurcation is pitchfork (stationary) and hence the Landau coefficients are real. (It may be noted 
that there could be Hopf/oscillatory bifurcations in the stable subcritical regime as discussed in 
§7.7.5.) The equilibrium solutions {dA/dt = 0) which give information about the flnite amplitude 
state of bifurcated nonlinear patterns are explained below. 

Let us rewrite the Landau equation (7.24) up-to quintic order as 

~ = a ( ° M + a (2 )y l3+a(^U ' \ (7.74) 
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where a'°' is the growth rate, and a'^' and â ^̂  are the first and second Landau coefficients, 
respectively. Note that the vorticity banding mode is real and the bifurcation is stationary and 
hence (7.25) is identically satisfied. 

In the present work, we have calculated two Landau coefficients which is in contrast to our 
previous work (Shukla & Alam 2009, 2011) where only the first Landau coefficient was calculated. 
The present analysis diff'ers from the previous analysis only in terms of second Landau coefficient 
which uses nonlinear disturbance equations which are correct up-to quintic order. We shall discuss 
this again in §7.7.8. 

The equilibrium amplitude (or, fixed point') A = Ae is given by dA/dt = 0 which can be 
determined by solving 

a(°Ue + a(2)>l^ + aWylf = 0. (7.75) 

At cubic order, we have two nontrivial finite amplitude solutions (cf. §5.5.2) 

A. = M h ^ (7.76) 

and a trivial solution corresponding to the uniform base state. The bifurcation is subcritical if 
a'^' > 0 and a*°) < 0, and supercritical if a^'^'> < 0 and a^"' > 0, which has been explained in 
§5.5.2. At quintic order, we have four non-trivial finite ampfitude solutions 

A^ = ± ^ _ L _ ( - a ( 2 ) ± v^), where d = {a^^^f - 4a^^^a^°l (7.77) 

The stability of these solutions (7.77) can be determined from the linear stability analysis of 
(7.74) around these steady solutions. 

In fact, the sign of the first Landau coefficient decides the bifurcation type, subcritical or 
supercritical, and the second Landau coefficient limits the range of these bifurcations. For the 
case of subcritical bifurcations, the cubic Landau equation does not provide any stable finite 
amplitude solution. In order to get stable finite amplitude solutions we need to consider higher 
order Landau coefficients. 

7.7.3 Phase Diagram for Nonlinear Vorticity-banding Instability 

As described in §7.6.4 and §7.6.6, the conditions for vanishing first and second Landau coefficients 
are 

0+G}3 + wtGt;, + t+G?3 = 0 and ^^G\,+w^Gi, + f^GU = 0, (7.78) 

respectively, which we have plotted in figure 7.10. The zero contours of the first Landau coefficient, 
c(2) = o<2) = 0 (blue line), and the second Landau coefficient, ĉ *̂  = â *) = 0 (black line), in 
the (0°,fc;) plane are superimposed over the neutral stability contour (a'") = 0, red and green 
line) in figure 7.10. The restitution coefficient is set to e = 0.8. In figure 7.10, the red and green 
solid lines represent the neutral stability contour (a*"' = 0) inside which the uniform shear flow is 
linearly unstable and stable elsewhere in the (0", A:*)-plane (cf. figures 7.9(a)-7.9(6)). The regions 
of positive and negative a'"*, a'^' and a<"** are marked in this figure. The zero contour of the first 
Landau coefficient (blue line) crosses the neutral stability contour at ^̂ o = 0'̂  ~ 0.085001. The 
parts of neutral stability contour which lie below and above 4>'^ are shown by red and green lines, 
respectively. 

Depending on the bifurcation type, the density range can be divided into two parts: (i) 
supercritical for 0" < 0"* and (n) subcritical for 0° > 0"*, as depicted in figure 7.10. The 

'For a general vector field x = f{x), the fixed point x* can be obtained by solving f(x') = 0. 

C 
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Figure 7.10: Phase diagram for the vorticity banding instability \dldy(.) = 0, d/dx(.) = 0 and k^ ^ 0] 
in (A:*,/)-plane where k; = kJH. Contours of a'"^ = 0 (red and green line), a'̂ > = 0 (blue line) and 
.W = 0 (black line) are shown. 

uniform shear flow for the parameter values inside the neutral stability curve, corresponding to 
the regions between red and blue lines, is supercritically stable [a*"' > 0 and a^^) < 0], as shown 
in figure 7.10. The rest of the neutral stability curve, shown by green line, is subcritically unstable 
because a'^) > 0 within this region. The black line in figure 7.10 represents the zero contour of 
the second Landau coefficient which is positive inside the contour. There are various parameters 
in (0°, A:*)-plane for which a'^) and o<̂ ^ are zeros which is a consequence of (7.78) being satisfied 
there, as shown in the upper left portion (left part of red line) of figure 7.10. The extended phase 
diagram, showing zeros of growth rate and first Landau coefficient, is discussed later in §7.7.9. 

The vorticity banding mode is real for ^" < 0°^ (see §7.7.1) which leads to pitchfork bi
furcations. It has been verified that the first and second Landau coefficients are also real for 
<tP < 41°^ (which have been derived analytically in §7.6.4 and §7.6.5), therefore the non-linearity 
does not change the character of the stationary bifurcation which is similar to the previous work 
on shear-banding instability (Shukla & Alam 2009, 2011) of granular plane Couette flow. There 
are "oscillatory" finite amplitude solutions for (/)° > 4>°. which will be discussed in §7 7 5 and 
§7.7.10. 

The sign of the first Landau coefficient changes from negative to positive if we trace the 
neutral stability curve from the lower branch with lower density (red line) to the upper branch 
with higher density (green line). The point where a'-°^ and a^^) are simultaneously zero is known 
as a degenerate point (Fujimura & Kelly 1997). In figure 7.10, a point at the intersection of 
red, green and blue lines is a degenerate point, marked by the blue circle, which occurs at 
(<!>'', k*/) « (0.085001,0.121027) on the neutral stability curve. 

In §7.7.4, we discuss the underlying bifurcations of the uniform shear flow at the onset of 
hnear vorticity banding instability. We focus mainly on cubic amplitude solutions in §7.7.4 and 
the higher order bifurcation diagrams are shown in §7.7.5. 
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7.7.4 Switchover from Supercritical to Subcritical Bifurcation 

The possible switchover from supercritical to subcritical and vice versa, using cubic Landau 
equation. n(>ar the onset of instability is shown in figures 7.11(rt) and 7.11(6). 
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Figure 7.11: Variation of equilibrium amplitude, (a) with scaled density, Acji, in which the quantities 
in bracket denote {kl,<t>c)\ (b) with scaled spanwise wavenuniber Afc* in which the quantities in bracket 
denote ((ji". fc!,,), for lines (1) to (8). The restitution coefficient is set to e = 0.8. 

Figure 7.11(a) shows a series of bifurcation diagrams in the (/I,,, A0)-plane for five values of 
the spanwi.se wavenumber, A;* = 0.05, 0.06, 0.08, 0,1 and 0.12, just above the critical density 
for the onset of linear vorticity banding instability. The restitution coefficient is set to e = 0.8 
as in figure 7,10, The subcritical and supercritical bifurcations arc shown by dashed and solid 
lines, respectively. The regions of subcritical and supercritical bifurcations are separated by a 
double headed arrow. In figure 7.11(a), the negative and positive horizontal axes are scaled 
with critical densities 0,-^ and 0^2 (see Eqn, (7.71)), respectively, so that the negative and the 
positive A(/)-axes represent the stable and unstable uniform shear flow due to vorticity banding 
iustabihty, respectively. In figure 7,11(a), the bracket represents: {i) (/i:*,(^(,J for A(?) > 0 where 
A ^ = (jp — 4>c^ (supercritical), and [ii) [k^.tj),..^) for A 0 < 0 where A 0 = cf)^,^ - 0° (subcritical). 
From figure 7.10, the onset of supercritical and subcritical bifurcations are represented by the red 
and green lines, respectively. Consequently, the bifurcation diagrams as shown in figure 7,11 (a) 
for A0 < 0 and A</) > 0, correspond to the onset of the linear instability shown by red and green 
fines, respectively. 

Similar to figure 7.11(a), the bifurcation diagrams for eight values of the mean density 
0" = 0.02, 0,05, 0.07, 0.083, 0,087, 0.09, 0.095 and 0.099 in the (vie, Afc*)-plane for e = 0.8 
arc shown in figure 7.11(6). In figure 7.11(6), the horizontal axis is scaled with the critical span-
wise wavenuniber fc*^, (see Eqn. (7.70)). i.e. Afc* = A:',. - A-*. It is clear that the bifurcation is 
not subcritical immediately, rather we have a band of mean densities, 0" e (0,083,0.087), over 
which the bifurcation is supercritical which changes to subcritical for larger densities 0" > 0.087. 
The supercritical bifurcation gives a stable finite amplitude solution (solid lines in figures 7.11(a) 
and 7.11(6)). and the subcritical bifurcation gives a threshold amplitude for the finite amplitude 
vorticity banding (nonlinear) instability, below which the flow is stable and above which it is 
unstable (shown by dashed fines in figures 7.11(o) and 7.11(6)). 

In this section, we have discussed bifurcation diagrams just ay)ove the onset of instability in 

http://spanwi.se


7.7 Nvnnerical Results and Discussion 187 

{Ae,A4>) and (4,., AA-*)-plane.s, using the cubic Landau equation. While the cubic theory gives 
the stable equilibrium solution for the supercritical case, it does not give any stable equilibrium 
solution for the subcritical bifurcation. Therefore, we need to know higher order Landau coeffi
cients in order to get stable equilibrium solutions. The bifurcation diagrams which include quintic 
term of Landau equation (7.74) are discussed in the next section. 

7.7.5 Bifurcation Diagrams using Quintic Landau Equation 

Supercritical Bifurcation: 0̂^ < 0'' 

The bifurcation diagrams in (Ae,A(p = (p" 
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Figure 7.12: The supercritical bifurcation diagram in (^e,0° - 0c) plane for (a) fc* = 0.05 and (6) 
fcj =0.1. The cubic and quintic solutions are marked in each figure. The solid and dashed lines above 
and below zero line denotes the stable and the unstable equilibrium solutions. 

bers k\ = 0.05 and 0.1, using cubic and quintic Landau theory, are shown in figures 7.12(a) 
and 7.12(b). In these figures, the abscissas have been scaled by the critical density (pc = (pc^, 
with (̂ c, being the critical density (see §7.7.1) above which the flow is linearly unstable due to 
vorticity-banding instability. The cubic and quintic order equilibrium solutions are calculated 
from (7.76) and (7.77), respectively. While the solid and dashed zero lines represent the stable 
and unstable base flow, respectively, the non-zero solid and dashed lines denote the stable and 
unstable equilibrium solutions, respectively. The cubic bifurcation diagrams for fc* = 0.05 and 
0.1 have already been shown in figure 7.11(a). For small values of Acp = (p° - 0^ or just above the 
onset of vorticity banding instability, the amplitudes from cubic and quintic Landau theory are 
exactly same, but they deviate from each other beyond moderate values of A<p. This deviation 
in the amplitude is because of the quintic nonlinear term which plays an important role when 
the parameters are slightly away from critical conditions. It is clear from this figure that the 
absolute value of quintic equilibrium amplitude is smaller than the cubic amplitude. For the 
case of supercritical bifurcations, the quintic theory gives more accurate stable amplitudes for the 
parameters which are away from the critical condition. In any case, the cubic theory is able to 
predict the correct picture of primary bifurcation near the onset of instability. 

Subcritical Bifurcation: > 
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Figure 7.13: The subcritical bifurcation diagram in the {Ae,<l)c - 0°)-plane for (a) fc* = 0.05 and (b) 
fc* = 0.1. The cubic and quintic sohitions are marked in each figure. The solid and dashed lines above 
and below zero line denotes the stable and the unstable equilibrium solutions. 

Similarly for the subcritical case {(p° > (p'^) the bifurcation diagrams for A;* = 0.05 and 0.1 are 
shown in figures 7.13(«) and 7.13(6) in the {Ae, (/>c -</;>")-plane. All the four quintic order non-zero 
equilibrium sohitions, (7.77), and two cubic order non-zero sohitions. (7.76), are shown in these 
figures. Here the abscissas are scaled with (f>c^, a critical density below which the uniform shear 
flow is unstable due to vorticity-banding instability. 

Figures 7.13(a)-(b) show two backward bending branches of unstable equilibrium solutions 
which bifurcate from the origin (from the uniform shear flow, A,. = 0) when A 0 = 0. While 
the two cubic unstable branches (dashed lines) spread along the negative A0-axis, the quintic 
branches turn around, towards positive Ac(>-axis, and become stable at sonic Acji = A(/)s where 
A<ps < 0. The followings are a few notable comments about this subcritical/inverted/backward 
bifurcation scenario (Strogatz 1994): 

• In the range Acpg < A 0 < 0, two qualitatively different stable states coexist, namely the 
origin and the large-amplitude equilibrium solutions. The initial condition AQ determines 
which equilibrium solution is approached as f -> oo. The origin is stable to small perturba
tions but unstable to large ones, i.e. the origin is locally stable but globally unstable. 

• The existence of different stable states allows for the possibihty of jumps and hysteresis 
(associated with "memory" of the system) as A4> is varied. For an illustration we arc again 
showing the quintic diagram of figure 7.13(b) in figure 7.14. If we start from the stable 
uniform shear state and then slowly increase the parameter A 0 (indicated by an arrow 
along the A0-axis), the flow remains stable until Acp = 0, or, <p" = (pc^, at which the 
flow loses stability. A slight change in the initial condition will cause the uniform shear 
state to jump to one of the large-amplitude branches. If we further increases A(/), the flow 
remain stable with some amplitude. If A(/> is decreased, the state remains stable (on the 
large amplitude branch) even when A<p is decreased below zero. We have to lower A 0 even 
further (below A0,,) to get the state to jump back to origin, i.e. to get back stable uniform 
shear flow. This lack of reversibility as a parameter is varied is called hysteresis. 
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x 1 0 

Figure 7.14: Same as figure 7.13(b) but only showing quintic bifurcation solutions. 

• The bifurcation at A0,, is a saddle node bifurcation (limit point) at which the stable and 
unstable solutions are simultaneously born as A 0 is increased. 

• The "subcritical" pitchfork (inverted or backward) bifurcation is related to discontinuous 
or first-order phase transitions, and the "supercritical" pitchfork bifurcation is related to 
continuous or second-order phase transition. 

From figures 7.13(a) and 7.13(b), we can conclude that the calculation of second Landau coefficient 
is necessary for subcritical bifurcations because it provides the corresponding stable equilibrium 
solutions. Similar situations have been studied by Morozov & van Saarloos (2005) for the plane 
Couette flow of viscoelastic fluids. 

Supercritical Bifurcation for Di lute Flows: Cubic and Quintic Theory 

Next we show two more examples of supercritical bifurcation in the (Ag,k*^ — fc*)-plane. 
Figures 7.15(a) and 7.15(6) show the supercritical bifurcation diagrams for two values of mean 
density <^ = 0.01 and 0.05 in the {A^., (k\^ — /c*))-plane, with k\^ being the critical wavenumber 
below which the flow is linearly unstable. The qualitative features of these bifurcation diagrams 
are same as those in flgures 7.12(a) and 7.12(6). The quintic solutions give better approximation 
of equilibrium amplitudes, for away from critical points. 

Subcritical R e g i m e (0" > (^"): Hopf Bifurcation 

In this section we show the behavior of the flow in the subcritical regime 0" > 0" which is 
associated with Hopf bifurcation since the least-stable mode is a propagating mode at 0*̂  > 0" ~ 
0.1. 

The variations of a'"' (main panel) and U^^ (inset) for 0" = 0.15 and e = 0.8 with fc* are 
shown in figure 7.16(a). It is seen in figure 7.16(a) that aS^^ is negative and 6^"' is non-zero 
which lead to Hopf (oscillatory) bifurcation. The corresponding a*^\ figure 7.16(6), is positive 
throughout the range fc* e [0.12,0.15] and, a*'*, figure 7.16(c), varies from negative to positive. 
There is a kink at A;! « 0.1339 in figure 7.16(c-) where o'^^ (main panel) and 6<̂ ) (inset) diverge, 
and change their signs thereafter. From figure 7.16(c), o'^' < 0 for fc* € [0.12. 0.1339) and a'"*' > 0 



190 Chapter 7. 

0.5 

-0.5 

-1 

(ti°=0.01 

k =0.35 

(a) 

T 
i 

cub ic^^^ '^ 

quintic 

T T 
i i 

-5 0 

0.5 

-0.5 

. 5 . 10 15 
k - k . „ - 3 

zc z X 10 

(ti''=0.05 

k' =0.1414 
zc 

(b) 
02 0 

cubic 

^T 
i 

. 

^ quintic 

T T 
i i 

.0.02 O.C 
k -k 
zc z 

Figure 7.15: Bifurcation diagrams showing the supercritical bifurcation in {v4e,fc*c — fc*)-plane for 4> 

(a) 0.01 and (6) 0.05. 

-0.14 

.(0) 

-0.18 

-0, 

0.22 

018 

0. 

b" ' 

12 0.14 

(a) 

. 

0.4 

0.3 

^0.2 

0.1 

^ 1 2 0.13 • 0.14 
l< 

(b) 

/ -0 2 

/ 0. 12 0.13 0.14 015 

0.15 (?12 0.13 . 0.14 0.15 
k 

J4) 

80 

60 

40 
I 

20 

0 

-20 

(d) 

12 0 13 0 14 0 15 

k =0.1339 

u.b 

0.5 

0.4 

0.3 

V' 
.'i 

1 

T 
••-i 

quintrc 

T 
i 

----

(d) 
Ll2 0.13 . 0.14 

k 
z 

0.15 T).135 0.14 . 0.145 
k 

F igu re 7.16: The variations of (a) a*'" and 6'"' (inset), (b) a<^' and b* )̂ (inset), (c) a<" and 6<" (inset), 

(d) quintic amplitudes, with fc* for ^° = 0.15. 



7.7 Nimicrical Results and Discussion 191 

for /c* G [0.1339.0.15]: note from figure 7.16{&), a*̂ ) is positive for /c* G [0.12,0.15]. Therefore, 
there exists a band of wavenumbers A:* G [0.12,0.1339] between which the flow is always stable in 
quintic approximation which is in contrast to the cubic approximation which leads to subcritical 
instability in the flow. The quintic amplitude solution exists for fc* G [0.1339,0.15] as shown in 
figure 7.16(d). 

Next we show results for a fixed fc* = 0.1 over the density range 0" e [0.12,0.15] > 0". 
The variations of a'°' (main panel) and 6*"' (inset) with density are shown in figure 7.17(o). It is 
observed in figure 7.17(o) that a'°' < 0 and 6'"' ^ 0, leading to Hopf bifurcation. For this range of 
densities we show the corresponding variations of a*'̂ ) (main panel) and 6*̂ ^ (inset) in figure 7.17(6) 
and of a*'*' (main panel) and 6*"*' (inset) in figure 7.17(c). In figure 7.17(6) an arrow at (p° = 0.1337 
indicates the zero crossing of a''̂ ;̂ similarly an arrow at 0° = 0.1407 in figure 7.17(c) represents 
the zero crossing of a'^^h Depending on the sign of a'' '\ o '̂̂ ' and a*'*', the density range can 
be divided into three regions as marked in figure 7.17(d): (i) 0° = [0.12,0.1337] for a*̂ ) > 0 
and af-*) < Q^ (^a) ^o ^ [0.1337,0.1407] for a<2) < 0 and a'̂ ^ < 0, and (iii) 0° = [0.1407,0.15] 
for a'̂ ^ < 0 and a'^*^ > 0. For the first case, (i), the cubic subcritical amplitude exists but the 
higher order Landau coefficient a'-'^^ stabilizes the flow which makes the flow stable and, therefore, 
the quintic amplitude solution does not exist. In the second case, (ii), the flow is always stable 
because a*-̂ ' and a*"*' both are negative. The last case (iii) gives the quintic order subcritical 
instability because the quintic order Landau coefficient â '*' is positive and hence it destabilizes 
the flow. The cubic (dashed line) and quintic (dot-dashed line) order amplitudes are shown in 
figure 7.17(d). 
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Figure 7.17: The variations of (a) o."" and b"" (inset), (6) a'^' and 6< '̂ (inset), (c) a*"' and 6<''> (inset), 
(d) cubic (dashed line) and quintic (dot-dashed line) amplitudes, with 0" for kl = 0 . 1 . 



192 Chapter 7. 

7.7.6 Variation of Amplitude with Density 

A .similar situation arises for the supercritical case at (jp < (j)'^ and fc* = 0.14 as shown in 
figure 7.18. The corresponding variations of a'°^ (solid line) and a^'^^ (dash-dot line) are shown in 
the inset plot. In this case, a*''' changes sign from negative to positive and positive to negative 
at 0" = 0.0489 and </>" = 0.0765, respectively. The densities where a*"' = 0 are shown by arrows 
in the inset. Hence the equilibrium amplitude (supercritical pitchfork bifurcation), as shown in 
the main panel, exists for the range </)° « (0.0489,0.0765). 
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restitution coefficient is e = 0.8. 
(dash-dot line) where arrows indicate the location of a* ' = 0. The 

The variations of equilibrium amphtude in the (^e,<^")-plane, for four values of A:* = 0.05, 
0.08, 0.1 and 0.12, are shown in figure 7.19(a) for the density range 0° > </>'' where (j)'^ is the 
degenerate density which is marked by a blue circle in figure 7.10. In this region «*̂ ^ < 0 and 
a'^' changes sign from positive to negative. As shown in this figure the bifurcation is subcritical 
for all values of k^ and the threshold amplitude for the instability increases with increasing fc*. 
In all cases, the amplitude first increases till some density beyond which it decreases and finally 
attains a zero value at the density where a*^' changes its sign. The bifurcation is pitchfork for all 
values of fc* in figure 7.19(a) which is shown next. 

For kl = 0.12, corresponding to the outer most curve in figure 7.19(a), variations of a'̂ ^ (solid 
line) and 6'^' (dashed line) with densities are shown in the main panel and the corresponding a'"' 
(solid line) and 6'"' (dashed line) are shown in the inset of figure 7.19(6). It is clearly shown in 
figure 7.19(6) that 6*"' = 6*̂ ^ = 0, hence the bifurcation is stationary, i.e. pitchfork. It has been 
verified that the bifurcation is pitchfork for all wavenumbers corresponding to figure 7.19(a). 

So far we have discussed results for > (subcritical) and (supercritical) for 
various values of /c* ^ k*/. At k*/ = 0.121027 (see the blue circle in figure 7.10), the variation 
of Ae for the density range containing (Z)"* is shown in figure 7.20. Both a^"' (solid line) and 
a'^' (dot-dash line) change their signs at cj/ as shown by an arrow in the inset of figure 7.20. 
Therefore, the bifurcation type also changes from supercritical pitchfork to subcritical pitchfork 
(note that 6*°̂  = b^'^^ = 0) at (j)'' which is shown by solid and dashed lines, respectively, in the 
main panel. The degenerate point </)° = 4>'^, separating the regions of supercritical and subcritical 
bifurcation, is shown by an arrow in the main panel. 
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7.7.7 Scaling with Couet te Gap 

As discussed in §7.7.1. the neutral stability contour can be represented in terms of scaled span-wise 
wavenumbcr k* = k^/H. .see Eqn. 7.70. 
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Figure 7.21-. Stability diagram in (<3i°,fc=)-plane for H = 25. 100. 200 and 500 and the inset shows the 
scaled stability diagram in (0", A;*)-plaiie. The restitution coefficient is set to c = 0.8. 

Figure 7.21 shows the neutral stability curves for four values of Couette gap, H = 25, 100, 
200 and 500. in the (0", A:,)-plane. The flow is unstable inside each contovus and stable outside 
for each H. It is clear from this figure that the neutral stability contour in ((/)°, A:2)-plane shifts 
towards higher values of spanwise wavenumbcr, k^, with increasing / / , and hence the flow becomes 
more unstable for larger k,. This dependence of the neutral stability curve on H can be removed 
if we define a normalized wavenumbcr as 

k: = kjH. (7.79) 

Again all the neutral stability contours (for H = 25, 100, 200 and 500) are shown in the inset 
of figure 7.21 in (0", A;*)-plane. We get a single neutral stability contour which is same as shown 
in figures 7.9(&) and 7.10. Thus the dependence of the linear vorticity-banding instability on the 
Couette gap can be removed using a normalized spanwise wavenumbcr. 

The zero contours of the first Landau coefficient for H = 25, 100, 200 and 500 in (0", fc^j-plane 
are shown in figures 7,22(a), 7.22(6), 7.22(c) and 7.22((/), respectively. The zero contour of the 
first Landau coefficient in (0". A;*)-plane is shown in figure 7.22(e) where wc have superimposed all 
four figures 7.22(a)-7.22((/) in the ((/>", A-*)-plane. Note that this figure is the same as figure 7.10 
but for an extended range of density and wavenumber: 0" € (0,0.5) and k^ e (0,0.5). This 
clearly shows that the dependence of H on the first Landau coefficient can be removed with the 
scaling (7.79). Therefore, this wavenumber scaling, k* = kJH. holds for the onset of nonlinear 
instability similar to the case of neutral stability contour. 

7.7.8 Effect of Higher Order NonHnear Terms 
The nonlinear terms at fourth and fifth orders have to be considered to determine the harmonics 
of fourth and fifth orders that are subsequently used to calculate the second Landau coeflacient. 
However, the first Landau coefficient involves nonlinear terms up-to cubic order, and hence the 
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Figure 7.22: Contours of a*̂ ) = 0 in {(p", fc^)-plane for e = 0.8, (a) H = 25, (6) 100, (c) 200 and (d) 500. 
(e) Contours of a*̂ ^ = 0 in (0'',fcj)-piane. 

higher order nonlinear terms can be neglected to calculate c'^). We establish these assertions in 
the following. 

Recall that the form of nonlinear disturbance equations is 

j^ ~ C) X = Af = M2 + M3 + J^4 + • • (*) 

where Xj for j > 2 represents nonlinear terms at order j . The first and second Landau coefficients 
correct up-to cubic and quintic orders, respectively, can be written in the following functional 
forms: 

c('>=/(Ar2,Ar3) and c^^^ = f{U2 ,^3^4,^5), (7.80) 

where / denotes a function. To check the effect of quartic (fourth) and quintic (fifth) order 
nonlinear terms, we define c^'*^ as 

c W -= fW2,Mi, Mi , Afr. ), (7.81) 

where the boxed quantities, i.e., AA and M5 are neglected while calculating c* )̂. 

Now we show the variations of a^ (7.80) and a''') (7.81) with k; and 0° to demonstrate 
the effect and importance of incorporating higher nonlinear terms in (*). Figure 7.23 shows the 
variations of a*''' (circles) and a*") (j-^ars) with k: using cubic and quintic nonlinear terms for 
four values of 0" = 0.05, 0.08, 0.1 and 0.15, with the corresponding variations of the growth rate 
and the first Landau coefficient being displayed as insets in each plot. It is observed that a*'*' and 
a'"' are very different. In fact, in the supercritical regime (0" < 0'̂ ) for 0° = 0.05 and 0.08, a'*) 
and a'4) have difl̂ erent signs as shown in figures 7.23(a) and 7.23(fe). Although in the subcritical 
regime for 0" = 0.1 and 0.15, both fl*^) and a*"*) have same signs but their numerical values are 
vastly different (see figures 7.23c and 7.23rf). 

The variations of a(''> and a* '̂ with density for two values of fcj = 0.05 and 0.1 are shown 
in figures 7.24(a) and 7.24(b), respectively. Again it is observed that the cubic approximation of 
second Landau coefficient (by neglecting Af^ and Mr,) gives incorrect interpretation of underlying 
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Figure 7.24: Variation of «'"" with (p" for (a) A:* = 0.15 and (6) fe* = 0.1. Other parameters are same as 
in figure 7.23. 
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bifurcation. 
From figures 7.23-7.24, we can conclude that the second Landau coefficient at the quintic order 

cannot be determined by retaining only cubic nonlinear terms in (*). Therefore, for calculating 
the n*''-order Landau coefficient we need to consider nonlinear terms up-to n^'-order in (*), i.e., 
the correct functional form of n"'-order Landau coefficient is given by 

c'"> = /(AA2,A/3,...,A/'n). (7.82) 

Therefore n"'-order nonlinearities A/",, must be retained in (*) to correctly calculate c '" ' . 

7.7.9 Vorticity Banding as a Subcritical Instabilities 

Figure 7.25 shows regions of subcritical and supercritical bifurcations indicated by cyan and 
purple colors, respectively. The signs of a*"' and a''^' are marked in this figure. Depending on 
the sign of a'°) and a^^\ we can classify the bifurcation £is described below: 

(a) a(°) 

(6) a(°) 
> 0 and a'^' < 0, supercritical bifurcation (purple color), 

< 0 and a^'^' > 0, subcritical bifurcation (region ®-@, cyan color), 

{c) a^°^ > 0 and a'^) > 0, white region between 0 G (0, 0.1) and fc* G (0, 0.15), 

(d) a (0) < 0 and , (2) < 0. white regions for 0 > 0.1 and A;* > 0.15. 

For cases when a'"* and a* '̂ have same signs (c and d), the equilibrium solution does not exist 

0.1 0.2 0.3 0.4 0.5 

Figure 7.25: Phase diagram showing the subcritical (cyan color) and supercritical (purple color) regions. 
The amplitude from cubic LE does not exits in the white region. 

at cubic order. For the situation as given in ((/), the flow is non-linearly stable whereas for the 
regions described by (c) we need to calculate higher order Landau coefficients. The supercritical 
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solution is possible for the regions described under condition (a). The regions indicated by (i)-
(iv), which satisfy condition (b), have subcritical bifurcations. In this ca.se the cubic Landau 
equation does not give "stable" equilibrium solution and therefore we need to calculate second 
Landau coefficient to track the "staljle" equilibrium solution. In the following we show that the 
subcritical instabilities can occur via Hopf and pitchfork bifurcations. 

The bifurcation aro\md the neutral stability curve for densities (/)" < 0!j^ and fc* < /r̂ ',, (cf. 
7.73) is always pitchfork (stationary), i.e. //"* = 0 for n = 0 ,2 ,4 , . . . . However, for parameters 
far away from the neutral stability curve the bifurcation may not be pitchfork. It is verified 
that there exists subcritical Hopf bifurcation for higher densities. In the following we show the 
evidence of subcritical Hopf bifurcation for two fixed values of fc* > fc"^. 
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Figure 7.26: Variations with density (a) main panel: oP'^ (solid line) and \P'^ (dot-dashed line), lower 
inset: a*"* (solid line) and 6'"' (dot-dashed line), upper inset: cubic amplitude A,,, (b) Variations of 
quintic amplitude Ae (main panel), o'^ 
Parameters are kt = 0.2 and e = 0.8. 

(solid line in inset) and b*'' (dot-dashed line in inset) with 

Figure 7.26(a) shows the variations of a'^) (yolid line) and 6'^' (dot-dashed line) in main 
panel for fc* = 0.2 with densities corresponding to the region (in) of figure 7.25. In this range 
of densities, a'"' < 0 (solid line in inset) and a '̂̂ ' > 0 and the corresponding imaginary parts 
are non-zero. i.e. 6*"' 5̂  0 (dot-dashed line in lower inset) and 6* '̂ 7̂  0 (dot-dashed line), 
therefore there exists subcritical Hopf bifurcation. The corresponding cubic amplitude solution 
is shown in the upper inset of figure 7.26(«). In figure 7.26(6) we show the threshold quintic 
amphtude solution for the nonlinear stability and the corresponding variations of a<^' (solid line) 
and 6'"*' (dot-dashed line) are shown in its inset. While H*^' is positive for full range of densities 
(see figure 7.26a), a*"** changes sign from positive to negative at 0° w 0.23 as indicated by an 
arrow in the inset of figiire 7.26(6). It is seen in figure 7.26(6) that the amplitude is almost 
constant for 0.16 < (p° < 0.2 and then decreases rapidly which implies that the flow is more 
stable for 0.16 < 0" < 0.2 (because the threshold amplitude is larger in this region). For this 
range of densities, the cubic amplitude solution is not valid because the cubic Landau equation 
is strictly valid near the neutral stability curve and therefore the amplitude, as shown in inset 
of figure 7.26(a), is not the correct approximation of nonlinear solution. A jump in the second 
Landau coefficient at 0" « 0.23 which is shown by an arrow in the inset of figure 7.26(6) is due 
to the higher-order resonances; for such cases the single mode analysis is not valid and we need 
to consider coupled Landau equations (see chapter 10). 

Figure 7.27 is same ;is figure 7.26 but for fc* = 0.27. In this case, the quintic amplitude 

http://ca.se
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Figure 7.27: Same as figure 7.26 but for fc* = 0.27. 

solution, see figure 7.27(b), exists for 0° = (0.3,0.5) and the bifurcation is Hopf (subcritical). 
The threshold amplitude decreases with increasing densities. Similar observations can be made 
from figure 7.28 which is same as figure 7.26 but for fc* = 0.14. 
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Figu re 7.28: Same as figure 7.26 but for fc* = 0.14. 

At this point we can compare bifurcations of vorticity banding and gradient banding (cf. chap
ter 5) in granular plane Couette flow. As discussed in chapter 5 that the granular plane Couette 
flow supports all kinds of pitchfork bifurcations with increasing density from Boltzmann limit, 
which lead to banding of particles in the gradient direction, see figure 5.38. All the bifurcations iri 
the case of gradient banding are pitchfork (stationary) which is in contrast to the vorticity band
ing. Depending on the spanwise wavenurnber the bifurcations which lead to vorticity banding 
can be classified into two parts: (i) A:* < kl^ and {ii) k* > k^^ (cf. 7.73). 

For kl < k^^ (cf. 7.73), the vorticity banding occurs via pitchfork, subcritical or supercritical, 
bifurcation for the densities below some critical density, i.e. </)° < 0,., and via subcritical Hopf 
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Figure 7.29; A schematic of bifurcation scenario in pure-spanwise flow for kl < k"^ 

bifurcation for densities 0° > 4>r as shown schematically in figure 7.29. The transition from 
supercritical (purple color region of figure 7.25) to subcriticai (region (iv) of figure 7.25) occurs 
at <j)'' < (pc- see figure 7.29. For densities (̂ " > (f>c the bifurcation is Hopf bifurcation which is 
always subcriticai. An example of subcriticai Hopf bifurcation for (p° > <pc is shown in figure 7.28 
for k* = 0.14 < k^^ which belongs to the region (Hi) of figure 7.25 corresponding to fc* < kl,.. 

However, for fc* > k",. the bifurcation is always subcriticai which can be pitchfork (stationary) 
or Hopf (oscillatory). Examples of Hopf bifurcation for moderate-to-large densities for two values 
of wavenumbers fc* = 0.2 > k'^,. and k* = 0.27 > k^,. arc shown in figures 7.26 and 7.27, 
respectively, . 

For large enough wavenumbers (or smaller wavelength), there exists a range of densities in 
the dilute limit where the flow admits Hopf bifurcation as shown in figure 7.30(a)-(b) which 
verifies the existence of Hopf bifurcation in dilute flows, see region (i) of figure 7.25. However, 
for moderate densities, at large values of fc*, the flow admits pitchfork bifurcation, an example of 
which is shown in figure 7.30(c)-(rf). 

7.7.10 Finite Amplitude Solutions 

The finite amplitude disturbances in density (4)'), spanwise velocity {w') and granular temperature 
(T') [cf. (3.20). (3.29)] up-to quintic order in amplitude are calculated from 

(7.83a) 
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W'{Z. t) = /12„,[0^2| ^ ^44^ ,̂[0:41 ^ [ (^^„,|1: l)p.« ^ ^2,^,[2:2lg2,e ^ ^3^,(l;31^,fl 

+ ^3y,|3;31^3,9 ^ ^2^(2;4lg2,<^ ^ vl^«;H^4|g4,e j ^ ^̂ ,̂ j ^ ^ ^ g g ^ ^ 

r ' ( 2 , t) = /l2j.lO;2| ^ ^4;y.|(l;4j ^ I" ('^J^ll: l|g'« ^ ^2.^[2;21p2,« ^ ^'^jlUal^W 

^^3jm^3,0 ^ ^25.[2;4lg2,^ ^ ^4j, |4;4lg4,6j ^ ^^^ j ^ ^ ^ g ^ j 

where 9 = k^z + (fo(°) + 6(2)^2^^ ^ ^._(, _ ^e^^^ ^̂ ^̂ ^ ^e^ j ^ ^j^^ equihbrium phase velocity which 
is defined as 

UJ 6'0> 6(2)^2 ^(2)^2 

^z ^2 "-2 rvs 

Here Cp̂  is the Unear phase velocity. At ^ = 0, or, for the stationary instability, we can simplify 
(7.83a) as 

4>'(z,t = 0) = .42^|():2| ^ ^4^|o;4l ^ ^A [^[i^'lcos (27r2/A,) - ^ f ^''sin (27r;/A,)] 

+2^2 [0[2-2lf.os(47r2/A^) - 4^-^lsin(47r0/A,)j 

+2A [0{,^-"cos(27r2/A,) - (^I'^^'sin (27r2/A,)] 

+ 2 ^ 3 U[;''^lcos(67r2/A,) - (t>f'••^^sin {Gnz/X,)] 

+2A^ [0[2'''lcos (47rc/A^) - 0^^^'sin (47r2/A j ] , (7.85) 

where A, = 2'K/k^ is the spanwise wavelength. Similarly, we can simplify spanwiso velocity (7.83b) 
and granular temperature (7.83c) disturbances. 

The shear stress r is defined as: 

r = U-— = u. because -— = 1 (for the linear velocity profile), (7.86) 
ay ay 

where n is the coefficient of shear viscosity. Sinnlar to above expansions (7.83a)-(7.83c), we can 
expand stress (r) and pressure (p) as follows: 

T = ^ = / + A i > ' + M T T ' and p = / + p > ' + p ! ; . r ' , (7.87) 

where /̂ i° and p*' are the base state shear viscosity and pressure, respectively, and, 0' and T' are 
the disturbances as defined by (7.83a) and (7.83c), respectively. 

Next we are showing variations of stationary and oscillatory finite amplitude solutions as 
defined by (7.83a)-(7.83c) and (7.87) along the scaled spanwise direction i.e. z/X^. We will plot 
instantaneous distiirbance fields (0', w'. T') , shear stress (/<) and pressure (p) at equilibrium using 
the cjuintic amplitude .solution. 

Stationary Solut ions 

The variations of disturbance density (0'), spanwise velocity (((''), temperature (T') , total 
stress (/i) and pressure (p) with scaled spanwise coordinate (^/A^) are shown in figures 7.31(a)-
(e) for 0" = 0.05, k* = 0.12 and e = 0.8. In this case the flow is linearly unstable and the 
bifurcation type is supercritical, see figure 7.15(6). These patterns are stationary becau.se the 
underlying bifurcation is pitchfork; in other words, the imaginary parts of the least-stable mode 

http://becau.se
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and the Landau coefficients are zeros. 

1 

0.3 0.4 0.6 0.8 
P=P°+P' 

Figure 7.31: Variations of {(j}\w',T'), n = n° + n' and p = p° + p' with z/Xz, for parameters: (p" = 0.05, 
/c* = 0.12 and e = 0.8. (a) Density, (6) spanwise velocity, (c) granular temperature, (d) shear stress and 
(e) pressure. See the quintic amplitude branch in figure 7.15(b). 

The stationary disturbance fields, shear stress and pressure corresponding to the unstable 
solution at 4>^ = 0.091, k* = 0 . 1 and e = 0.8, associated with the lower quintic branch (unstable 
solution) in figure 7.13(b), are shown in figure 7.32(a)-(e). Figures 7.32(/) to 7.32(j) are same 
as figures 7.32(a) to 7.32(e) but for the stable solution (corresponding to upper or stable branch 
of bifurcation diagram 7.13(6)). 
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Figure 7.32: For 4>° = 0.091, fej = 0.1 and e = 0.8, variations of unstable solutions: (o) (f>', (6) w', (c) 
T', (d) n = ij" + n', and (e) p = p" + p • The flow is linearly stable and the bifurcation is subcritical. See 
the dashed line of quintic amplitude in figure 7.13(6). Figures (f-j) are same as (a-e) but the amplitude 
belongs to the stable quintic branch in figure 7.13(6). 

It is clear that the density in each of figures 7.31(a), 7.32(a) and 7.32(/) is maximum at the 
center of the domain, and the corresponding granular temperature, in each of figures 7.31(c), 
7.32(c) and 7.32(h) is minimum at the center of the domain. The total shear stress (r = n) 
and pressure (p) vary significantly along the spanwise direction. Therefore, the vorticity banding 
leads to localization in shear stress and pressure along the vorticity direction. 

Oscillatory Solut ions 
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Figure 7.33: Same as figure 7.32 but for kl = 0.14 and (^° = 0.15, see figure 7.16. Here a'"' < 0, a'^' > 0 
and aP-^ > 0. 

Figures 7.33 and 7.34 represent oscillatory finite amplitude solutions (quintic order) for (̂ ° = 
0.15 at k\ = 0.14 and 0.135, respectively. For these parameters the flow has subcritical finite am
plitude instability. It is clear that these solutions which originated from oscillatory bifurcations 
are markedly different from the stationary solutions as depicted in figures 7.31-7.32. The bifur
cation diagram related to these solutions in figures 7.33 and 7.34 has been shown in figures 7.16. 
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Figure 7.34: Same as figure 7.33 but for k\ = 0.135. 

7.7.11 Results for Dense Flows at Small Wave Lengths: Linearly 
Stable Regime 

The variations of a* '̂ (solid line in main panel), 6* '̂ (dot-dash line in main panel), a'"^ (sold 
line in inset) and 6'°' (dot-dash line in inset) are shown in figure 7.35(a). A kink at k\ ~ 0.3 in 
the growth rate curve (solid line), see inset of figure 7.35(a), represents a mode-crossing where 
two traveling modes merge together to give birth to two stationary modes. Due to this mode 
crossing, a'^' (solid line) and Ip^ (dot-dash line) in figure 7.35(a) and n*''̂  (sohd fine) and 6'"*' 
(dot-dash line) in figure 7.35(6) diverge at fc* ~ 0.3. As shown in figure 7.35(6), a'"*' and 6'"*̂  also 
diverge at k\ ~ 0.25 which is due to nonlinear resonances (mean flow resonance, 1 : 2 resonance, 
etc., as discussed in chapter 6 for the two-dimensional granular Couette flow). The quintic (stars) 
order amplitudes are shown in figure 7.35(c). It is clear from this figure that there is a range of 
fc* ~ [0.25,0.5] where the quintic amplitude solutions exist. 

Similar to figure 7.32, figures 7.36 and 7.37 show the finite amplitude quintic order solutions 
at <̂ " = 0.5 for two values of spanwise wavenumbers fc* = 0.4 and 0.285, respectively. The finite 
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Figure 7.35: Variations with k', for cf = 0.5 and e = 0.8: (a) a< '̂ (solid line), 6<2> (dot-dash line), 
a'°' (solid line in in.set) and 6'"' (dot-dash line in inset), (6) a''*' (solid line) and 6'"* (dot-dash line), (c) 
quintic solution. 

amplitude solutions in figure 7.36 are stationary and those in figure 7.37 are oscillatory, see the 
bifurcation diagram 7.35(c). Again, it is observed that the oscillatory solutions are different from 
the stationary solutions. 
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Figure 7.36: Stationary solutions. Same as figure 7.32 but for 6° = 0.5 and A:* = 0 4 Here «<"' < 0 
"^'^^ < 0 and â -̂ ' > 0 

Figure 7.38 shows the variations of cubic and quintic amplitudes with fc* for 0° = 0.12 and 
e = 0.8. The bifurcation is subcritical. The corresponding variations of a^^' (dot-dash line), 
a' (dash line) and â *̂  (solid line) are shown in the inset which shows that both a'^) and a'̂ '̂ 
are positive and hence the flow is unstable. The finite amplitude solutions corresponding to the 
stationary quintic amplitude at k* = 0.4, see figure 7.38, are shown in figure 7.39 

7.8 Conclusions and Outlook 

We have analyzed the nonlinear stability of three dimensional granular plane Couette flow, focus
ing on the pure spanwise instability (Gayen & Alam 2006; Alam 2006) for which the uniform shear 
flow degenerates into an ordered state with shear-stress-localization which further induces density 
segregation in the form of spanwise rolls along the vorticity (spanwise) direction. The amplitude 
expansion niethod (Stuart 1960; Watson 1960; Reynolds & Potter 1967; Shukla & Alam 2011) 
has been used to the present nonlinear problem of pure spanwise granular plane Couette flow. 
The amplitude expansion method reduces the nonlinear stability problem into a series of linear 
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Figure 7.38: Variations of cubic and quintic amplitudes with k\ for (f = 0.12 and e = 0.8; in inset, a^°' 
(dot-dash line), a* '̂ (dash line) and a*'*' (solid line). 
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problems: second harmonic, distortion of moan flow, distortion of fundamental and higher order 
harmonics. As we have discussed in chapter 5, this is an indirect method to derive Landau equa
tion as compared to the direct method of 'center manifold reduction" which has been discussed 
in chapter 4. 

The pure spanwise granular Couettc flow is blessed by a simplified set of balance equations 
since d/dx{.) = 0 and djdy{.) = 0. Moreover, two equations of this simplified set, corresponding 
to streamwise (x) and transverse [y) momentum equations, arc decoupled from the other three 
equations. Therefore, the system of order five can be divided into two parts: the 'first' is related 
to the X and y-momentum equations which are decoupled from the rest of the equations and 
the 'second' is related to other three coupled equations. Furthermore, the two components of the 
higher harmonics which are related to the 'first' system eventually vanish because the correspond
ing components of the fundamental are zeros. Therefore, we are left witli a system of equations 
of order three which in turn has a general solution. The first and second Landau coefficients also 
have analytical forms. We have shown in this chapter that all nonlinear equations along with 
Landau coefficients of the amplitude expansion method for pure spanwise granular Couette flow 
are analytically solvable. The general analytical order parameter theory hfis been developed for 
the pure spanwise granular Couette flow. 

Our analytical order parameter theory predicts that for A;* < fc"^ there exists a critical density 
(j)"^ = 03^ ~ 0.1 such that [i) for densities (fP < cp'^ the uniform shear flow bifurcates supercritically 
and gives stable vorticity-bands via a second-order transition, and (ii) for densities 0° > 0*̂  the 
uniform shear flow bifurcates subcritically and gives unstable vorticity-bands. These unstable 
bands which are formed by the subcritical bifurcation of the uniform shear flow could be stabilized 
by higher order nonlinear terms. Consequence of this is a first order transition at 0° > 0°^ in the 
linearly stable region. 

We have shown that there is a window of densities over which the vorticity bands are super
critically stable via a second-order phase transition; similarly, there exists a window of densities 
over which the bands are subcritically unstable but can be stable via a first-order phase tran
sition. For the moderate-to-dense flows, i.e. 0̂ ^ > 03,;, we found subcritical instabilities for 
some range of densities that might cause vorticity banding in moderate-to-dense flows. Not much 
MD-simulations have been done for this limit. 

In regions away from the neutral stability curve there can be either pitchfork or Hopf bifur
cation which occurs always via subcritical bifurcation. For sufficiently large wavenumbers there 
arc transitions from pitchfork-to-Hopf for dilute flows and Hopf-to-pitchfork for moderate-to-
dense flows. However, for moderate wavenumbers there are transitions from pitchfork-to-Hopf 
for moderate-to-dense flows. Therefore, vorticity banding changes from stationary to oscillatory 
bifurcations as a function density and spanwise wavenumber which is in contrast to the gradient 
banding which occurs only via stationary (pitchfork) bifurcation. 

It has been verified that the scaling between spanwise wavenumber and Couette gap hold for 
the zeros of the Landau coefficients. The crucial effect of higher order nonlinear terms (quartic 
and quintic) for calculating higher order Landau coefficients (more specifically, the second Landau 
coefficient) is demonstrated. The variations of disturbance fields along ^-direction are also shown, 
leading to variations in shear stress and viscosity along the vorticity direction for pure spanwise 
perturbations. 
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Appendix 7A. Elements of linear and adjoint operators 
Elements of Linear Operator C = [l,j] (cf. Eqn. (7.11)) 
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Appendix 7B. Nonlinear Terms {N2 and A/3) 

The quadratic and cubic nonlinear terms (cf. Eqn. (7.11)) of disturbance equation can be written 
in vector forms: N2 = {N^ Mh ^2 M2 ^ ̂ 2) and N3. = (J\fi,Mi,J\fi,J\fiMi) where the super
script 1, 2, 3, 4 and 5 correspond to terms from mass, x-momentum, y-momentum, z-momentum 
and energy equations, respectively. 
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Â ^ (1) 

Ar<=' 

H 2 ^ / / , , ' VV;>' - (^n° ib'^ + i n " ^ ^ + i?)" T ' ^ + i n " 0^-'^ 

i,,o O<P'T'^ 

2 P<t>TT dy 

+2 9y '"•txfy" 2 ' ' 0 0 Oy ~ ^PTTU hP%%^+PlTy'!''T'+PlrHf 7 {^^l _ 

+(V.u') (|A",,„0"^ + \Xl/-i^ + 1A"̂ ,̂̂ T'̂  + i A ° ^ ^ + AO,„^'T' + A|J^20: 

'a I 6'^000 ax "̂  BPTTT ai "̂  2P<p<i>T dx ^ 2>^4>TT Ox I 

2^00 ax + 2P-TT~o^ + ̂ '•(pT â  ) ("3^ + " ^ j 
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Appendix 7C. Nonlinear Terms for Pure Spanwise Flow 
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Fourth and fifth order nonlinear terms for pure spanwise flow 

The nonlinear terms related to cc-momentum and y-moinentum equations are eventually zero 
and the continuity equation contains only quadratic nonlinear terms. Thus the nonlinear terms, 
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at order four and five, related to r-momentuni and energy equations are given below. In the 
following, Fn{x) denotes the n"' order term of Taylor series expansion. 
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+5x' '<i>TTTT'*' ^ ^ "• J ~j~ X'p'r'r<'j-"r< 1 I 
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Appendix 7D. G04, G24 and G iiA | j _ y . v :ro4 , VJ24 < m » J ^15 

+ N 3 { ; f i 2 ' 2 i , x i i ' i i , A : i i - i i ) + Af3 (x i ' ' i i , x [2 ;2 i ,A : i i ' i i ) 

+iV3(A:H-ll,Xli^ll ,X[2;21) _ ^ , ^ ( i a l ( o , „ l i a l , „ [ i ; l l , ^ ( i ; i l 

- | ^ 0 l i ; i l ( O , i l i ; i l , i j l i a i , ^ | i ; i l , f | i - i l 

+W4(A-|i ' ' i , j i!: i ' 

+ N 4 ( X l i - ' l , X l 

i l i ; i l , i j l i a i , u ) | i ; i l , f | i a i ) 

| i ; i l , x l i . i l , x l i ^ i l ) + Af4(A-[i''l, A : I i ; i l , ; f l i ; i l , . 

+iV2(XP^2I_ _;f [0,2]) _̂  iVjCXll'Sl, X [ l ' ' l ) + iV2(Xl l ' ' l , X 
1 AT / <^I2:21 0 [ l : l i V^I1:11^ , »r , 1^12:21 - u - n i l O I 1 - 1 K 

x l l ' I l ) 

x l l ^ l l ) 

+ N 3 { X l l ' l l , X M ; f | l ; l ] - . - - - , . - • . - . . . 'l) + iV3{Xl''l^Xl2^2|;;f|l;l|J 

XllUl,Xl2!21) 

+iV3(X|2;21_;f[l;ll 

+ N 3 ( X l i ' i ) , X l i ; i l , x l 2 ; 2 1 ) + Ar3(x l i^ i l , , 

+ W 3 ( x M , x l i ; i l , X l i i i l ) + Ar3(Xl ' i i l , . 

+ A f 4 ( X [ i ' i l , X l i ^ ' l , X l i i i l , X l i ^ i l ) + A f 4 ( x H ^ > l , x l i ' i l , X l i ' i l , X [ i ' i l ) 

Af2{X[0' '*l,xli ' i l) + iV2(Xli- i l ,xlo;41) + Ar2(xIo^21,; 

+ iV2(Xll '3| ,xl2^21)_^^2(;^12;2l^Xl' '3!)+Af2(A-[2^21 
+yV2(A-(i ' i l ,Xl2i '«])^^2(_^[2;4l x [ i . i l ) + Ar3(Xli ' i l 
j - A / . r v P . a l y [ l , l l Y[2;21N , AT /v-[2,2] v|2;21 vf l i l ' 

+Ni{Xj 

x l i ; i l ) 
X l i i i l ) 
X[ i i i l ) 
Xlial ) 
x i i ; ' i ) 



CHAPTER 8 

STREAMWISE INDEPENDENT 

THREE-DIMENSIONAL GRANULAR COUETTE 

FLOW: PATTERNS AND BIFURCATIONS 

In the previous chapter we have studied a special case of banding instabihty where the distur
bances depend only on vorticity direction which lead to vorticity banding in three dimensional 
granular Couette flow. In this chapter we will discuss about the banding which consists of both 
gradient and vorticity bandings along the flow gradient and vorticity directions, respectively, in 
three dimensional granular Couette flow using amplitude expansion method. 

The general weakly nonlinear analysis for three dimensional granular Couette flow has been 
discussed in §7.2-§7.4, thus we will start this chapter by focusing only on streamwise independent 
flow which leads to banding in gradient as well as vorticity directions. 

This chapter is organized as follows. The formulation of linear stability problem for the 
streamwise independent flow, analytical solution and asymptotic analysis are given in §8.1. The 
outline of weakly nonlinear analysis is given in §8.2. The symmetries of linear and nonlinear 
modes, analytical solutions for second harmonic, distortion of mean flow and first Landau coeffi
cient are detailed in §8.2.1, §8.2.2, §8.2.3 and 8.2.4. The results are presented in §8.3. The locus 
of neutral stability curve is given in §8.3.1; the equilibrium amplitude and bifurcation are given 
in §8.3.2. The nonlinear results for moderately dense flow regime, dilute flow and dense flow are 
discussed in §8.3.4, §8.3.3 and §8.3.5. The bifurcation diagrams and finite amplitude patterns are 
described in §8.3.6 and §8.3.7. The conclusions of this chapter are given in §8.4. 

8.1 Linear Stability Analysis: Analytical Solution 

The linear and weakly nonlinear analyses for the case of general disturbances (•§-{•) ^ 0 , ^{ . ) ^ 0 
and ^ ( . ) ^ 0) are given in §7.2-§7.4. In this chapter we focus on perturbations which do not 
depend on the streamwise direction (^(O = 0), i.e. X = X{t,y,z). The form of nonlinear 
disturbance equations for the streamwise independent flow can be written as 

~-c]x(t,y,z)=M2+Af3, (8.1) 

where C is the linear operator and, A/'2 and A3 are the quadratic and cubic nonlinear terms, 
respectively. In the present problem, £, A/Q and M3 are streamwise independent operators which 
are given in Appendices 8A and 8B, respectively. The form of general linear eigenvalue problem 
(7.17) reduces to the streamwise independent problem as 

cX{t,y,z) = LX{t,y,z)., with BX{t,y,z)=0, (8.2) 

where the linear stability operator L, (7.18), can be written as 

215 
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Similarly the adjoint problem, (7.19), can be written as 

cX^it,y,z) = VX^{t,y,z), with B^ X^{t,y,z} = 0, (8.4) 

where the adjoint operator L^ is obtained from L by replacing j — * - J~ *iid taking the conjugate 
transpose of the resultant operator, i.e.. 

L+ _ . 
,dy dy, 

where the superscript H denotes the conjugate transpose (Hermitian transpose). 

It can be verified that the linear eigenvalue problem, (8.2), has analytical solutions, 

( 0 , f , w ) ={(Pi,Tuwi)coska{y±l/2)) 

(u,v) = {ui,vi) sin k0{y± 1/2) J 

(8.5) 

(8.6) 

where kg = (3TT with 0 = 1,2,3,... being the mode number, which satisfies the following boundary 
conditions at y = ±1/2 

, dw dT ^ 
u = V = 0 and —— = —- = 0. 

oy oy 
(8.7) 

Substituting above solution (8.6) into eigenvalue problem (8.2) we get an algebraic eigenvalue 
problem 

cXi = AXi, (8.8) 

where A is given as 

->.°(fc^+^-^ -u° 

HW 

, . 0 j . \ 0 i 

0 

-JTW 

H^4'° 

dim 00 dim*' ' 
-2p"ka 
dim 0'̂  

H'^4," 
-'fc»Pr 

dim H-'if" dim*" / 

In a similar manner, the adjoint eigenvalue problem, (8.4), satisfies the following solution 

(0t , r t ,« ; t ) = (0|,T/,«;l)cosfc^,(j/±l/2) 

{ulv^) = {u\,v\y\nki){y±l/2) J ' 

with boundary conditions 

(8.9) 

, . dw^ art 
ut = 0, v^ = 0, ^ ^ = 0, -7^ 

dy dy 

0, at y = ±1/2. 

The algebraic eigenvalue problem corresponding to the adjoint problem (8.4) is 

cX\ = A'^XI where A'^ = A". 

(8.10) 

(8.11) 
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8.1.1 Asymptotic Analysis: Dispersion Relation 

The dispersion relation for (8.8) is a quintic polynomial in c: 

c^ + b.i ĉ  + b3 ĉ  + b2 c^ + bic + bo = 0, (8.12) 

where b '̂s for 0 < ? < 4 are defined below 

6o = 6o6/H« + W ^ ' , b,=bu/H* + bie/H^ + b,s/H^ 

b2 = h22/H^+b2i/H^+b26/H'', b3=b32/H^+b3i/H\ 

64 = 640+ 642/^^-

In the above, bij 's are real functions of the base state variables which can be defined as: 

fc„, = - ' ' " ' ^ g i ' " " ' [(fc? + ki){vy^ - o^po) + (fc? - k^,)uf (p>?. - p«/.o)] 

bi6 = ^ ( A r ? + kp^^o [(A:? + kp{2^'>iX° + 2/.0)pO + 2pO^X + {iK° + 3lJ^^)<P°"p^) 

-2(fc,2 - fc2)uOVu(AO + 2^«)MO ] 

(-18 = ^ ( f c ? + fcg)^KV'(A" + 2/.") 

626 = ^(fc2+/c§)-V[3M°(A0+2M0)+2K"(2A0 + 5^'')] 

*32 = i^[{fc? + ^|)(2(A" + V ) P ^ + 2p«pO+3<A''%«) 
-2uf (k}(X° + 2^0) + fc^(AO + V ° ) K ] 

f*" = X ( f c? + fc|)[2K<> + 3(AO + 4M")] 

6; 

30' 

We have three possibiUties for five roots of dispersion relation (8.12): (i) all roots are real, {ii) 
one root is real and two complex conjugate roots and {Hi) three roots are real and a complex 
conjugate root. From the asymptotic analysis for large H, it can be shown that there are three 
real roots and a complex conjugate pair. The real roots have the following approximations for 
large H: 

•̂' ' ' = H-^- 2b72 ^ + 0 ( / / - ) , 

where 

C o - - 3 ^ / . ° v ^ < 0 . 
n ( l ) -
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The real and imaginary parts of the complex conjugate pair c*"*'̂ ) = ci-̂ '̂ ^ ± ic\'^'^^ have the 
following asymptotic approximations for large H: 

, ( 4 ,5 ) 
^ 2 

(tr + bu bo-ibi 

2h '22 
+ 0{H^^), 

m 
"22 

"40 
+ 0{H-*) 

> . (8.14) 

In the limit / / —> CXD, these solutions have the limiting form: c'̂ ^ -^ CQ and c*^'^'"'^' —• 0. A 
comparison between the eigenvalues calculated from the asymptotic analysis for large H, (8.13)-
(8.14), and from the numerical solution of the algebraic eigenvalue problem (8.8) is shown in 
table 8.1. 

H 

100 

1000 

10000 

Asymptotic analysis for large H 

-8.719527725 x 10"' 
-1.114542234 x 10"^ 

-1.089433668 X 10"^ 
-4.454912228 X lO'^ ± J9.504165561 x lO'^ 

-8.743609636 x 10"' 
-1.114542234 x 10"'' 

-1.089433668 x 10"^ 
-4.454912228 x 10"^ ±i9.50416556 x 10'^ 

-8.743850455 x 10"' 
-1.114542234 x lO-** 

-1.089433668 x 10"^ 
-4.454912228 x 10"'' ± i9.504165561 x lÔ -" 

From Eqn. (8.8) 

-8.719913447 x 10"' 
-1.376061879 x 10"^ 
-1.089433668 x 10^^ 

-4.434318526 x lO^^ ± i9.52951028 x 10'^ 

-8.743609675 x 10"' 
-1.117169699 X lO-'̂  
-1.089433668 x lO"'̂  

-4.454707390 X 10"* ± i9.504419713 x lO'^ 

-8.743850455 x 10"' 
-1.114568332 x lO'^ 
-1.089433670 x 10''^ 

-4.454910180 X 10"^ ± i9.50416810 x lO"-* 

Table 8.1: Comparison of eigenvalues from asymptotic analysis and exact values for 0" = 0.2, e = 0.) 
and kz = \. 

8.2 Nonlinear Problem for the Streamwise Indepen
dent Flow 

The general form of weakly nonlinear equations using amplitude expansion method is given by 
(7.22). Here we are summarizing equations till cubic order in amplitude which we will use in 
subsequent subsections in order to get the analytical solutions of higher order harmonics as well 
as an analytical expression of the first Landau coefficient. 

Fundamental M o d e 

At 0{A), we get back the linear problem (8.2) by substituting k = n - \ into (7.22): 

L i i X l ' ^ ' l = 0 => L ,Xl i^ i l=cWxl i^ i l ^ L X = c i - , (8.15) 

where Xl'-^l = X is the hnear eigenfunction or fundamental mode and c*"' = c is the correspond
ing eigenvalue. The flow is linearly stable if c^ < 0 (real part of c) and unstable for c^ > 0. 

Second Harmonic and Dis tort ion of M e a n Flow 

At OlA^) we have a second harmonic and distortion to mean flow. Substituting k = n = 2 
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into (7.22) we get the governing equation for second harmonic; 

L.22Xl2-^' = G22 = iV2(Xl' ' ' l ,Xl'^'l), (8.16) 

where L22 = 2c^°^l - L2, with L2 = L(fc, -^ 2k^), and G22 = (G^2'Gl2,Gi2,G22.Gi2) is the 
vector of nonlinear terms where the superscripts 1, 2, 3, 4 and 5 refer to continuity, a;-momentum, 
y-momentum, 2-momentum and energy equations, respectively. Similarly, substituting A: = 0 and 
n = 2 in (7.22) we have an equation for the distortion of mean flow, 

LozX'"'^' = G„2 = 0.5(7V2(^I'^^', X ' ' ' ' ! ) + 7V2(Xl^^'l, ^'^^''))> (8-17) 

where L02 = 2n<"^I - L,, with L,, = L(/.-, -> 0). Note that Xl^-^l is a real harmonic. 

F i r s t L a n d a u Coefficient a n d D i s t o r t i o n t o F u n d a m e n t a l 

At 0(i4^) we get an equation for the distortion to fundamental mode by substituting fc = 1 
and n = 3 into (7.22): 

LiaXC^^I = [(3af°) + ^V"')! - L , ] Xt'^^l = -c '^ 'xt i^H + G13, (8.18) 

where the nonlinear terms G^j can be written as 

Gi3 = N2(X["'21,x''^'l)+7V2(;t(°'21,X('^") + N2(JC('^'l,X[°'2|)+7V2(X(l^lI,X["-21) 

+ ^ 2 ( ^ ' ' - ' l , ^ l ' ^ ' l ) + Af2(Xl2^21 ;^[ l , l l )^^^( ;^[ . , l ]^^[ l ; l l^^ l ia l - | 

+iV3(Xl '^i l ,Xl ' ' ' l ,x! i^") + iV3(Xli^il,Xl^^^l,Xl'-il). (8.19) 

The unknown coefficient c*^^ the first Landau coefficient, can be obtained from the solvability 
condition (cf. Eqn. 3.43) which gives: 

, ( 2 ) , , ( . , ^ , , , . ) ^ J - V ^ 3 ; . (,,20) 

T h i r d H a r m o n i c 

At 0{A^) we get an equation for the third harmonic by substituting /fc = 3 = 7i into (7.22) 

L33Xl3^3J ^ J3(^(0) ^ .^(0))j _ L̂ Ĵ [̂3,.,31 ^ G33, , (8.21) 

where L3 = L(A:2 -^ S^-j) is the linear operator and G33 is the vector of nonlinear terms: 

G33 = A ^ 2 ( ^ ' ' ' ' U ' " ' ) + A^2( ;^ ' ' - 'U"^ ' ' ) + iV3(;^'i- 'i,;f(^^iU"--^'). (8.22) 

8.2.1 Symmetries of Linear and Nonlinear Modes 
The symmetries of linear and nonlinear modes of plane Couette flow have been discussed in 
chapter 5. In order to extend the previous analytical weakly nonlinear analysis of 2D plane 
Couette flow, as described in chapter 5, to the three dimensional case, here we analyze the 
symmetries of linear and nonlinear modes for three-dimensional disturbances. 

Recall that the base state (7.8) has the following synnnetry: 

<l>"i-y) = <P"(y), «"(-?/) = - K " ( y ) , T°{-y) =T"iy), (8.23) 
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because the base state equations are invariant under the above transformation. The fundamental 
(hnear eigenvector) sokition satisfies the following synmietry group: 

and 

^[Ml(y) = _^[iai(_^)^ Tfi^il(y) = _Tl^;il(_y) 

(8.24) 

(8.25) 

From the base state (8.23) and fundamental symmetries (8.24)-(8.25), we can observe the sym
metry of second harmonic. For example, the second harmonic satisfies the following symmetry: 

Note that the distortion of mean flow X^^'^^ has the same symmetry as the second harmonic. 
Now using the symmetries (8.23)-(8.26), we get the following symmetries for the distortion of 
fundamental (X'^-^l): 

and 

(8.27) 

(8.28) 

and for the third harmonic (A''•'••''): 

^13;31(^)^^13;,31(_^)^ TlS: 

«13;31(̂ ) ^ _„13;31(_^), „[3;3|(^) ^ -^l^'^^^l(-J/), «;l̂ ^ l̂(y) = r^'^^^k"?/) 

^13;31(^)^^13;,31(_^)^ rl3^3|(y)^y|3;3,(_^) | 

and 

< l̂3;3l(y) = _^l3;3l(_^)^ Tt3;3|(^^)^^7.[3;,3l(_y) 

„[3;3](y) = ul3^3l(_y)^ ,,|3;3i(y) ^ I'^'-'H-y), w^'-'Hy) = -u;!^^^!(-y) 

(8.29) 

(8.30) 

8.2.2 Second Harmonic: Analytical Solution 
The analytical solution of fundamental mode (see §8.1) is given in (8.6) where X = X'^'^K Sub
stituting the analytical solution (8.6) into the right hand side of (8.16), i.e. G22, and rearranging 
the terms of sines and cosines we get 

(Gl„Gj„G^,,) = {G'i^Gtl,Gil)cosk,f,{y± I/2) +ifj^,fi,Jl,) 1 
{Gh,Gh) = {Gil Gil) sin k2^,{y± 1/2). / 

where Arâ  = 2/i7r, with /3 = 1, 2, 3 , . . . , GI^ = [G^^, G^^, G22 > ^2^, G22I' and Z22 = [/22,/22,/22I 
represents nonlinear mean terms corresponding to the continuity, 0-momentum and energy equa
tions. The explicit forms of G22 and Z22 are given in Appendix 8C. It has been verified that the 
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second harmonic has the following analytical solution: 

(^I2;2l^^[2;21^;j^[2;21)(y) 

(„12;21^^12;2|)(y) 
{02,W2,T2)cOsfc2M2/± 1/2) + (</.^^«;^^^2„2) 
(M2,«^2)sinfc2/j(?/±l/2) 

where 
X2 = [02, t t2 , l '2 ,W2,T2]^ ' ' 

is the modal amplitude of the second harmonic and 

y22 ^ (.22 22 j .22 |Tr 

(8.32) 

(8.33) 

(8.34) 

is the vector of nonlinear mean terms. Here the density solution contains a mean term (pl^ which 
depends on spanwise coordinate z. For the two dimensional flow (pf^ = 0 and w = 0, and thus 
the above second harmonic solution reduces to the analytical solution for the second harmonic of 
2D-plane Couette flow, see chapter 5. 

The governing equation for the modal amplitude X2 can be obtained by substituting the 
analytical solution (8.32) and the analytical expression of G22 (8.31) into (8.16) and equating the 
sine, cosine and constant terms from both sides of (8.16). For sine and cosine terms we get: 

^22 2 — f^' -r-J. 
22' 

where 

For the constant terms we get 

where L22 is a linear operator: 

4^2 = 2(a"') + i6<">) - A{kf) -^ 2kfl,k^ 2k, 

TZ ^22 
•^22 ^m ^22, 

(8.35) 

(8.36) 

(8.37) 

/ 

L^2 = 2c'°^ I 0 1 0 

0 

2 ( ^ ° - P S ) 

-iko 

y dim4 
2ik l i £ -
dimrf d l i ^ ( ^ T ? f ^ + ' ^ T '^T) 

(8.38) 

where k2z = 2^2. 

Note that if 2c("' is equal to any of the eigenvalues of the linear operator A{kij -^ 2k(3, k, -^ 
2fcj), the system (8.35) is not solvable. This is the case of 1:2 wave resonance, and consequently 
the Landau coefficients cannot be defined at such resonance points. 

8.2.3 Distortion of Mean Flow: Analytical Solution 

In a similar manner we proceed for the analytical solution for the distortion of mean flow X'^'^'. 
Substituting the analytical solution of the linear problem (8.6) into the right hand side of (8.17) 
(i.e. G02) and rearranging the terms of sines and cosines we get 

(G,',2: G^2, GI2) = {GUI Gtl G'i) cos k2f>{y ± 1/2) + (0, /o \ , /o\) 

{Gl2,Gl2) = (G^^^G^f)sin/c2^,(2/± 1/2) 
(8.39) 

where k2ii = 2k,,, with (3=1,2,..., G>^, = [^^2 - G^^, GJ '̂̂ '-G,l̂ ^ G^f ] ^ ^ and Z02 = [f^2Jo2f' 
represents nonlinear mean terms corresponding to the z-momentum and energy equations. The 
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explicit form of Gg2 and Z02 are given in Appendix 8D. It can be verified that the distortion of 
mean flow has the following analytical solution: 

0'°^''(2/) = <Ao2Cosfc2^(y±l/2) 1 

(Mlo^2l,j;l°̂ 2l)(2/) = (uo2,«02)sinfc2^H2/±l/2) i (8.40) 

(̂ 10.21̂  j.(0;2])(y) = (u;o2,To2)cosA:2,,(2/± 1/2) + {w°lT°f)\ 

where 

and 

^02 02,W02,Wo2,U'o2,ro2] '' (8-41) 

Y:^' = [w°^,Tt'r (8.42) 

is the vector of nonlinear mean terms. Substituting (8.6) and (8.40) into (8.17) and equating the 
coefficients of sine, cosine and constant terms, we get two sets of equations. For sine and cosine 
terms we get: 

^02^02 = (^02 .^02^02 = ^02 (8.43) 

where 
L'^2 = 2a('') - A(k/i ^ 2kf), k,^0). (8.44) 

For the constant terms we get: 

where Lm is a matrix operator 

^ ^ 2 ^ , = Zo2 (8.45) 

L^, = 2a""( i ? V f n ^ r „ o _ ^ o , ) . (8.46) 
0 i ; VO & K - 2 ? ^ 

Since the above system (8.45) is decoupled and hence the mean terms w^ and T^ are 

w?? = Jk and J^J = ,ry^. / ° ^ n ^n . - (8-47) J02 „ „ J 7-02 _ /02 
2a(0) ' - 2 a ( o ) - 3 ^ ( / . o ^ - p O ) -

If 2a'°^ is equal to any of the real eigenvalues of linear operator A{kj} -^ '2k/3,k2 -^ 0), the 
above system (8.43) is not solvable. This is the case of mean flow resonance and the first Landau 
coefficient cannot be determined at such resonance points. At such points the pure span-wise 
modes interact with the streamwise independent mean flow. 

8.2.4 First Landau Coefficient 

Substituting the analytical solutions of X^^'^K Xl̂ ^̂ l and Xl"'^! into (8.19) and equating the 
coefficients of sine and cosine terms, we get the following analytical form of G13, 

{G\s,GU,Gl,) = (Glf ,Gtf ,G?f)cosfc3M2/±l/2) 1 
+ ( G l f , G t f , G ? f ) c o s f c , ( y ± l / 2 ) (8.48) 

(G?3,G?3) = (G?f,G?f)sinfc3/,(y±l/2) + (G?f,G?f)sinA:^(2/±l/2) J 

where Gf| = [G\I\GII'.Clf,CtT, OlTr and G^,', = [GJf ,G?f ,G?f, G t f ,G?f l^" are 
nonlinear terms. From the solvability condition, the analytical expression of the first Landau 
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coefficient (8.20) can be written as 

(.(2) ^ Q(2) _|_ ^^(2) _ <?)i(ji3 + " l L ' 1 3 + " l ^ l 3 + »^1<^13 + - ' l ^ l 3 

(̂ 101 + itjui + ijjvi + w\wi + fjTi 
(8.49) 

where Gjf , G?f, G?f, G^f and G^f are given in Appendix BE. Since we know the form of 
Gi3, the analytical solution for X^^'-^^ (8.18) is given by: 

(^(l;3l ,„(l;3i 3.[l;3l)(y) ^ (^^3^ ^ ^ ^ Tfg^) COS ^3^(3/± 1/2) ^ 

+ (<^f3\<,Tf3i)cosfc,,(j/±l/2) L (8.50) 
(u|i^»l,vli^3l)(y) = {xi'',lvfi)smk;i,iy±l/2) + {u^,lv^,l)sinkfsiy±l/2) J 

where x f | = [cp'.luflvf.^w'.lTi'ir and X^̂ ,' = WHullv^lw'.lTi'i]'^^ are modal ampli-
tudes which can be obtained by substituting the above solution (8.50) into (8.18) and equating 
the sine and cosine terms from both sides. We get two inhomogeneous systems of equations for 
X^^ and X\2 which in matrix form are: 

7^/33,^.03 _ ^ / J 3 •» 

13 13 — ^ 1 3 I 

^?3^^f3' = -e<^'(<Ai,"i,^^i,«^i,T0 + G?3M' ^"'"^^ 

where 

Lfa' = (3a(°) + ib^°^) - A{kfi ^ 3/c^,/c, ^ fc,)1 

Lfa' = (3a('" + ib^°^) - A(k0 ^ k^, k, ^ k,) J ^^'^^^ 

are linear operators. 

8.2.5 Third Harmonic 

Substituting the analytical solutions of Xli-^l and X'^'^l jj^^^ (g 22) and equating the coefficients 
of sine and cosine terms we get 

iGh3,Gis,Gl,) = iG'i\ Gtf,Glf) cos ksdy± 1/2) ] 

+{Gll\Gf^\Gll')co^ks{y±l/2) I (8.53) 
(Gh^Gl,) = iGf,\Gll^)sinks0{y ± 1/2) + {Gf,\GH')sink^iy ± 1/2) J 

where G^ = [G^f, G3̂ f̂  Gi f , G3t^ G,^f l^'' and G^l^ = [G'.T ,Gll\Gli\Gti\Gl^Y'- are 
nonlinear terms. 

It has been verified that the analytical solution of X'^'^l is 

(^i3;3,^^13;3|_j.l3:3|^(^) = (0^1, "'f^, ^3^) COS A-3,(, ± 1/2) ^ 

H<pT3.wllT^^')coskfl{y±l/2) \ (8.54) 
(«13;31, ^13;3l)(^) = ("fl- ^̂ 33) sin k30(y ± 1/2) + ( 4 \ 4 ^ ) sin kffiy ± 1/2) J 

where X | | = (•/'a'a'-'^'.^s'a', "̂ 3̂ 3, ^3^ ] and X!^^ = \4l4lvllwllTi^] are the modal ampli-
tudes of the third harmonic. 

The unknown modal amplitudes Xff and X'^^ are obtained by substituting the above solution 
(8.54) into (8.21) and equating the sine and cosine terms from both side: 

•̂ 3̂3 ̂ 3 3 - '-'.33 A " « ^ . 3 3 ^ 3 3 = ^ 3 3 , 
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where 
L § = 3(a<"' + ib^"^) - Aikg -^ 3A;̂ , k, -^ 3k, 

L^^ = 3(a(°' + «6<°)) - Aiki, ^kg,k,~^ 3k,) 
(8.55) 

In the following sections we present numerical results, bifurcation diagrams and patterns using 
these analytical solutions. 

8.3 Results and Discussions 

8.3.1 Linear Theory: Locus of Neutral Stability Curve 
The locus of the neutral stability curve can be given as io = 0, i.e. H^ = -bos/bo6 [see (8.12)] 
which can be simplified to 

H' 
1 *4(<A°;A;„M 

where 

( l - e2 )*5 (0O; / c„A:^ ) ' 

r . 2 \ r 0 fO 

(8.56) 

^4(0";fc.,/c0) = (A:,̂  + A:^)/iV4 

*5(0°; k,,k0) = ^ [(k^ + fc^)(24//i' - 1 8 / V ? * ) 

+ |(fc^-fc^)<^°'Q/iV|-/i°/i 0 fO 
2<)> 

> . 

Here x° = x{^°) is the radial distribution as given by (2.12). It can be seen from the above 
expression (8.56) that if ^ oo for e -+ 1, i.e. the flow is stable for elastic particles. 
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Figure 8.1: Variations of growth rates of modes /? = 1 to 6 for three values of densities (a) 4> = 0.05, 
(6) (j)" = 0.2 and (c) 0" = 0.5 for fc. = 1 and e = 0.8 

Figures 8.1(a), 8.1(6) and 8.1(c) show the variations of the growth rates of first six successive 
modes (/3 = 1 to 6) with the Couette gap for three values of densities ^° = 0.05, 0.2 and 0.5, 
respectively, where the spanwise wavenumber is set to fc^ = 1 and the restitution coefficient is 
e = 0.8. As seen in figure 8.1(a) the growth rates of dilute flow (t)° = 0.05 are negative for all 
modes (/? = 1 to 6) at fc^ = 1 and thus the flow is linearly stable. However for moderately dense 
{(l)° = 0.2, see figure 8.16) and dense flows (0" = 0.5, see figure 8.1c) the higher order modes 
become unstable after some critical value of Couette gap. It is seen in figures 8.1(6)-(c) that for 
every mode P, the growth rate starts with a negative value, increases with H until some value of 
H and decreases thereafter. There is a range of Couette gaps between which a particular mode 
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remains least stable and beyond that the next higher-order mode becomes least stable until the 
next crossover. Throughout the analysis we are using the rnaxinmm growth rate over all mode 
numbers: 

,(") max a 
(0) iP)-

1000 100 150 200 250 
H 

Figure 8.2: Stability diagram for the uniform shear flow in the (//, fcj)-plane for streamwise independent 
modes (d/dx = 0): (a) dilute flows for 0" = 0.01, 0.02, 0.05 and 0.09; (6) moderate-to-dense flows for 
4>° = 0.2, 0.3, 0.4, 0.5 and 0.6. The coefficient of restitution is set to e = 0.8. 

Figure 8.2(o) shows four neutral stability contours (a^"' = 0) in the (//", fc^j-plane for dilute 
flows, (p° = 0.01, 0.02, 0.05 and 0.09; the coefficient of restitution is set to e = 0.8. Similarly 
for moderate-to-dense flow regimes, five neutral contours in the (//, fcj)-plane for <p° = 0.2, 0.3, 
0.4, 0.5 and 0.6 arc shown in figure 8.2(b). The growth rate is positive inside each contour 
and negative outside; thus, the flow is unstable inside each contour and stable outside. For 
dilute flows, figure 8.2(a), the flow is unstable to a range of fc^, and this range of unstable k^ 
increases with Couette gap (H). The origin of this instability can be tied to the pure spanwise 
perturbations (Alam 2006; Gayen & Alam 2006) as discussed in chapter 7. It can be observed 
from figure 8.2(a) that the growth rate is negative at k^ = 0, i.e. the flow is stable for the 
two-dimensional streamwise perturbations (k^ = 0 and k^ = 0) in the dilute limit. For a fixed 
Couette gap (H), the range of unstable wavenumbers increases with increasing density until some 
critical density. On further increase of density the range of unstable wavenumbers shrinks to zero 
and this spanwise instability vanishes completely at 
window of mean densities cb'i^ < dP < !)2rf, where 

> ^3d ~ 0.1. Consequently, there is a 
f'3d "̂  "̂  ^ v'2rf' vv.n;ie <j)%^ = <Ac = 0.15 and 0^^ = 0.1, for which the 

flow is always stable (linearly) to streamwise independent perturbations {k^ = 0), [cf. (5.46) and 
(7.72)]. 

For densities (jP > (jp^^ the flow is unstable to two-dimensional streamwise independent per
turbations (i.e. pure transverse perturbation; d/dy[.) ^ 0 and kj; = k:, = Q) as discussed in 
chapters 4 and 5. Moreover, the flow remains unstable for a range of spanwise wavenumbers 
beyond a minimum Couette gap as shown in figure 8.2(6). As seen in this figure, the growth 
rate of this instability is maxinunn at k^ = 0 and decreases with increasing k^. Furthermore, the 
range of unstable wavenumbers first increases with density for a fixed Couette gap until a critical 
density, beyond which the range of unstable wavenumbers decreases with increasing density. This 
implies that the flow is more stable in the dense limit. 

To see the effect of restitution coefficient, we have shown neutral stability contours for three 
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Figure 8.4: Same as figure 8.3 but for <lP = 0.2. 

values of e (0.8, 0.9 and 0.95) for two mean densities (jfi = 0.05 and (jp = 0.2 in figures 8.3(a) 
and 8.4(a), respectively. These figures show that the flow becomes more stable with increasing 
restitution coefficient. From (8.56), we can write the locus of neutral stability as 

H* H\l-e^) 
*5(0°;A: ,̂fc;3) 

f{(t>°,k,,kg). (8.57) 

Therefore, the Couette gap H can be scaled with e such that H* = H\/l — e^. With this scaling, 
we replotted figures 8.3(a) and 8.4(a) for all values of e but in the (f/*, fc2)-plane as shown in 
figures 8.3(6) and 8.4(&), respectively. Clearly we get only one neutral contour inside which the 
flow is unstable and stable outside. 

Figure 8.5 show the neutral stability curve in the {4P,kz)-p\ane for three values of H = 100, 
500 and 1000. The flow is unstable (a*°' > 0) inside each contour and stable (a*"' < 0) outside. It 
is seen from figure 8.5 that the range of unstable spanwise wavenumbers increases with increasing 
Couette gap and, hence, the flow becomes more unstable for increasing Couette gap. For given 
H and e, there exists a pair of critical parameters {<tP,k^) — {(f>'^,kzc) above which the flow is 
linearly stable. 

8.3.2 Equilibrium Amplitude and Bifurcation 

The cubic Landau equation can be written as 

dA 
dt 

a(")^ + a(2U^ (8.58) 
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H=1000 

H=1000 

0.2 0.4 0.6 

Figure 8.5: Neutral stability curve in ((̂ , fcj)-plane for three values of Couette gaps H = 100, 500 and 
1000. The restitution coefficient is e = 0.8. 

where a(°' is the growth rate and o* '̂ is the first Landau coefficient. The equihbrium sokition 
of this equation can be obtained by solving dA/dt = 0, which gives a trivial zero solution which 
represents the uniform shear solution and two non-zero solutions which are finite amplitude 
solutions at cubic order (see §5,5.2): 

A^ = ± \ / - - (8.59) 

Depending on the sign of â ^̂  and â ^̂  we get subcritical (â ^̂  < 0 and a*̂ ) > 0) and supercritical 
bifurcations (a*°' > 0 and a'-^'> < 0). 

In the following sections, §8.3.3, §8.3.4 and §8.3.5, we discuss results based on first Landau 
coefficient and the related bifurcations for three flow regimes: dilute flows ((/>" ^ 0), moderately 
dense flow (cjP « 0,„) and dense flow (0" ~ (/>,„) where 4>„, is the maximum solid fraction at 
random close packing (0„, = 0.65). 

8.3.3 Dilute Flows 

As described in §8.3.1, the instabilities in dilute flows are due to the streamwise independent 
three-dimensional modes which are originated from the pure spanwise modes. These instabilities 
are stationary (b*") =0) . In this section we focus on dilute flows and related bifurcations. 

For k^ = 40, the variations of a"" (circles) and a*̂ ) (stars) are shown in figure 8.6(a) for a range 
of Couette gap near the neutral stability curve. It is clear from this figure that â )̂ is positive 
and a(") changes sign from negative to positive at / / w 390, leading to a subcritical bifurcation. 
The bifurcation diagram for this subcritical instability is shown in the inset of figure 8.6(a). A 
sharp jump in a*^), see flgure 8.6(a), near the zero growth rate at H 
of resonance. 

390 signals a possibility 

Since we are dealing with cubic order Landau equation, it is important to check the validity 
of the second harmonic (8.16) and the distortion of mean flow (8.17). Let us rewrite (8.16) as 

L22X'^-'-^^ = G22 = N^iX^'-'lX^'-''^), (8.60) 
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panel), a'^' (lower inset) and |a'°*(A:j = 0) (dash-dot hne in main panel and in npper inset) where an 
arrow at // = 390.841 indicates a resonance point. Parameters are set to be <j!)° = 0.09, fcj = 40 and 
e = 0.8. 

where L22 = 2c"'^I - L2 (see §8.2 for details). Note that if 2c'°^ is equal to any of the eigenvalues 
of L2, then the left hand side of (8.60) is identically zero, therefore we cannot solve the above 
equation directly because we have eigensolutions of the associated homogeneous problem of (8.60). 
From the Fredholm alternatives, the solution of the problem (8.60) exists if and only if the 
solvability condition is satisfied. This is an unsolvable case of 1:2 wavenumber resonance (Fujinmra 
1992). 

In addition to 1:2 wave resonance, there exists another unsolvable case related to the mean 
flow distortion (8.17) (Mizushima & Gotoh 1985): 

Lo2xi"^2i ^ Q^^ ^ o.5(N2(;ei^^>i,xii^ii) + yv2(xii^ii,zii^")). (8.61) 

where L02 = 2a*°'l - LQ. Again if 2a' ' ' ' is ecjual to any of the eigenvalues of the operator Lo, 
cannot solve this equation. We can sununarize the above two resonance conditions: 

„(0) {k. 

„(0) _ 

1 
Y:\^)'-,', .(0) 

(^•c 

V'>' - i'Ti"- = 0), 

(8.62) 

(8.63) 

where Cj (L2) and f* (Lo) represent the j " ' eigenvalue of the linear operator L2 and LQ, respec
tively, where j denotes a positive integer. 

It has been verified that the discontinuity in a'^' in figure 8.6(a) is due to mean flow resonance. 
To show this resonance graphically, we have plotted a*"' (solid line) at A-, = 40 and i o ' " ' associ
ated with Lo operator at k\ = 0 (dcush-dot line in main panel and upper inset) in figure 8.6(h). 
It is clearly seen in the main panel of this figure that the resonance condition (8.63) is exactly 
satisfied at / / = 390.841 which leads to a discontinuity in the first Landau coefficient as shown 
in figure 8.6(a) and the lower inset of figure 8.6(6). 

Figures 8.7(tt)-(f)) and figures S.7{c)-{d) are same as figures 8.6(a)-(6) but for densities ({P = 
0.05 and 0.02, respectively. Figures 8.7(a) and 8.7(c) show the variations of a*°' (circles), a'^' 
(stars) and Ar (inset) for 0" = 0.05 and 0.02. respectively. For <pf' = 0.05, the mean flow resonance 
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Figure 8.7: Same as figure 8.6(a)-(6) but for (a)-(6) / = 0.05, (c)-(d) / = 0.02. 

occurs at H = 284.9 which is shown by an arrow in figure 8.7(6) where the soUd line represents 
a<") and the dash-dot line (in main panel and inset) denotes ^a^^) at fc^ = 0 (see the description of 
figure 8.6(6)). Similarly for 0" = 0.02, the mean flow resonance occurs at H = 572.944 as indicated 
by an arrow in figure 8.7(d). The bifurcation is subcritical for 0° = 0.05 and supercritical for 
0" = 0.02. 

From figures 8.6 and 8.7 we can conclude that for sufficiently large spanwise wavenumbers, 
there is a transition from supercritical to subcritical bifurcations: 

Supercritical 
^- V ' 

00=0.02 

Subcritical 
=0,05 

Subcritical. 
=0.09 

(8.64) 

The variations of n'"' (circles), â )̂ (stars) and A^ (inset) for three values of densities 0° = 0.02, 
0.05 and 0.09 with spanwise wavenumber fc^ = 5 and e = 0.8 are shown in figures 8.8(a), 8.8(6) 
and 8.8(c), respectively. The flow admits supercritical bifurcations for densities 0'' = 0.02 and 
0.05 and subcritical bifurcation for density 0.09. Therefore, the transition from supercritical to 
subcritical bifurcation occurs between 0° = 0.05 and 0.09. 

Supercritical —> Supercritical —• Subcritical. (8.65) 

=0.05 

Note that the transition from supercritical to subcritical bifurcations for k^ = 40 (cf. (8.64)) 
occurs between 0" = 0.02 and 0.05 (see figures 8.6 and 8.7). 

In brief, for dilute flows the threshold density for the transition from supercritical to subcritical 
bifurcations decreases with increasing spanwise wavenumber, or, in other words, the threshold 
density decreases with decreasing spanwise wavelength. 
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8.3.4 Moderately Dense Flows 
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Figure 8.9: Variations of (a) a'° ' , (b) a'^' and (c) A^ with H. For parameters <p" = 0.2, fc^ = 2 and 
e = 0.8. 

In this section we focus on the moderately dense flow regime (4>'^ = 0.2). The stability diagrams 
for moderate-to-dcuse flow regimes are shown in figure 8.2(6). The instability in this flow regime 
is originated from the pure transverse mode as explained in §8.3.1. For (/>" = 0.2 and k^ = 2, the 
variations oi a^°\ o*^' and A,, with H are shown in figure 8.9(a), 8.9(6) and 8.9(c), respectively. 
The kinks in a*"\ a*̂ ^ and A^ correspond to the crossing of modes /? = 3, 4, 5 and 6. (Recall that 
the mode number /3 denotes the zero crossings of density or temperature eigenfimctions along the 
transverse direction y.) It is clear from figures 8.9(a) and 8.9(6) that a* '̂ is negative and a*"' 
varies from negative to positive. Therefore the equilibrium amplitude exists for the range of H 
for which a*"' > 0 and a*'̂ ' < 0. We have magnified figure 8.9 and replottcd a*''̂  (solid line), 
a"̂ '̂ (dashed line) and A^ (inset) in figure 8.10(a) for the range of Couctte gap H € [130,135]. 
In figure 8.10(a) an arrow, at H = 132.6, indicates the point where o'" ' changes sign. Since a'-^^ 
is negative, the bifurcation is supercritical (see inset of figure 8.10a). Figure 8.10(6) is same as 
8.10(a) but for e = 0.95. Note that in both cases the bifurcation is supercritical. 

To see the scaling of Couette gap with restitution coefficient we have plotted bifurcation 
diagram in the {A^, H*)-p\ane for three values of restitution coefficient e = 0.6, 0.8 and 0.95 in 
figure 8.10(c). It can be seen from figure 8.10(c) that the Couette gap scaling with restitution 
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with H: (a) e = 0.8 and (6) e = 0.95. (c) Bifurcation diagram in {Ae^H\/\ — e^)-plane for three values 
of restitution coefficient: e = 0.6 (stars), 0.8 (solid line) and 0.95 (circles). 

coefficient, H* = H\J\ — e^, for the equilibrium amplitude agrees well near the critical point 
(H ~ 79.5). 

8.3.5 Dense Flows 

For 4>° = 0.5, fcz = 2 and e = 0.8, the variations of a'-^\ a* '̂ and Ag are shown in figures 8.11(a)-
(c). The bifurcation is subcritical for the range of H where a'") < 0 and a* '̂ > 0. Similar plots 
for e = 0.95 are shown in figures 8.12(a)-(c). The bifurcation remains subcritical for e = 0.95 
too. 

160 180 200 
H 

Figure 8.11: Same as figure 8.9 ijut for (fP = 0.5. 

The variations of a ' ° ' , o'^', Ae and [3 with H* for three values of restitution coefficients 
e = 0.8 (circles), 0.95 (stars) and 0.99 (squares) are shown in figure 8.13(a-c). It is seen from 
figure 8.13(a) that the scaling liolds for the zero crossing of the growth rate and for the mode 
numbers (see inset of figure 8.13«). Figure 8.13(c) shows that the Couette gap scaling agrees well 
for equifibrium amplitude. 



232 Chapter 8. 

300 400 

0.56 

0.54 

J^ 52 

0.5 

0.48 

500 
0.41 

0 

(b) 
o o 
0 0 

0 0 ° ' 
o° 0 

O 0 ° 0 
° « 0 0 

/ / 0° o° 
0 ° 0 o 

o 0 0 o 
/ M 0 _o o 

? o° 0° 0° ' 

0.02 

0.01 

50 300 350 400 450 500 
H 

300 350 400 
H 

Figure 8.12: Same as figure 8.11 but for e = 0.95. 

0 
(0) 

-2 

x l O 

e=0.8 
• e=0.9E 
= e=0.9£ 

7 
/(a) 

7 

6 

5 

P 

0 100 1 0 

100 120 
HVl-e^ 

140 100 120 
HVl-e^ 

0.02 

0.01 

90 100 
HVl-e^ 

Figure 8.13: Variations witii H' for three values of restitution coefficient e = 0.8, 0.95 and 0.99; otlier 
parameters are same as figure 8.11: (a) oS (main panel) and /3 (inset), (6) a*̂ * and (c) A^. 



8.3 Results and Discussions 233 

8.3.6 Bifurcation Diagrams 
Figure 8.14(a) shows the bifurcation diagrams in the {Ae,H — Hc)-plane for a series of densities 
0° = 0.1, 0.2, 0.24, 0.25, 0.3, 0.4 and with fc^ = 2 and e = 0.8. The solid and dash lines represent 
the stable and unstable equilibrium solutions, respectively. This figure shows that there is a 
transition from subcritical to supercritical between cjp G (0.1,0.2) and supercritical to subcritical 
between (p^ G (0.24,0.25). The abscissas are scaled with the critical Couette gap. He, to shift the 
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Figure 8.14: Bifurcation diagrams in the {Ae, H — //c)-plane for moderate-to-dense regime where kz = 2. 
(a) e = 0.8 and (6) e = 0.95. Solid and dash lines represent stable and unstable solutions, respectively. 

origin of bifurcation diagrams for each density to zero. 
Similar bifurcation diagrams are shown in figure 8.14(6) for densities (p^ = 0.2, 0.24, 0.25, 0.3, 

0.4 and 0.5 where the restitution coefficient is set to e = 0.95. The transition from supercritical 
to subcritical for e = 0.95 is same as that for e = 0.8, i.e. between H G (0.24,0.25) but there is no 
transition for subcritical to supercritical between 0° G (0.1,0.2) because the flow is non-linearly 
stable (a(°) < 0 and a'^) < 0) for 0° < 0.2 with ifĉ  = 2. 

Next we show the bifurcation diagrams for subcritical bifurcations in the (Ag, H — Hc)-plane 
in dilute flow regime for two densities (fP = 0.02 and 0.05. From figure 8.15, it is observed that 
the threshold for the subcritical instabilities, above which the uniform shear flow is unstable and 
below which it is stable, is higher at lower densities. 

So far we have seen the bifurcation diagrams in the [A^, H — ifc)-plane; now we will show the 
bifurcation diagrams in the {A^, k^ — A;2c)-plane, where k^c is the critical spanwise wavenumber. 
A series of bifurcation diagrams in the (Ag, k^ — fc^,)-plane for H = 200 is shown in figure 8.16(a) 
for densities (pP = 0.2, 0.23, 0.24, 0.3, 0.4 and 0.5. The transition density from supercritical to 
subcritical lies between (p = (0.23,0.24). Figure 8.16(6) shows the variation of a''^' with wave 
number kz for (jfi = 0.1. It is seen in this figure that the a^ '̂ is positive and decreasing with 
increasing wavenumber. For this range of wavenumber, a'"' is negative as shown in the lower inset 
of figure 8.16(6); thus the bifurcation is subcritical. The corresponding variation of equilibrium 
amplitude is shown in the upper inset of figure 8.16(6). 

Figures 8.17(o) and 8.17(6) show the bifurcation diagrams for a series of densities as marked 
in the panel and for a Couette gap H = 400 in the {Ag, kz — A;2c)-plane for the dilute and 
moderate-to-dense flows, respectively. It can be seen from figures 8.17(a) and 8.17(6) that there is 
a transition from subcritical to supercritical between (pP = (0.06,0.65) for dilute flows and again 
supercritical to subcritical between <p° = (0.22, 0.23) for moderate-to-dense flows. 

The elTect of density aX H = 500 and kz = 50 is shown in figure 8.18 where we have plotted 
the variation of a*̂ ^ with densities (̂ ° G (0.01,0.6) in the main panel and the growth rate in the 
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0.05 

Figu re 8.15: Bifurcation diagrams for dilute flows for densities (jP = 0.02 and 0.05. Other parameters 

are same as figure 8.14(a). 
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Figure 8.16: (a) Bifurcation diagram in the (kz - A:jr)-plano for e = 0.8 and H = 200 (b) Variation of 

a'^' (main panel), a'"* (lower inset) and amplitude (inset) with k. for (j)" = 0.1. e = 0.8 and H = 200. 
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Figure 8.17: (o, b) Bifurcation diagram for H = 400 in the (fej — fcjc)-plane for various densities as 
marked in tiie panel. The coefficient of restitution is e = 0.8. 

Figure 8.18: Variation of a<^', a*"' (inset) and Ae (inset) with density for H = 500, kz = 50. The 
coefficient of restitution is e = 0.8. 
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upper inset. Since â ^̂  is positive for all densities and a'°' changes sign from positive to negative 
near 0° w 0.15 (see upper inset), there is a subcritical bifurcation. The equilibrium amplitude is 
shown in the lower inset of figure 8.17(b). 

8.3.7 Finite Amplitude Patterns 
The disturbance fields up-to cubic order in amplitude can be written as 

X{y, z, t) = A2XI"'21 + [(^Xli'ile'^ + A^ X^''••^'^ e"'' + A'X^'-^^e'' 

_^^3^[3;3|g3,e^ ^ ^ _ ^ ] (8.66) 

where X = (4>', u', v', w', T') is the disturbance field, A is the amphtude and 9 = k^z + uit, with w 
being the real frequency (cf. Eqn.(3.11)). At equihbrium {dA/dt = 0), A{t) = Ae (i.e. amplitude 
is independent of time) and ui = 6'°' + b'^'^h. 

In the present problem (streamwise independent flow) the instability is stationary, i.e. 6^"' = 
6'̂ ^ = 0, and hence a; = 0. Therefore, at equilibrium the disturbance vector (8.66) is written as: 

X{y, z) = X{y, z, t) = AlX^"'^^ + 2 ^ [xli'^'cos {2TVZ/X,) - Xp^'sin (27r2/A,)] 

+2Al [x|.2'21cos(47r2/AJ - xf'^'sin (47r2/A,)] 

+2Ae [x],i'31cos(27r2/A,) - Xf'^'sin(27r2/A,)] 

+2Al [xl^ '̂̂ 'cos (G-Kz/X,) - Xf'^'sin (67rz/A^)] , (8.67) 

where X^ = 2'n/k2 is the spanwise wavelength and the subscripts r and i refer to the real and 
imaginary parts of a quantity, respectively. The streamwise vorticity component is defined as 

n. = ^ - 1^. (8.68) 
ay oz 

Using (8.66) we can write the derivatives of w' and v' with respect to y and z as given below 

^ = ^ 2 ^ 0 : 2 ] ^ 2 ^ j^g^i J ^ l ; l ] ^ , e ^ ^2^[l;3lg,:fl ^ ^^2;2]g2^e ^ ^2^[3;3lg3zej ^ 

^ = 2AK Real [i (xH^Ue^* + A^X^^'^^^e^o + 2AX^^'^^^''> + :iA^X\''-^^€"'')] . 

Figures 8.19 - 8.22 show the comparison between the linear and nonhnear disturbance patterns 
in (2, j/)-plane. In following figures, the 2-coordinate is normalized with the spanwise wavelength 
(A )̂ and therefore each figure has to be stretched by a factor 2-!T/k^ in the spanwise direction 
to get the true aspect ratio of each pattern. In each figure, 8.19 - 8.22, the patterns in the first 
column (panel (a)-(e)) are linear and those in the second column (panel (/)-(j)) are nonlinear. 
The first (a and / ) , second [b and g), third (c and /i), fourth (d and i) and fifth (e and j) rows of 
each figure represent the disturbance patterns of density (</>'), vector plot of perturbation velocity 
{v',w'), streamwise velocity («'), temperature (T') and streamwise vorticity (Ctx), respectively. 
On the gray scale, the white and black represent maximum and minimum values, respectively. 

The unstable disturbance patterns for two values of Couette gap H = 140 and 180 with 
(/)" = 0.5, fc^ = 2 and e = 0.8 corresponding to figure 8.11 are shown in figures 8.19 and 8.20, 
respectively. Figure 8.19(a) shows four rows of density clusters along the transverse [y) direction 
since the associated linear eigerifunction corresponds to mode /3 = 4. Figure 8.19(e) shows the 
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Figure 8.19: Linear approximation of disturbed flow (a)-{e) and cubic approximation if)-{j). (a) and 
(/): contours of density; (6) and (g): (v,w) velocity field, (r) and (h): contours of streamwise velocity; 
(rf) and (i): contours of temperature; (e) and (j): streamwise vorticity contours (Qz) in («, j/) plane. For 
H = 140, 0 = 0.5, e = 0.8, fc^ = 2 and /3 = 4 (cf. figure 8.11(c)) In gray scale white denotes maximum 
and black denotes minimum, for these parameters flow has subcritical instability. 
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fo\ir counter-rotating vortical structures. The contours of strcarnwise velocity, figure 8.19(c), 
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1 

Figure 8.20: Same as figure 8.19 but for H = 180 and P = 5. See figure 8.11(c) 

look similar to streamwisc vorticity contours, figure 8.19(e), which show that the streamwi.se 
velocity is maximum at the location of minimum vorticity. The [v, w) velocity vector plot, see 
figures 8.19(6), shows that the magnitude of velocity is low at dense clusters and the velocity field 
changes its direction at the region of density maxima. The corresponding granular temperature 
pattern in figure 8.19(d) depicts that the granular temperature is maximum at the region of low 
density. 

The subcritically unstable nonlinear patterns corresponding to figure 8.19(a)-(e) arc shown in 
figure 8.19(/)-(J). While the distorted nonlinear velocity {v.w), streamwise velocity («), temper
ature ( r ) and vorticity (n„) look similar to the its linear analogue, the density field is distorted 
significantly. As seen in figure 8.19(/), there arc three dense clusters, one appears at the center 
of the domain and two near the two walls, along the transverse direction; note that the linear 
density pattern has four dense clusters, see figure 8.19(o). 

The overall structure of these patterns remains similar if we increase the Couette gap to 
H = 180 as shown in figure 8.20. We observe that the density pattern in figure 8.20(n) has five 
dense clusters along the transverse (y) direction which corresponds to mode /i = 5, whereas the 

http://streamwi.se
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density pattern for H = 140 in figure 8.19(a) has four dense clusters which corresponds to mode 
(3 = i. For the description of other patterns see the related text of figure 8.19. 
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Figure 8.21: Same as figure 8.19 but for H = 135, </>" = 0.2 and /3 = 3. These patterns are stable and 
the supercritical equilibrium amplitude is A^ = 0.001416. 

For 0° = 0.2, H = 135 and e = 0.8, the linear and nonlinear patterns are shown in figure 8.21. 
For this parameter values the flow admits supercritical bifurcation, see the inset of figure 8.10. 
The nonUnear supercritical density pattern in figure 8.21 ( / ) show two dense clusters along the 
transverse direction, one at the top wall and other near the lower wall. However, the linear density 
patterns in figure 8.21(a) contains three dense clusters (since /? = 3) along the transverse direction. 
The linear and nonlinear velocity and temperature fields are look similar. The temperature is 
maximum at low density region. The supercritical vorticity contours, as shown in figure 8.21(j), 
are stretched along the streamwise direction as compared to its linear analogue. 

The linear and nonlinear patterns in dilute limit for 0° = 0.05, H = 90 and e = 0.8 are shown 
in figure 8.22. The density and vorticity patterns are seen to be highly distorted from their linear 
counterparts, see figures 8.22(a, / ) and 8.22(e, j ) , while the nonlinear velocity and temperature 
patterns look similar to its linear analogue. 
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Figure 8.22: Same as figure 8.19 but for / / = 90, 0 = 0.05 and /3 = 1. These are unstable patterns 
(originated from the subcritical bifurcation). 
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8.4 Conclusion 
In this chapter we have analyzed the nonlinear stability of streaniwise independent three-dimensional 
granular plane Couette flow. The streaniwise instabilities in three-dimensional granular plane 
Couette flow lead to banding in the transverse and spanwise directions. Due to this banding the 
uniform shear flow breaks into bands of different rheologicai properties (different shear stresses 
and shear rates) along the transverse and mean vorticity directions. We have used the amplitude 
expansion method for reducing the nonlinear problem into a sequence of linear problems. The 
analytical solutions of these problems have been derived using sine and cosine functions. The 
results for all flow regimes have been shown in this chapter. 

Our analysis shows that the transitions from supercritical-to-subcritical and subcritical-to-
supercritical bifurcations occur for varying density and spanwise wavenumber. In the dilute flow 
regime we have found the presence of mean flow resonance. The equilibrium amplitude follows the 
Couette gap scaling with restitution coefficient. The comparison of linear and nonlinear subcritical 
and supercritical patterns has been discussed in this chapter. The density and vorticity patterns 
are seen to be more distorted from their linear counterparts than the corresponding velocity and 
temperature patterns. 
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Appendix 8A. Elements of Linear Stability Matrix £ 
[kj] for d/dx = 0 

hi 

hi 

'34 

Ui 

'44 

0, ll2=0 ^ " T T T , '15 = 0 

ay 

/ _ - P T a I 3 5 - 7 7 ^ a ; 

( 4 2 = 0 , i43 = i i ^ ^ g - ^ 

' dz 

' a« 

Note that the elements of L (cf. (8.2) can be obtain by replacing ^ = j ~ and •§- = tfcj. 

Appendix 8B. Nonlinear Terms 

ATI 

J,'at/ 
au 

A/'2^ 

A/J 

„ 'a iL 
dy 

S i 
, , '2^ 

^ dy dy 

+ ̂  [- K ^ ' ^ +P°rr^'f^ +P^r^'f^ + P ° . r ^ ' ^ ) + 2 ^ (^> ' + Â r̂̂ ") 

+2 ( M ^ ^ + Z^?-!^) ^ + (A>'+ A?.T')^ ( ^ + ^ ) 

+C B ^ + 41^) +1^ («>' + 4^')} 

a^u, 
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A/? 

+ ̂  K -^ '^ +M?.T '̂C ^/'^.r^'l^ +M^r^'l!^)] 

+ 2 ^ O^S.̂ 'f̂  + /^^T '̂f^ + ̂ ^lT'P% + t^lTT'%) 
+ l{% + '^) (^^%^'' + \>^''TTT'' + Kr-f'T') 

+ 2 ^ (PS.<^'t^ + I^WT'^ + ^".r-A'^ + f^lrT'^) 

+ (f^ + ̂ ) K ^ ' ^ +''°rr^'f^ +̂ r̂<̂ 'C +'^°T^'^)] 

+ d7T^ [ H ^ { ^ (««0'^'W +'=rr'^'^ + '^°T '> '^ +'**r'^'-^) 

+ 1^ H . 0 ' ^ + 4 T ^ ' 1 ^ +-^T*'l^ +«STr'^)} 

+(̂ O0' + ,0 T') {2 (^)% 2 (^)= + {^y + (^ + ^y + (^)^} 
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Appendix 8C. Analytical Expressions for Second Har

monic 
-.1/3 _ 

-.23 

-,30 

-.40 

-.50 

-k0(t>ivi, /22 = -iki4>iwi 

3 [ - ^ {<t>°{k0Viui +ikzWiui) + 4)ivi + c C V i u i } 

- - 4 J {(2fc2 + 2kt){nl,i>i + 4 T I ) U I + kfli^i^cfl + I^°TTT? + 2HIT.<P,TI)]] 

5 [ - ^ {•P"(k0vf + ik.wivi) + c^o^ivi } 

+ ^ {k0 (p^^-A? + P%Tf + 2pO^0iTi) - 4/t2(^0^i + MO.TI)UI 

-2fca(A°0i + \lTi)(kavi + ik^wi) - 2fc.(M°<^i + ^l°TTl){k,Vl + ik^wi)^ ] 

2 [-^{'P°(hmvi +ik^w^) + cf°'>4>iwi} 

+ 05777 {-'fc^(P«0<>i +PTTT? + 2p^7-0iTi) - 4fc2(^O0i + ^l°.T^)wl 

+2ikz{Xl(t>l +X^Ti)(kgVl + ik^Wi) + 2ikg{ll°,(t>l +H^Ti){kzVi + % « ' ! ) } ] 

i [ - ^ {-0O(A:flu;it)i + ik^wj) + c^°Uim } 

+ Wfr^ {-»fe4P^00? + P%Tf + 2pOj,0iTi) - 4fe2(^o^i + ^o,Ti)«;i 

+2ifc^(A0(^i + \°.Ti)(ksvi + Jfc^KJi)}] 

+2kg(ii'^4>i + M^-TOm - /t''(-fc2„f + k^wj - 2ikzkflviwi) + fj.°{k^ + fc^)«2 

+\0 (fc|t;2 _ ^,2^2 + 2ik,k3ViWi) - (iX>o^<A? + ^T>o,^T^ + KSr-^iTi) }] 

/22 = k[-J!!{'t>°{-k0VrTi+ikzW,T^) + c(°UiT-,} 

+ dd^ {-TTjfc'C^^i + 4 T I ) T I - (pO0i +p«,Ti){fcd»'i +ifc.«'i) 

+2,.0iklvj - kiwi) + (1^0^02 + i/zO-^r^ + ^ o ^ 0 , T i ) 
+2fca(/iO0j + /20 7 . j )„ j _ , .^0(_fc2„2+^.2 j„2 - 2ikzkgVi-Wi) + n°{^k'i + kf,)ui 

+X° [k^vf - k^wj + 2ik,k0viwi) - ( |O»^0f + ^V°,j.Tf + p O y ^ i T i ) }] 

If we substitute fcj = 0 and ui = 0 in the above expression we get the inhomogeneous terms of second harmonic 
for stream-wise plane Couette flow problem which are given in §5.4.1, 

,^10 ^20 ^30 ^40 
l<-'22 ' " 2 2 ' ' - ' 2 2 ' ' - '• 

„40^ fcj 
22 ' " 2 2 / 

' 1^10 f,20 ^30 f, ^ 4 / 3 ^ 
(.'-'22 ' ' - '22 ' ' - ' 22 ' "• "-'22 ' • 

Similarly 

( / 2 2 ' / 2 2 > / 2 2 ) 

3 D 

= 0,U)=0 
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Appendix 8D. Analytical Expressions for Distortion of 
Mean Flow 

'- '02 

-.20 

-,3/3 

^ift 

-•5/3 

-kflCpiVi + C.C. 

1 [ - ^ {(^"(fc/jDiUi - ik^wiui) + 01JJ1 +c(">0l«l} 

I 1 - ^ {4>''{kf3ViVi -ikzWivi) + c(° '0i i ' i} 

+ ^ {fc/3 {p'i^<t'i4>i+P%Tifi+2plj.<t>ifi) - iklviiiilii + fi°,fi) 

~2kgikgvi + ikzWi){Xl4>i + AO f i ) } ] + C.C 

+ C.C 

-•^ {4>°{k0Viwi -ik^wiwi) + C ( ' ' > 0 I M ) I } - ^5777(^001 + A'T^I)(J'=2'S/3' 'I +fc3" ' i) | + ' 

• dl^ {-V7klTi{Kl4>i + 4 ^ 0 - ( P > i +P?-7'i)(fc/5i>i - Jfc^tii) 

+2/^0 (vivikl + fe>iu>i) + ^°uiuifc2 + ( i^°^0i (>i + ^ ^ T ' ^ I ' ^ I + A'^T'^i^i) 

+2(/i^01 + ii^Ti)kgUi - \^{k1v\vi + fe^tuiuii - 2jfc2fc(3i;iu)i) - fc^^^uiui 

^\^{k'^f^vxvx+klwxwx-2ikzkgvx-wx) - ( |X>500i0i + i P ^ - r T i f i + r>Oj,0iri) }] ^ c.c 

- • ^ \<f'{-k0vxwx - ikzW\w\) + c("'(^iti}i] + C.C 

[ - ^ {^''(-fcflt^lti - i/cu-iTi) + c<O)0ifi} + 5 - | ^ { - ( P > 1 +P?.Ti){fe^i)i - ifc,u.i) 

+ 2 M ° (^vivikl -^- k^^wiwi^ +/x0uiuifc2 + ( | / i ° ^ 0 i 0 i + 1 4 x ^ 1 ^ 1 + '^° r ' ^ i ' ^ i ) 

+2{/j^0i + /i^-T'ijfcaMi + ^^''{k'^VlV•^ + kf^wiwi - 2ikzkgviwi) + k^n°uiui 

+X°{klvivi + klwiwi - 2ikzk,,viwi) - (il>°^<Al<Ai + lV°,j.Tifi + V°^(t>ifi^j] + c, 

In two-dimensional limit 

(*-'02 • ' ^02 ' ' - ' 0 2 ' '-'02 
,4/3 ^ 4 ( 3 ^ fcj=0.u.=0,xll''l€Re 

• <-'02) ' 
r> , ^ l / 3 ^ 2 / 3 ^ 3 / 3 f, ^ 4 / 3 , 
•21,'-'22 ' ' - '22 ' ' - '22 • ^' ' - '22 ' 
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3D 
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Appendix 8E. Analytical Expression for G 13 

Consider G ) 3 as follows 

G i 3 = yV2(Xl2^21__^H;l])_^^^(;^-[l:llj^-(2;2l)_^yV2(Xl"^2| ;(^[ial)_^^^(^V|l:l|__YlO;21) 

where G13 = (Gj j , 0 ^ 3 . G ^ j , G j 3 , G^g) which has an analyt ical expression in t e rms of sine and cosine function 

( G i 3 , G } 3 , G ^ 3 ) = iG\l\GJ:'\Gll')cosk,,e+{G['l\G'''\Gll')cosk,,0 \ 

idli-.Gli) = (G\f.Gll^)sink-ifi9+(Gll\G\l^)sinkfje J 

where 9 — y ± 1/2 and ^ 3 ^ = 3fc,j with /i = 1, 2 , . . . being the mode number . In vector no ta t ion 

G13 Gj3 {cos k:ig9, sin k^^^d, sin k^a9, cos k3g9, cos k^ijO) 

+ G [ 3 {cos kf)0, sin kfjB, sin kg9, cos kg9, cos kg9) 

IfJS ^2/13 ^3;J3 ^ 4 ^ 3 
Where G^3^ = ( G ; 3 - , G ^ r . G ^ 
not dependen t of y, 

(<-'13''-'13) 

5/33 ^ r./31 { G 5 f \ G ^ f ' , G ? ^ ' , G i ^ ^ ' , G j f ) are functions which do 

N2(X2,Xi) + N2{Xl,X2\ + N2{Xo2,Xi) + N2{Xi,Xu2\ 

(1) (2) 

+ N3{Xi.Xi.Xi) + N3{Xi,Xi.Xi) + N3{Xi,Xi,Xi) 

(3) 

(1) (2) (3) 

or we can wri te (Gfg ' .Gf f ) = (/V,", + A/fg + Cf^,N'" + M^^ + C ( " ) . In 2D case, Xi is real and X02 = 2X2, 

th i s simplify expressions of G13 as ( G f g . c f g ) = 3 l N 2 ( X 2 , X i ) + iV2(Xi,.V2) + + N 3 ( X i , X i , X i ) ] . 

C o n t i n u i t y e q u a t i o n 

,^,1/31 ^ 1 ( 3 3 ^ (^'f + A îf + Ĉ JI*' - ^ / f + A//f + Gjf) 
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*:3/3(01i'2 + f'lM + ikz{(j>iW2 + wi<t>2)\ 

kii{<PiV2 - (p2Vi) + ikz{ipiW2 + tt'ic^2)| - ik:{(pw:^ + wi(p„) 

k3g{<t>lV02 +Wll/>02) + ik:{(plW02 + l'^'10O2)] 

kg{<illV02 - '^()21'l) + ikz{(t>iWU2 + U'l<j>02)] - «fc201"'m 

kn&'i 

x - m o m e n t u m e q u a t i o n 
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•^13 — "^13 

^-momentum equation 



248 Chapter 8. 

,,3fl3 

" 1 3 

,3/31 

^3/33 

+ ^ [ksfliP^Mi + P°TTT^T2 + PIT4>\T2 + plT^'^'^>2) 

-2kffk3fji>i{ti''^4'2 + tiT'^-2) - 2k2flk3flV2{fil<p\ + / 4 ^ l ) 

-k3,i{X°^<t>2 + A0,T2)(fcfli)i - ik.iln ) - fcjaiAU^i + X^ti )(fe2,H>2 + 2ik^w2) 

+ik,(tt.l4>i + /4 '^ l )(2i'£."2 - fc2,J"'2) - ikz{nl<t>2 + MiJ.T2)(ifcjf>i + knun)]] 

= 5 - ^ i2r("'01112 - c''*'02i'l + 'A''(-fcfl''lf2 + 2ifc2ii)it)2 + ikzW2Vi)} 

+ ; ; ^ {fe/j(pli*^i'>2 +P%f^T2+plr^iT2+plrfi4>2) 

--2k^,Vl{^ll<t>2 + P^T2) - 2fc2afc/3t.2(M°01 + / 4 ^ l ) 

-k0(\%<h + A^T2)(/c,jfii - ife.wi) - fc,j(AO0i + A^fi)(fc2di'2 + 2iA:,u>2) 

+ik^(^°^^\ +/x^fi)(2ifcjt;2 - fc2(J"'2) +«fcj(/i°02 + p%T2)(ikzVi + kgwi)M 

- ^ i-tk.4>"w^Jdi + c("U^r^vi) 

+ ^ [k>AP%4>'r^4>i+P%Tl'f, +Plr<t>''^f, +plrT?^^i) 

-2ik,k0W?;f{Xl4>i + AOfi) + ik,(^l4>f^ + ti°.T^)(-ik,vi - kfim) 

-2kli, (^>?,? + < T ^ ^ ) + ( - f c |5 , + ik.k.w,) ( A > ^ 2 + A" r22 ) ] 

= 5 [ - ^ {2a(")0i!;o2 +c<")0O2fi + 4>°(k3,mvo2 + ikzWa2Vi)} 

+ -^irijj Y^W {p%4>i<t>02 +P7.7.T1T02 +p^j.0i7o2 + p°^-j^Ti4>u2J 

-2k0k30V\ (^^0002 +Air7b2j - 2k20k3gvo2 f/^lj^i +/x!J,Tij 

-*:3/j{*:/3'̂ 'l + il^zwi) (A°0O2 + AifToj) - fc2;j*;3,3"()2 ( A ^ 0 I + AffTi) 

-ik.k2diti'l<l)i + n^Ti )ui()2 + i*:j(/iJJ<Au2 + AiT^()2)(i*:j''l - *:,ju'i ) | | 

= 5 [ - ^ {2a(")0ii>o2 - r<'"0()2!^i + <p" ('k0Vivu2 - ifc.i<-02i'i)} 

+ ^ {fca (p«0'/'i0o2 + P^r^i'^oz + plr^iToi + P V ^ I " ^ » 2 ) 

-2fc2i;i ( /̂ijj0o2 + ^!J,To2) - 2k,ik2gva2 (p^0i + p!/-Ti) 

-/cj(fcaDl + Jfc2«)l)(A»0o2 + A5.ro2) - fc/3fc2/3fO2(A°0i + A ' | T I ) 

-ifcjfc2/3(M^<^l + MT'ri) '^02 - ikz[p"^<pl,2 + ^tTTo2){^k^Vl - k,jWi)\] 

-ifcjUjO^tn + - ^ ^-2kfjfi'^vi - (/t|!)i + (:fcjfc,jU)i)A^ 

+'=/3(P0«^i + P 0 T ' ^ I ' + ikzfiriikzin - k,)Wi)^ 

= -4^ \kgvi{4>ivi +20iJ)i) +ikz{<i)\wivi + <t>iWivi - 0iu)i5i)l + ^^nfj7 [ 

^ ( P V ' ^ 1 ' ^ 1 +P§^rT^?T'i +p^^^0 i (20 jT i + 0 i f i ) +pOj,j.Ti(20if, + 0 I T I ) ) 

-6fe§ (5/^0*<^i(i'l<>l + 2 D I 0 I ) + ^ii%Ti{viTi + 2i)ifi) + pO^( i i0 iTi + i.i0iTi + i ; i 0 i f i ) 

-3 fc^ |AO^0 i ( i l l 0 i + 2^101)+ iA5,^Ti({i,Ti +2t>ifi) + A^^(i>i0,T, + t ; i0 iT i + ! ; i 0 i t i ) 

+3ikzkam ( |A^^0f + ^X°.^r^ + AOj,0iri) + ikzki,Wi\l.,.{4>iTi - 4>ifi) 

-ikz{ikzvi + kffwi) [k^il^4>1 + jMrr 'T? + ' ' ^ r '^ i '^ i ) 

+ikz{ikzVi -k0un) (3^1^00101 + ^ti%Tifi +nl^4,iTi +M^,^ f ,0 , ) ] 

-,3/33 _ ^3/31 
^13 ~ "-'IS 

z-momentu tn equa t ion 
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N 
•l/M 

A T ' " " 

MT 

5 [ - ^ | 2 c " " 0 l U ) 2 + c ( " ' 0 2 l ' ' l + 'p"{h0fmV2 + fcflU2«'l + ik:WlW2)\ 

-2kl (2(,^l4>i + li%fi)w2 - (til<t>2+li%T2)wi) 

+ikz ((AO01 + \^fi)(k2,iv2 + 2ik,tU2) + {\°(h + A?.T2)(fc(,t)i - ik^wi)^ 

+fc3/3 {{lJ-l4>l + p.^i.fi){2ik,V2 - fc2/it"2) + ( ^ > 2 + /4^2)(-ifc^iil - fc/3«il)) } 

5 [ - ^ |2c<'"(^iU)2 +c<"'02'i'l +0''(-*:2flt'l«'2 - ki)V2Wi +ikzWiW2)\ 

+ WH^ {-il''ipl4,4>i<t>2 + P%fiT2 + P1T.4>IT2 + PITTIM 

-2fc2 (2(^0 01 + ,iO t ,)„;2 - {/i>2 + ti"TT2)m) 

+ikz f(AO0i + X^fi)(k2nV2 + 2ikzW2) + i\°'t>2 + \'i-T2)(k^vi - ifcziii)) 

+fca ({^'1^1 + ti^fi)(2ik,V2 - k2HW2) - (til<j>2 + li^T2){-ikzVi - fc^iii)) }] 

- ^ [ifc.0''ti)iii;?„2 +2c(o)0i„,2^2 +a(")022^,] 

+ ^ [-ik. {p<Kf4>l4>ll + P°TTTITI^ + PIT'^IT^ + P^T^l'^m) 

-2fc>^2 | 2 (^0^1 + ^0,7.1) + ( A O 0 I + AO,fi) } 

+2fc= (̂ O0=„2 + < T 2 2 ) ^ , + ifc, ( A > ^ 2 + A0.T^2) (fcflC, - tfe.t^i) 

+ ( M > ^ 2 + ^o,r,2„2) (-ifc.fc^i, - klw,)] 

\ l-Jjy {2a*'')0iUiO2 +c'''*0O2Un + 0"'('C2)Jl'lUJO2 + fc/3»'02«'l + i*:zU>02»̂ l )} 

+ ^n77T \-ikz(p°^,^(h24>l + P'TT'^Q2T\ +p^7,0O2Tl +p^7.To20l) 

ifcz'c2/j ( A ^ 0 1 + A^-Tl j J)02 - k30k2t3 (/'"'Al + A'T '^I ) "'02 

-2kl{n\<Po2 + li'i-To2)wi + ikz{Xl4>02 + >^'i-To2){kisvi +ikzwi) 

A/: 4(J1 i - ^ {2a<'''0u()o2 + r'"'0()2U»i + 0"(-*:2(j'-'l«'O2 - kijV02'Wi + ikzWo2Wi)} 

+ WH^ {jfczfe2/j(A^0i + A0.TI)J;(,2 - k^k2ii(nl4>i + P-^Ti)wo2 

-i>^z(p1^<t>02<t>\ +Pr7-7()2Ti +p^j.0O2Tl +p"7,7b20l) 
-2kl(p°,(j>02 + ̂ ?.7o2)«)i + ifc^(A°0o2 + >'%To2)(ki,vi + ifc^iui) 

+ ^ n ^ |-jfcj{p°r7'i +p°7.0i ) - 2fc2^^u)i +7:fciA^(fcaui +ifc2i(Ji) 

+/tj,fc^(ifcjtii - kffWi)] 
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-'fc. Op^^^-^f^' + yTTTTff^ +PI,T'P^ (7-101 + kt^ni+plTTTl (0.T, + i T , 0 , ) } 

+2fc2 {(iO^<|ii ( iu ' i0i - u'l^i) + C'IT^I (^"'iTi - unfi) 

+IIIJ. (u'l^iTi -u ' l^ iTi - u ' i 0 i t i ) } +Jfc.'.-;i{A^^0i (^wi0i + " i 0 i ) 

+A^.^Ti (iuiTi +i>ifi) +A^^(D,0iri +J)i0iTi + i ' i f i 0 i ) } 

+* ?̂ {A^^-^I (^iSi^i - U.10,) + \O.^.Ti (iu>iTi - u n t i ) 

+ A J T ("'i^iJf'i ~ «'i0iTi - Wi4),fij\ 

-Sikiik: <.^t'^^4>i ( j ' - ' i^i - I ' l^ i j +MrT^i (^CiTi - I'l'Tij 

+ ' ' " r K'l'/'iTi - t ' l^iTi - vi4>ifA\ 

~'^^1) {''0001 (^" ' i^ i + " ' i 0 i j + ti^T^i y^w\T\ + t i ' i r i j l 

+/t»j. (!r'i0iri + û î iTi + wi^ifi)}] 

C j f = - ; j ^ |3Jfcj0iUlf - fca (01^1"'l + 0li ' l ' i ' l + 01 ' ' l " ' l ) j + J^JTH^ [ 

-3ifc^ {3P000^i<^i + SPTrrT-fT'i +PS0r (^iT-i^i + ^^fT-j) +pl^^ {^,T,t, + ^ T f 0 i ) } 

+6fc^ |M1J,00I ( l^ i ' i^ i - "Ji^i j + n!}.^Ti (^^liiTi - u'lTi j 

+ ^ 0 ^ ( l i i ^ iT i - t<;i0iTi - u ; , 0 i r i ) } + 3t*:̂ *:a { A ^ ^ (^^l^? + i ' i 0 i0 i ) 

+ A 0 J . (^CiTf + y i T i t i ) + A^^ (i)i0iTi + Di^iTi + Vif^4>i)] 

+3k'i { A ^ ^ ( j u i i ^ i - « ' i 0 i 0 i ) + \% (jU'lT'f - u'lT'iTi) 

+AOJ, (lUi^iTi - u)i0iTi - u ) i 0 i f , ) } - ifc.fcjSi (5|i ']00? + s/^TT^? +A'0T'^i'^i) 

(/ i^^0i0i +MrT'^i 'ri +/i'^r("^''^i + 0 ' ' ^ i ) ) 

-fc>''i (l''**'^! + I / ' ^TT? +M'^T-^I'^') 

- '^d"" (''0«<Ai"^> +M?-r'^i'J'i +A'0T(<^I7 ' I +<^i'^i))] 

Energy equa t ion 

Wk^l [77^ { -7-2(«;j,01 + «"j.7', ){k,k.2,, + k'l, + 2ki) 

hti(KO02 + K%.T2)(-k„k2,, - )cf, + fc'^)} 
+ 

- (p"02 +Pr7^2)(fe;,f;i - ik.un)- (P^0i +p!;.ti)(fc2/J''2 + 2i/i:j!,>2) 
+4fi"(k,ik'inV2i>i + 2kjw2ivi) + 2/i")i2"i(*:/j'c2,j - 2fc )̂ 
+ (''S00'-;<^i +/47'^2T' , +Az'^^02ti +/i;^7,0iT2) 

+ 2fc.,(//"02 + ll^^T-2)ltl + 2k2,l(pl^i + I'T'^I)U2 
-fi"{4k^V2Vi - iik^ki)V2U'i + 2fc,jfc2/J"'2"'i + 2ikzk2iiviW2) 
+X'^{2k0k2fii>2V\ + 4k'^W2Wi - 2ikzk2ni>2U!i + iikikavivii) 
-(X>O^0201 +r>^7.T2fi + P » , r 0 2 t l +pO^0iT2)] 
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^ ? r = - ^ [c^°^4>2fi + 2c( '"0ir2 + 0" (^~k,iV2ti - k2iiinT2 - ik^W2fi + 2ik,wiT2^^ 

+ ^ [m { T 2 ( « > 1 + 4 f i ) ( f c ^ f c 2 ^ - kip - 2fc2) 

+f'l(«0<^2 + 4T2)(fc^fc2;3 - fc2 + fc2)| 

- (P°02 +P?^T2)(fcdi)i - ik.Wi) - {pl<t>i +p^fi){k20V2 + 2ik^W2) 
+4^t°{k/3k2DV2Vl + 2k1w2Wi) + 2|U°U2«i(/c/3fc2/3 + 2^^) 
+(ti%<i>24>i + ii°rTT2fi + tilT.<P2ti + tilr^xTi) 

+2kf,(tl°(p2 + ti^T2)ui + 2k20(pl4>l + 4 ^ 1 )U2 
+ti°(Ak'lv2Vi - AiktkfjV2Wi +2ki3k20W2W\ +2ikzk2i3V\W2) 
+\°(2kgk2fiV2V\ + ik1w2W\ - 2ikzk2fiV2W\ + iikzkgViW2) 
-(T>°^'t>24>l+V^j.T2ti+Vl^<t>2fi +V°j.4>lT2)] 

- ^ [2ikz4>°mTl^ + 2c(0),^iT^2 _ ife,0Of,^22 + e(0)f,^2^2j 

+ ̂ [ ^ {̂ 1 ( ' ' > - + 47 ,̂'«')(-fc/J + ^?) - 2fc2T22(«o ,̂ + 4 f , ) } 
-2ife.<2(pO0i +pO,fi) - (p>^^ +P?.T,22){eife3 - ifc.u-i) 

+A''(4fc2ri)iu,22 + 4ikzk0nw^^) - ( P » > i 0 ^ 2 + p 0 ^ f i T ^ 2 + pO^0iT22 + pOj.fi0^2 

^?3^^ = -W [2«""'^i^02 + £'0^02^1 + <p° {k2imTo2 + k0Vo2Ti + ikzW02Ti)] 

+ dd:^ [^ { -7 ' i («>02 + 4Tn2){fc3fc23 + kl + kl) - ro2(4<^i + 4T,)(fc3fc2a + fc^^)} 

-k2aipl<t>i + P^Ti)vo2 ~ (p°,<t>02 + PTTo2){ki3Vi +ikzwi) 

+'ifl"kgk2/3{viV02 + |"1U02) + (M^^<^10O2 + 4 T ' ^ I ' ^ 0 2 + /i07-i^l7b2 + A«0r'̂ O2Ti) 

+2fc2a(M^01 + 4 ^ l ) " 0 2 + 2fca«l(^°0O2 + 4 ' ^ 0 2 ) 

-IJ°k20(kgW\ - 2ikzVi)wo2 - fc2afc/3^''«^02"'l + ><^k2l3(2kgViV02 + 2lkzV02'U>\) 

-(T^l^'Pi't'Oi + vO.^TiTo2 + VIT.4.ITO2 + r>57-<Ao2Ti)] 

A / l 3 
5/31 - ^ [2a('')0iTo2 + c(0)</>02Ti + 0° {-k2gviTo2 - kgvo2Ti + ik,wo2Ti)] 

+ ldl^ [W {̂ 1 (''>''2 + 4^02) (kgk2g -kl- ki) 

+T02 ( «>1 + «?-Tl) (fc,,fc2/3 - kip)] 

-k20 (P001 + P r ' ^ l ) ^02 - (p^(*02 +P°To2J (*:;3t>l +«fc2«'l) 

+4fl°kgk2g (t)ll'02 + 5"1"02) + (/i"^010O2 + Al° r'^1^02 + 4 x 0 1 ^ 0 2 + 4 r 0 O 2 T i j 

+2fc2fl (M°<AI + 4 ' ^ l ) "02 + 2fc3Ui (4^02 + 4'^02J 

+fi°k2g {kgwi - 2ikzVi) W02 + k2gkgn°wo2Wl + •̂ °fc2a (2fc(3fi?)o2 + 2«fcji;o2«'i) 

- {T>l^<t>l<t>02 + V°.j.TiTo2 + T>°T.^ITQ2 + X>Oj,0O2Ti)] 

- P ^ (fca^i + ifc.u-l) +24fc3Ui] - ^ (2a(0ViTS,^ + ifc^^^TiiuS?) 
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^13^ = -^\^-^(4>ivifi+'i>iviT]_+<t>iviTi) 

+(n^4>i + ^l\Tl) \2k1(u\ui + v\v\) + 2kJ^wiwi - '2ikzkg(v\w\ - viw\)\ 

+(M°'AI +li°Tfi)(-kl(v\ + u\) + klw\-2ik^k,iViWi)\^ 

+ 4 ^ T i (sfiTi - i t i T i ) +KOJ, (2Ti0if'i + 3 r 2 0 i ) ) 

-'^^ («%'^i(7'i0i + fti./.i) + f 4 r ^ i ' ^ ? + «ST^I (2 ' ^ I^ I + Ti<^i))} 

-(P%J><t>i +p'rr'^\T\ +p°^0Ti + p^^j-(j>if\){k,iin +ik:'wi) 
+2(/iO0i +4Ti)(2A;2^i{ii +2fc>i«) i + kguiui) 

HP-I^I + P%fx)(2klvl - 2klwl + kWi) 
+ k (/'̂ *,^«i?'̂ i + ^ r T r ^ ' ^ i +MLr(<^?^i +2<Ai0iT,) + ̂ o^^(r20i +2<AifiTi)) 

+2fefl (Aî 0< î0i +/J?.r^i'^i + / ' "T '^ I ' ^ I +A'Ur'^i^') "1 
+ (-̂ °> î + •^r'^i) ['^kj^vin + 2k'^,wiwi - 2ikzki3{viwi - iiwi)) 
+(AO0I +\°,fi){klvj - klwj + 2ik^kgviwi) 

- 5 (»"0«'*?'^i +»TTr'^?^i +»S0T( '*? ' ^ I +2'^i0iTi) + r'Oyj.(T20i +20i t iTi : 

^13" = -i[^{'PimTi+4>iViTi+<t>iViTi) 

1*^ (7^ (2 

+(^^1^1 + PT'^I) \2k'^(uiUi + uitJi) + 2k'^wiwi - 2ikzkg{viWi - v\wi)] 

HP'lk + n^fi){-ki{v^i + u?) + kf,wf - 2ik,k3Viwi)] 

+ 2diir^ [77^ {-^' (<0* i (3<^l^' - 5^"^0 
+ 4 ^ T i (sfiTi - i f iT i ) +K^y (2Ti0ifi + 3 T 2 0 I ) ) 

-kg {^•l^<t>i(Ti4>i + |ti</>i) + | 4 r ^ i ' ^ ? + «°r^ i (20 in +r,<^i))} 

-(P'i^^'t'i +Pj.7,TiTi +p°j,0ri +pj7.0lTl)(*:(3>^l +!fe-u;i) 
+2(/i°0i +/jO,Ti){2fc2i,iCi +2klwiwi +k0Uiui) 
+ (/iO01 + 4 t i )(2fc^„2 _ 2kiwj + k^uj) 

+ k K*,/,-^?-^! + PWTT^TI + ^il^r('^jfl + 2MiTi) + fil^^(Tf4>i + 2<^itiT,)) 

+2fcfl f 5''%'^? + l ^ r r ^ f + plT<t>^Ti) »i 

+ fA^0i + A!J,ri j f2fc îiiCi + 2/c ĵi.,(I)i - 2ifc2*;:j(!iiwi -tJiU)i)j 
+ (A°<̂ 1 + A5-ti)(fc2i,2 _ .̂2̂ ,2 +2ifc,A:,j(;i«,i) 

- 3 (^S,/,^'^?'*! +^rTT'^f^i+ 'PLr( '^?^i +20i,^iri)+-pOy^(Tf0, +20ifiT,) 



CHAPTER 9 

THEORY FOR MODE INTERACTION: 

COUPLED LANDAU EQUATIONS 

9.1 Introduction 
Examples of mode interactions due to linear resonance are shown in figure 9.1. The variation 
of growth rate with Couette gap H is shown in figure 9.1 for mode numbers /3 = 1, 2, 3 and 4. 
The circles represent points where two modes cross each other and beyond that a higher mode 
becomes least stable mode until next crossing. For parameters denoted by circles, the single 

x10 

20 40 60 80 100 
H 

Figure 9.1: Variation of growth rate with scaled Couette gap for l3 = 1,2,3 and 4 with (j)*^ = 0.3 and 
e = 0.8. The mode crossing are shown by circles. The Carnahan-Starling radial distribution function 
(2.13) for (f>max = 0.65 are used. 

Landau equation description is not valid. Near such resonance points we need a theory for mode 
interactions leading to coupled Landau equations. 

Davey & Nguyen (1971) have shown that the Watson's method encounters mean flow resonance 
in subcritical conditions. Later Mizushima & Gotoh (1985) resolved this problem by considering 
coupled Landau equations using the amplitudes of the fundamental mode and the mean flow 
distortion. Another kind of resonance, e.g. 1 : 2 wave number resonance, between waves of 
different wave numbers are also possible as discussed by Fujimura & Mizushima (1985), Proctor 
& Jones (1988) and Fujimura (1992). 

This chapter begins with a general derivation of coupled Landau equations, §9.2.1, related 
to two non-resonating waves having growth rates of two modes close to zero. It was shown in 
chapters 5 and 6 that the granular Couette flow admits various types of resonances, namely, 1:2 
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wave resonance and mean flow resonance. Sections §9.3 and §9.4 cover the topics of 1:2 and mean 
flow resonances in detail (Knobloch & Guckenheimer 1983; Coullet & Spiegel 1983; Guckenheimer 
& Hohnes 1983; Mizushima & Gotoh 1985; Dangehiiayr 1986; Proctor & Jones 1988; Pujimura 
1992; Dawes & Proctor 2008; Cuba & Worster 2010). 

The weakly nonUnear theory for the streamwise independent flow using the analytical solution 
of linear problem has been discussed in chapter 5 (Shukla & Alam 2011). In the framework of 
previously derived analytical solutions for streamwise independent flow, we derive the analytical 
'expressions for the coefficients of coupled Landau equations in §9.5 for non-resonating modes. 

This chapter is organized as follows. The expansion formalism and derivations of coupled 
Landau equations for interactions of non-resonating waves are given §9.2. The derivation of 
coupled Landau equations for interactions of resonating modes having the wavenumbers ratio 1:2 
is given in §9.3. The mean flow resonance interaction and the corresponding coupled Landau 
equations are derived in §9.4. Analytical solutions for mode interactions (non-resonating) of the 
streamwise independent 2D granular plane Couette flow are developed in §9.5. The conclusions 
are given in 9.6. 

9.2 Interaction of Non-resonating Waves 

9.2.1 Expansion Formalism 

The nonlinear disturbance equations can be written as (cf. Eqns. (3.6) and (4.14)); 

^-c\x=^f2+N3+^fi+^f^. (9.1) 

The disturbances can be decomposed as a linear combination of the critical modes, $, corre
sponding to two interacting modes (for example, interactions of pure spanwise disturbances with 
the one dimensional shearbanding modes) and infinitely many noncritical modes, ^ , as defined 
below: 

X{x,y,t) = ^x,y,t) + 'i>{x,y,t). (9.2) 

From the linear stability theory we can define $ as (cf. Eqn. (4.26)) 

$ = s/i{t)EiX^'''^{y) + £/2{t)E2Y^'-''\y) + c.c, (9.3) 

where X'^''! and yl^'^l are the eigenfunctions (fundamental modes) of the linear problems asso
ciated with two interacting modes which satisfy the following eigenvalue problems: 

Lio^^li'il = CiXl^-il and LoiY^'''^ = C2Y^'-''\ (9.4) 

respectively, with ci and cg being the corresponding eigenvalues. Here Ei = e'''»̂ i"*"'̂ *̂ and E2 = 
gifc,,+ci* (̂ Eqjj 93) ĵ j-g t{jg exponential contributions of the critical modes. Recall from §4.3 that 
the fundamental mode is the eigenfunction associated with the least stable eigenvalue. 

Similar to the single mode analysis as discussed in chapter 4, (§4.3), we can express solution 
X in terms of generalized Fourier series: 

oc 

Xix,y,t)= J2 {x^''^E'[ + Y^''^El') + Y^ Z'-'^^ElEi+c.c. 
i , j > 0 , 2 = j ^ 0 

(9.5) 

where X**̂ ^ = X^^\y), K'*' = Y^'^\y) and Z''-'' = Z^'^^y) represent complex valued functions 
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originated from the interactions of fundamentals of interacting modes. The pure interactions of 
first mode with amplitude s^x and the second mode with amplitude s/i are represented by series 
X**'' and yC'), respectively. The interactions of fundamentals of X(*=' and F"" ' generate mixed 
type modes which are represented by a series Z^'J'. Hereafter we refer modes related to X*'' ' , 
Y^^'^ and Z'^^^^ by X, Y and Z modes, respectively. 

Substituting above ansatz (9.5) into equation (9.1) and equating the like-order, £•", terms, 
we get: 

( ^ | - C I ) M X I ' ^ ' I = ^2(X(i',xW)+A/-2(X(0),X(»)+AA2(X(i),X(2)) 

= Ar2(y('>,v(''>)+AA2(r<'",r<'')+Ar2(y<'',y*^') 

(9.6) 

(̂ -̂ 0 a^Y^ 

(I-')««• 

+Ar2(y(2),y('))-hA/-2(y<'),x('")-i-AA2(x(o),y(i)) 

+7V2(Z"»>,X(i))+A/-2(X(»\z(i")+Ar2(X<>',Z(-")) 

+7V2(z<-'i',x(i))-^Ar3(y<>>,y(",y(i)) 

-^jV3(y(",y(i ' ,y<")+Ar3(y<",y(",y<i ')-H..., 

f) = nonlinear terms. 

(9.7) 

(9.8) 

The first two equations (9.6)-(9.7) are the evolution equations for the critical mode $ , and the 
last equation (9.8) for the noncriticaJ/passive modes, 4', is called enslaved or passive equation [cf. 
(4.30), (4.31)1 (Carr 1981; Shukla & Alam 2009). 

In order to reduce the above set of equations, (9.6)-(9.8), into ordinary differential equations 
and subsequently to reduce the dimensionality of the system, we use center manifold theorem 
(Carr 1981; Wiggins 1990) which states that the dynamics in the neighborhood of the critical 
conditions is governed by a low dimensional system which can be obtained by projecting the 
infinite dimensional non-critical modes onto critical modes. Therefore all noncritical modes, 
which are represented by ^, can be written as a function of critical modes, i.e. ^ = $ ( $ ) . 
Following theorem 3 of Carr (1981), we can approximate noncritical modes as Taylor series as 
given below: 

= \s^-,f (yi°'^i(y) + l^2(t)l'vi°'''i(y) + • 

= .^2 (yl ' ' l l(2/) + K2|'Kl '^3l (?/) + •••) 

- ^ 2 ' ( i " " ^ " ( y ) + K 2 | ' ^ ' ' ' ' " ( y ) + ---) 

= M^2 [zf^\{y) + Ki I' ̂ fJt'x (2/) + K2I' ÎTiV(2/) + 

= M^2 (̂ LTiky) + Kil' 2!_Ti'x(2/) +1-̂ 21' ̂ LTiV(2/) + 
2 vli;3l. 

X(2)(2/,i) 

y W ( y , t ) 

y ( i ) ( y , 0 

y(2)(y,t) 

Z(i-i)(2/,t) 

Z(-ii)(2/,<) 

ZnO)(y,i) 

z"»)(t/,o 

Z( i i ) (y ,0 

•) 

> , 

.[0;4] 

= ,̂ 1 (K21^ Z'i^' (y) + K21" 211,̂ 1̂ (y) + .. 
.[i;3] i;5l/ 

^ 2 I M r ^o,x'(j/) + I M P 4 r x ( 2 / ) + 

= .C*'i.C^2 (4f '(y) + IMÎ  zni'(y) + K2|̂  4Ty'(2/) + • • •) 

(9.9) 
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where the subscripts X and Y refer to mean flow contributions from X and Y modes, respectively. 
In the notation ZJ]'*'-'''"' the subscripts i and j denote the powers of Ex or M and E2 or ^2 . 
and the superscript m represents the sum of the powers of amplitudes of X and Y modes. The 
definitions of pure and mixed modes are given in figure 9.2. 

Pure Mode 

x(") 

y(») 

( X < 

0 C ^ 2 ' 

K i l ' " 

'1^21'" 

-n^^[n•,^;] 

-ny,'(»;A-] 

Mixed Mode 

z<""'' oc ^;w;"Ki|*--"-"'z|;;„';v'^'' 

^(«m) ^ ^»^™|^2|^-»-'«z[;;+^"'; ' ' i 

Z('"") oc J3^,"M"'ZJ"|""'+'"1 1 * ' 2 ^n>H 

Figure 9.2: Definition of Fourier modes X<''\ K'''' and Z<""''. 

Now substituting (9.9) into (9.6) and (9.7) and simplifying the resulting expression in terms 
of like amplitudes, we get: 

( | - C 2 ) ^ 2 r ( l ^ ' l = G ? V 2 K P + G?i.0'2KP + . . . / ' '̂̂ ^ "^ 

where 
G\l 

G\l 

G\l 

(-•2.1 

+ N 2 ( y i ' ^ i U l f i ) + /V2(2l°'?,yii-ii) + iV2(v-i'^>i,zi°:^ii) 
+iV3(x' ' ' i i , yC' i i , v-i'''!) + ;V3(A:I1'11, yii^i), yC'i i) 
+Af3(Kl'' 'l,A'(l'll,V-|l' 'l) + A?3(ylial,i>[l;ll,xl ' ' l l) 
+JV3(yli;M,xU-.ii,y(i;il) + jV3(yli-.ii,yli-.il,xli'il)l 

+iV2(;f I'^iJ, ^ I f ) + A'2(2i''i?, A-n^')) + A'2(xiiiU, zL^if) 
+Af3(vi^'ii,A:ii;»i,A-ii'ii) + yv3(y!i.ii,A-ii;ii,xi>'ii) 
+iV3(xi''>i, yi' '>i, x i ' ' ' i ) + 7V3(A:1I^II, x i ' i i i , yii 'H) 
+iV3(xi i ' i i ,x[ i ' i i ,y[ i ' i l ) + Ar3(xii^ii,y[i->l,xii'ii)] 

= [Af2{yio^2i_ y i ia i ) _̂  ;vf2(yii'ii, yioi^i) + N 2 ( K I ' - I I , yi2;2)) 

+iV2(y|2.21,yl' ' 'l) + Ar3(y| i i i | ,yU;il ,y | i i i l) 

+iV3(yl ' ' i l ,yi ' ' i i ,yl i^i l ) + A'3(y(i i i l ,yl i ; i l ,y | i ' i | ) l 

(9.11) 

9.2.2 Coupled Landau Equations 

The coupled Landau equations can be derived by taking the inner product of Eqn. (9.10) witli 
the adjoint linear eigenfuiictions related to X mode and Y mode: 

= cxs^x + Aii,fi/i|,!^i|^ +Ai2.e/iK2| 

^ = f;2.'a'2 + A21^2|M|^ + A22^2K2p, 

(9.12) 

(9.13) 
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O(^) 0(^2) OK^) 

;^li;il jIUU : ^ ^,2;2l yl2,2) - • 

^ ^ ^ 7|0;2| 7|2;2| ^ 

7l».3| 7|i;3| 

'1-1 j ' - i i 

Figure 9.3: Sketch of nonzero functions for coupled Landau equations at different orders where arrows 
indicate the dependence of these functions on other functions. 

where 

An = (Xt,G}^)/(Xt,Xfi^i l ) , A,2 = ( ; e t , G ; 2 ) / ( l t , ^ [ i ; i | ) (9.14) 

(9.15) 

Here X^ and V^ denote the adjoint eigenfunctions corresponding to X'^'^' and F ' ^ ' ^ ' , respectively. 
From equation (9.11) we see that G13, G}^, GjJ and Gf^ are functions of higher order harmonics 
(Xl0'21, A:t2;2l̂  y[();21^ y[2;2|^ ^[2;2l ^̂ ^̂ ^ ^[2^2]^ ^^ interacting modes (enslaved modes) which can 
be obtained by substituting (9.9) into (9.8) and equating different order equations: 

0{|.a ' , |2): 
0(.a',2) : 

0(,af) : 
0(Mja'2) : 

0(.i*'i,i9'2) : 

0(MKi |2) 

0{.a'i|.<*'2|2) 

0(iS'2|^l|2) 

(2ci, - Loo)Xl°'21 
(2ci - Z-2o)Xl2;21 
(2c2. - Loo)yl°'^l 
(2.2 - L02)Vl2^2| 

{(Sl+C2)-L-ii)zLYi' 
( { Q + C 2 ) - L I - I ) M ' ' _ : ' I I 

( {c i+C2) -Lu)z l f l 
({c i+2c i , ) -Lio)Xl i^31 
({c2 + 2c2, ) -Loi)yl l '31 

((Cl + 2C2r) - ^lo)Z}oy' 

((c2 + 2 c i , ) - L o i ) 4 V x 

= W2(Xli;i 
= /V2(A:1I;I 

= N 2 ( Y 1 ' ' ' 1 

= N2(yi»''i 

= yv2(yii''i 

= Af2(yii''i 

= /V2(Xli-i 

= - . \ 22y ' ' ' 
= -AiaXli 

= -A2,yii^ 

,x i i - ' ) ) 

,y | i ; i l ) 

,Xliiil) + Af2(Xl».i 

,xii.ii) + ;v2(xi''i 
,y l i ; i | ) + jV2(y[i;il 

" + G f 3 
'1+Gji 
•1+G?| 

yli'.M) 

, y ( i ; i i ) 

. y l i ' i l ) 

, A : 1 1 ' 1 1 ) 

(9.16) 

where Lm„ = L{di —* iimk^^ + nkx2),d/dy —> d/dy). We have used (9.12) and (9.13) to derive 
the above equations. The non-zero harmonics and distortions, which are needed to calculate the 
coefficients of coupled Landau equations (9.12)-(9.13), are shown in figure 9.3 where the arrows 
direct to the higher order harmonics and distortions. 

9.3 Theory for 1.2 Wave Resonance 

In §9.2 we considered the interactions of two non-resonating modes. Let us now consider the case 
where 1:2 wave number resonance occurs. 
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9.3.1 Resonance Condition for 1:2 Resonance 

Wc consider two modes at wavcmiinbers kj-^ and k.^..^ and proportional to p'̂ fj iJ+c-i' and ^'''"2^+''^^^ 
where kj..^ > k^-^; C\ and C2 are complex eigenvalues whose real parts represent growth rates. The 
condition for 1 : 2 resonance is: 

^ = i and ^ = ^ . (9.17) 

9.3.2 Derivation of Amplitude Equation for 1:2 Resonance 

We follow the same procedure as described in the last section for non-resonating modes. Eqns. (9.1)-
(9.5) are common for both ca-ses (resonating and non resonating). Substituting (9.5) into (9.1) 
and equating the like powers of Ei and E2 we get: 

+A/-2(z"",v-<'*)+Ar2(y<'),z(")) + AA2(v<".z('-')) 
+Ar2(z<'-",y"')+^2(x'^),y'^))-hAA2(y<^',x'^') 
+ . . . , (9.18) 

('l_e2y./2V'i'^'i = A/-2(y(".y(o') + iV2(y'»',v<")+Ar2(v'<",y<2)) 

+Ar2{y(^>,y'»»)+^2{v(",x<«>)+A/2{x<o>,y<") 
+A/'2{Z<'",.Y<")+A/'2{.Y<'>,Z<i'))+A/-2{X(",Z<-'") 

+Ar2(Z ' -" ' ,A- '" )+Ar2(X<' ' , JY'^)) + . . . , (9.19) 

( c\^{yA) = nonlinear terms. (9.20) 

The underlined terms of (9.18) and (9.19) are due to the resonance (1:2). Owing to these extra 
terms, the amplitude equation has additional nonlinear terms at quadratic order. The Fourier 
coefficients X'-'\ V^'* and Z*'-'* are given in terms of Taylor series as given by (9.9). 

Now substituting equation (9.9) into (9.18) and (9.19) and simplifying the resulting expression 
in terms of amplitude up to cubic order, we get 

(^" ' 'O ' '* ' ' ^" ' " " G\Wi\^if + G\Wi\-^2{'+ G\IJ,.^2, (9.21) 

( ; | - ^2) .«/2Vl'^il = G2i,c/2|M| ' + G ? 2 ^ 2 | ^ 2 | ' + G ? ^ < . (9.22) 

The explicit expressions for G\^, G j | , GH and G'H are given in (9.11) and the nonlinear terms 
related to quadratic terms in Eqn. (9.21)-(9.22), i.e. G\l and Gf^, are given below: 

G\1 = N2(X^'-'KY^'-'^) and Gf.\ = N2{X^'-'lX^'-'^). (9.23) 

Taking the inner product of above Eqns. (9.21)-(9.22) with adjoint eigenfunctions X^ and Y^, 
respectively, we get coupled amplitude equations (cf. Eqns. (9.12), (9.13)): 

^ = C i M + A i i M | M | ^ + Ai2.<|.fi/2|^+Ai;i.«/l.0'2, (9.24) 
at 

^ = C2,c/2 + A21^2|.w'll' + A22.'/2l^2|' + A 2 3 < , (9.25) 

at 

where A13 and A23 are additional coefficients at quadratic order due to 1:2 wave number resonance 
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as defined below. 

Ai3 = (Xt,Gj3)/(xt,xl '^ ' l) , \2, = {Y\Gil)/{X\Yl'''^). (9.26) 

Here X^ and Y^ are adjoint eigenfunctions of two interacting modes corresponding to X'^'^' and 
y'' '^l, respectively; the other coefficients are given by equations (9.14) and (9.15). The equations 
for higher order harmonics can be obtained by substituting (9.9) into (9.20) and equating the 
coefRcients of like powers of amplitude: 

0 ( M ^ 2 ) : ( ( c i + C 2 ) - L _ „ ) z L ° i f = -A23Vli^il + N2(yli^il,Xli^il) \ . (9.27) 
+7V2(X[i'il,rn'il) J 

We make use of Eqns. (9.24)-(9.25) to derive Eqn. (9.27). In the case of 1:2 resonance, we have to 
solve solvability condition at order two (see Eqn. (9.27)). On the other hand, for the non-resonant 
interaction, the solvability condition appears only at cubic order. In the absence of resonance, 
Ai3 —> 0 and A23 —» 0 and therefore all the governing equations of the previous section can be 
attained. 

In a similar manner we can derive coupled amplitude equations for 1:3 resonance case. In this 
case the extra terms appears at cubic order: 

^ = c i M + A „ M K l ' + Ai2MK2| ' + Ai3MV2, (9.28) 
at 

— ^ = C2^2 + A2lJ2/2|M|^ + A22^2K2l^ + A23^^ (9-29) 

In general, if l:n resonance occurs for n = 2,3,4,. . . , the coupled amplitude equations contain 
some extra terms at order n (in addition to standard nonlinearities for non-resonant interactions). 
For a general theory of l:n resonance, see Dangelmayr (1986), Proctor & Jones (1988) and Dawes 
k Proctor (2008). 

9.4 Theory for Mean Flow Resonance 

9.4.1 Resonance Condition 
Let us consider two modes at wave numbers kj.^ and k^^ = 0 and proportional to e''̂ » î̂ +'̂ '' and 
e"̂ '̂; ci and C2 are the complex eigenvalues whose real parts represent growth rates. The condition 
for the mean flow resonance is 

2cir = C2. (9.30) 

Here C2 is real that corresponds to shearbanding mode (k^^ = 0). For instance, in a single mode 
analysis using a mode with wave number fe^-j, the governing equation for the second order mean 
flow distortion can be obtained by substituting A: = 0 and n = 2 into Eqn. (3.39): 

[2a(°) - Lo] Xiô î ^ iV2(Xf'^'l,Xli^^l) + N2{X^'''Kx^'''^], (9.31) 

where LQ is the linear operator at fc^ = 0 and a*°̂  = Cir- If C2 is one of the real eigenvalues 
of operator LQ, the homogeneous problem associated with the above equation has eigensolutions 
and therefore we need to solve solvability condition (cf. Eqn. (3.44)). This is called mean flow 
resonance because the fundamental mode with nonzero wave number kx^ interacts with the mean 
flow distortion mode. 
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9.4.2 Derivation of Amplitude Equation 

In contrast to Eqn. (9.5), the only change for the mean flow resonance is that the amphtude 
related to second interacting mode A2 is real. The expansion in this case simplifies to 

X{x.y.t)= Y. ^ ' " ^ i ' + £ ^ ' " + 
k — — oo k=-x.kjtO i.j>0,i=J^O 

(9.32) 

Substituting (9.32) into equation (9.1) and separating the equations at each order in amplitude 
we get: 

M _^ ,V^J^Y1 '^ ' 1 = A/2(X<i',A:('")+Ar2(A-«",X<i))+AA2(X(",x(^')+A/2{X<^',^(i)) 

+AA2(y('>,Z<i'>)+A/-3{.V<",X(i>,.Y<'>)+Ar3(X<",X(i),X(") 

+AA3(x(",x<'),x('))+AA2(x(i',y(") + Ar2{y('>,A:<i').,., (9.33) 

+Ar2(z<">,x"))+Ar2(;f'",z("»)+Ar2(,v('),z<-">)+Ar2{z(-'",A-<i)) 
+Ar3(y"'.y'^',y<")+.AA2(y"',v"') + Ar2(x">,x"'), (9.34) 

£ I ^ = nonlinear term. (9.3,5) 

The underlined terms of Eqns. (9.33) and (9.34) are due to the mean flow resonance. The complex 
coefficients of series (9.32) can be written as 

Y'-'Hy,t) = s^2 {Y^'-''^ + J^/iY\^'^\y) + ...) 

Z O ' ' (y. t) = .c#, ( i M r 4 i x ' + IM I' 4 i x + • • •) 

Z<")(y,0 = M.s/2 ( 4 t " + W^f ^iT.v' + • '^ '^PIK' + • 

Substituting (9.36) into (9.33)-(9.34) and after rearrangement we get: 

M _ ^ \ c/iXl'^^l = G\WiWA^ + GlWv^i + G{Wi^^2. (9.37) 
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where the nonlinear functions are 

= [w2(Xii^il,xl2;2)) + /v2(.Yl2;21,xli>il) + Af3(x[i'il,xli'il,xli^ii) 

+Ar3(yii^ii,x(i'ii,yii^ii)+iV3(yii^ii,y|i^ii,xii-ii)] 
= Ar2(Xli'il,y[''il) 
= [iV2(yi'^ii,xi2;2i) + W2(xi2^2i y|i;i |) _̂  Ar2(zfi'^',xii^i)) 

"-"IS 

/ - 1 2 

•-•is 

^ 1 3 
^•21 

<^13 
/^23 

+iV2{xii^iUifi) + W2(zLTi,xii^ii) + iV2(xii^iULTi') 
+iV3(y[i'ii,xii'ii,xii.ii) + Af3(yi'''i,xii'ii,xii'ii) 
+Af3(x[i;ii,y[i^ii,xii.ii) + Af3(xii^'i,xii^ii,yi'.ii) 
+iV3(x[i'>i,xii'ii,yii'ii) + W3(x[i'ii,rii'ii,xii-ii)] 

iV2{xii^ii,x[i;ii) + iV2{x[iiii,xii'ii) Gji = iV2(yiiiii,yii'ii) 

(9.39) 

In order to get coupled Landau equations we take the inner product of (9.37) and (9.38) with the 
adjoint eigenfunctions X^ and Y^ corresponding to X'^'^l and FI^-^', respectively. We get 

dt 

ClM + AiiMIMI^ + Ai2M^2^ + Ai3M^2, 

= C2^2 + A21.e/2|M 1̂  + A22^2^ + A; 231 ^ll + A24.!*'2 

(9.40) 

(9.41) 

where the Ai,'s are: 

An 

A21 = 
( y t , y l i ; i l ) ' A22 

(Xt,X[i^i l ) ' 

(y t ,y | i - . i l ) ' 

\ 12 

A23 = 

(^^G}i) 
(x t ,A: i i ; i i ) ' 

{Y^GiD 
{YlYi i;il 

Al3 — 

A24 = 

(A-t ,xl i ' i l ) 

(y ' t ,F(i ; i | ) 

Substituting (9.36) into (9.35) and equating the equations at each order we get: 

0( |«^l |2) : 
0(.c/2) . 

o « ) •• 

C>(M.a'2) : 

O(.a'iKP): 
0(.<43) : 
0{J^1J^^) : 

0(.a'2KP): 

{2ci, - Loo)XlO'21 
(2ci - L2o)Xl2;21 
(2c2 - Lo2)yl'-'l 

( ( c i + C 2 ) - i , - u ) ^ L ° n ' = 
( ( c i + C 2 ) - L u ) Z p , ' 2 ' 
((ci + 2ci , )-Lio)X[i-31 = 
(3c2-Loi)yl ' '31 

( (c i+2c2) -Lio)z [ ! ) ' J ' = 

((c2 + 2 c i , ) - L o i ) z J V x = 

= -A23yl'^ 
= /V2(Xli.'l 
= -A24yi'^ 
= W2(yii-ii 

= -Ai3Xli^ 
= - A u X l i ' 
= -A22y ' ' ' 
= -Ai2Xli^ 

= -A2iyii^ 

i+cp 
,X l i^ i l ) 

, x i i ^ i i ) + y v 2 ( x i i ^ i i , y i i ' i i ) 

n+G\l 
' l+GU 

'1+G}i 
l+G?l 

(9.42) 

These inhomogeneous equations are solved to obtain higher harmonics. 

9.5 Analytical Solution for Non-resonat ing Mode In
teract ions: kx — Q 

For the case of streaniwise independent (^( . ) = 0) 2D granular Couette flow, we have found 
analytical solutions for "non-resonating" mode interactions. These solutions are described in this 
section. 
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9.5.1 Linear Problems: 0 ( M ) and 0(^2/2) 

The linear eigenvalue problems for two interacting modes (ef. §9.2.1, viz (9.4)) are: 

Lio^I'^il = ciXli^'l and LoiY^'-'^ = c^Y^'-'l (9.43) 

where Lio and LQI are the streamwise independent linear operators, and X ' ' ' ' ' = {(px' , Wx' .t'x' ,Ti' ) 
and FI^'^I = [cpy ',Uy' ,Vy' ',Ty ' ')•'"'' are the eigenvectors corresponding to eigenvalues ci and 
C2. respectively. Note that for the streamwise independent flow L = L,nn = ^{dx{-) = (^-d/dy —• 
d/dy) which is given by Eqn. (4.15). Recall that the eigenvalue problems Eqn. (9.43) can be 
solved analytically in terms of sine and cosine functions (Alam & Nott 1998): 

(4^^>i,rp^ î) = (<,r<^')cosfc,e, 

where fc^ = pir, /3 = 1,2, . . . and 6 = y ± 1/2 and 

( 4 ' ^ " , T I " 1 ) = (,^("',T("»)cosfc„0, 

{it['''\v\j-'^) = (u i" \ t ' l " ' ) s in ; t „e . 

(9.44) 

(9.45) 

where ka = OTT, O = 1,2,. . . . We use the superscript '(/3)' and ' ( a ) ' for representing the modal 
amplitudes of X''"^' and F I ' - ' 1 modes, respectively. 

9.5.2 Second Harmonic: 0{^^), 0{s^i) and 0(M<<2^2) 

The governing equation for the mixed second harmonic at 0(^2/1.2/2) (see 7th equation of (9.16)) 
is 

[(c, + C2)l - L\ Z j f I = iV2(X[i^^l,rl^^'l) + iV2(y|i^^l,Xl'^il) = G22., (9.46) 

where Z{j = ((^i ' ,uL' , i4 ' . T ] ' ')-^'' is the second harmonic at 0{.<^\s^2) and G222 = 
(G22,.G222, 0222,6222)^'^ represents the nonlinear terms as given below: 

((^22z^(^22z} — (^222 '^222 ) COS fca^^^ + (G22j .^222 )cOska-fit 1 ^047-1 

\'-'22z^'-'22z) — V'̂ 222 ''-'222 ) i^m K^ + gO + (L>22z 1*^222 )Sm Ka-i)0 

where the analytical forms of G22" for j = 1, 2, 3, 4 are given in Appendix 9A. 

The form of G^'l'^'^^ for j = 1 to 4 are functions of modal amplitudes of fundamentals of 

interacting modes, {(pi ,u\ , iij , Tj ) and (^j , MJ \ i// , T{' ). This suggests an analytical 

solution for z [ f l = ( 0 ? ^ ^ U ? ^ ' U f ^ T ] ^ ^ ^ ' ) ^ ' - as 

(<APi,rf^') = (0^"^^>,r("+'̂ ^)cosfc„,,̂  + (4"-'^r<'-^^)cosA_,^l ,„.^, 
( ^ P ^ ^ U ^ l ) = ( 4 " + ' " , 4 " + ' ^ ) ) s i n f c „ + , ^ + ( 4 ° - ^ ' , 4 ' ^ - ' ^ ) ) s i n f c „ _ , ^ / • ^ ' '^ 

Substituting Eqn. (9.48) and the inhomogeneous terms Eqn. (9.47) into Eqn. (9.46) and separating 
the coefficients of .sine and cosine we get following equations associated with the unknown modal 
amplitudes of the mixed second harmonic mode: 

(ci+C2)/ - L r " 

( r i + C 2 ) / - L r ^ 

^2 — V^22z i^22z ''-'222 '"-'222 J 

yQ-!i _ ,^\{n-S) ^2{a-ii) ^3(n-/J) ^4(Q-;i),Tr 
y\2 — ['-'222 J'-'222 ''-'222 ''-'222 ) 

(9.49) 
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where X^'+'' = {cP'^+'^,U'^+'\V^+'\T^'+'Y^ and X^" = {(t>r"'^h'^^^2'"'Tr^Y' are modal 
amplitudes related to the mixed mode Zjj' . 

The governing equations for second harmonic at 0{s/i) and 0(,c^^) (see 2nd and 4th equations 
of (9.16)) can be written as: 

Xmode: [ 2 c i / - L] Xl̂ ^̂ l = N2iX^'^''^KX^^-'^^), (9.50) 
Ymode: [2c2/- L] r'^^^l ^ N2{Y^^''^\Y^^'^\), (9.51) 

where 

A:12^21= (42^21, M[2^21^^[2;2]^^2;21) ^^^ ^[2.2) ^ (^[2,2]^ ^[2.2|^ „[2.2] .rl2;2l) (9,53) 

The analytical solution of second harmonic has been detailed in chapter 5. In short, the explicit 
forms of second harmonics (see chapter 5) are: 

(<^r ' ,Tf^l) = (0f ,Tr )cos i fc . , e + (O,r(fel„) 1 , , „ , 
(ni^^^.r^l) = ( 4 « , . f ) s i n f e . , e / ' ^ '- ' '^ 

(42;21_^[2;2|) ^ (4"\ T^^^ )cosk2a0 + {0, Tt\n) \ . . . . . 

(.r',.r^i) = (4"',4"')sinfc,„e /' '̂•''' 
where A;2/j = 2k/3 and A;2„ = 2ka- The distortion of mean flow is related to second harmonic 
(Shukla & Alam 2011): Xl°'2| = 2X12̂ 2] ĵ ĵ ĵ y(o;2] ^ 2yl2;2] ĵ g^^ ĵj f̂ ,̂̂  chapters 4 and 5 
that the least stable eigenvalue and associated eigenfunction are real (shear-banding mode) and 
therefore the second harmonic of fundamental and the distortion of mean flow are real functions. 

9.5.3 First Landau Coefficients: 0(M|=c^2p) and 0 ( ^ 2 I M P ) 

At cubic order, we have two coupled equations (see 10th and 11th equation of (9.16)): 

((ci + 2C2,.) - iio)^[oy' = -XuX^'-'^+Gll (9.55) 

( ( c 2 + 2 c i , ) - i o i ) 4 \ x = -\2iY^'''^ + Gll (9.56) 

where G}^ and Gj3 are the nonlinear terms. For simplicity we are using the notation H12 for G\^ 
and H21 for Gfi now onwards. 

13 

From the analytical solutions of fundamentals and second harmonics of pure and mixed modes, 
it can be easily verified that the nonlinear terms H12 and i/21 are: 

iHl2,Ht2) = {Hlt^'\Htt'''^)cosk2,.^,9+{Hlt-'\HT-'^)cosk^2a-m(> 
+ {H\f,Htf)cosk0e 

(Hh, H?2) = {HT^'' , HT^'^YOS k2..^,9 + {H',t-'', //iT"-'^^)cos fc|2„_,|6 
-KHff',wff')cosfc/j6» 

( • n 2 1 > - " 2 l j - (•"21 ' - " 2 1 jC0Sfc2a+/aC' + (W21 ,1^21 )COS A,|2Q-/j|t 

+ {Hlf,Ht[^^)coskf,e 
_ ,_ „ . ,rr2(2a-0) rr3(2a-m^___, 

«|2Q-/-J|t 

> , 

(9.57) 

{HI, HI,) = iH',['"^'\HT^'Yosk2„^,e + {HT''\Hl'^"-'')co^h 
+ iH^['^\H2[^^)coskfle 

(9.58) 
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From (9.14)-(9.15), the expressions for the first Landau coefficients are: 

(xt,j!:ii''i) (xt,xti;ii) (yt,rii;ii> (Ft,y[i;ii)' ^ -̂  

where the inner product is defined as 

.1/2 
{a,b) = abdy. (9.60) 

7-1/2 

Substituting (9.57)-(9.58) into (9.59) and using (9.60) we get analytical expressions for the coupled 
Landau coefficients as given below: 

9.5.4 Bifurcation Analysis 
Coupled Landau equations can be written as 

^ = c i M + A n M K I ' + Ai2M|^2p, (9.63) 

- ^ = C2.!S'2 + A21.«/2|M|^ + A 2 2 ^ 2 | ^ 2 | ^ (9-64) 

Substituting s/j = \s^j\e^^'*' into above equations and separating the real and imaginary parts we 
get 

^̂  = |M|(cir + A n r K i | ' + Ai2r |^2n , (9.65) 

'̂ I'̂ ^l _ , . , . _ , . _ I .,2 , , . . , .,2^ 
dt 

= | ^ 2 | ( c 2 r + A 2 l . K i r + A22r | .« /2r) . (9.66) 

In the present case (streamwise independent flow), both the least stable eigenvalue and cor
responding eigenfunction are real and it can be verified that the Landau coefficients are also real 
(Shukla & Alam 2011) (i.e. An, A12, A21 and A22 are real). The equilibrium solutions of (9.65) 
and (9.66) are discussed below: 
(i) trivial solution (base flow), \s^i\ = \s^2\ = 0, 
{ii) pure mode X, \sii\ = 0 and |M|^ = -Cir/Xnr > 0, 
(Hi) pure mode Y, l̂ ĵ ij = 0 and \j^2\'^ = -C2r/A22r > 0, 
{iv) coupled modes, 

I v|2 C2rAi2r - CirA22,- ^ „ , , . ,2 Cir A21r - C2r Ai ir /n C'7\ 
IMI = T 1 ^̂  ^ > 0 and K2I = T T T ^̂  > 0 (9.67) 

AlIrA22r ~ '^12r'^21r ^l l r '^22r — ^12r^21r 

To find the stability of equilibrium solutions (9.67) we linearize the system (9.65-9.66) around 
this solution and find the Jacobian matrix as given below: 

Cir + 2 A i i r | M | ^ + Ai2r|.«*2|^ Ai2rMv42 

A 2 1 r ^ 2 M C2r + A21,. |M|^ + 2A22r|-2^2p 
(9.68) 
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The eigenvalues of the above matrix can be obtained by solving equation, 

A ' - ( J u + J22)A + ( i l l J22 - J12J21) = 0. (9.69) 

The explicit expressions of two eigenvalues can be written as: 

A = \ [ J u + ./22 ± ^J{Jn + J22Y - 4 (JuJ22 - ^12^21)] , 

where J^ is the ?jth element of matrix J. The negative (/positive) real part of A implies that 
the mixed mode is stable (/unstable). 

9.5.5 Limit of Single Landau Equation 

In the limit of single mode analysis, i.e. Ai2,A2i —> 0, equations (9.63)-(9.64) reduce to the 
following equations. 

"df 
ds^2 
~dt 

Similarly, the amplitudes reduce to 

C2.«/2 +A2l.«/2|MP• 

and I.C/2I = 
A l l r ^22r 

(9.70) 

(9.71) 

(9.72) 

Therefore we get back the single cubic order Landau equation and its equilibrium solutions as 
discussed in chapters 4 and 5. 

9.5.6 Preliminary Numerical Results 

E 
40.0841683 

20 
50 

Cl 

1.89492 X 10-1 
-1.92286 X lO--* 
1.41351 X 10"^ 

C2 

-1.86532 X 10-1 
-1.20865 X 10-2 
1.58747 X 10-4 

Table 9.1: Numerical values of growth rate at various values of Couette gap. Other parameters are same 
as in figure 9.4. 

H 

40.0841683 
20 
50 

An 
-2.12943 X 10-'* 
-2.10300 X 10-'' 
1.58327 X 10-4 

A12 

7.89940 X 10-4 
-3.09284 X 10^4 

6.24264 X 10-4 

A21 

2.83102 X 10--* 
1.43298 X 10--' 
2.65205 X 10-3 

A22 

-1.31451 X 10-4 
-2.17263 X 10-2 
-1.03568 X 10-3 

Table 9.2: Numerical values of coefficients of coupled Landau equation. Other parameters are same as 
in figure 9.4. 

f9-9l 

The variation of second harmonic across the channel, related to mixed mode, i.e. Z\{ ', 
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-0.5 

„I2;2l 

Figure 9.4: Variation for Z[̂ ,̂ '̂ for e = 0.8, (fP = 0.3, H = 40.08416833 and (/3,a) = (L2). 

shown in figure 9.4 for modes /? = 1 and Q = 2 near the zero crossing. Sample numerical values 
of growth rate and coefficients of coupled Landau equations are given in tables 9.1 and 9.2, 
respectively, for three values of Couette gap. A detailed numerical analysis will be carried out in 
future. 

9.6 Summary 
Two types of resonances are possible in the present case of granular Couette flow which should 
be dealt with coupled Landau equations. The coupled Landau equations have been derived for 
two cases: the mean flow resonance and 1:2 resonance. Similar analysis ha.s also been carried out 
for two non-resonating mode interactions. 

The analytical solutions for the coefficients of coupled Landau equations have been derived 
for non-resonating mode interactions in two-dimensional granular plane Couette flow [k^ = 0). 
The detailed numerical results are deferred to a future work. 
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Appendix 9A. Nonlinear Terms of Eqn. (9.47) 

-'222 

->Ha-l3) 

-,2(a+/3) 
•"222 

G. 
• 2 ( Q - / 3 ) 
22 J 

-,3(a+a) 
' 2 2 2 

-fc. (MU'VS^'+M°rTTrrr'+^ST<'^;^'+^^rTrv<^0]] 

-^« 04*^S'V1^' -f ,4rT<"T<^' +^",̂ 0</V< )̂ +^^^r<'Vf')]] 

i \-k 7 / ' ' i / ^ ' - '̂"*̂ '̂  f '? , ,"^ '" + 9„» r < ' ' 4- \0^< ' ' 4- \0 T O ^ „(2) 

-fe^(2,.>l" + 2 / ^ T ( " + A>1" + A" T<"),/,^>)] 

^-'^i' '- l ' ' + ̂  (fc.(p><^VS" +P r̂T<-̂ 'T,'" +p",,<)Tr' +P^ ,TPV</ ' ) 

-fe|(2^>f' + 2̂ ?.TP) + A>f' + A° T<^»).i")] 

1 

+ 2 
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- , 3 ( Q - / ) ) 
^222 

-,4(Q + fl) 
-'22^ 

-,4(a-/?) 

-1""S^' + 1 ^ (2 .> ' / ' + 2„«,T<') + AO0<" + AO,T<») .(2) 

+ 

^-^4''A'' + ^ (fco(P>S''<*r +pVTy'T<^' +p» ,̂̂ <''T<-̂ ' +,4^T<'V<^') 

, (2) (3) kakfj 
-h-, V, - — 

^ - " ^ ' . ' ' " 1 " - ^ (^.(P^^^l^Vl" + P ^ . T P ' T | " +P^,0<^*T,'̂ ' +;,0,T<- '̂*</)) 

fc^(2^>f > + 2 ^ ^ T P ' + A>(^' + A'j.Tr^)).S")] 

0" rfim 
(I).,(2)^ { - § T r ' ( K > < ^ ' + 4 T P ' ) -fc„(p>S' ' +p«T,'^'H,<^' + 2M°fc.fc,(.<''.i^' + ^« ' / '« 

+ (J^'>*/Vr^' + i^°^^r("T;^' +M'ir'̂ <,"TP') +2fc„(M><" + ,<^r<"K 

0*̂  dim 

+fc„fc„A0,4^'.r' + ( ^ ^ W ^ ' < ' + '-V'>rTrTr+Vlr'P?'Tr)] 

k„v[''T^'^ 2kak0 j,0), nA2) 0 j.(2) ^T<'>(«»X' + 4Tr ' ) ->20' / ' r<^> 

kl 
dfidim I //2 

| T ; " ( « > 1 ^ ' + 4 ^ r ' ) - fc„(p><" +P°rT,<").[^' + 2^0fc„fc,(.S"tf' + i.'/>u<^') 

+ f 2''°<''̂ i '*! 
,("rf,(2) . i „ 0 T'(l)-r(2) 

fe,.<='T<" + 
<i>OH'^dim 

„ ( 2 ) , O j , ( l ) , U T - ( 1 ) \ 1 j,(2)-T' .(2)-r(l) 
1 

0 " aim [^ ti^ ^ 

+ (ip"..*'.'Vi" + ip^pTP'r ;" +,.:;,^0<^'T<'>) +2fc,(M>i^' +,,«.T,'^')„'/> 



CHAPTER 10 

COMPLEX GINZBURG LANDAU EQUATION 

FOR GRANULAR COUETTE FLOW 

The granular Couette flow is unstable to disturbances of finite wavelengths in the form of traveling 
and stationary waves (of. chapter 6). The wave numbers corresponding to the most unstable 
modes, where the growth rates are positive for a small band of wave numbers, form an envelop 
of waves which moves with a group velocity. The analysis of aperiodic/disordered patterns is 
typically carried out via Ginzburg-Landau equation (Eckhaus 1965; Newell & Whitehead 1969; 
Stewartson & Stuart 1971; Benney & Maslowe 1975; Benney 1984; Craik 1985; Deissler 1987; 
Manneville 1990; Cuba k Worster 2010). 

In this chapter, a cubic complex Ginzburg Landau equation (CGLE) has been derived for 
the nonlinear stability of plane Couette flow of granular material for non-periodic waves. It was 
shown by Stewartson & Stuart (1971) that the slow variation in the amplitude of a non-periodic 
disturbance wave satisfies a Ginzburg-Landau equation. Following Stewartson & Stuart (1971), 
we have employed the multiple scale analysis to derive CGLE for the most unstable mode of the 
linear theory near criticality. The present derivation is a generalization of the previous derivation 
of Landau equation using amplitude expansion method (cf. chapter 3) as it considers both time 
and space dependence of order parameter. 

This chapter is organized as follows. The temporal and spatial development of wave system 
is given in §10.1. The derivation of Ginzburg Landau equation using multiple scale analysis is 
detailed in §10.2. The summary is given in §10.3. 

10.1 Temporal and Spatial Development of a Linear 
Wave System 

In the linear stability analysis, we seek a normal mode solution in which we study only a single 
mode, the least stable mode. The positive growth rate of this mode predicts an instability in 
the flow. The amplitude of the disturbance is an exponential function of time. This theory is 
restricted to a monochromatic wave and does not hold for the development of a wave system 
(packet) moving with a group velocity. From the weakly nonlinear analysis we will derive an 
amplitude equation (Ginzburg-Landau equation) using multiple scale analysis that holds for a 
wave system in two-dimensional granular plane Couette flow. 

10.1.1 Linear Problem for Wave Systems 

We start with the linearized disturbance equations of the following form 

M~-C^X{x^y,f)=0, (10.1) 

where X = (4>',u',v',T') is a disturbance vector, £ = C{dx,d^,dy,dy,...) is a linear operator 
and M in a. positive definite operator. The boundary conditions are 

BX = 0aty = ±l/2, (10.2) 
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whore B is tlie boundary operator (for example no-shi) and zero heat flnx boundary conditions). 
Tlie disturbance X is a smooth function of x and y 'dt t = 0 (initial condition) and X vanishes 
at |x| —> oc at all time. 

The solution of above linear system can be obtained by using Fourier-Laplace transform: 

X{y;k:,,uj;H)= f e'^'dt f e^''"'^X{t,x,y\H)dx, (10.3) 
^0 J -oo 

where H is the control parameter (e.g. the gap between two walls). The inverse transform of X 

is 

X{t,x,y;H) = - ^ . f e'''''dk,j X{y:k,,uj-H)e'^'duj, (10.4) 
47r I J_y^ J-^-ioc 

where the line u;,. = 7 lies to the right of any singularity of X. The solution X depends on the 
branch points of outer integrand of (10.4) and poles of inner integrand. Now substituting (10.4) 
into (10.1), we get an eigenvalue problem with eigenvalue u;: 

L{k,,H)X = {ujMk^^-Lk^)X = 0, (10.5) 

where A/j.^ and LA-̂  can be obtained by replacing d/dx by ikj^ in matrix operators M and C. 

For subcritical parameters H < H^ the real part tJr of eigenvalue u) = w,- + i^i is negative 
for each k^. When H > He, ^r becomes positive and the maximum value of the real part of a; 
occurs at kj. = A;j.„, (see figure 10.1) where kj- -+ kxc as H -^ He- For H > He and Aij. ~ fcj;,,,, we 
can write 

uj[k,. ll^xmC-m I ' f l l r ("^j- kx a2{kx + (10.6) 

where c„ ir +iCjni and 02 are complex numbers and air 's fi real number. It has been verified 

H<H, H=H, H>Hc 

Figure 10.1: Schematic diagram for the variation of linear growth rate with wavcnumbor for three values 
of control parameter H. ujrm is the maximum growth rate at km,. At H = H,, ujrm = 0 and for H < He, 
î rm < 0. The dynamics of system is dominated by the modes between (fci, k2) for H > He. These modes 
form a wave packet which moves with group velocity rather tiian the phase velocity. 

that c,ni is proportional to {H - He) as / / ^ //f. as shown in figures 10.3(c, / , i), and the real 
part of 02 is positive as / / ~ H,., i.e. 02,- > 0 as / / ~ H,.. We assume that the residue of integral 
(10.4) is a regular function and hence can he expanded as a power scries arotuid maximiun wave 
number km,. 
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The residue of X at a pole gives the eigenfunction as defined below: 

Res(X) = F = - ^ / X{y-k,,uj-H)du;. (10.7) 

Similar to (10.6) we can assume the form of eigenfunction F = Res(X) as 

Res(X) = F{y; k,, H) = r„(y; H) + (fc, - k,,n)T,{y- H) + {k^ - k,r,^fT2{y•, H) + ..., (10.8) 

where r „ ' s with n = 0 , 1 , 2 , . . . are complex functions of y which are independent of wave number 
kr- We can write X in terms of residue F as: 

1 f°° 
X = — el' '^-'-+""=''V(2/; fc,, H)dk,. 

T̂T 7 -00 
(10.9) 

At {Hc,kj-c), u)r = 0 and the eigenfunction Xi(y) is Xi = l imn^H, ro(y) which satisfies (cf. 
Eqn. 10.5) 

L(k,„ Hc)Xi = [iiJiMk,^ - LkJ Xi = 0, (10.10) 

where Lk^^ = €{8^ -^ ik^cdj -^ ~kl^,dy,dl,Hc)-

We assume that {k^ — kxc) and (H ~ He) are small and double power series expansion is valid 
near the critical condition for both eigenvalue to and eigenfunction F. Thus we can write 

-icrkxc + iair('cj. -fcj-c) -a2(kj: - kxcf + .•• + di{H - Hc) + ..., (10.11) 

Xiiy) + (fc - fcxc)Xio(y) + {H- Hr,)Xu{y) + (k^ - k^cfx^iv) + • • •, (10.12) 

where Xio, -^n and X12 are complex functions and independent of {k^ — k^c) and [H — He) and 
a2 and di are complex numbers. Note that F satisfies (10.10). Prom the definition of Taylor 
series we can write 

u>{k^,H) 

F 

X 10 
OF 

dkx 
X, 

dF_ 

dH 
and X12 

l ^ ^ F 

2~m 
(10.13) 

where the subscript 'c' refers to the fact that the quantity is being evaluated at the critical point. 
Now using L(kxc, Hc)F = 0 and (10.13), we get 

L 

L 

L 

dF 

dkx 

dF 

dH 

d^F 

dkl 

-F 

:F 

dL 

dkx 

dL 

dH 

dL dF d^L 

where 

2— I F 
dkr dkr dkl 

^ duj . . ^ dMk 

LXu) = —LioXi, 

LXii = —LiiXi, 

LX12 = -2LioXio — L12X1] 

dL fcx 

Lii = 
du) 

dH^''^^^ dH 

dkj, 

dH 

^'' = M '^^^dk-x^k^^""^^ 
d^L. 

dkl 

(10.14) 

(10.15) 

(10.16) 

(10.17) 

(10.18) 

(10.19) 
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From equation (10.11) we can write 

= la-ir -ic. 9 ' 

1 9 ^ 

2 dkl 
- 02 , 

'dH 
(10.20) 

where c, is defined as group velocity. This is the velocity of propagation of slow modulation 
(envelop of waves) of a wave system. At the critical condition (fĉ  = k^c, H = He) the growth 
rate is zero which gives a real group velocity. In general the group velocity is complex. 

Substituting (10.20) into (10.17), (10.18) and (10.19), we get 

dMk^ dLk^ 
Lio = -iCgMk^ +^ 

L u = diMk^+uJ 

dkx dk, 

dAh dLk 

dH dH 

Li2 = -2a2Mk^ - 2ic, 
dMi 

dkT 
+ UJ dkl 

-k. 

dkl 

(10.21) 

(10.22) 

(10.23) 

For the present case M = Mk^ = / is an identity operator. Substituting Mk, = I into (10.21), 
(10.22) and (10.23), we get 

-"lO -iCgl 
dLk 
dkT 

Lii = dxl 
dLk 

dH 
-2a2l 

d^Lk 

dkl 
(10.24) 

The inhomogeneous equations (10.14)-(10.16) contain the same operator L as in linear stability 
(10.10) and hence the solvability condition has to be satisfied. This impHes that the solutions of 
(10.14)-(10.16) exist if and only if the inhomogeneous parts of (10.14)-(10.16) are orthogonal to 
adjoint eigenfunctions corresponding to linear stability operator L. 

The solvability condition yields expressions for c„, di and 02 as given below: 

.(-I.[ 9J^ 
9k^ (He.fcxc) 

W , X l ) 
d, = 

W.ATi) 

^l, \ Lio^io — 2 9 i-fc 
r ^ 

dki 
Xi 

(Hcfcx 

where Xj is the adjoint eigenfunction which satisfies 

LHk,c,H,)Xl=0, 

(10.25) 

(10.26) 

(10.27) 

with adjoint boundary conditions (no-slip and zero heat flux at the walls). The elements of L^ 
are given in Appendix lOB. The system of adjoint equations can be derived via integration by 
parts using an inner product as defined below: 

/•1/2 

(/, 9) = fgdy, 
J-l/2 

(10.28) 

where tilde denotes a complex conjugate. 
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10.1.2 Preliminary Linear Results 

Figure 10.2 shows the neutral stability curve in (/f, fcj)-plane for (fP = 0.2 and e = 0.8. In the 
panel SW denotes stationary wave instability, and TWl and TW2 represent travelling waves 
instabilities. The flow is unstable inside the neutral stability curve and stable outside. It is seen 
from this figure that there are ranges of wavenumbers between which the flow is unstable due to 
stationary and travelling waves. 

100 200 300 400 500 
H 

Figure 10.2: Neutral stability contour in (//, fci)-plane for / = 0.2 and e = 0.8. SW, TWl and TW2 
are the contours representing standing waves {SW) and travelling waves {TW\ and TW2). Flow is 
unstable inside this contour and stable outside. 

We have magnified three loops at the onset of three instabilities, SW, TWl and TW2, and 
replotted them in figures 10.3(a), 10.3(d) and 10.3(g), respectively. The stable and unstable 
regions are shown in each panel. In figure 10.3, the first, second and third rows correspond to 
SW, TWl and TW2 wave instabilities, respectively. Figures 10.3(6), 10.3(e) and 10.3(h) show 
the variation of growth rate with wavenumber for three values of Couette gap: H < He, H = He 
and H > He. It is seen from figures 10.3(6), 10.3(e) and 10.3(h) that at (i) H < He all modes 
are stable, (ii) H = He one mode becomes neutrally stable, and (in) H > He there exists a 
band of unstable modes. These modes, corresponding to the unstable band of wavenumbers, lead 
to spatio-temporal patterns in the flow. The assumption of monochromatic perturbation waves 
is no-longer valid for simultaneously growing modes. Therefore, we need to consider aperiodic 
perturbations in the flow in order to study natural development of a wave system from some 
initial conditions. 

The variations of growth rate of the least stable eigenvalue with \H — He\ with He being the 
critical Couette gap (for SW, TWl and TW2, the critical Couette gap H^ is equal to ~ 35, 84 
and 131, respectively), for H > He (circles) and H < He (stars) are shown in figures 10.3(c), 
10.3(/) and 10.3(z) It clearly seen in these figures that the maximum growth rate is proportional 
to H — He near the critical condition. The inset in each panel is the log-log plot of the main 
panel. 
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Figure 10.3: Panels: (n), (6), (r) correspond to SW; (rf), (e), (/) correspond to TW\, and (g), (/i), (i) 
correspond to TW2, of figure 10.2. (a, d, g) Neutral stability contour in {H, k^) plane. (6, e, h) Variation 
of growth rate for H = He, H < He and H > He- (c, / , i) The maximum of growth rate uj,in = cj„ vs 
H - He (or H > H (circles) and H < He (stars), where the inset in each panel shows the log-log plot. 
Other parameters are same as in figure 10.2. 
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10.2 Nonlinear Problem: Complex Ginzburg Landau 
Equation 

We use the method of multiple scales as described in Stewartson & Stuart (1971) and Fujimura 
(1989). The nonlinear disturbance equations (3.6) can be written in operator form: 

( l | - ^ ) ^ = f : A 6 - (10.29) 

where Nj = (A/" ,jV- ,Afj \j^j ) are the nonlinear terms at j t h order. The superscripts 1, 2, 
3 and 4 in Afj refer to continuity, i-momentum, y-momentum and energy equations, respectively. 

Consider a perturbation from a linear neutral state {kx,H) = {kxc,Hc), where \H — Hc\ « 
1 holds for a slightly supercritical or a subcritical state. Let us consider the case of slightly 
supercritical, i.e., H > He and define e^, a small parameter, as 

ê  = dir\H - //<:|, H = Hc+-j-. (10.30) 

Stewartson & Stuart (1971) considered that the timescale at which nonlinear interactions affect 
the evolution of fundamental mode is of order (linear growth r a t e ) " ' (slow time scale) and the 
linear growth rate is of order e^. We are using two time scales (r , t) such that 

T = f^i. (10.31) 

The slow length scale is defined as 

4 = e{x-Cgt), (10.32) 

where Cg is the group velocity. Using above transformations, the derivatives with respect to time 
and streamwise direction can be written as 

+ e ' | : , (10.33) 

(10.34) 

Now we write the solution in terms of perturbation series around the base state: 

X{x,y,t) = eX'-'\x,y.^,TA)+e^X^^Hx,y,^,T,t) + e^X^^\x,y,i,T,t) + ... (10.35) 

We substitute (10.30), (10.33), (10.34) and (10.35) into (10.29) and equate the coefficients of like 
powers of e in order to extract equations of different order. 

10.2.1 0(e) : Linear Problem 

At 0(e), we get a linear problem: 

l | - - £ ) x ( ' ) = 0. (10.36) 

d 
dt 
d 
dx 

d d 

d d 
dx^^di' 
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The soKition X*' ' of above equation can be written as 

X(" ( . r , y , i ,C , r ) = ,c/(^,T)Xi(?/)e' ' '"-+-* + c.c, (10.37) 

where a; is a complex frequency (i.e. eigenvalue from the linear theory), S/[^,T) is a slowly 
varying complex amplitude of the disturbance which depends on both time and space, and Xx 
is the eigenvector from the linear problem. The exponential term of (10.37) corresponds to fast 
length and time scales. 

10.2.2 0(e2): Second Harmonic and Mean Flow Distortion 

At o(f^) we get: 

( l | - £ ) x < 2 ) = c , I ^ + L , . , X " ) + A / - 2 ( X ( " . X ( ' ) ) , (10.38) 

where L^^y is a linear operator which consists of partial derivatives of slow (^) and fast (x and 
y) variables. The solution of above equation is 

X(^)(x , j / , i ,4 , r ) = s^^E^X^^'^\y) + WfX^^'-'ky) + ^EX^'-'^y] + c.c, (10.39) 

where E = e'*'<^+"''. The first and second index of superscript in the notation X^''-'^ correspond 
to powers of exponential and t, respectively. Substituting (10.39) into (10.38) and equating the 
coefficient of af^E"^, |.c/p and s^^E, we get equations for X^'^'^\, X'^'^l and X'^-^l. The explicit 
forms of these equations in matrix notation are 

(2u;I-L2A-.,J^'^'^' = N2(Xi,Xi) (10.40) 

{2uJrl-Lo)X^°-^^ = N2{XuXi) + N2{XuXi) (10.41) 

i 
Xi (10.42) 

The derivation of above three equations (10.40)-(10.42) is given in Appendix lOA. 

Comparing equation (10.42) with (10.14) we get 

i(c^I-LA.^.,)Xl''21 = - L u ) X i . (10.43) 

This implies that Xu) = iX ' ' '^ ' . This shows the relation between the nonlinear analysis of this 
section with the linear analysis for wave system described in the previous section. Note that 
X'^'^l and Xl'^'^l are the second harmonic and the distortion to mean flow, respectively. Xl'''^' 
represents the term due to slow spatial variation in flow direction. The left liand side of (10.42) 
has the same operator as in the linear eigenvalue problem: the solution X'-^'^' is possible if the 
inhomogeneous part is ortliogonal to adjoint cigenfunction which gives Cg (see §10.1.1). 
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10.2.3 0{e^): Solvability Condition and Complex Ginzburg Lan
dau Equation 

At o{e^) we get: 

(•I-)-™ = (-'T--)-^'" a x C 1 dL fex v-d) X<') + / (X ' ) 
OT dir dH 

+Ar2{X(i),;t(2')+A/-2(X<2),A-('))+AA3(X(",X('),X(i)) 

+A/ ' | ' ° " (A:( I ' ,A: ( I ' ) , 

where / ( X ' ^ ' ) is a function of X ' " . Now we expand X'^^ as 

(10.44) 

(10.45) 

Note that X13 depends on y and the slow variables. Substituting expressions (10.45), (10.37) and 
(10.39) into (10.44) and equating powers of E from both sides, we get 

(UJI - Lk,J Xi3 
dlr OH OT 

+• 9^2 

1 dL fcx 
dkT 

Xll̂ 21 d^L, 

dkl , 
Xi (10.46) 

where G13 is the vector of nonlinear terms, 

Gi3 = N2(Xr,X^^'^^) + N2{X^^'^\Xi) + N2{XuX^'>'^\) + N2(X^°^^\Xi) 

+Ns{XuXi,X,) + N3{X,,XuXi) + N3(XuXuXi) 

Note that 

Ca + 
dL, 

dkx 
XH^ Î = - - L i o X ^ ^ l 

I 

(10.47) 

(10.48) 

It is obvious from the right hand side of (10.46) that Xy^ contains terms which depend on s/, 

s^WW ^ and ^ . 

The Ginzburg-Landau equation can be derived from the solvability condition of equation 
(10.46): 

where 

and 

a7 

rfi 

= ^ ^ + a 2 | ^ + c ( ^ > K i V , 

„(2) ^ (-^11^13) 

( ^ J , ^ i ) ' 

a2 

xl.x,^ 

X^,Xi 

(10.49) 

(10.50) 

(10.51) 

Here c*'̂ ' is the first Landau coefficient. The form of 02, (10.51), is same as given by (10.26). This 
can be verified by substituting Xl' '^ ' = ~iXu) into (10.51). 

Let us define new variables X = {x - Cgt) and ^ = f-^a^'je"''-'^'/''" . Substituting the above 



278 Chapter 10. 

transformation into (10.49) and eliminating the wave speed part of di/dir, 

; ^ = 1 + ^ ^ , (10.52) 
rtlr air 

we get another form of CGLE 

c 
^•^> = e^^i + „ 2 ? # + c<2),c/,|.^i|^ (10.53) 

10.3 Summary 
Using the mnUiple scale analysis the complex Ginzburg Landau equation has been derived for 
aperiodic patterns in two-dimensional gramilar Couette flow. The linear stability problem for 
the development of a wave system has been detailed in §10.1. The integral expressions of the 
group velocity (cy) and other coefficients (di and ai) have been derived from the linear theory of 
wave systems which are the coefficients of linear terms in CGLE. Furthermore we have rcderived 
integral expressions Cg, di and ai from the nonlinear analysis of wave systems. We have shown 
that expressions of Cg, di and aj derived from the linear and nonlinear theories are exactly 
same. The first Landau coefficient is derived using solvability condition. The above derivation 
is a generalization of Stewartson & Stuart 's (1971) work since we are considering four balance 
equations rather than a single equation. The detailed numerical results are deferred to a future 
work. 
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Appendix 10A. Outline of Derivation 
In this appendix, we will derive eqns. (10.40), (10.41), (10.42) and (10.46). We will start with x-nionientum 
equation and will give all necessary details of the weakly nonlinear analysis using multiple scales as described in 
the previous section. The other disturbance equations, continuity, y-rnomentum and energy, can be derived in a 
similar manner. 

Step l) 
We substitute (10.33)-(10.34) into (10.29). The resulting x-momentum equation is given by 

\dt " a ? drj \dx d£.J " 

1 / 1 2<;2 \ r / a d\ , 0 ,0,/d d\ d] , 

ay2 

<2>-LA/-f . r = Af^'> + M-1. 

(Step 2) 
We substitute (10.35) into disturbance equations obtained from step 1 and equate like order terms. At 0{e'^) 

the form of x-momentum equation is 

a«(2) ( 0 ) ^ ! i ^ , „0^(2) ! _ / „ o A + „ 0 „ 0 , „0 „0 , 0 „ 0 ^ \ 
at 

1 
00//2 

1 

1 

1 

ax 
a^ a a2 

(2M<' + A » ) ^ + ^ o f + / ^ 
ox-̂  " ay ay^ 

„(2) 
^"W? 

-P°r̂ +"V?-. + «°«Xr+''X4 T(2) + u" 

. a x ( 

/,(2) 

a2 

0^0") 
'•* a ^ i>"m 

2(2/i" + A") 
92„(i) 

axai~ 
1 

i>°m 
+ (M" + A") 

„(2) 

aVi^ 
aya^ 

-P°T 
a« 

= j v f ' ( x ( i> ,x ( " ) . 

Next we separate the terms related to fast and slow variables: 

au(2) 

dt 
- R2 • X(2) 

a? 00//2 
a«(i) nSu<'' 1 

1 

1 

„a<A(i) 

a? 

2(2/1° + A" 
avi^ 
axa$ 00//2 . S ^ . ( . » + AO^̂ '̂'*" 

a? ayac 

-P°r 
arm -Ar<'-^'(x(",x(i)) 

where /{2 • X(2) is the irmer product of the second row of linear matrix £ with X^^'. 

[step 3 
We substitute (10.37) and (10.39) into equations which are obtained from the step 2 and equate the coeflRcient 

of .a'2£;2j_5/|2 and .c/jE. 

0(.<;/2£2) . 2w«|2;21 - R2I a^_^^^^ . Xl2^2] ^ Aff ( X i , X O 

0( | .a ' |2) : 2 u ; , u l O ; 2 | - R 2 | ^ ^ .Xl0;21 = w f *(Xi, Xi) + w f \ X i , Xi ) 

Ox 

cTr •'• 

= Cgui - ifiui + - ^ ( - P > i ) + ^ni7il2(2AiO + AO)iA;̂ ui 

= CgUi + j\da2\,da22tda23,da2i\- X\ 
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where daij a re t h e e lements of mat r ix -gjr^ as given in Appendix IOC. T h e full ma t r ix form of above equat ions 

can be wri t ten as 
( 2 a . I - L 2 / i , ) A : l ' - ' l = N2(Xi,Xi) ] 
(2uirl-La)Xl'>''2] = N2{Xi,Xi) + N2(Xi,Xi) { 

Note t h a t , Afj and Nj for j — 1, 2 , . . . , oo are the vector form of nonlinear t e rms conta ining par t ia l and ord inary 
derivatives, respectively. T h u s , equat ions (10.40), (10.41) and (10.42) have been derived. 

In order to derive (10.46), we repeat s tep 2 for O(f^) to get 

R2X (3) = r a u ! ^ _ du^ _ „0 du^ 
•'9 ae. di 

2 r „o a , „o f ,,0 _i_ ,,0 a M j ,( i) ' 

2(2^0 + A O ) ^ + ( 2 ^ " + A O ) ^ ] + ^ [ ^ 0 ^ + (po + A O ) ^ ] 

' - P T ^ I +Arf'(X(i),X(2))+Arf*(X<2),.Y(i>)+Arf> (A'<i),X<i),X(i)) 
«"H? 

Subs t i tu t ing (10.37), (10.39) and (10.4.5) into above equat ion and equa t ing the coefficient of E we get: 

UJU13 - R 2 \ B ^ : I . • X\3 = 

' <t>"H'^di,. 
2 

^ - ( 2 „ " + A'')^? + ; . o | ^ + , , o | ^ j . ^ „ ^ _ _ ^ 2 ^ ^^0 + (^0 + V') A ] . ^ „ , 

+ ^ [2ifc,(2M" + A'')uli-^1 + (2^0 + A' ' )„ i ] ^ 

+ [iV^'>(Xl2;21,Xi) + N f ( X i , Xl^^^l) + Aff > ( x V 2 | , X , ) + N f ( X i , Xl".21l 

+ A r f ' ( X i , X i , X i ) + 7 v f ' ( X i , X i , X , ) + w f ' ( X i , X , , . Y i ) ' 

T h e above expression, in the mat r ix nota t ion , can be wri t ten as 

1 
u ; u i 3 - ^ 2 ! a ^ , ; t • A' a*/ 

g s " 
[</621 • dh22.db23. '">2ll • • ' j 'A' i - — Ul 

a i r OT 

1 

. ,u ' ' '^ ' + - [ ( ia2i , ( /a22, da23,<J«2.-l] • X'^ '^ ' 

|0.( /o22.0,0] - X i ' Gl3.<^Wr 

vhere daij, da'^j and dbij are the elements of matr ices ,.,̂ "̂  , '̂•̂ ' and ^^^' and given in Appendix IOC. 

T h e complete mat r ix form including continuity, y -monien tum and energy equa t ions can l)c wri t ten as 

(uj/ - L^;^^) X i 3 .Tl^'"-f-' 
a^.c/ / ^,,.21 1 aL fcj-

dki 
Xl 

1 a^L.. 
afc? 

Xl +Gi3\.^/\'.^^ 

which is same as equat ion (10.46). 
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Appendix lOB. Adjoint Matrix Elements L̂  = [4̂ ] 

4. i''^-" l\2='w^ + l^W-1>"D 
,.".." 

„ 0 „ U - ' _ T ) 0 \ 

;t 
'32 

Here D = d/dy. 

- « « l " - * 00^2 + p !77 j7 [-A'y'p!/ - / ' <Pyy 

2'P" >'" 

;t = 

' 3 1 

^ 5 J ; ^ [ ( M O + A « ) ( 0 ' ' D - 0 » ) + 0''^OJ 

0O£l 

ik.u° - X ' + ( W ^ [-(V, + AS)0S - (2 °̂ + A")0» 

+ (00(2^0 + AO) - 20»(2M'' + A")) D + 0<'(2^<' + A ÎD^ + t l ^ ^ 
200^(2^° + ^°) 

(t = tfc,«o+-,T^ h^+^,'^^(ul?-V% (4,»H)'din P°KyD 

2(«")' 
or„"4D + 0OTO4 + 00K"D'^ - 20UKOD - 0^„K'' - 02^2 + - ^ 
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Appendix IOC. Elements of Matrices 

ai2 = -ikx(p°, 

111 

'121 

022 

123 

"21 

131 

132 

133 

"34 

0-41 

042 

" 4 3 

144 

['̂ «ui' y ^ = if̂ «o] "̂»j ^ = 1 ' ' ^ ' 

0, 

-ifcxu" + ^ ((iA:,)2^o + (2/.0 + A^)D + (2/iO + \0)D'' 

^0777 (ifcx"°MT - Pry -PT^) • 

0"d 
(-ifcip'' + 2/i%0£l), 

+ ( 4 + T « 4 5 D + K"D2)+;iO.(u»)2 T)0, 

dU 

dkx 

-•ft 

(da\„da.,^,da^^,da\,) = (o, - ^ ^ i ^ ^ ^ i ^ , - ; ^ 

, 1 , 2 ( 2 , / ' + A")(c, 
' " H^0'> 

i(A'^ + (M" + A")D) 
W ^ 0 " 

- 2 ! p " 
* " dim 

2 ( 2 ^ " + A " ) 2 ^ " 

H V 

I) 2 f c jn " 
« - T 7 & 

•t>"H'' di 

4.M"U^ 
0" rfim 

rfoy = 0 for i 7̂  j . 

dbu 

db-zi 

db-ri 

db2i 

rf624 

dfc3i 

db:i2 
db33 

db:i4 

db4x 

db.\2 

db44 

db\2 = db\i = rf6i4 = 0, 

^ ( - ( 2 M ' ' + AO)fc5 + Mi;D + ,»"D2), 

^ (ikxti"y + ikAt'° + ^")D) , 

^ (-ikxp°~ + «>o .^ + U«,M!}- + M?.U"^D) , 

^ ^ ( i A v A S + ifc.lAO + pO)/)), 

^ (-A-JA." + (2^« + A",)D + (2/,o + X")D^) . 

dfc43 = 0. 
^ „ - ^ ( - A , ? K " + (7^'.! |„ + K^,7;y„) + (K2 + r n 4 ) D + ."P^ ) J 



CHAPTER 11 

SUMMARY AND OUTLOOK 

11.1 Introduction 

In this thesis, we have studied the nonHnear stability of granular plane Couette flow, focussing on 
various instabilities induced by shearing (Alam & Nott 1998; Alam 2005, 2006; Alam et al. 2008) 
which lead to spatially heterogeneous structures of macroscopic dimensions. The main objective 
of the present thesis is to describe shearbanding (gradient and vorticity bandings), stationary 
wave and traveling wave patterns of granular plane Couette flow using an order parameter theory 
via Landau equation and Ginzburg-Landau equation. 

V Dilute Flow 

^"-0.05 

Moderate Flow 

^"=0.3 

->JC 
'Qn*Goldhiiwiil997 A]am2003 Alan 2003 

Figure 11.1; Three snap-shots from MD-.simulations for 0" = 0.05, 0,3 and 0.8 showing the gradient 
banding in granular plane Couette flow. Taken from Tan & Goldhirsch (1997) and Alam (2003). 

One typical instability in granular shear flows is shearbanding instability which leads to band
ing of particles. The banding transitions have been observed in molecular dynamic simulations of 
granular plane Couette flow. The MD-simulation results of granular plane Couette flow of Tan & 
Goldhirsch (1997) .showed the existence of gradient bands even in dilute flows. Figure 11.1 shows 
three snap-shots from MD-simulations for three values of densities in dilute (0° = 0.05), moderate 
(0.3) and dense (0.8) flow regimes. In this figure x- and j/-coordinates refer to streamwise and 
gradient directions, respectively. The gradient banding can be seen in all flow regimes. Depend
ing on the banding directions, the banding transition can be classified as "gradient banding" or 
"vorticity banding". If the bands of different shear-rates extend along the gradient direction, the 
banding is known as gradient banding, and if the bands of different shear-stresses accumulate 
along the vorticity direction it is referred to as vorticity banding. In other words, gradient and 
vorticity bandings represent shear-localization and stress-localization in the flow, respectively. 

Apart from the shearbanding transition, the granular plane Couette flow supports various 
types of stationary and traveling wave instabilities (Alam & Nott 1998). The earliest MD-
sinmlations of Hopkins & Louge (1991) identified travelling-wave patterns in the form of oblique 
bands, aligned along the compressional axis of the shear flow for a range of densities. 

This thesis started with a brief introduction of patterns in rapid granular flows driven by vi
bration, gravity and shear, e.g., standing wave patterns and convection rolls in a vibrated granular 
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system, density waves in gravity driven granular Poiseuille flow, fingering in chute flow, shear-
banding in shear flow. etc. We then reviewed the pattern forming order parameter models such as 
coupled complex Ginzburg-Landau model, Swift-Hohenberg model and continuous coupled map 
model, etc. in §1.3. The MD-simulation and experimental observations of shearbanding patterns 
in granular plane Couette flow has been discussed in §1.4. The basic hydrodynamic equations 
along with few widely used constitutive models for the inelastic hard-sphere and hard-disk fluids 
have been described in chapter 2. 

11.2 Development of Nonlinear Theory 

The overview of existing nonlinear stability theories is given in §3.1. In the first part of chapter 3, 
a general weakly nonlinear stability analysis using amplitude expansion method of Stuart and 
others (Stuart 1960; Watson 1960; Reynolds & Potter 1967) has been descril^ed in detail. Using 
this perturbation method, the nonlinear stability problem has been reduced to a sequence of 
linear inhomogeneous differential equations for the fundamental mode (linear eigenfunction) and 
its harmonics and the related distortions of the base flow and the fundamental at various order. 
The amplitude expansion method constitutes an indirect method to arrive at the Landau equation, 
and the related nonlinear corrections, the Landau coefficients, are determined from the Fredholm 
alternative or the .solvability condition at the cubic/higher order in the perturbation amplitude. 
We have adapted this amplitude expansion method for the present nonlinear stability analysis of 
granular plane Couette flow. 

Concurrently, we have developed a numerical method in chapter 3, based on Chebyshev spec
tral collocation technique and Gauss-Chebyshev quadrature (Canute et al. 1988), to solve the 
inhomogeneous diflferential equations at each order in perturbation amplitude. 

While the amplitude expansion method is physically appealing and easy to adapt the present 
method differs from several direct methods of nonlinear stal)ility analysis, for example the center 
manifold reduction (Carr 1981; Shukla & Alam 2009) and nuiltiple scale analysis (Newell et al. 
1993) wherein the Landau equation is derived directly from the nonlinear perturbation equations 
which is in contrast to the amplitude expansion method where the order parameter equation is 
postulated based on physical arguments about possible time evolution of the linear mode. 

In the case of the center manifold reduction, the nonlinear analysis is carried out via a spectral 
decomposition of fast and slow modes (Shukla & Alam 2009); the relevant order parameter 
equation is derived by taking inner product of the evolution equation of the slow mode with its 
adjoint eigenfunction and the Landau coefficients are subsequently picked up from the coefficients 
of nonlinear terms of various order. We have shown that both direct and indirect methods lead 
to the same expression for the first Landau coefficient which is the first nonlinear correction to 
the well-studied linear theory. Therefore, up-to the first Landau coefficient, both the amplitude 
expansion method and tlic center manifold reduction are equivalent for the present problem of 
granular plane Couette fiow. 

11.3 Gradient Banding in Granular Couette Flow 

Figure 11.2 shows the neutral stability curve (left plot) along with density eigenfnnctions in its 
inset; the flow is unstable inside the ne\itral contour and stable t)utsi(l(\ Therefore, accortling 
to linear theory, the non-uniform solutions are not possible in dilute limit because the uniform 
shear flow is stable there. This is in contrast to MD-sinuilations of Tan & Goldhirsch (1997) who 
fomid non-uniform solutions in dihito limit as shown in the right picture of figure 11.2. Tims the 
linear stability analysis is not capable to explain shearbanding patterns in dilute granular plane 
Couette flow. 
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Linear Theory MD Simulation 

10 35 60 85 110 135 
Couette Gap 

.S-?.i,^vI -

Figure 11.2: Comparison of linear theory and MD-simulation. 

In the first problem of present thesis, a weakly nonlinear theory, in terms of the well-known 
Landau equation, has been developed to describe the nonlinear saturation of shear-banding in
stability in rapid granular plane Couette flow. The shear-banding instability corresponds to 
streamwise-independent perturbations {d/dx{-) = 0 and d/dy{-) ^ 0, where x and y refer to 
flow and gradient directions, respectively) of the underlying steady uniform shear flow which 
degenerates into alternate layers of dense and dilute regions of low and high shear-rates, respec
tively, along the gradient direction. The nonlinear stability of this shear-banding instability is 
analyzed using two perturbation methods, the center manifold reduction method (chapter 4) and 
the amplitude expansion method (chapter 5) 

In chapter 4, we have derived Landau equation using center manifold reduction method. The 
first Landau coefficient has been calculated using an spectral-based numerical method. Our results 
on the first Landau coefficient suggest that there is a subcritical finite-amplitude instability for 
dilute flows even though the dilute flow is stable according to the linear stability theory. We 
have shown the equivalence between amplitude expansion method and center manifold reduction 
method in chapter 4. 

An order-parameter theory for the same shear-banding instability in the granular plane Cou
ettc flow using the amplitude expansion method has been developed in chapter 5. For the shear-
banding instability, the nonlinear modes are found to follow certain symmetries of the fundamental 
mode and the base state solution which have helped us to discover analytical solutions for the sec
ond harmonic and the distortion to the fundamental mode. It is shown that the second harmonic 
and the base state distortion at the quadratic order are equal to each other for this instability. 
The present analytical solutions for nonlinear modes have been used to evaluate the first Landau 
coefficient exactly which complements and verifies our previous numerical solution of the same 
problem in chapter 4 (Shukla & Alam 2009). These analytical solutions further helped to iden
tify universal scalings for the first Landau coefficient, the equilibrium amplitude, and the phfise 
diagram in the (H, 0'')-plane in terms of the mode number /i and the inelasticity (1 — e^)'/^ as 
detailed in §5.5.5. Uncovering the analytical solution for the nonlinear shear-banding instability 
in granular plane Couette flown constitutes one outcome of the present thesis. 

The quantitative agreement in figures (5.3)-(5.3) between our analytical and the spectral so
lutions for the fundamental mode and its harmonics (of various order) as well as for the first 
Landau coefficient ascertains the accuracy of oiu' spectral-based numerical method which has 
been developed in chapter 4. This constitutes another outcome of this thesis: the validation of 
a numerical scheme for nonlinear stability calculations, via its comparison with our analytical 
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solutions, which can now be adapted to other types of granular shear flows. 
Analyzing the zero contour of the first Landau coefficient in the (//, (/)")-plane, where H = h/d 

is the ratio between the Couette gap and the particle diameter and 0° is the mean volume fraction 
of particles, we have reestablished our previous prediction which is documented in chapter 4 and 
(Shukla k. Alam 2009) that the lower branch of the nevitral stability curve (i.e. the 'zero' growth-
rate contour) in the (H, </)°)-plane is subcritically unstable. The related threshold-amplitude for 
nonlinear stability has been determined, leading to the possibility of shear-banding-type solutions 
in dilute flows via subcritical bifurcations. In contrast to the predictions of nonlinear theory, 
the dilute flows are known to be stable according to the linear stability theory. Irrespective of 
the nature of bifurcation, the predicted nonlinear solutions indicate that the uniform shear-flow 
undergoes an ordering transition into alternate layers of dense and dilute regions of low and high 
shear rates, respectively, parallel to the flow-direction. 
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Figure 11.3: Various Newtonian flow configurations and associated bifurcations: plane Couette flow, 
piano Poiseuille flow, Rayleigh-Benard convection and Taylor Couette flow. 

Our order-parameter theory predicts that the nonlinear shear-banding instability leads to dif
ferent types of pitchfork bifurcations (see Figure 5.38) as we increase the mean density {(f)^) from 
the Boltzmann limit: (i) bifurcation from infinity in the Boltzmann hmit (0" < 0j.), (ii) subcrit
ical bifurcations over a small window of moderate densities ((/)J, < (jf < (p'), (iii) supercritical 

(iv) subcritical bifm-cations in the dense limit 

> ')*^), and finally again to (v) supercritical bifurcations near the close packing limit 
0,„), Note that the 'bifurcation from infinity' can be considered as a generalized 

bifurcations at moderate densities (0* < 0" > 0^.' 

(0?' < <A° 
(0° > 0 f 
subcritical bifurcation wherein the bifurcation point originates from infinity (H = oc). The crit
ical density at which a transition occurs from one bifurcation-type to another (0^, 0 ' , 0^' and 
0;'^) depends on the detailed forms of constitutive relations as well as on the choice of the contact 
radial distribution function. We have found that while the first three sequences of bifurcations 
(i iii) appear to be independent of the choice of constitutive relations, the last two bifurcation 
sequences (iv v), especially the appearance of subcritical bifurcations in the dense limit, depend 
on the choice of the contact radial distribution function. Since all three possible types of pitchfork 
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bifurcations can be realized in this flow by just varying the mean density, we conclude that the 
granular plane Couette flow truly serves as a microcosm of pitchfork bifurcations. 

Let us have a quick glance at various prototypical problems of Newtonian fluids and their 
related bifurcations in figure 11.3. A similar type of bifurcation from infinity occurs in the plane 
Couette flow (Nagata 1990) but there is no subcritical or supercritical pitchfork bifurcations be
cause the plane Couette flow of Newtonian fluids is stable according to linear theory (Romanov 
1973). Another example is the plane Poiseuille flow of Newtonian fluids which admits subcritical 
bifurcations (Stuart 1960; Reynolds & Potter 1967). Note that this bifurcation is not stationary 
and this is a case of subcritical-Hopf bifurcation rather than jjitchfork. The Rayleigh-Benard con
vection (Busse 1978) and Taylor Couette flow are examples of supercritical pitchfork bifurcations. 
As per our knowledge no other flow admits all types of pitchfork bifurcations, and therefore the 
granular plane Couette flow is truly a paradigm for pitchfork bifurcations. 

11.4 Two-dimensional Patterns in Granular Couette 
Flow 

We have developed an order-parameter theory to describe the nonlinear periodic patterns in a 
two-dimensional granular plane Couette flow which is known to linearly unstable to a variety of 
stationary and travelling instabilities, having modulations in both streamwise (x) and gradient 
(y) directions in chapter 6. This is the first nonlinear study of its kind in the literature of gran
ular fluids for spatially inhomogeneous two-dimensional patterns. The related order-parameter 
equation, the Landau-Stuart equation, has been derived using the amplitude expansion method 
(Stuart 1960; Watson 1960) of nonlinear stability theory, extending our previous work (chapters 4, 
5, and Shukla & Alam 2009, 2011) on one-dimensional shear-banding instabihty. The nonlinear 
stability of two classes of modes (in different regimes of streamwise wavenumber k^) in granular 
plane Couette flow has been studied in detail using the present order-parameter theory. The 
numerical results, obtained by employing a spectral-based numerical method, are presented on 
the first Landau coefficient, the equilibrium amplitude, the equilibrium phase velocity, the limit 
cycle and the nonlinear perturbation fields. The supercritical and subcritical regimes of both 
pitchfork/static and Hopf/oscillatory bifurcations have been identified, and the first evidence of 
two-dimensional nonlinear equilibrium states for stationary and travelling waves has been found 
in granular plane Couette flow. 

In addition to the well-known shear-banding instability (k^ = 0) whose nonlinear saturation 
has been studied recently by us (Shukla & Alam 2009, 2011), there are long-wave (fĉ  ~ 0) 
stationary and travelling instabilities in granular plane Couette flow. For such long-wave modes, 
we have uncovered nonlinear equilibrium states of stationary waves in the dilute limit (where 
the flow is known to be stable to the shear-banding mode) and of both stationary and travelling 
waves at moderate-to-large densities. While the nonlinear solutions in the dilute limit appear via 
a subcritical pitchfork bifurcation, those at larger densities via supercritical pitchfork and Hopf 
bifurcations. From a comparison between linear and nonlinear perturbation fields, we found that 
the origin of nonlinear states at fc^ ~ 0 is tied to the corresponding 'subcritical'/ 'supercritical' 
nonlinear shear-banding solutions (k^ = 0). 

There are stationary and travelling instabilities at moderate values of wavenumber kj- ~ 0 (1) 
whose growth rates are larger than those at long-waves by an order-of-magnitude or more these 
are referred to as 'dominant' instabilities (see, for example, two dominant peaks at fc^ ~ 0.6 and 
kj: ~ 0.95 in figure 6.3) in granular plane Couette flow. For the dominant stationary instability, we 
found that the nonlinear solutions appear via supercritical pitchfork bifurcations (figures 6.20 and 
6.25) over a range of mean densities {(j)°) at sufliciently large Couette gaps [H > Hp^ ) and this 
range of unstable 0" increases with increasing H; in the linearly stable regime (H < H^^^ ) there 
could be subcritical bifurcations (figure 6.25). The nonlinear stationary patterns have density 
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})aiids that are located at some oblique angle to the strcaniwise direction (figure 6.21) similar 
oblique density bands have been observed in particle simulations (Hopkins k Louge 1991; Tan & 
Goldhirsch 1997). The structural features of supercritical stationary solutions look similar at any 
value of 0° and / / , but the related unstable subcritical solutions are markedly different (having 
density bands parallel to the streamwise direction) from their supercritical counterparts, even 
though the linear eigenfunctions are similar for both cases. 

For the dominant travelling instability, the flow is linearly unstable for a range of mean den
sities if the Couette gap is sufficiently large (H > Hj^^ > Hp^). and there are subcritical 
nonlinear travelling waves at H < Hj^ at a given </>". For H > Hj^, there are supercritical 
and subcritical Hopf bifurcations at small and large values of 0" (figure 6.22), respectively the 
latter finding of subcritical travelling solutions at moderate-to-large densities is in contrast to 
supercritical solutions for dominant stationary mode. The supercritical and subcritical solutions 
look structurally different for the dominant travelling waves too. In addition to dominant travel
ling wave instability, there are linearly stable travelling waves at k^ ~ 0 (1) which could also be 
unstable with respect to finite-amplitude disturbances (figure 6.14). 

The effect of restitution coefficient on the nonlinear saturation of dominant instabilities was 
studied. We found that the structural features of the nonlinear stationary and travelling wave 
solutions remain unaffected by the level of inelastic dissipation as long as the underlying linear 
eigenfunctions are similar. We have uncovered a new stationary instability in a very wide Couette 
cell {H = 500) which seems to persist at any restitution coefficient (e ^ 1), and the ecjuilibrium 
amplitude Ap required to attain this mode is much smaller than the corresponding 'dominant' 
stationary instability. Apart from providing the first evidence of a variety of two-dimensional 
nonlinear patterns in granular plane Couette flow, we hope that the present work will inspire large-
scale particle simulations to detect such stable and unstable nonlinear states in plane Couette 
flow. 

By analysing the modal equations at quadratic order in perturbation amplitude, we have 
identified two types of nonlinear resonances: (1) the 'mean-flow' resonance and (2) the '1 : 2' 
resonance. The former occurs due to the interaction of least-stable mode at some A;̂  ^ 0 with 
a shear-banding mode (A,v = 0) mode, obeying the following condition on growth rate [o'°'] and 
frequency [b'-^^]: 2 Q „ (fê j.) = QJJ (fê  = 0) and ba (kx = 0) = 0, where a and 0 refer to two 
interacting modes. The 1 ; 2 resonance occurs due to the interaction of two modes a and /3, 
obeying 2an (kx) = a'j (2^3:) and 2ba (/c^) = bL (2fcj.), with their wave-number ratio being 1:2. 
The signature of either type of resonances is implicated by the divergence of the first Landau 
coefficient at specific values of wave-number kj- where the resonance takes place. Our mnncrical 
results in §6.7.3 have clearly demonstrated the existence of mean-flow resonance in granular plane 
Couette flow, however, the existence of 1:2 resonance remained illusive in the present flow. Note 
that the 1 : 2 resonance points, being codimcnsion-3 bifurcation points, require an exhaustive 
search in the parameter space to locate them which was not pursued in this thesis. 

11.5 Nonlinear Stability of 3D Granular Couette Flow 

11.5.1 Vorticity Banding in Granular Couette Flow 

The vorticity banding in three-dimensional granular plane Couette flow has been investigated 
via nonlinear stability analysis in chapter 7 of this thesis. We have started this chapter with a 
preamble containing a review on gradient and vorticity bandings and then we have written down 
all necessary theoretical background for the nonlinear stability analysis of three dimensional 
granular plane Couette flow. 

We mainly focus.sed on pure spanwise instability in this chapter. Due to the pure spanwise 
{d/dx{.) = Q.d/dy[.) = 0,d/dz{.) ^ 0) instability, the uniform shear flow breaks into regions of 



11.6 Order-parameter Theory using Coupled Landau Equations 289 

high and low shear stresses along the mean vorticity direction - this is known as vorticity banding. 
For such pure spanwise instabilities, an analytical order parameter theory has been developed. 
The general solutions of the nonlinear equations (distortions of mean flow and fundamental, and 
harmonics of fundamental) and Landau coefficients (§7.6.5) have been derived at any arbitrary 
order in amplitude. We have calculated first (7.57) and second (7.69) Landau coefficients analyt
ically. The bifurcation analysis has been carried out for all flow regimes. Our analysis suggests 
that the vorticity banding appears via supercritical pitchfork bifurcation for density 0" < </>'' and 
via subcritical pitchfork bifurcation for density 4>" > (j)'^, where c/P is the mean density and 0'* is 
the critical mean density for the transition from supercritical to subcritical bifurcations as shown 
in figure 7.10. The first (see figures 7.12 and 7.15) and second (see figure 7.13) order transitions 
at the onset of pure spanwise instabilities have been investigated using cubic and quintic order 
Landau equations. Our analysis shows that the cubic and quintic order amplitudes are almost 
equal near the critical point, but they deviate from each other away from the critical point. The 
subcritical Hopf bifurcation has been found for large spanwise wavenumbers in moderate-to-dense 
flows which has been shown in figure 7.25. 

The present analysis suggests that for parameters far away from the neutral stability curve 
there exist both Hopf and pitchfork bifurcations (see schematic figure 7.29). The crucial effect of 
higher order nonlinear terms while calculating higher order Landau coefficients has been demon
strated in figures 7.23-7.24. It has been concluded that the n"' order nonlinearities must be 
retained while calculating n"* order Landau coefficient. The variations of perturbation fields, 
pressure and shear viscosity have been shown which verified shear-stress localization in the fiow 
due to vorticity banding 

11.5.2 Gradient and Vorticity Bandings 

In chapter 8, the gradient and vorticity bandings in three-dimensional streamwise-independent 
granular plane Couette flow have been probed via analytical solutions of weakly nonlinear analysis. 
Such streamwise independent instabilities lead to bands along gradient and vorticity directions. 
The analytical expressions for the distortion of mean flow, second harmonic and first Landau 
coefficient have been derived in terms of trigonometric functions. The bifurcation analysis for 
these instabilities has been carried out. The comparison between linear and nonlinear finite 
amplitude patterns for density, temperature, velocity and vorticity has been made. 

The bifurcation analysis shows that the transition can occur from subcritical-to-supercritical 
and supercritical-to-subcritical bifurcations in different fiow regimes. The streamwise and trans
verse 3D-structures have been observed from the disturbance patterns. The subcritical and su
percritical density and vorticity patterns have been found to be more distorted than their linear 
patterns. The corresponding velocity and temperature fields are found to be relatively unaffected 
by nonlinearities. 

11.6 Order-parameter Theory using Coupled Landau 
Equations 

One limitation of a 'single' Landau equation is that it cannot deal with situations that involve 
possible interactions among different modes which might occur either (i) due to a linear resonance 
among two or more modes or (ii) due to two or more non-resonating modes having growth-rates 
that are arbitrarily close to each other. 

In chapter 9, we have developed a general theory of mode interactions for both non-resonant 
and resonant interactions. We have used center manifold reduction method to derive Coupled 
Landau equations. The analytical weakly nonlinear solutions for the streamwise independent 2D-
granular plane Couette flow has been extended and the coupled Landau equations for situations 



290 Chapter 11. 

of mode crossing (without resonance, see figure 9.1) have been derived. Preliminary numerical 
results for the interaction of modes /? = 1 and 2 have been discussed. The detailed numerical 
analysis for all densities and other cases of mode interactions are left for future work. 

11.7 Complex Ginzburg-Landau Equation 
Tsimring & Aranson (1997) proposed a phenomenological order parameter model, the Ginzburg-
Landau equation coupled with an effective mass conservation equation, to theoretically study 
the patterns in a vibrated granular bed (squares, stripes, hexagons, oscillons, etc, see figure 1.5). 
Note that their model is "phenomenological" in the sense that it has not been derived from the 
governing equations of granular fluid and the coefficients of this model have to be found from 
either experiments or simulations. 

In chapter 10, following Stewartson & Stuart (1971), we have been derived a complex Ginzburg 
Landau equation for two dimensional granular plane Couette flow. We have used multiple scale 
analysis to derive complex Ginzburg Landau equation. The detailed numerical analysis for ape
riodic spatio-temporal patterns is left to future work. 

11.8 Future Work 
In weakly nonlinear stability studies, one important issue is the convergence of the Stuart-Landau 
series (3.32)-(3.33) which can be checked by determining its radius of convergence provided we 
know higher-order (second, third, etc.) Landau coefficients. Such works have been carried out for 
incompressible shear flows of Newtonian fluids (Herbert 1980; Newell et al. 1993) by calculating 
the first ten or more Landau coefficients, and then finding the nearest singularity from Domb-
Sykes plots (Hinch 1991) to estimate the radius of convergence. It should be noted that the 
procedure to calculate the higher-order Landau coefficients seems to non-unique (Herbert 1980) 
in shear flows of Newtonian fluids. 

For the present problem of granular plane Couette flow, we have calculated only the flrst 
Landau coefficient, except for the pure spanwise granular plane Couette flow problem (in chapter 7 
for which we have calculated both flrst and second Landau coefficients) and therefore we are 
unable to make any conclusion about the range of validity of our nonlinear solutions in the 
parameter space (away from the neutral contour). It is necessary to calculate at least the second 
Landau coefficient to determine the stable solution branches for subcritical bifurcations for all 
cases. It has been shown in chapter 7 that the n" ' order Landau coeflScient requires rt"" order 
nonlinear terms to be retained in the nonlinear perturbation equations in order to get correct 
bifurcations. In principle the higher-order Landau coefficients can be calc\flated, however, the 
related analysis and algebra becomes messy and tedious due to the nonlinearities inlierent in 
the transport coefficients of granular fluids. Such an exercise would further help to establish 
a detailed term-by-term equivalence between the amplitude expansion method and the center 
manifold reduction for granular plane Couette flow. These issues should be looked into in future. 

Although we have focussed on granular plane Couette flow in this thesis, our analysis is in 
no way limited but can be easily extended to analyze patterns in various other granular flow 
conflgurations. Our spectral-based numerical code can be adapted to such cases to analyze the 
nonlinear stability in a host of granular flow problems: granular Faraday waves (Umbanhower 
et al. 1996; Tsimring & Aranson 1997), granular Rayleigh-Bcnard convection (Hayakawa et al. 
1995: Khain & Meerson 2003: Eshuis et al. 2010), granular Poiseuille flow (Liss et al. 2002; Alani 
et al. 2010), inclined chute flow (Forterre & Fouliquen 2002; Mitarai & Nakanishi 2004), etc., 
see figure 11.4. To investigate these flows using the present order parameter theory, first we 
need to incorporate realistic boundary conditions (for example, slip velocity and non-adiabatic 
walls, etc.) instead of our choice of no-slip and zero heat flux conditions. Even though this 
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issue of realistic boundary conditions was not addressed in this thesis, this can, in principle, be 
incorporated to derive the relevant order-parameter equation and the resulting problem has to 
be solved numerically to determine the Landau coefficients. This work is left for future. 

Various nonlinear resonances and spatially-extended patterns in rapid granular flows can be 
studied using coupled Landau equations and Ginzburg-Landau equation. Such theoretical studies 
are needed to uncover various pattern forming phenomena as observed in the experiments and 
particle simulations of rapid granular flows. 

Standing Wave Patterns Oscillons 

Granular Taylor 
Vortices 

Kelvin-Helmholtz Instability 

Granular Convection 

Figure 11.4: Various patterns in granular flows. 
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me less, as I never think about them. 

^•Charles Lamb 

I don't consider this algebra, but this doesn't mean that algebraists can't 
do it. 
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*taken from Turbulence an introduction for scientists and engineers by P.A.Davidson. 
** taken from Artin Algebra. 
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