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Preface 

              This thesis is unified more by the ubiquity and versatility of the use of 

inelastic light scattering (ILS) spectroscopy coupled with the two thermodynamic 

variables (pressure and temperature) within the realm of condensed matter physics 

than by the investigation of a single topic. The experimental investigations described 

in the resulting chapters each addresses discrete topics about different class of 

materials. Along with ILS, in order to understand specific material properties and 

open issues in these materials, the two thermodynamic variables, namely pressure and 

temperature were used wherever necessary.  The thesis consists of six chapters and is 

divided into two parts (Part A and B). Introduction to general aspect of inelastic light 

scattering along with pressure and temperature effects on it, experimental details of 

Raman, Brillouin scattering and high pressure technique, high pressure Raman 

investigations on ZnBeSe ternary alloys, and high temperature Raman studies on 

Na2Cd(SO4)2 (NCSO) each occupies a chapter in Part A. Low temperature studies on 

acoustic phonons in pyrochlores RE2Ti2O7 (RE = Sm, Dy, Ho, Lu) and elastic 

properties of double walled carbon nanotubes (DWCNT), studied by Brillouin 

scattering  each occupies a chapter in Part B. Each chapter includes a topical 

introduction about the material under investigation.  

Chapter 1 accounts a thorough introduction about the general aspects of 

inelastic light scattering (ILS). Effect of temperature and pressure on materials and 

how temperature or/and pressure studies integrated with ILS can be used to obtain 

useful information about material properties are also touched upon. 
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Chapter 2 describes about the experimental details of the design and working 

principles of Raman and Brillouin scattering setup. The methods of doing high 

pressure Raman experiments have also been discussed.  

Chapter 3 contains high pressure Raman investigations up to about 25GPa on 

Zn1−xBexSe, an II-VI wide band gap ternary alloy. In this chapter, from the high 

pressure Raman studies, we discuss about nature of the alloy formation within the 

percolation picture, semiconductor-metal phase transition related to the structural 

stability of the alloy for different Be concentration of x= 11.6, 16 and 24% .  

Chapter 4 is about high temperature phase transition studies on a novel fast 

ion conductor material NCSO using Raman spectroscopy. This material shows two 

conductivity transitions at high temperature. In this chapter, role of SO4 ions in these 

conductivity transitions of NCSO is elucidated using Raman spectroscopy.  

Chapter 5 discusses low temperature acoustic phonon behavior studies in 

pyrochlores RE2Ti2O7 (RE = Sm, Dy, Ho, Lu) using Brillouin scattering. Here we 

have investigated subtle structural transitions in the pyrochlore lattice of Dy2Ti2O7 

using temperature dependent Brillouin scattering from 300-25K.   

In Chapter 6, Brillouin scattering was used to investigate the acoustic 

properties of double walled carbon nanotubes (DWCNT). Here we have studied the 

bulk acoustic modes in DWCNT bundles and determine the average bulk sound 

velocity. 
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Chapter 1 

Introduction 
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1.1 Scattering of Light 

 

Scattering of light has long been a topic of great fascination for physicists right from 

the beginning of investigations on the properties of light. The subject has a very long, rich 

and eventful history. Curiosity about the explanation of the blue colour of the sky led Lord 

Rayleigh to formulate the classical theory of light scattering without change of frequency, 

now known as Rayleigh scattering. However, the first recorded experiments were by 

Tyndall,
1
 who observed that blue light is more strongly scattered than light of lower 

frequency and  also noted that the scattered light was strongly polarized.  It was in 1871, the 

first satisfactory explanation of even the most elementary aspects of scattering came from 

Lord Rayleigh
2
 who deduced his well-known λ

-4
 law for light scattering by objects whose 

dimensions are small compared with the wavelength of the incident light. Individual atoms, 

molecules and electrons, being such particles, scatter light elastically (i.e. without change in 

frequency) according to Rayleigh's law. Elastic scattering of light can also arise from larger 

scattering centres like dust particles, and is usually known as Mie scattering.
3
 More progress 

was made in the early part of 20th century when Einstein
4
  and Smoluchowski

5,6
 suggested 

the use of fluctuation theory to account for the variations in local dielectric constant which 

cause the scattering in otherwise homogeneous media. The theoretical possibility that light 

may be scattered inelastically was first predicted by Brillouin,
7
 who calculated the spectrum 

of light scattered from periodic, coherent fluctuations in the density of a liquid or solid. 

Smekal
8
 developed the theory of light scattering by a system with two quantized energy 

levels. If it was blueness of sky that led Rayleigh to put forth his theory, fascination with the 

marvelous blue of the Mediterranean sea and scattering of x-rays by electrons (i.e. Compton 
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scattering) inspired C. V. Raman
9-11

 to investigate the scattering of light from liquids and to 

discover experimentally the scattering of light with change of frequency known as “Raman 

effect”.   

Shortly after Raman and Krishnan‟s publication, there was a similar  observation of 

light scattering with change of frequency in quartz reported by two Russian scientists, 

Landsberg and Mandelstam.
12

  Smekal‟s theory contained the essential characteristics of the 

phenomena discovered in liquids by Raman and, independently, by Landsberg and 

Mandelstam. It was soon realized that the newly discovered effect constituted an excellent 

tool to study excitations of molecules and molecular structure. The inelastic scattering from 

sound waves, predicted by Brillouin,
7
  known as Brillouin scattering, was first observed in 

quartz and liquids by Gross.
13,14

 The scattering in this case arises from the fluctuations in 

dielectric constant of the medium. The two scattering processes are treated similarly whether 

these fluctuations arise from molecular vibrations, sound waves or diffusional motion. In 

each case some energy is exchanged between the light and the scattering medium, the 

difference being merely in the magnitude of this exchange. The reasons for the division are 

largely historical, but in practice it turns out that there is a natural experimental basis for 

using different experimental techniques because of the three different frequency regions 

probed. The potential of these two inelastic light scattering (Raman and Brillouin scattering) 

phenomena in condensed matter was realized immediately. Today, the range of applicability 

of light scattering in condensed matter is enormous and wide. After the advent of laser, 

sophisticated spectrometers with associated electronics, inelastic light scattering spectroscopy 

has emerged as one of the most powerful and most widely used optical techniques for 

material characterization. The signature of this versatility is reflected in the voluminous work 
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reported in the series of monographs in the Light Scattering in Solids edited by Cardona et 

al.
15-23

 A detailed discussion on various aspects of Raman and Brillouin scattering is 

described below.  

 

1.2 Raman Scattering 

 

When light travels through a medium, it is either transmitted or absorbed following 

the laws of reflection and refraction, a tiny fraction is scattered by inhomogeneities in the 

medium. These inhomogeneities can be static or dynamic. For purely geometric or local 

inhomogeneities with no time dependence the scattering is elastic. Defects such as 

dislocations in a crystal are static scattering centres, and they scatter light elastically. 

Fluctuations in the density of the medium that are associated with the phonons (atomic 

vibrations) are examples of dynamic scatterers, and they scatter light inelastically. The 

Raman scattering is an inelastic light scattering process in which the incident light with 

momentum ik  and energy i  is modified by an interaction (i.e creation and annihilation) 

with elementary excitations (quasi particles) of the matter leading to either an increase (anti-

Stokes process) or a decrease (Stokes process) in the scattered photon energy s  as well as 

a momentum transfer q  to the matter. The elementary excitations could be optical phonons, 

surface and bulk polaritons, magnons, plasmons as well as electronic and vibrational 

excitations of isolated ions in crystals and molecular vibrations in liquids. In this thesis, we 

would be dealing with the lattice vibrations (phonons) which are the elementary excitation of 

interest described by their quasi-momentum q  and energy  . Raman spectroscopy is very 

useful in identifying vibration modes (phonons) in solids. The phonon frequencies of a 
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material depend on the chemical bonding and structure. So Raman scattering is very useful in 

getting the bonding and structural information of materials. Since vibrational modes are 

affected by external perturbations (such as pressure, temperature, magnetic/electric fields 

etc.), one can explore structural changes using Raman spectroscopy. It is also a very useful 

technique in chemistry, as it can be used to identify molecules and radicals since the Raman 

spectrum can be considered to be like a „fingerprint‟ of any substance. 

 

1.2.1 Macroscopic Theory of Raman Scattering 

 

When the crystal is subjected to the oscillating electric field 0

0

i t
E E e




 
of the incident 

electromagnetic radiation, it induces a polarization in the crystal. In the linear approximation, 

the induced electric polarization in any specific direction is given by  

 ,i ij jP E  (1.1) 

where ij  is the susceptibility tensor. (For molecules one has to consider polarizability ( )ij

tensor instead of susceptibility). The susceptibility becomes altered as the atoms in the solid 

are vibrating periodically around the equilibrium positions. Within the framework of classical 

electrodynamics the scattered light can be described as the oscillation of an ensemble of 

dipoles, the Raman scattering intensity can thus be expressed by the dipole radiation intensity 

using the transition susceptibility 

 
4

2

2 4

0

ˆ ˆ. .
(4 )

s
s i s i

V
I I e e

c





  (1.2) 

Thus, for a particular vibrating mode (phonon) at a frequency j , each component of the 

susceptibility tensor can be expressed as  
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2

(0) 1
2

 higher order terms (h.o.t)
ij ij

ij ij k k l

k k l

Q Q Q
Q Q Q

 
 

  
        

   (1.3) 

where 0
ji t

jQ Q e
 

  represents a normal coordinate measured from the equilibrium position. 

Therefore, using Eq. (1.3), the induced polarization can be written as  

2
( ) ( )0 2

0 0 0 0 0

1
 h.o.t

2

i ji i k l
i tij iji t i t

i ij j j j

k k l

P E e E Q e E Q e
Q Q Q

 
 


  

  
        

   (1.4) 

This expression corresponds to oscillating dipoles re-radiating light at frequencies, 0  

(Rayleigh scattering), 
i j  (Stokes Raman scattering), and 

i j   (anti-Stokes Raman 

scattering). This explains the appearance of the Raman lines as symmetric side bands with 

respect to i . In the case of the one-phonon (1
st
 order) Raman process the energy of the 

scattered light photons is shifted by Ωj. The two-phonon (second order) Raman process leads 

to scattered photons with frequencies of s i i j    . There are several additional phonon 

processes concerning influences by electric fields and deformation gradients. The radiated intensity of 

such oscillating dipoles is proportional to

2
2

2

d P

dt
 , so that we can write:    

 
0

4 0 2 4

0 0( ) higher order terms
j

ij

i ij j S E k

k

I E Q Q
Q


  

 
   

 
 (1.5) 

The first term on the right-hand side of Eq. (1.5) accounts for the intensity due to Rayleigh 

scattered light (elastic), while the second term is related to the intensity of the Raman 

scattered (inelastic) light. For visible light ωi ∼ 10
15

 Hz, while the characteristic phonon 

frequencies are much shorter, typically Ω ∼ 10
12

 Hz. So 4 4

i s    and the intensity of Raman 

scattering varies as 4

i . It should be mentioned that Raman and infrared (IR) absorption 
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spectra (i.e., absorption spectra among vibrational levels) are very often complementary 

methods to investigate the energy-level structure associated with vibrations. In Chapter 4, we 

use both Raman and IR to unambiguously assign the internal vibration of a tetrahedral SO4 

molecular unit in a fast ion conductor crystal called Na2Cd(SO4)2 (NCSO). If a vibration 

(phonon) causes a change in the dipole moment of the system, which occurs when the 

symmetry of the charge density distribution is changed, then the vibration is infrared active. 

Mathematically, it can be represented as 0( / ) | 0P Q   . On the other hand, according to Eq. 

(1.5), if a vibration causes a change in polarizability (or susceptibility), that isn 

0( / ) | 0Q   , then it is Raman active. For local symmetries with a „centre of symmetry‟, an 

infrared active vibration is Raman inactive, and vice versa. This rule is usually known as the 

mutual exclusion principle. 

The partial derivatives in Eq. (1.4) constitute the Raman polarizability, often termed 

as Raman tensor . For a first order one-phonon Raman process,   is given by the complex 

second rank tensor 

 0 0 0
ˆ( ) ( )Q

Q





 


 (1.6) 

where, ˆ / | |Q Q Q  a unit vector parallel to the phonon displacement and the corresponding 

Raman scattering intensity is given by 

 
2

ˆ ˆ~ . .   ,s s iI e e  (1.7) 

which depends on the polarization ( îe  and ˆ
se ) of  the incident and scattered radiation. By 

measuring the dependence of the scattering intensity on the incident and scattered 

polarization one can deduce the symmetry of the corresponding Raman active phonon. 

Symmetries of the medium and of the vibrations involved in the scattering impose 
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requirements on the Raman tensor. The result of these symmetry requirements is that the 

scattered radiation vanishes for certain choices of the polarisation îe  and ˆ
se  and scattering 

geometries. These are the so-called Raman selection rules. The scattering geometry is 

specified by four vectors: ki and ks (the directions of the incident and scattered light, 

respectively), îe  and ˆ
se  (the polarisations of the incident and scattered light, respectively). 

These four vectors define the scattering configuration usually represented as ki( îe , ˆ
se )ks 

which is known as the Porto notation.
24

 

 

1.2.2 Microscopic Theory of Raman Scattering 

 

The microscopic details of the Raman scattering mechanism can be obtained by using 

quantum mechanics in the third order time-dependent perturbation theory. At first sight it 

might look like that this scattering process can be described by a Hamiltonian involving 

photons and phonons only. However, the strength of such an interaction is very weak, unless 

the photon and phonon have comparable energies. This is not the case for visible or 

ultraviolet light scattering. In fact the interaction between the photons and phonons is 

mediated by an electron.
25

 The Raman scattering process by phonons then can be described 

by three interactions
15,26

 which are visualized in Fig.1-1 through Feynman diagram.  

 

Figure 1-1: Feynman diagram for Stokes‟s (Left) and anti-Stokes (Right) Raman process.  
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The scattering occurs in a three step process as the following.  

1. Photon-electronic system interaction - An incident photon excites the electrons from 

ground state 0   into an intermediate (virtual) state i   by creating an electron-hole 

pair.  

2. Electron-phonon or hole-phonon interaction- Due to creation or annihilation of a 

phonon in the lattice with energy Ω , the intermediate state i  goes to another state 

i   with energy lower (Stokes process) or higher (anti-Stokes process) than that of 

the state i . 

3. Electron - photon interaction - Finally the electron-hole pair in the state i  

recombines radiatively with the emission of the Raman scattered photon. A schematic 

diagram of the energy states in the scattering process is shown in Fig. 1-2.  

The combination of these three interactions leads in third order perturbation theory to
15

  

 
ˆ ˆ0 | . | | | | . | 0

ˆ ˆ. . ~
( )( )

s ep i

s i

i s i i

e p i i H i i p e
e e

E E 

 


 
 (1.8) 

Here p is the electron momentum, Hep is the electron (hole)-phonon interaction Hamiltonian, 

',  ,   and i s ii
E E     are defined in Fig. 1-2. It is important to note that the virtual electronic 

levels in Fig. 1-2 do not necessarily correspond to real stationary eigenstates. As a result, 

Raman scattering is much weaker than fluorescence phenomena (by an efficiency factor of 

about 10
−5 

to10
−7

). When the frequency of the incident light is resonant with the energy 

difference between two real electronic levels, the scattering cross section becomes very large 

[see Eq. (1.7) and (1.8)] and the efficiency can be enhanced by a factor of 10
6
. This is called 

Resonance Raman effect.
16,26,27
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Figure 1-2 - Schematic diagram of the energy states involved in Raman scattering (Left -

Stokes process, Right- anti-stokes process) 

 

The standard derivation for the differential cross section (which defines the scattering 

efficiency) for scattering into the solid angle and frequency increments d at   and sd  at 

s leads to 

 
2 4

2 *

4
ˆ ˆ. .s

s i

s

vV e e UU
c 

 




 


 (1.9) 

Here   is the Raman tensor appropriate to the elementary excitation of amplitude U,  îe  and 

ˆ
se  are the unit polarization vectors of incident and scattered light, v is the interaction volume 

and V is the sample volume. The notation 
*UU


, denotes the power spectrum of  |U|

 2
. Eq. 

(1.9) separates the cross section into a shape factor 
* ,UU


 which describes the frequency 

spectrum of the excitation under study, and a strength factor 
2

ˆ ˆ. . ,s ie e  which contains the 

relevant interactions of light with the elementary excitation through other possible 
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intermediate excitations of the solid. To be more specific, for a one-phonon Stokes process 

we have
16

  

 † ( 1) ( )  ,
2

i i

i

UU n g
N




   (1.10) 

and  

 † ( )  ,
2

i i

i

UU n g
N




  (1.11) 

for an anti-stokes process, where N is the number of oscillators in the solid (note that 

2 / s    actually depends on V/N not V), 1[exp( ) 1]i in kT   is the Bose-Einstein 

thermal population factor and ( )ig   is a line-shape response function, often taken to be a 

Lorentzian : 

 
2 2

/ 2

( ) ( / 2)

i
i

i i

g


 




  
 (1.12) 

For a multiphonon process we must replace  n 1i  in Eq.(1.10) by the appropriate thermal 

factor [e.g.,   1 2n 1 n 1   for a summation process involving 1 2 and   ] and ( )ig   is 

replaced with the multiphonon density of states which generally contains several sharp 

critical point features.
28,29

 The Stokes Raman scattering occurs as a result of photon 

absorption from the ground state to a virtual state, followed by depopulation to a phonon-

excited state. On the other hand, the anti-Stokes Raman scattering is a result of photon 

absorption from the phonon-excited state to a virtual state, followed by depopulation down to 

the ground state. As it is obvious from the Boltzmann population factor Bk Te  , the phonon-

excited state is less populated than the ground state and hence the anti-Stokes lines must be of 

a lower intensity than the Stokes lines. From Eqs. (1.8 - 1.11) it can be shown that  
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4

 
Bk TStokes i

anti Stokes i

I
e

I


 

 

 
  

 
 (1.13) 

So from Eq. (1.13) by measuring the intensity ratio of Stokes and anti-Stokes process, one 

can determine the local sample temperature.
30

 Because of the creation of phonons in the 

Stokes process and their annihilation in the anti-Stokes process, the anti-Stokes intensity 

increases while the Stokes intensity decreases with increasing sample temperature. However, 

Eq. (1.13) cannot be utilized if the excitation frequency is in the vicinity of any resonance of 

the electronic band structure and thus the material is not optically thin anymore.
31

  

From the above discussion it is clear that three major factors contribute to the Raman 

spectra. 

i. The scattered light frequency- Since the scattered and the incident light frequency 

differ very little, in the case of one-phonon processes, scattering intensity can be 

increased by increasing the laser light frequency. In addition, the susceptibility tensor 

depends dramatically on the chosen laser light frequency as described in the section 

above. By varying the incident light frequency this dependence can be used to 

investigate the inter- and intra-band critical points of the electronic band structure.
16

  

ii. The scattering volume V. The light penetration depth (d) in the material is 

determined by the absorption coefficient ( ) and the wavelength ( i ) of the incident 

light by the relation, 

 
2

id



  (1.14) 

This can be utilized to increase the scattering volume as the light penetration depth 

generally increases with increasing  . However, the dependence on the incident light 
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energy, discussed above, behaves in the opposite way. With increasing  , 4

decreases drastically and thus no advantage can be gained.  

iii. Polarization configuration and the crystal symmetry ˆ ˆ. .s ie e : Depending on the 

crystal symmetry, the components of the Raman tensors are different. Based on the 

components of the Raman tensor and with the suitable choice of the polarization, the 

allowed vibrations in the crystal lattice and their symmetries can be determined. The 

corresponding Raman tensors are listed elsewhere for the different point groups.
25

 The 

appearance of the Raman active phonon modes depends on the chosen polarization 

configuration. Due to the nature of the Raman tensor, the occurrence of the 

longitudinal optical (LO) and transverse optical (TO) phonon modes depends on the 

choice of the incident and the scattered light polarization and the measurement 

geometry. The polarization selection rules are listed elsewhere in greater 

detail.
25,26,32,33

  

Considering these three points, the experimental conditions need to be optimised so that 

the scattering intensity of the interesting phonon features is of maximum intensity. In this 

thesis, we have used the backscattering measurement geometry without any polarization 

selection. 

 

1.3 Brillouin Scattering 

 

Brillouin scattering, first predicted by Brillouin,
7
 studies the scattering of light from 

the long-wavelength thermal acoustic wave or spin waves in a solid and from the random 

thermal density fluctuations in a liquid or gas. The velocity of the acoustic modes 

propagating inside the materials is determined directly from the Brillouin shift. It is a non-
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destructive optical probe that provides a variety of information about the acoustic properties 

of materials namely acoustic sound velocities and attenuation,
34,35

 structural relaxation,
36,37

 

elastic and photo elastic properties,
38-40

 stress/strain conditions
41,42

 and  phase transitions in 

condensed matter.
43

 From the careful analysis of the spectral width, the information about the 

acoustic attenuation arising from carrier damping, structural relaxation and other possible 

mechanism can also be determined. Brillouin scattering (optical technique) is complementary 

to the ultrasound (mechanical) techniques for the study of acoustical properties. In Brillouin 

scattering, scattering takes place in the hypersonic regime (GHz): 

 7 -1 12 -110 s | | 10 s ,              (| | ,  )i s      (1.15) 

and the dispersion ( )q q   is determined by the viscoelastic transport coefficients of the 

scattering medium. The frequency range is in between ultrasonic and neutron-scattering 

techniques.  But each has some advantages and disadvantages. Brillouin scattering is a non-

destructive probe. The incident light, usually a focused laser beam, and the scattered light 

essentially leave the sample in thermodynamic equilibrium. Unlike ultrasonic techniques, no 

external forces need to be applied. The thermal acoustic excitations which maintain the state 

of thermodynamic equilibrium are already present. Brillouin scattering is a powerful tool for 

investigating the elastic properties of materials. One can perform Brillouin scattering 

experiments with tiny sample, in extreme physical conditions and of highly reactive or fragile 

samples. Moreover, using Brillouin scattering technique one can determine optical properties 

of the materials as well.
44

 All these considerations make Brillouin scattering an elegant, 

effective and non-contact technique to measure the spectral density of acoustic phonons and 

optical constants of materials. The disadvantages are quite extensive experimental setup, 
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which includes single mode monochromatic laser, the Fabry-Perot interferometer with 

controller unit and related system and lower accuracy compared to ultrasonic technique. 

 

1.3.1 Brillouin Scattering in solids 

 

The light scattering by acoustic waves in solids can take place both from the surface 

and bulk of the material under investigation. The mechanism of scattering from surface and 

bulk acoustic waves is pretty different. The surface acoustic wave scatters light by surface-

ripple mechanism which is a dominant factor in the case of opaque material and will be 

discussed in the following section. The scattering of light by bulk acoustic wave is mediated 

by the elasto-optic scattering mechanism, in which dynamic fluctuations in strain field brings 

about fluctuation in the dielectric constant and these in turn translate in the fluctuation in 

refractive index. The elasto-optic mechanism is the dominate factor in the case of transparent 

material. The fluctuating optical inhomogeneities results in inelastic scattering of the light as 

it passes through the solid. The modulation in dielectric constant by the propagating thermal 

acoustic wave is viewed as a moving diffraction grating by an incident light wave. Therefore, 

Brillouin scattering can be explained by two concepts, namely, Bragg reflection and Doppler 

shift. Following the Bragg‟s law which relates the grating spacing to Bragg‟s angle, one can 

consider the wavelength   of the acoustic wave as the grating spacing and the scattering 

angle ( / 2 ) as Bragg‟s angle to get the relation  

 2 sin( )
2

I

i

i

n

 
     (1.16) 
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where 
I , 

i  and 
in  are the wavelength of the light inside the medium, in vacuum and 

refractive index of the medium , respectively. The moving grating scatters the incident light 

with a Doppler effect, giving scattered photons with shifted frequency  . Brillouin 

spectrum gives frequency shift ( ) of the thermal phonon and its wavelength   from the 

knowledge of the experimental geometry. The Brillouin shift can be written as  

 2 sin( / 2)i iV kn     (1.17) 

and for backscattering geometry    

 2  ,i iVn k    (1.18) 

where V and ik  are the phase velocity of acoustic wave and the wave vector of the incident 

light, respectively. This phenomenological relationship was first derived by Brillouin. 

Combining these two Eqs. (1.17, 1.18) one gets 

   ,q
V

V    


 (1.19) 

where q is the wavevector of the phonon. The wavelength of the phonon is not infinite even 

though it is larger than the unit cell dimensions, hence acoustic waves in crystal lattice 

behave like sound wave in a continuous medium and their properties can be derived by the 

macroscopic elastic theory.
45

 In the long wavelength limit, the polarization and frequencies of 

the three acoustic modes for a particular q are determined by the stiffness tensor iklmC , 

through the Eq.s of motion given by, 

 
2

 ,m
i iklm

k l

u
u C

x x





 
 (1.20) 
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where u is the local displacement vector. The elements of the 4
th

 rank stiffness tensor 
iklmC  

are the elastic constants.  Eq. (1.20) describes the Eq. of motion of the atomic displacement 

fields in the limit where the crystal structure of the solid is treated as a continuum. Solution of 

this Eq. is considerably simplified by the restrictions placed on the elastic constants by crystal 

symmetry.
40

 For a given q, plane wave solution to Eq. (1.20) can be found, and one gets three 

modes (two transverse and one longitudinal), usually of mixed polarizations. Only for special 

directions of q, one finds two pure transverse and one pure longitudinal mode. The scattering 

tensors for any crystal can be computed in terms of the elastic constants and Pockel‟s 

coefficient.
40

 

In Brillouin scattering, 0q   limit of the acoustic modes correspond to rigid 

translation of the crystal as a whole, and cannot perturb the dielectric constant. Since 0q  , 

we observe the Brillouin effect and one can‟t deal with Brillouin scattering in the 0q   

limit. Unlike Raman scattering, Brillouin scattering tensor will depend on the directions of q 

as well as the incident and scattered electric field. Therefore it is necessary to calculate the 

scattering tensors for every direction of q. The general procedure to calculate the scattering 

tensors with respect to the q direction is described below. 

The microscopic equation of motion relate to ui, the local Cartesian components of 

displacement from the equilibrium position, to the spatial derivatives of ui and the stiffness 

tensor iklmC . If we assume plane wave solution in the form  

 0 ( . )i q r t

i iu u e   (1.21) 

Then from Eq. (1.20) 

 2 0  ,iklm k l mV C q q u   (1.22) 
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where qk, ql are components of q. For long wavelength acoustic modes Vq  , where V is 

the appropriate sound velocity. Thus 

 2 0ˆ ˆ[ ] 0 ,iklm k l im mC q q V u    (1.23) 

where ˆ | |k kq q q  is the k-component of unit vector 
kq   

Eq.(1.23)  has non-trivial solutions only if the determinant for the secular equation vanishes: 

 2ˆ ˆ 0iklm k l imC q q V    (1.24) 

The elastic constants, i.e. the elements of the 4
th

 rank stiffness tensor iklmC , are usually 

described using the contracted notation of two indices running from 1 to 6. So we can write 

them as 
ijC , where i and j varies from 1 to 6.  So Eq. (1.24) can be written in a simplified 

form as  

 2  ,X V  (1.25) 

where X is the combination of elastic constants (
ijC ) depending on the direction of 

propagation of the phonon with respect to the crystallographic axis and ρ is the density. In 

Brillouin scattering experiments, one measures sound velocities using the Eq. (1.17) and 

assuming the refractive index to be known and then solving Eq. (1.24) for getting maximum 

no of elastic constants allowed by crystal symmetry. For example, in a cubic crystal, a 

longitudinal phonon propagating along the [110] direction is related to 11 12 44( + + ) / 2X C C C  

and the two non-degenerate transverse phonons are related to 11 12 44( ) / 2 and X C C X C   . 

Therefore, by correctly choosing the geometry of the experiment, it is possible to determine 

the complete set of elastic constants. An exhaustive table for determining elastic constants (

ijC ) for various scattering geometry and crystal symmetry is given by Vacher and Boyer. 
40
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1.3.2 Brillouin Scattering in Fluids 
 

Brillouin has suggested that light is scattered by thermal sound wave in fluid.
46

 These 

waves are analogous to Debye waves in a crystal. Since sound wave propagation is an 

adiabatic process, density fluctuations should be decomposed into pressure fluctuations at 

constant entropy or temperature and entropy or temperature fluctuation at constant pressure. 

Pressure fluctuation arises when particles with momenta somewhat smaller or larger than the 

volume-average momentum accumulate in a definite place and at a definite time whereas 

entropy or temperature fluctuation means that particles with a kinetic energy greater or 

smaller than the value averaged over the sample have gathered in a certain small region at a 

certain time. Pressure fluctuation is quite independent of temperature or entropy fluctuations. 

The light scattered by the fluctuations at constant pressure is not shifted in frequency whereas 

the frequency of the light scattered by the fluctuations at constant entropy (thermal sound 

wave or phonons) is shifted by an amount proportional to the velocity of the phonons. Energy 

and momentum considerations require that the proportionality constant be the magnitude of 

the change in the wave vector of the scattered light. The two lines are observed because 

scattering can occur from waves travelling in opposite directions but at the same speed. 

The fluctuations in density or entropy vary as function of time leading to fluctuations 

of the permittivity ( ) or of the refractive index ( n ) ( 2n ) of the medium. The exciting 

light incident on such a fluctuation is scattered sideways and the field of the scattered light 

wave is also a function of time. In other words, the time dependence of an optical 

inhomogeneity leads to modulation of the scattered light. The change in susceptibility 

associated with the fluctuations of the two independent variables pressure and entropy is 

given as  
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The differential scattering cross section originating from the optical inhomogeneities 

associated with the fluctuations can be written as
47
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 (1.27) 

where V, Bk , T,  , s ,   and PC are the scattering volume, Boltzman constant, absolute 

temperature, scattering angle, adiabatic compressibility, density and heat capacity at constant 

pressure, respectively. The spectrum of the scattered light consists of three lines. The ratio of 

the intensity of the central line I0 to that of the two shifted line 2IS is determined by the 

thermodynamic fluctuation theory to be
48

 

 0 1 ,
2

P

S V

I C

I C
   (1.28) 

where PC  and VC  are the specific heats at constant pressure and constant volume, 

respectively. This ratio is known as Landau-Placzek ratio.
48

 The calculated linewidth of the 

central and shifted lines are given by 2

0 2 q    and 22S q   , respectively, where 

/ pC    is the thermal diffusivity,   is the thermal conductivity and   is the 

generalized kinematic viscosity and q is the wave vector transfer. The linewidths in both the 

cases decreases from backscattering to forward scattering direction as a function of 

2(sin / 2) .
49,50
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1.3.3 Brillouin scattering in opaque materials 
 

Unlike transparent materials, opaque materials are characterized by a complex 

refractive index n i    due to high optical absorption. In the case of opaque materials the 

intensity of the incident light falls off exponentially inside the medium. Consequently the 

scattering volume is confined close to the sample surface and it strongly influences the wave 

vector conservation rule. As the exponentially decayed light field traverses the material, a 

range of phonon wave vectors q is covered, adding up to the formed spectrum of the scattered 

light.
44,51

 The absorption effect in opaque materials leads to the broadening of the Brillouin 

peaks in addition to that due to the instrumental, geometry and lifetime broadening of the 

phonon. For backscattering geometry, two expressions have been used to fit the observed 

Brillouin peak intensity as a function of wave vector q
44
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 (1.29) 

where 0 2 /i c   and 0 2 /i c  , i  being the angular frequency of the incident light 

and c being the speed of light. A more appropriate expression was given as follows
51
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 (1.30) 

 

For weakly absorbing material both Eq. (1.29) and (1.30) give identical results but for 

strongly absorbing sample, Eq. (1.30) is more appropriate. The situation becomes more 

complicated by the contribution of surface waves of the Rayleigh type to the scattered 

intensity.
52

 Further, the bulk acoustic phonons in opaque materials are also modified by 

coupling of the longitudinal and transverse polarizations near the surface and cannot be 
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considered independent. As a result of the confinement of the scattering volume near surface 

in opaque material one must have to take into consideration the surface excitations. Until the 

advent of high-contrast spectrometer (discussed in Chapter 2) called tandem Fabry-Perot 

interferometer,
53

 the study of opaque materials, namely, surface Brillouin scattering and spin 

waves in magnetic materials was almost impossible. This advancement in high contrast 

spectroscopy has been widely used in the last few decades to study the physical properties of 

thin films, interfaces and multi-layer in opaque materials. 

 

1.4 Kinematics of Light Scattering 
 

The kinematics of inelastic light scattering processes is determined by conservation of 

energy and momentum. For scattering media with translational symmetry, the conservation 

conditions can be written in terms of the wave vectors and frequencies of the photons and 

elementary crystal excitations involved in the process. For crystals transparent to the incident 

and scattered light, with elementary excitations having an infinite lifetime, the conservation 

of energy and momentum can be written as  

 i s      (1.31) 

 i sk k q    (1.32) 

where  and q  are the frequency and wave vector of the elementary crystal excitation. The 

plus and minus signs correspond to the Stokes and anti-Stokes processes, respectively. The 

magnitude of the scattering wave vector is determined by the scattering geometry. The 

scattering geometry is shown in the vector diagram of Fig. 1-3. In a scattering experiment, we 

have monochromatic incident light propagating in a direction given by the wave vector ki. 
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This light is scattered in all directions, but experimentally, only one direction given by ks, is 

selected. As indicated by Fig. 1-3, the minimum value of q is obtained in the forward 

scattering (θ = 0°), maximum for back scattering geometry (θ = 180°) and in isotropic media 

is given by 

 [ ( ) ( ) ] [ ( ) ( ) ]i i s s i i s sn n c q n n c            (1.33) 

where, n is the refractive index of the medium and c is the velocity of light in vacuum. For 

visible light scattering, Eq. (1.33) becomes 

 5 -10 10  cmq   (1.34) 

 

 

Figure 1-3: Wave vector conservation of the incident and scattered light 

 

This implies that for first-order scattering processes the accessible range of q, under 

conditions of wave vector conservation, is very small ( 5 -1~10  cmq ) compared to the length 

of the Brillouin zone ( 8 -1~10  cm ). So in 1
st
 order inelastic light scattering process one probes 

the crystal excitations (here phonons) very close (q ~ 0) to the Brillouin zone centre (Γ-point) 

(see Fig. 1-4). In higher-order processes the individual phonon wave vectors q, can range 
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from zero to the length of the entire Brillouin zone. Eq. (1.15) implies that the frequencies of 

the incident and scattered light are approximately equal, as are their wave numbers 

s ik k k  . Using this, from Fig. 1-3 it is easy to show that 

 2 sin( / 2)q k   (1.35) 

As it can be seen from the phonon dispersion relations in Fig. 1-4, the dispersion relation 

( )i iq  is usually flat in the q ~ 0 region of interest for the optical phonons.  

 

 

Figure 1-4: Phonon Dispersion relations for a two atom per unit cell crystal 

 

Hence Raman mode frequencies are insensitive to the scattering geometry. However, the 

acoustic modes show linear dispersion Vq   in the q ~ 0 region. Thus, by varying the 

scattering angle θ, one can trace a small part of the dispersion curve ( )q with 

4 5 -110 ( ) 10 cmq   using Brillouin scattering.  

Eqs. (1.29) and (1.30) have to be modified when the lifetime of the crystal excitations are 

strongly limited by their decay into other crystal excitations. For example, the optical 

phonons can be annihilated by decay into two acoustical phonons with opposite quasi 

momentum. In addition, Eq. (1.30) breaks down in imperfect crystals, in solids lacking 
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translational symmetry (like solid solutions and amorphous solids) and in crystals which are 

opaque to the incident and scattered light. The cases where violation of conservation of wave 

vector may occur are  

1.  The scattering medium has no translational symmetry. The absence of translational 

symmetry allows scattering by modes far away from the Brillouin zone centre. This 

occurs in crystals with defects, in solid solutions, and in amorphous solids. In Chapter 

3, we discuss, one such example, namely, in Zn1-xBexSe   solid solutions. 

2. The scattering volume is small. In such cases, the light scattering is due to excitations 

with wave vectors in a range ~ 2 /q d , (where d is a characteristic length in the 

scattering volume). 

3.  The incident and scattered waves are damped inside the scattering volume. This 

occurs in metals and small gap semiconductors that are opaque to the light,  and i sk k

are complex in this case.
54

  

 

1.5 Pressure and Temperature Effects on Materials 

 

Pressure and temperature are the two important thermodynamic variables and 

properties of materials are dependent on them. All applied research consists of studying the 

temperature and pressure dependence of physical properties of materials with a view of 

preparing material to exhibit an expected property in a specific condition of thermal 

(temperature) and mechanical stress (pressure) environment. Materials subjected to a change 

in these two variables can undergo profound changes including phase transitions of many 

types. The effect of increasing pressure is specifically to drive the atoms of the material into 

more closely packed structures with a concomitant increase in the delocalization of valence 
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electrons. Increasing the temperature tends to result in less ordered (higher entropy) 

structures, the disruption of chemical bonds and ionization. Insight into the nature of these 

mechanisms is also useful for practical applications. For example, information concerning 

phase changes in metastable solids can be used to evaluate whether the material with the 

properties of interest can be synthesized at ambient pressure. The most innovative and 

prolific practitioner of these two variables is nature, which has for time immemorial created 

new materials by applying enormous range of pressures and temperatures, to give birth to or 

destroy stars, to turn graphite into beautiful diamond, as well as to help generate on earth, and 

may be on other planets, the conditions favourable for life itself. It is thus natural that a 

primary function of pressure and/or temperature studies is to better understand the world 

around us. The more appropriate approach of utilizing high pressures and temperatures is not 

just to better understand the matter in the world around us, but to create entirely new class of 

technologically interesting materials, many of which certainly do not exist in nature. Success 

in synthesis of superhard materials, diamond and superconducting materials are a few 

examples to mention in this direction.
55-57

 The application of the variables temperature and 

pressure to arbitrary mixtures of any or all of the 92 naturally occurring elements allows 

essentially infinite synthesis possibilities. A third important application of the pressure 

variable is to use it to vary the electrical, magnetic, superconducting, and other properties of 

matter in order to test theoretical predictions. High pressure experiments allow a particularly 

critical test of theory since the variation of a given property can be carried out using only a 

single parameter, namely, volume. 

Pressure is a stronger and cleaner perturbation than the more common thermodynamic 

variable temperature. For example, in Si a pressure of 10 GPa produces a volume decrease of 
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5 %, whereas the total temperature induced volume change in Si from 0 K to melting is only 

1.8%. For the softer molecular solids this contrast is even greater. Therefore, temperature is 

more subtle in its effect than pressure. Furthermore, temperature is complicated by the 

parallel action of thermal expansion (anharmonicity)
58,59

 and phonon population effects. In 

contrast, hydrostatic pressure manifests solely through volume change. In fact, measurements 

of the pressure dependence at constant temperature and measurements of the temperature 

dependence at constant pressure allow to determine the anharmonic contributions. In both 

cases the phonon density of states is a critical parameter, where the temperature affects its 

population and the pressure changes its form. When the atomic spacing between atoms of a 

material is changed by 1 to 5% (equivalent to a pressure range of 0 – 20 GPa), the overlap of 

atomic orbitals which governs the electronic and/or magnetic properties of the material can 

show drastic changes. This can lead to phase transformations with large changes in the bonds: 

breaking of sp
3
 hybridization, delocalisation of f electrons, metallization of semiconductors, 

and charge transfer between intramolecular and intermolecular bonds are some examples.
60

  

             The frequencies of phonon modes in solids are sensitive to changes in applied 

pressure/temperature as a result of the volume and structural dependence of interatomic or 

intermolecular forces in the material. Inelastic light scattering can thus be used to probe 

structural properties of solids at high pressures and to identify pressure induced phase 

transitions. If pressure and/or temperature cause a phase transition involving a change in 

point group symmetry, the Raman selection rules will also change. In general this is 

manifested through the appearance of new features in the observed spectra as forbidden 

excitations become Raman active or degeneracies are lifted. At the same time, the variations 
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of the half-width of Raman bands under the effect of temperature or pressure are attributed to 

the decay of a given phonon into two or three phonons.  

 

1.5.1 Pressure Units 

 

Pressure is defined as force per unit area. One atmospheric pressure (atm) is defined 

as the force exerted on a unit surface at sea level by the weight of the air above that surface. It 

is equal to the pressure exerted by 760 mm column of Hg. The SI unit of pressure is Pascal 

(Pa) and is defined as 1 Pa = 1 N/m
2
. There is another practical unit of pressure called bar 

given as 1 bar = 10
5
 Pa = 10

6
 dynes / cm

2
 (1 atm = 1.01325 bar). In high pressure literature, 

MPa (10
6
 Pa) and GPa (10

9
 Pa) are generally used. Another commonly used pressure unit is 

kilobar (1 kbar = 0,1 GPa). It is important to know the extent of pressure experienced in 

nature. Though the pressure we experience is only 1 bar, pressure experienced in the deepest 

trench of the ocean (Mariana trench) is about 1.2 kbar and the pressure at the centre of the 

earth is about 3.6 Mbar. Fig 1-5 shows some known pressure scales in nature and natural 

phenomena.
61

  

When we apply force on a body, we generate stress (also defined as force per unit 

area). Stress ( ij ) is a 2
nd

 rank tensor as shown below.  Under certain special conditions, we 

call the stress as „hydrostatic pressure‟ as in the case of “c” (see below). 
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Figure 1-5: The pressure scale range (1 atm = 10
5
 Pa) in nature encompasses 64 orders of 

magnitude. The right-hand side of the scale relates to experimentally attainable conditions 
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 In practice, hydrostatic pressure is achieved by immersing the body in a pressurized fluid 

medium. The fluid medium also ensures that the load is transmitted slowly.  

 

1.5.2 Methods for Generating High Pressure  

 

Application of pressure on the materials under investigation can be achieved in two ways. 

a. Static method of pressure generation – Static pressure does not accompany with 

change in temperature. It does not have any statistical effect associated with 

temperature and can be achieved using anvil cells, multi anvil cells and piston and 

cylinder assembly. The most important recent advancement in static high-pressure 

research has been the development of the diamond anvil cell (DAC).
62

  Using DAC, a 

sample may be subjected to multi megabar pressures, when the two opposing flat 

parallel faces of diamond anvils are pressed together. Systematic investigations of 

static high-pressure properties date back to Bridgman
63

 and he was awarded with 

Nobel Prize in 1946. 

b. Dynamic method of pressure generation – In this method, the change in pressure is 

always accompanied with change in temperature. This is achieved using shock wave 

technique. A shock wave is a disturbance propagating at supersonic speed in a 

material, preceded by an extremely rapid rise in pressure, density and temperature. 

Although shock waves are irreversible, the process is well understood and can be 

controlled to produce a desired response.
64,65
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In this thesis, we have applied static pressure of up to about 25 GPa at room temperature 

using the Diamond Anvil Cell technique in a hydrostatic or quasi-hydrostatic pressure 

environment. The details of the DAC technique are discussed in Chapter 2. 
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Chapter 2
*
 

Experimental Techniques 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                      

*
 The author’s major contribution in this chapter is in designing and fabricating the micro-

Raman spectrometer used for all Raman experiments reported in this thesis and gaining a 

high level of expertise in high pressure technique and Brillouin scattering. 



 

39 

 

In light-scattering experiments the spectral distribution of the scattered light is 

analyzed with respect to the spectrum of the incident light. In the case of Raman or Brillouin 

scattering spectroscopy the changes in the spectrum are very close in energy (~10-1000 cm
-1

 

for Raman and ~ 0.1-1 cm
-1

 for Brillouin scattering) to the energy of the incident light but 

usually many orders of magnitude smaller in intensity. Therefore, a very good suppression is 

required for the elastically or quasi-elastically scattered light. Monochromators with suitable 

filters and Fabry – Perot interferometers are used for the analysis of the Raman and Brillouin 

scattered light, respectively. This chapter describes the main experimental apparatuses used 

in this thesis to perform the Raman scattering and Brillouin scattering experiments. The 

methods of doing high pressure and temperature dependent studies are also discussed.  

 

2.1 Raman Spectrometer 

 

Raman scattering being a two photon process is inherently weak (for a strong 

scattering material one Raman scattered photon can be expected for every 10
7
 incident 

photons).
1
 Ever since Raman’s experiment,

2
 with the invention of laser sources, there have 

been remarkable change in Raman instrumentation to study very weak as well as low 

frequency Raman modes in different class of materials including nano materials. 
3-10

 

Especially in the post laser era, the use of laser, modern monochromators and charge coupled 

device (CCD) as detector, Raman measurements have been relatively simple.  However, the 

cost of the modern commercial Raman spectrometers and the flexibility in using them for 

experiments in various different conditions has been a matter of concern. In our laboratory, 

we have fabricated and used various custom built Raman spectrometer for doing different 

kinds of Raman experiments.
11,12

 The Raman investigations reported in this thesis have been 
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possible because of one such custom built micro Raman spectrometer. We have designed an 

inexpensive, easy to build and high throughput micro-Raman spectrometer which is based on 

a single monochromator and a CCD detector coupled to a part of a Nikon microscope using a 

fiber optic cable. Apart from the cost, this particular spectrometer provides enormous 

flexibility to carry out Raman experiments in ambient as well as in different temperature and 

pressure conditions with throughputs as good as the commercially available spectrometers. 

The design, fabrication and working principle of the spectrometer are described below.  

 

2.1.1 Design, Fabrication and performance of the Raman microscope 

 

In order to address the issue of cost, flexibility and versatility in our design of the 

Raman microscope, we have assembled the collection optics from the parts of a microscope 

by using the modular focusing unit (LV-IM), double port (Y-IDP), sextuple nosepiece (C-N), 

universal epi illuminator (LV-U EPI 2), eyepiece lens (CFI 10x) and a trinocular tube (Y-

TF2) all from NIKON, Japan. Since the collection optics is not a complete microscope with a 

sample stage, hence is mounted to the optical table using an L-shaped metal holder fabricated 

in-house. A simplified schematic of the fabricated micro-Raman spectrometer using this 

microscope is shown in Fig. 2-1.  

The collection optics formed from the parts of a microscope is marked by the dotted 

area in Fig. 2-1. In this microscope, one of the slots in the dichroic mirror (DM)-cube holder 

was replaced by a special mirror (SM) designed by us and fabricated by Acexon 

technologies, Singapore. The special mirror has an Ag coating of 2-3 mm diameter at the  
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Figure 2-1 : Schematic of the micro- Raman spectrometer: MS- Micro stage; OL- Objective 

lens, DM – Dichroic mirror, SM- special mirror, AS – Aperture stop, FS – Field stop, NDF - 

Neutral density filter, PF – Plasma filter, M1 (M) – Movable mirror, EP – Eyepiece, BS (M) 

– Movable beam splitter, M2 – Mirror, CAM – Camera, EF, Edge filter, FL- Focusing lens, 

OF- Optical fibre, MONO – Monochromator, CCD - Charge coupled device, PC – personal 

computer 

 

centre of a 25.2 x 35.6 ( 0.2) mm fused silica substrate of 1.1 mm thickness. The silver 

coating was used to reflect the laser light.The microscope is marked by the dotted area. In this 

microscope, one of the dichroic mirror (DM)-cube holders was replaced by a special mirror 

(SM) designed by us and fabricated by Acexon technologies, Singapore. The special mirror 

has an Ag coating of 1 mm diameter at the centre of a 25.2 x 35.6 ( 0.2) mm fused silica 
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substrate of 1.1 mm thickness. The silver coating was used to reflect the laser light. The 532 

nm line of a frequency doubled Nd–YAG solid state diode pumped continuous wave laser 

(model GDLM-5015 L, Photop Suwtech Inc., China) is used as the excitation source. The 

laser is linearly polarized and power of the laser is ~30 mW. This monochromatic, parallel 

laser beam is first passed through laser plasma-line filters (PF) (LL01-633-12.5, Semrock) to 

remove the laser plasma-lines. Since the high power density of the laser can sometimes result 

in damages of the chemical or structural properties of the sample, the beam then passes 

through one of several selectable neutral-density filters (NDF). These filters can be moved in 

and out of the beam path depending on the intensity requirement. Then the beam passes 

through the open field stop (FS) and the aperture stop (AS) of the microscope and hits the 

dichroic mirror (DM) or the special mirror (SM) at an angle of 45
o
. Both AS and FS serve as 

a guide to the optical path while aligning the laser into the microscope. The reflected laser 

beam is then directed onto the sample via an infinity corrected microscope objective lens 

(OL). The typical objective chosen for most of the experiments was an infinity corrected 50X 

magnification objective with numerical aperture (NA) and working distance (WD) of 0.45 

and 17 mm, respectively. (NIKON, L Plan 50X, 0.45 NA, WD 17mm). The revolving 

sextuple nosepiece provides an option for hosting six objective lenses. Depending on the 

experimental requirement (depth of focus, working distance, scattering efficiency etc), the 

choice of the objective can be decided. For example, a long working distance (WD) objective 

(NIKON L Plan 20X, 0.33 NA, WD 24 mm) has been used for all the high pressure Raman 

studies in this thesis. Whenever required, the sample and the focused laser spot (with all the 

NDFs engaged) can be viewed at the eye piece by bringing the movable mirror M1 (M) into 

the light path. Similarly optical pictures can also be recorded by a camera (CAM) by 
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engaging the movable beam splitter (BS (M)). Mirror M2 directs the beam to the camera 

(CAM) port. Since the beam splitter splits the beam in 55:45 ratios, it is possible to record a 

spectrum as well as take a picture simultaneously. Even though, this will cause a 45% loss of 

Raman signal, it can be used to check if the sudden loss of Raman signal is due to the loss of 

laser alignment. The reflected and Rayleigh elastically scattered light from the sample 

together with the inelastically scattered Raman signals are collected by the  objective lens and 

directed onto the edge filter (EF) (LP03-532RS-25, Semrock) which rejects most of the 

Rayleigh light. The collected light is then focused onto the optical fiber (OF) (200 µm 

multimode single core optical fiber with a band pass of 400–1000 nm) using an objective lens 

(NIKON L Plan 20X, 0.33 NA, WD 24 mm), as shown in the Fig. 2-1. The other end of the 

optical fibre was f-number matched to the monochromator (MONO) of focal length: 550 mm 

(Jobin-Yovn, Triax 550, Instruments SA, Inc., NJ, USA) attached with a liquid nitrogen 

cooled CCD (Spectrum One) detector. The monochromator (TRIAX 550) includes gratings: 

holographic 1800 grooves/mm, blazed reflection type 1200 grooves/mm (500 nm blaze) and 

900 grooves/mm (450 nm blaze). This allows flexibility in the choice of the gratings for 

optimum resolution and desired spectral range. The on-axis triple grating turret, allows the 

TRIAX to maintain on-axis grating rotation during scanning, keeping a constant f- number 

and image quality. The light was focused onto the monochromator through a slit of variable 

width and dispersed by the motorized diffraction grating onto the CCD via a shutter. Before 

starting any experiment, the CCD was always liquid nitrogen cooled to reduce the dark 

counts and to improve the signal to noise ratio. The CCD has rectangular two-dimensional 

array (1024 x 128) of pixels. A personal computer running the Spectramax software program 

controls the data acquisition aspects of the spectrometer. Using the software the user chooses 
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the desired grating and can also set the  slit width, spectral range for the spectrum 

(determined by the angle of the diffraction grating), the exposure time of the CCD (controlled 

by the shutter) and the pixels used on the CCD for data collection. In this thesis, we have 

always used the grating with 1800 grooves/mm with the input slit width of 100 µm. This 

provides us a resolution of ~2 cm
−1

.  

As discussed in the beginning, this particular microscope doesn’t include any sample 

stage. So the area under the objective lens is absolutely free for use of different types of 

experimental setup. We use micrometer stages (MS) on which we place samples on a 

microscope slide for spectral acquisition at ambient conditions and focusing is done by the 

vertical movement of the stage. This also provides us tremendous flexibility and allows us to 

place our temperature controller, diamond anvil cell (DAC) on this micrometer stages to do 

in-situ Raman measurements in different conditions of temperature or pressure, respectively. 

Fig. 2-2 shows a picture of the fabricated micro-Raman spectrometer.  

Fig. 2-3 shows the room temperature first-order Raman spectra
13

 of crystalline silicon 

at ~ 520 cm
−1

 recorded using the fabricated Raman microscope. The excitation energy (2.33 

eV) used in our Raman measurements is always greater than the band-gap energy of silicon 

(1.1 eV) so the laser light is strongly absorbed in the top layer of a silicon wafer. The spectra 

was collected using a 50X (NA = .80) objective. The input slit width was 200 µm and the 

1800 grooves/mm grating was used. The laser power at the sample was 15 mW. As it can be 

seen, a very high throughput (~16, 000 counts/second) is achieved. At ambient conditions, a 

typical spectral acquisition time was 1-2 minutes, for most of the spectrum reported later. 
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Figure 2-2 : Photograph of the Fabricated Raman spectrometer. 

 

 

Figure 2-3: Raman spectra of silicon. 
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The silicon wafer proved to be invaluable in the aligning of spectrometer optics on 

some occasion. The same piece of silicon wafer was always used for the purpose of quick 

calibration check. Another quick method of calibration is to check the peak arising due to 

emission line of mercury that occurs at 546.074 nm.  This can be easily achieved by taking 

spectra with the room lights (mercury fluorescent tube) on. The accurate and exact calibration 

is always done using the emission lines of neon.
14

 

This spectrometer has some disadvantages. The use of edge filters (EF) does not 

permit the recording of the anti-Stokes part of the Raman spectrum. Furthermore, Rayleigh 

cut off frequency in these edge filters is large (>80 cm
-1

).  So observing very low frequency 

modes is sometimes a problem. This problem can be circumvented by using a notch filter. In 

this set up we have used both special mirror (SM) and a dichroic mirror (DM535, NIKON) to 

reflect the laser light into the microscope objective. The use of dichroic mirror gives better 

throughput, but larger Rayleigh background at very low Raman shifts. 

 

2.2 Brillouin Spectrometer 

 

In a typical Brillouin scattering experiment one measures acoustic phonon frequencies 

in the range 1-150 GHz. A grating based spectrometer cannot separate out this extremely 

small frequency shift from the huge elastically scattered component. So a high resolution, 

high contrast and good throughput spectrometer is required. The Fabry-Perot interferometer 

(FPI)
15,16

 as a scanning spectrometer can be used to achieve this goal and is the heart of a 

Brillouin spectrometer.
17-21

  The Brillouin spectrometer unlike a Raman spectrometer has the 

entrance and exit pinholes instead of slits and a Fabry-Perot Interferometer instead of 
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dispersion grating. Pinholes reduce the stray light entering the spectrometer and increase the 

light-gathering power of the interferometer. The use of pinholes helps the imaging tolerances 

on the lenses; the lenses; hence simple planoconvex achromats can be used. The details of the 

FPI are discussed below. 

 

2.2.1 The Fabry-Perot interferometer 

 

The Fabry-Perot interferometer is used as a scanning spectrometer. In most 

applications, a plane parallel Fabry-Perot (PFP) interferometer is used. It consists of two very 

flat mirrors mounted accurately parallel to each other with a spacing 1L
 
which may be varied. 

For a given spacing L1 the interferometer will transmit only certain wavelengths λ1 as 

determined by  

 0

2 2 2

1/1 (4 / )sin (2 / )
T

F L



  



 (2.1) 

where 0( 1)  is the maximum possible transmission determined by losses in the system, and 

F, the finesse, is a quality factor depending primarily on the mirror reflectivity and flatness. 

So according to Eq. (2.1), only those wavelengths satisfying  

 1
1

2

p
L


  (2.2) 

 
where p is an integer, will be transmitted. The instrument thus acts as a tunable filter whose 

peak transmission is close to unity over a narrow spectral interval, falling to a very low value 

outside this interval. Two incident signals of wavelength 1  and 1   will be 

simultaneously transmitted (see Fig. 2-4), but in adjacent interference orders, if   
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 1 1( 1)( )p p      (2.3) 

This is illustrated in Fig. 2-4. 

 

Figure 2-4 : Transmission of a Fabry-Perot interferometer 

  

The finesse F is related to the spacing between successive transmitted wavelengths Δλ 

(known as the free spectral range, FSR) and the width δλ of a given transmission peak and is 

given by  

 F





  (2.4) 

FSR (Δλ) is given by  

 
1

1

2L
   (2.5) 

The FPI is used as a spectrometer by varying the spacing L1 so as to scan the light intensity at 

different wavelengths. However, it is clear that the measured intensity at a given spacing is 

the sum of the intensities at all wavelengths satisfying Eq. 2.2. The width of the transmission 



 

49 

 

peak determines the resolution of the instrument. The finesse is primarily a function of mirror 

reflectivity, although instrumental aperture and mirror flatness are also important parameters. 

In practice, the finesse is limited to values less than about 100 and this places an upper limit 

on the possible contrast, where the contrast C is the ratio of maximum to minimum 

transmission given by
22

  

 
2 2

4

2 2

4 4
1 ~ 10

F F
C

 
    (2.6) 

It is apparent that this contrast will be insufficient for measuring in situations where the 

elastically scattered component of the scattered light exceeds the intensity of the Brillouin 

component by more than a factor of 10
4
 to 10

5
. For backscattering measurements on opaque 

materials, this is generally the case and it is necessary to increase the spectral contrast. An 

effective way to increase the spectral contrast is by the multi-pass operation,
23

 i.e., by sending 

back a few times the light through the same interferometer. By this process, the contrast can 

be increased up to 10
10

, which is sufficient for most of the Brillouin scattering experiments on 

opaque materials. Though the contrast is improved by multi-pass technique, there is a 

problem of interference from neighboring orders, which can be achieved only by extending 

the FSR.  This is done by using two interferometers with unequal mirror spacing are 

combined to work in a tandem mode as shown in Fig. 2-5. 

 The first interferometer of spacing L1 transmits wavelengths 

 1
1

1

2L

m
   (2.7) 
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Figure 2-5 : Schematic diagram of an interferometer in tandem opearation 

 

where m1 is an integer, while the second interferometer of spacing L2 transmits wavelengths 

 2
2

2

2L

m
   (2.8) 

Only if 1 2   , light will be transmitted through the combination. The practical limitation in 

the use of tandem interferometer has been due to the problem of scan synchronization. Thus, 

to scan the transmitted wavelength, it is necessary to increment the mirror spacing L1 and L2 

by 1L  and 2L  such that. 

 1 1

2 2

L L

L L




  (2.9) 

In the Sandercock-type interferometer, this condition is achieved by mounting the 

interferometers on the same scanning stage.
23,24

 In one interferometer, the scan direction is 

kept parallel to the mirror axis, the other one is mounted by little offset with a small angle 

018  (see Fig. 2-5). It can be seen that the spacings of the two interferometers satisfy the 
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equation 2 1 cosL L  .The synchronization condition given by Eq. 2.9 is thus satisfied. In this 

way it is possible to increase the FSR by a factor of 10 to 20 over that of the single 

interferometer, although small ghosts remain of the suppressed orders (as shown in Fig. 2-6). 

 

 

Figure 2-6 : Transmission from a Fabry-Perot interferometer operated in Tandem 

 

2.2.2 Interferometer Construction 

 

  A scanning stage
24

 consisting of a deformable parallelogram rides on top of a roller 

translation stage. The former, actuated by a piezoelectric transducer, provides completely tilt-

free movement of the interferometer mirror over scan lengths up to 10μm  or more. The latter 

enables the coarse mirror spacing to be set to the desired value in the range 0-50 mm. The 

roller translation stage is sufficiently collinear that a movement of several mm leaves the 
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mirrors aligned parallel to better than one fringe across the total mirror diameter. The 

scanning mirrors of two interferometers are mounted on the same scanning stage; one with 

the mirror axis parallel to the scan direction, the other offset by an angle  . A novelty of the 

construction is the use of a small parallel plate capacitor to measure the scan displacement. 

The associated electronics produces a voltage accurately proportional to the capacitor 

spacing, this voltage being used in a feedback loop in order to linearize the scan displacement 

with respect to the applied scan voltage. The advantages of this construction system are
24

 

a. completely tilt-free scan 

b. highly linear scan (less than 5Å nonlinearity over 5-μm  scan) 

c. ability to change mirror spacing without losing alignment 

d. stable against temperature change. 

  In order to scan a Fabry-Perot through a single transmission peak a change in mirror 

spacing of about 25 Å  is required. It is apparent that any external influence which distorts the 

mirror spacing by more than a few Å  seriously degrades the spectrum. Therefore, the tandem 

interferometer is mounted on two dynamical vibration isolation systems mounts with 

feedback control
25

. For correct operation the interferometer must maintain dimensional 

stability to within a few Å . This is difficult to achieve by purely passive means (e.g., 

temperature stabilized environment) and the usual procedure is to scan the interferometer 

rapidly while making continuous corrections to maintain correct mirror spacing and 

parallelism. A multichannel storage device is used to sum the spectrum over successive 

scans. In order for a given spectral feature to occur always at the same point in the scan, a 

small correction is made to the scan voltage offset. The mirror parallelness and correct 

relative spacing for synchronization are maintained by making small alignment corrections so 
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that a dominant spectral feature has either maximum amplitude or, equivalently, minimum 

linewidth. The above mentioned corrections are performed automatically in a feedback loop. 

Fig. 2-7 shows a lay out of a Brillouin spectrometer.  

 

Figure 2-7: Lay out of the Brillouin spectromter. 

 

2.2.3 Alignment of the interferometer  

 

The interferometer is normally used in a multi-pass tandem mode.
19,20,23

 The system 

can only be made to operate in this mode if both interferometers have been pre-aligned 

parallel and with the correct relative spacing. The procedure described below uses the signal 

from the measurement photon counter for pre-alignment.  
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                 As shown in Fig. 2-8a, light is passed through a beam-splitter onto the first 

interferometer FP1. The reflected light passes via a second beam-splitter onto FP2 whence 

the doubly reflected beam is directed to the photo avalanche diode (PAD). The pre-alignment 

method is based on the fact that when a Fabry-Pérot is transmitting, the reflected intensity 

tends to zero, a minimum value being obtained when the interferometer is optimally aligned. 

On scanning the interferometer the photon counter signal will, therefore, show a background 

intensity punctuated by minima whenever either FP1 or FP2 transmits. This is illustrated for a 

poorly aligned interferometer in Fig. 2-8b. Two clearly distinct series of peaks are seen. On 

independently optimizing the alignment of FP1 and FP2 the minima approach zero, as seen in 

Fig. 2-8c. An adjustment of the relative spacing L1-L2 will now bring a pair of peaks into 

coincidence and the pre-alignment of the tandem interferometer is complete. On switching 

the optical system back to the multi-pass measurement configuration, transmission will be 

observed with only minor adjustments necessary to optimize the transmission. 

 

 

Figure 2-8: Alignment procedure for the interferometer 
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2.2.4 Stabilizing the interferometer 

 

In order to obtain long time stability of an interferometer it is necessary to apply some 

form of dynamic control in order to maintain both parallel alignment of the mirrors and 

correct spacing. Exact means by which this is achieved for a single interferometer is 

described in depth elsewhere.
20

 Four successive scans are required in order to obtain error 

and correction signals for the two axes X and Y to maintain parallelism in a single 

interferometer. A tandem interferometer system requires many more scans in order to obtain 

the appropriate correction signals because now correct alignment involves adjustments about 

5 axes, namely X1, Y1, X2, Y2 and ΔZ, where ΔZ is a change in the relative mirror spacing 

L1-L2. Of these alignments the ΔΖ axis (synchronization axis) is the most critical and so more 

time is spent on stabilizing this axis. A Z stabilizer is also employed by the Interferometer 

Control Unit in order to maintain a peak exactly at the midpoint of the scan. 

 

2.2.5 Detection of the scattered light 

 

The Brillouin signals are very weak. Thus, a single-photon counting detector is 

necessary to detect such weak signals. For this purpose, a very low-background noise silicon 

photo avalanche diode (SPCM-AQR-16, Perkin Elmer, Canada) with a quantum efficiency 

higher than 65% is used in our case. The photodiode is both thermoelectrically cooled and 

temperature controlled, ensuring stabilized performance despite ambient temperature 

changes. As each photon is detected, a TTL pulse of 5 Volts is generated and counted using 

multichannel analyzer (MCA). The MCA (GHOST multi channel analyzer MCA1, JRS 

Scientific Instruments, Switzerland) is interfaced to a computer and data acquisition is done 
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using the GHOST 6.06 software. In our case the spectra was recorded in 512 channels with a 

dwell time of 1.5 ms.  

 

Figure 2-9: Schematic of representation of the experimental setup in the backscattering 

geometry used for the present study. BS – Beam Splitter, M- Mirror, CL- camera lens, S- 

Sample, AD – Achromatic doublet, MS- Mechanical shutter, FP1, FP2 – Fabry- Perot etalon 

pair, DA&D- Data Acquisition and display 

 

2.2.6 180
o
 backscattering geometry 

 

Fig. 2-9 illustrates the 180
o
 backscattering geometry used in the Brillouin scattering 

experiments in this thesis. The p-polarised 532 nm line of single mode (TEM00 solid-state 

diode pumped frequency doubled Nd:YAG laser (Model COMPASS 315M-150, Coherent 

Inc., USA) is used as the excitation source and is focused into the sample (S) by means of a 

long focal length (80 mm) camera lens (CL). The angle between the incident light and the 
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normal to the sample surface is the angle of incidence ( max ). The focal region defines the 

interaction region volume V and the phonon wave vector q. The scattered light is collected by 

the same lens and focused into the input pin hole of the 3+3 pass tandem Fabry-Perot 

interferometer
20

 (JRS Scientific Inc., Switzerland) using an achromatic doublet of focal 

length 200 mm. Since the lens aperture has a nonzero size, there will be a spread in wave 

vector ks, of the scattered light. The total solid angle Ω subtended by the circular aperture of 

the lens is determined by the maximum acceptance angle θmax, which is specified by the f-

number (f/#) of the lens:
1

max tan [(1/ (2 / #)]f  ; e.g., θmax = 19.7 for f/1.4. Before starting an 

experiment, depending on the frequency range to be probed (decided by the FSR / 2c L   

), the mirror spacing (L) is changed appropriately. 

 

2.3  High Pressure Techniques 

The application of pressure as a fundamental thermodynamic parameter for tuning 

properties of materials has already been discussed in Chapter 1. Here we discuss about the 

pressure generation and related techniques. The principle of pressure generation is based on 

the basic definition of pressure  

 /P F A  (2.10) 

where P is the pressure generated and F is the force applied to an area A . This relation 

implies that high pressure in an opposed anvil device may be achieved by employing a large 

force or a small area. Reduction of the effective area of highest pressure between flat faces of 

anvils is generally the smarter way of achieving higher pressures than simply to increase the 
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force on them. Increasing of the applied force may exceed the compressive strength of the 

anvils to withstand the stress and would lead to failure of the anvils. Therefore, to achieve 

hydrostatic high-pressure, anvils with smaller faces are required. This is the basis and 

underlying reason for the success of the diamond anvil cell.
26-28

 

 

2.3.1 Diamond Anvil Cell 

 

Among all the anvil materials used so far the most widely known high-pressure research 

equipment today is the diamond anvil cell (DAC). This is because diamond is recognized as 

the hardest and least compressible material, has the important property of being transparent to 

the most of the spectrum of electromagnetic radiation, including -ray, X-ray, visible light 

and most of the infrared and ultraviolet region. These radiations provide probes for a wide 

range of properties for materials in-situ at high-pressures. The DAC thus provided the first 

opportunity for high-pressure researchers to observe visually the effects of pressure, and it 

allowed convenient access for many kinds of experimental techniques, notably x-ray, 

gamma-ray (Mössbauer spectroscopy), Raman spectroscopy and other optical 

spectroscopies.
29,30

 Fig. 2-10 gives a schematic diagram of a diamond anvil mechanism. DAC 

is based upon the opposed diamond configuration, in which a sample is placed between the 

polished culets of two diamonds and is contained on the side by a metal gasket. In this 

configuration, very little force is required to create extremely large pressures in the sample 

chamber. The different kinds in the design of the DAC arise mostly from the differences in 

the mechanisms for generating force and for anvil alignment and can be classified into five 

major types of DACs. 
31-35
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1. NBS Cell 

2. Basset Cell 

3. Mao-Bell Cell 

4. Syassen-Holzapfel Cell 

5. Merrill-basset Cell 

 

 

Figure 2-10: - Schematic of a diamond anvil mechanism. 

 

In this thesis work, we have used a Mao-Bell
33

 type DAC fabricated in house, for 

doing the high pressure Raman experiments. A Mao-Bell type piston cylinder DAC with a 

1:6 lever arm was used to generate the pressure. 
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2.3.2 Mao-Bell Diamond Anvil Cell 

 

 

Figure 2-11 : Schematic diagram of the Mao-Bell diamond anvil cell. 

 

Fig. 2-11 shows a schematic of the Mao-Bell DAC used in this thesis. The main 

components are, a) piston-cylinder assembly, b) diamonds mounted on tungsten carbide 

rockers, c) hardened stainless steel lever arm based on a nut cracker or scissor mechanism, d) 

hardened stainless steel gaskets to hold the sample in between the anvils and e) a lead screw 

with Belleville spring to squeeze the lever. Fig. 2-12 shows a photograph of the DAC that is 

used for our experiments. On the right side an exploded view of the DAC is shown.  
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Figure 2-12 Photograph of  the DAC used (left) and an exploded view of the DAC (right) 

  

The main factors that determine the maximum pressure generated in a high-pressure 

cell depend on the type of anvils, the hardness of the material which the cell body and 

backing plates are made from, gasket material to confine the sample, alignment of the anvils 

and pressure transmitting medium. Each of these factors is discussed below. 

 

2.3.3 Diamond  

The first and foremost step for fabricating an anvil is selecting the appropriate 

diamond.  The four important things to be noted are cut, color, clarity and carat. Gem quality, 

brilliant cut diamond stones are generally used as anvils. The purest type II diamond is 

transparent to all electromagnetic radiation and throughout the IR region.  However, it is 

difficult to get and expensive, hence are sparingly used in ultra high pressure. Diamond 
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containing evenly dispersed Nitrogen platelet impurity (type I) is commonly used, but has 

very strong absorption in the mid IR region. Diamonds with large culet diameter are 

generally limited to lower pressure and diamonds with small culet diameter are needed for 

pressures in the megabar regime. An approximate formula to calculate the maximum 

attainable pressure (Pmax) that can be achieved using an diamond anvil with culet diameter d 

is given by
36

   

 
max 2

12.5

( ( ))
P

d mm
  (2.11) 

The diameter of the table of the diamonds in high-pressure experiments determines the stress 

applied to the backing plates and thus the maximum attainable pressure. The pressure-bearing 

culet of the anvil should be much smaller than the table of the anvil to intensify the low-

pressure applied to the table for high-pressure generation at the culet. The ratio of the table 

area to the culet area gives the pressure intensification. The shape of the diamond anvil is 

important for achieving ultra high pressures.
37

 

 

2.3.4 Backing plates 

 

The material supporting the diamonds is the most important factor after the diamonds 

for limiting the maximum useful pressure. If the stress in the backing plate exceeds that 

needed for plastic deformation, then the diamond alignment can be upset resulting diamond 

breakage. Tungsten carbide and boron carbide materials are usually used for mounting the 

diamond for the high pressure experiments. These flat metallic plates are provided with 
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tapered holes.  The culet of the diamond is centered on the tapered hole of the backing plate.  

The top surface of the plate is polished well before placing the diamond.  The holes of the 

backing plates for optical and x-ray radiation access behind the diamonds also limit the 

maximum pressure. They should not have a diameter greater than about one-third of the 

diameter of the diamond table. These holes are usually cut with a cone angle. Larger cone 

angles,
38

 however, weakens the backing plates to withstand the stress. In order to allow 

viewing of the anvil faces during alignments, the hole diameter should always be greater than 

the diameter of the culets of the diamonds. 

 

2.3.5 Diamond alignment 

 

The most important aspect of the DAC for high-pressure experiment is the need for 

careful alignment of the two high-pressure diamond culets. These two stressed surfaces must 

be laterally aligned and absolutely parallel to each other during loading to prevent severe 

gasket deformation and diamond breakage. Different diamond cells need different alignment 

mechanism depending on their mode of operation and design.  For the perfect alignment of 

our Mao-Bell type DAC, we adopt the following steps strictly. The parallelism of diamond 

anvils is matched by translation of the rockers along the X and Y axes to position both the 

culets one above the other.  The piston is inserted into the cylinder, and this assembly rested 

on a V-block, the diamonds is viewed under optical microscope along the four perpendicular 

directions through the hole in the wall of the cylinder. The gap between the anvil is reduced 

(but not touched) to estimate the offset of the culets along the X and Y directions.  

Adjustment is done using the set screws through the ports in the cylinder wall.  The process is 

repeated until the culets are aligned in the X-Y direction. The angular orientation of the culet 
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is adjusted by the screws on the top of the cylinder.  The final alignment is obtained by light 

fringe technique (Newton’s ring). For this purpose, the piston is inserted in the cylinder very 

carefully, so that the diamond culets touch without banging into each other.  Using optical 

microscope, interference fringe pattern is observed through the top of the cylinder. The 

presence of color fringes or dark striations suggests that the culets are not parallel to each 

other. Single dark/bright fringe (zero fringe condition) covering the whole cullet confirms 

that the culets are parallel.  Parallelism is achieved by alternatively adjusting the Allen-head 

screws on the top of the cylinder till the zero fringe condition is achieved.  This is the 

signature of the perfect alignment of DAC.   It should be noted that every now and then the 

X-Y alignment of the culets needs to be checked.  

 

2.3.6 Gasket 

 

Introduction of a gasket in between the anvils is to provide a chamber for the sample 

confinement and pressure-transmitting medium for hydrostatic pressure distribution 

throughout the sample chamber. But apart from providing containment for the sample and 

pressure-transmitting medium, it is proved that the gasket extrudes around the diamonds on 

compression and acts as a supporting ring for the diamond culets. The commonly used 

metallic foils are inconel, hardened stainless steel (T-301), tungsten, rhenium and copper-

beryllium alloy. It is necessary to pre-indent the gasket before drilling hole for loading the 

sample into the Diamond anvil cell. Pre-indentation of the gasket work hardens it and will 

prevent the premature failure of the diamonds and reduces the hole deformation during 

experiment. There is an equal and opposite force acting inwards between gasket material and 

the surface of the culet.  This is the indication of the stability of the gasket. If the thickness of 
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the gasket is sufficiently small, the destabilizing outward force is smaller than inward 

stabilizing force, as a result shrinkage of the gasket hole happens. On the other hand, if the 

thickness of gasket is very large, consequently the outward destabilizing force will be larger 

than the inward stabilizing force, and hence causes elongation of the gasket hole. It is very 

important to watch the shape of the gasket hole each time the pressure is changed. If there is 

asymmetric elongation of the gasket, the experiment should be terminated.  We have used 

stainless steel gaskets of initial thickness of 250 µm which is preindented to a thickness of 70 

µm. After the preindentation, using a micro drill equipment with the aid of miniature drill bit, 

a hole is drilled at the centre of the preindentation area. Fig. 2-13 shows a photograph of a 

250 µm hole drilled at the centre of 250 µm thick gasket which was preindented to a 

thickness of 70 µm. 

 

Figure 2-13: A hole drilled in a preindented gasket. 

 

2.3.7 Pressure medium 

 

To achieve hydrostatic pressure
39

 (zero shear stress) on the sample, it has to be 

immersed in a medium.  The use of an encapsulating fluid as a pressure transmitting medium 
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generally fulfils this requirement. Various fluids have been reported to be good hydrostatic 

pressure transmitting media.
39,40

 A mixture of 4:1 methanol-ethanol is found to remain 

hydrostatic up to 10 GPa at room temperature.
41

 Addition of a small amount of water in the 

proportion 16:3:1 methanol-ethanol-water appears to extend the hydrostatic limit of the 

mixture to 15 GPa.
29

  Further increase in pressure beyond the above limits solidifies the fluids 

but they remain as a very soft solid and nearly hydrostatic even up to a pressure of 20 GPa. 

Beyond 20 GPa the fluids transform to glass phase with non-hydrostatic properties.
42

 Table 1 

lists different fluids and their hydrostatic pressure limits. We have used methanol-ethanol-

water mixture (16:3:1) as pressure medium in all of our high pressure studies. 

 

TABLE I: Different fluid/ fluid mixtures and their hydrostatic limit. 

Pressure medium                    ratio Hydrostaticity at room 

temperature (GPa) 

Methanol : Ethanol : water 

Methanol : Ethanol 

Methonol 

Pentane   :  isopentane 

Silver chloride 

Water (ice VII) 

Sodium chloride 

Hydrogen 

Helium 

Neon 

Argon 

Xenon 

Nitrogen 

16:3:1 

4:1 

 

1:1 

14.5 

10.4 

8.6 

7 

<7 

<7 

<7 

177 

60 - 70 

16 

9 

55 

13 
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2.3.8 Pressure measurement  

 

In static high pressure work using diamond anvils, the ruby fluorescence method is 

the most widely used pressure calibration technique.
43

  Ruby is well suited for pressure 

sensor in high pressure work because of its strong, sharp R-emission lines. Fluorescence from 

ruby crystals (5% Cr
+3

-doped Al2O3) is known to exhibit pressure dependence.
44

 The R-line 

luminescence spectrum consists of two sharp lines (R1, R2).  The R1 and R2 lines originate 

from the splitting of degenerate d-orbitals caused by octohedral distortion due to the oxygen 

environment around Cr
3+

 ion and spin–orbit coupling.  The R lines lie at ~ 694.2 nm (R1) and 

~ 692.7 nm (R2).  The wave length shift of R1 line is mainly used for pressure calibration 

under static high pressure.
45

 The two R-lines shift equally and no change in R1 – R2 splitting 

occurs under hydrostatic pressure.  This can be written as
46

 

 
0

1904
P(GPa)= 1 1

B

B





  
   
   

 (2.12)                             

where 0P     , λP is the wavelength at a pressure P and λ 0 is the wavelength at ambient 

pressure, B = 7.665 and 5 for quasi hydrostatic and non-hydrostatic conditions respectively.  

The broadening of the spectra from a single ruby chip in static measurements indicates a 

substantial non-uniformity of stress
44

 over the dimension of the ruby chip.  In this thesis, ruby 

fluorescence method has been used for determining the pressure of the samples loaded in the 

diamond anvil cell. To determine the pressure gradients several small ruby chips were loaded 

along with the sample and the measurement is taken from the chips in different locations of 

the hole. At higher pressure, the average of this gives a more accurate pressure value. 
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2.4 Temperature dependent studies 

 

The low temperature Brillouin scattering experiments (described in Chapter 5) were 

carried out using a closed cycle helium cryostat (CTI Cryogenics, USA). The temperatures of 

the sample were maintained with an accuracy of 1K  using a temperature controller 

(Conductus: model LTC-10, USA) with a silicon diode sensor. To determine the actual 

temperature of the sample the thermal sensor was kept in contact with the sample on the 

copper sample holder. The sample was mounted on the copper cold finger using a thermally 

conducting grease (N-grease) and was immersed in a helium bath inside the cryostat to 

provide better thermal stability.  

The high temperature Raman scattering experiments (described in Chapter 4) were 

carried out using a heating stage unit (Linkam THMS 600, Linkam Scientific, UK) equipped 

with a temperature-controller (Linkam TMS 94) The temperature was controlled with an 

accuracy of .1K . The sample stage (silver block) is electrically heated and a thermocouple 

monitors the temperature. Sample is placed on the silver block in a quartz crucible. The 

external control unit (Linkam TMS 94) maintains the set temperature and can also perform 

ramping up and down of the temperature at user specified rates (up to 30
o
/min). We have 

used a ramp rate of 2
o
/min. 
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Chapter 3*
 

 

High Pressure Raman Scattering Investigations on 

Zn1−xBexSe (x = 0.112, 0.16 and 0.24) Ternary Alloy 

 

 

A paper based on this work has appeared Physical Review B 81, 115207 (2010) 
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3.1 Introduction 

 

Wide band gap II–VI compounds are promising for short-wavelength optoelectronic 

applications in laser diodes and light emitting diodes which display in the spectral region 

from green to ultraviolet.
1,2

 They find potential applications in optoelectronics as these lasers 

could revolutionize areas such as optical information storage and color displays. Apart from 

the high-density digital optical storage, other possible applications for the compact blue-green 

lasers will be in areas ranging from flat panel displays to multicolor printing to medical 

diagnostics.  In this direction, the developments of ZnSe based semiconducting compounds 

and heterostructures are of particular interest
3,4

. However, devices based on these materials 

have shorter lifetime compared to III-V based devices due to defect formation favoured by 

the high ionicity and the smaller bond energies of conventional II-VI materials. Degradation 

of devices based on these materials because of shorter lifetimes has been a major challenge. 

The use of Be in ZnSe based mixed crystals (i. e.  Zn1−xBexSe ternary alloy) has been 

suggested
5,6

 to improve the device lifetime because of dominant covalent bonding and high 

cohesive energy of BeSe.  The high degree of covalent bonding of Be chalcogenides leads to 

an increase of their shear modulus.
7-9

 Therefore, mixing of Be chalcogenides with ZnSe 

would impart rigidity to the lattice and increase the resistance of the structure to defect 

generation and propagation. These alloys are especially interesting in the context of the 

possibility of an additional control of elastic properties, band gap energies, lattice constants 

as well as conduction and valence band offsets in heterostructures. So they offer more 

flexibility in controlling the band gap and lattice constant that are matched to different 

substrates such as GaAs, InP, and Si. The variation of the composition in Zn1−xBexSe (ZBS) 
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alloy induces significant changes of the physical properties such as bond polarity, electronic 

band structure and lattice dynamics.
10,11

  

The information on vibrational properties of alloys is crucial in realization of 

disordered systems and understanding the physical mechanisms governing the alloy 

formation. Recently, considerable efforts have been put to study of the vibrational properties 

of Zn1−xBexSe ternary alloys.
12-18

 A unified understanding of the phonon behaviour of ternary 

A1-xBxC semiconductor alloys with tetrahedrally coordinated zincblende (ZB) structure, as 

observed by Raman scattering and infrared absorption, was achieved within the percolation 

model.
19

 In this model, the crystal is viewed as a composite of the AC- and BC- like regions, 

where A-C and B-C bonds are more self-connected, each region providing one phonon per 

bond (1-bond→2-mode) giving rise to the percolation doublet (PD). So this opens the way 

for a basic understanding beyond that given by the traditional and more crude 1-bond→1-

mode ‘macroscope’ of Chang and Mitra,
20,21

 based on a description of an alloy as a uniform 

continuum via the virtual crystal approximation (VCA). This reveals that phonons provide a 

natural and deeper insight into the alloy disorder at the unusual mesoscopic scale through the 

PD acting as a ‘mesoscope’. Frequency dependence on any external perturbation of each 1-

bond→2-mode mesoscope (AC- and BC-like) can unveil very interesting and useful 

information regarding the alloy formation mechanism.  

The effect of pressure is of fundamental interest in altering the structural, electrical 

and optical properties of semiconductors. High-pressure studies on semiconductors have led 

to a basic understanding of their electronic band structure, crystal structure and the role of 

strains in heterostructures because pressure directly tunes the energy levels and alters the 

band offset and the strain in the heterostructures. The pressure dependence of the vibrational 
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modes provides additional insight into the nature of the lattice vibrations. Such information is 

important in characterizing strained-layer superlattices and heterostructures. In view of this, 

high pressure Raman spectroscopy is a very powerful and popular technique to study the 

lattice dynamics, electronic structure and phase transition of semiconductor materials related 

to their structural stability.  

                 In this work, we explore the role of the PD ‘mesoscope’ on the pressure-induced 

structural phase transition of ternary semiconductor alloys. The aim is to understand whether 

the dynamics of the AB- and AC-like regions are affected in the same way by pressure 

(hydrostatic), or one specific region is preferred. An alloy of choice to address such issue is 

Zn1-xBexSe (ZBS) which exhibits large contrast in the physical properties of the constituting 

bonds/atoms (i.e. bond length, bond force constant, bond ionicity, radii and masses of the 

substituting atoms, etc.). While ZnSe adopts the usual six-fold coordinated rocksalt (RS) 

phase under pressure (a metallic one),
22-25

 BeSe is one of the few exceptional systems that 

transforms to the six-fold coordinated hexagonal NiAs structure.
26,27

 Furthermore, the BeSe 

transition pressure (~56 GPa) is much higher than that of ZnSe (~13 GPa). An interesting 

question then is what happens to weak Be-Se bonds in ZBS when the host Zn-Se bonds 

undergo their natural ZB→RS transition? We investigate this by taking advantage of the 

well-resolved Be-Se PD (with splitting Δ ~40 cm
-1

) ‘mesoscope’ in ZBS. We have performed 

Raman measurements at increasing pressure up to the ZB→RS transition using a series of 

alloys with moderate Be content, and attempt to achieve consistent understanding of the 

observed effects at both the mesoscopic (percolation scheme) and microscopic (ab initio 

calculations) scales. 
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3.2 Experimental 

 

Zn1−xBexSe single crystals were grown by the high-pressure Bridgman method with 

compositions x = 0.11, 0.16 and 0.24. The composition was determined by high resolution x-

ray diffraction (HRXRD) assuming that the lattice parameter of the alloys obeys the Vegard’s 

law.  For each sample, a (111)-oriented cleaved piece was polished to a ~25 µm thick platelet 

and placed together with ruby chips into a 200 µm hole of a stainless steel gasket (pre-

indented to 65 µm) inserted between the diamonds of a Mao-Bell type diamond anvil cell. 

Methanol-ethanol-water (16:3:1) was used as pressure transmitting medium, the pressure 

being measured via the ruby fluorescence linear scale.
28

 Unpolarized Raman spectra were 

collected in the backscattering geometry on the (111) crystal face using the non-resonant 

532.0 nm excitation using a custom built Raman spectrometer (details described in chapter 

2). Laser power at the sample was ~15 mW and a typical spectrum acquisition took ~ 2-3 

minutes at low pressure. The spectral resolution was 2 cm
-1

. The spectral profile was fitted 

using Lorentzian functions after appropriate background correction. In the discussed 

geometry, both the transverse optical (TO) and longitudinal optical (LO) modes are Raman-

active.  

 

3.3 Ab initio calculation  

 

Ab initio calculations of the zone-centre (Γ) TO density of states (DOS) at the 

Brillouin zone-centre (ZC TO-DOS, that compares to Raman spectra) were done with the 

SIESTA code
29

 using a prototype 64-atom supercell that contains the ‘ultimate’ percolation 

motif, i.e. a pair of impurities (say A) sitting aside (2-imp. motif) immersed in the 
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environment of the other species (BC-like). The basis of (Zn,Be,Se) pseudopotentials used is 

taken from Ref. [18] and [19]. After performing the full relaxation of lattice parameters and 

atomic positions within each supercell, the dynamical matrix was constructed by probing 

small individual displacements of atom from their equilibrium positions and collecting the 

forces induced on all sites. The diagonalization of the dynamical matrix yielded the 

frequencies of TO phonons and the corresponding eigenvectors. A subsequent projection of 

eigenvectors onto the uniform translation pattern of each species throughout the crystal, as 

explained in Ref. [19], permits to single out the vibrations of genuinely zone-center character. 

The correspondingly weighted (and artificially broadened) spectrum of discrete vibration 

frequencies can then be compared with the TO Raman spectrum. It should be noted that the 

matrix elements of Raman scattering were not taken into account in the calculation, so that 

the relative magnitudes of different peaks do not always mimic those in the experiment. 

 

3.4 Results and Discussions 

 

Raman spectra for Zn1−xBexSe (x=0.112, 0.16 and 0.24) at ambient conditions of 

temperature and pressure are shown and assigned in Fig. 3-1. The spectrum looks similar in 

nature for all three Be concentrations. Pages et al have done a detailed and systematic room 

temperature Raman investigations on these systems using the percolation approach. 
12-14,30,31

 

Hence the origin and behaviour of the various Raman modes is briefly discussed here. We 

recall that in a crystal AB(C), a transverse (longitudinal) optical TO (LO) mode in the 

Raman/IR spectra corresponds to vibration of the rigid A sublattice against the rigid (B, C) 
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Figure 3-1: Raman spectra of Zn1−xBexSe (x = .112, .16 and .24) at ambient conditions of 

temperature and pressure. 

 

sublattice perpendicular to (along) the direction of propagation. In a polar crystal, a LO mode 

differs from a TO mode in that it carries a Coulombian field E due to the ionicity of the bond. 

In a pure crystal, this is just responsible for an additional restoring force, with the result that a 

LO mode occurs at a higher frequency than a TO mode. In an alloy, the Coulombian field E 

is well known to act as a carrier of coherence and the individual modes with close frequencies 

couple to E.  

In the percolation model, the crystal is viewed as a composite of the ZnSe (soft) and 

BeSe (hard)-like regions, where Zn-Se and Be-Se bonds are self-connected, each region 

providing one phonon per bond (1-bond→2-mode) giving rise to the percolation doublet 

(PD). A basic rule of the percolation model is that the bonds are longer when they stay in the 
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environment of the short species (thereby vibrating at a lower frequency), and vice versa. 

With this, the TO modes from the BeSe-like region vibrate at a lower frequency than  those 

from the ZnSe-like region in both the Zn-Se and Be-Se spectral ranges and at any alloy 

composition. The close LO modes of each percolation doublet couple via their common 

Coulombian field, building up a unique LO mode (the percolation doublet thus disappears in 

the LO symmetry), blue-shifted from its native TO basis. So Be-Se TO is bimodal, giving rise 

to the new mode 
Zn

Be SeTO  in addition to the original 
Be

Be SeTO  . In the labelling of the modes the 

subscript and superscript refer to the bond species and to the host region, respectively. 

However, the bimodal response of the Zn-Se region is not very clear due to presence of 

asymmetry and disorder induced zone-edge modes. This will be discussed in more detail 

later.  

Furthermore, in alloys, the wave vector conservation selection rule is relaxed as a 

result of the violation of translational invariance, and the first-order Raman peaks correspond 

to phonons in regions of the Brillouin zone (BZ) where the phonon density of state has a 

maximum, that is, at the edge of the BZ. Therefore, apart from the zone centre (Γ) modes, 

LAL, X mode assigned as longitudinal acoustical bands at edge L, X of the BZ is also seen. In 

the discussion we focus on TO modes, because such mechanical vibrations give reliable 

insight into the individual percolation-type oscillators present in the crystal.
14,19

   

Figs. 3-2, 3-3 and 3-4 show the pressure evolution of the Raman spectra at 

representative pressures for x = 0.112, 0.16 and 0.24, respectively. For the discussion, we 

focus on intermediate x value (x=0.24), that corresponds to well-resolved Zn-Se and Be-Se 

Raman signals, but as can be seen that the trends are general in nature. Representative 

pressure-dependent Raman spectra for x=0.24 are shown in Fig. 3-4. The frequency versus 



 

82 

 

pressure variations of the main features are shown in the inset. A 2TO+1LO percolation-type 

signal is obvious in the Be-Se spectral range (400–500 cm
-1

). 

 

 

Figure 3-2: a)- Pressure-dependent Raman spectra of Zn0.88Be0.112Se. b)-The frequency versus 

pressure variations of the main features are shown in the inset. Remarkable trends (A,B,C) 

are marked by circles. 

 

The situation is not as clear in the Zn-Se one (~200–250 cm
-1

). There, many modes coexist, 

whose number increases with pressure. Initially, a basic 1TO+1LO Zn-Se scheme (Δ~0 cm
-1

) 

with additional features was proposed by Pages et al. However, the present pressure studies 

demand greater attention and a more careful assignment (see below).  

 

  



 

83 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-3: a) Pressure-dependent Raman spectra of Zn0.84Be0.16Se. b)-The frequency versus 

pressure variations of the main features are shown in the inset. Remarkable trends (A,B,C) 

are marked by circles. 

 

By increasing pressure, the LO mode intensity diminishes gradually. The total LO-

extinction occurs at ~23 GPa, coinciding with the ZB→RS transition as detected by x-ray 

diffraction.
32

 (not shown). Incidentally, the X-ray diffraction data indicate that the ZB→RS 

transition is very sharp and that the crystal adopts the RS structure as a whole. Indeed no 

signal due to a residual ZS phase was detected beyond the transition pressure.
32

 More 

fascinating effects related to TO modes occur as marked by capitals in Fig. 3-4 (similar trend 

applies for x = .112 and .16, see Figs. 3-2 and 3-3), i.e. the splitting of the lower Zn-Se 

branch (A), transient appearance of a weak mode in-between the two lower Zn-Se branches 

(B), and the convergence of the lower Be-Se TO branch onto the upper one (C). 
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Figure 3-4 :  Pressure-dependent Raman spectra of Zn0.76Be0.24Se. The frequency versus 

pressure variations of the main features are shown in the inset. Remarkable trends (A,B,C) 

are marked by circles. The antiresonances (squares) and the strong peak (star) are 

characteristic of anharmonic coupling. 
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3.4.1 Zn-Se spectral range 

 

 First, we focus on the Zn-Se spectral range. A natural reference is the pressure 

dependence of the Raman modes in pure ZnSe,
22

 as reproduced in Fig. 3-5 (symbols, 

digitalized from Ref. [22]). Intermediate phases in between the ZB and RS phases have been 

inferred from the splitting of the TO mode at ~2.5 and ~7 GPa. However, such intermediate 

phases could not be identified so far, neither experimentally nor by ab initio calculations.
33

 

We suggest that the entire ZnSe spectrum results from an anharmonic decay of the discrete 

(zone centre) TO into a variety of two-phonon continua, at least two (corresponding to the 

two subbranches). Characteristic Fano features are discussed below. 

 In such a decay process, conservations of the momentum and energy impose equal 

and opposite wave vectors of the two phonons, and quasi-resonance of the discrete TO and 

two-phonon continua. Referring to the phonon DOS of pure ZnSe,
34

 the likely continua are 

the 2TA and TA+LA originating from the transverse (TA) and longitudinal (LA) acoustical 

branches at the K and L Brillouin zone edges, respectively. Under pressure, the discrete TO 

and two-phonon continua decouple because different pressure dependencies lead to a 

departure from resonance conditions. In ZnSe the zone edge TA ‘softens’ under pressure, 

while the zone-centre TO and zone edge LA ‘hardens’ fast.
35

 The TA trend reflects in the 

2TA continuum, while TA+LA is partly compensated by the opposing LA trend. Thus we 

reassign the two branches that proceed from the TO mode at ~2 and ~7 GPa in ZnSe, with 

large-negative and small-positive pressure coefficients, as the 2TA and TA+LA continua, 

respectively.  
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Figure 3-5: Schematic explanation of features A and B (circles) by referring to pure ZnSe 

(symbols, digitalized from Ref. [22]). In the alloy the weak 
Be

SeZnTO   (thick line – in the 

vibration pattern the dotted and plain lines indicate perpendicular planes) appears on top of 

the strong 
Zn

Zn SeTO   (pure- ZnSe like, dashed line). The natural splitting of ~8 cm
-1 

is magnified 

to ~30 cm
-1

 by an anharmonic coupling that downshifts the weak mode from the thick line to 

the thin one. The lineshapes of the weak mode over its decoupling process are shown in the 

inset. The star and squares mark features characteristic of anharmonic coupling, as in Fig. 3-

4. At 8 GPa an arrow marks the position of the harmonic mode, for reference purpose. 

 

 The A and B features in Fig. 3-4 can then be simply explained by considering that in 

the alloy a weak extra TO appears and substitutes for the strong (pure-ZnSe like) TO for the 

anharmonic decay into the 2TA continuum. The principle is outlined in Fig. 3-5. The weak 

TO is represented by a thin line downshifted from the strong TO (dashed line) by ~30 cm
-1

. 
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With this, the 2TA-decoupling is delayed from ~2 GPa in pure ZnSe (from the strong TO, see 

the dotted arrow) to ~7 GPa in the alloy (from the weak TO), in reference to A, while B at ~7 

GPa is due to transient appearance of the TA+LA continuum just after decoupling from the 

strong TO and before re-coupling with the weak TO (see the oval). In fact the coupling-

related antiresonance in-between the two TO (solid squares in Fig. 3-4) disappears in this 

intermediate decoupling regime (see the spectrum at ~9 GPa in Fig. 3-4).   

Altogether, this implies a well-resolved Zn-Se percolation doublet (weak plus strong 

TO) in ZnBeSe, instead of a singlet as earlier presumed.
19

 The splitting of the Zn-Se doublet 

(Δ~30 cm
-1

, refer to the inset in Fig. 3-4), almost as large as the Be-Se one, is puzzling 

though.
19

 For example, in ZnBeTe
36

 the Zn-Te (Δ~6 cm
-1

) and Be-Te (Δ~35 cm
-1

) splittings 

scale in the ratio 1:6. For independent insight we performed ab initio calculations with the 2-

imp. (Be) motif in ZnSe. The short Be-Se bonds create a local tension in ZnSe, giving rise to 

a local Zn-Se mode around Be (
Be

SeZnTO  , weak – see the vibration pattern in Fig. 3-5) at a 

lower frequency than the bulk Zn-Se one, away from Be (
Zn

SeZnTO  , strong). As expected, the 

ab initio splitting is small, of ~8 cm
-1

, corresponding to a position of the harmonic 

(uncoupled) weak 
Be

SeZnTO   renormalized to the thick line in Fig. 3-5. We infer that the 

anharmonic coupling induces a massive frequency downshift of the weak 
Be

SeZnTO  with respect 

to the ab initio prediction (by ~22 cm
-1

), the strong 
Zn

SeZnTO  remaining unaffected. This 

suggests that the continua couple strongly to the weak TO and weakly to the strong one.  

For a quantitative insight, we perform analysis of the TO line shapes using the 

formula
37

          
1

2 2 2

0~ .I        


         
, where ω0 and α are the 

frequency and natural damping of the harmonic TO, Δ(ω) and Γ(ω) relate to the two-phonon 
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DOS and its Kramers-Krönig’s transform, respectively. The two-phonon DOS is designed as 

a semi-ellipse, its position, magnitude and spectral extension being fixed by its upper end ωc, 

and its semi-axes D and a, respectively.
37

  The model includes a fourth-order coupling 4V  

(between pairs of phonons in the two-phonon continuum) on top of the third-order one 3V
 

(between the TO and the two-phonon continuum). To make it physically more meaningful, 

only one parameter is adjusted per TO mode, i.e. the strength 
2

3V D of the cubic coupling, the 

criterion for validation being the ability to reproduce the TO-decoupling process (at P~7 GPa 

for both TO modes). 

For the strong
Zn

SeZnTO  , ω0 is taken as the observed peak position, since anharmonic 

effects are presumably small, while for the weak 
Be

SeZnTO  , we use the ab initio value. As for 

the two-phonon DOS, the pressure dependence of the upper ends (ωc) are derived by linear 

interpolations of the pressure dependencies of the decoupled 2TA (for 
Be

SeZnTO  ) and LA+TA 

(for 
Zn

SeZnTO  ) bands in pure ZnSe (refer to the dotted lines converging to ~220 cm
-1

 at 0 GPa 

in Fig. 3-5), after small translations (by less than 2 cm
-1

) needed to mimic alloying effects. 

The lower end, monitored by a once known ωc, provides an antiresonance on the low-

frequency tail of the coupled TO (coupling regime) or uncoupled-two-phonon-DOS 

(decoupling regime). The 2TA-antiresonance is clearly visible in our Raman spectra (refer to 

open squares in Fig. 3-4). For an insight into the (TA+LA) - related antiresonance, we resort 

to the pure-TO Raman spectrum (24%Be, 0 GPa) available elsewhere
38

 (top curve of Fig. 2 in 

ref[38]). Clear antiresonances on each side of the strong TO therein, spaced by ~15 cm
-1

, 

correspond to a~5 cm
-1

, taken constant for all pressures. Lastly, the strength V4D of the fourth 

order coupling is constrained to the α value (within 5%), taken as ~2.5 cm
-1

 for all pressures. 
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 As expected, 2

3V D is larger for the weak Be

SeZnTO   mode (with a value of ~ 90 cm
-1

) 

than the strong Zn

SeZnTO  one (stable at ~10 cm
-1

). The pressure dependent line shapes of the 

weak TO (the strongly coupled one) over its decoupling process are shown in the inset of Fig. 

3-5. The main features are well-reproduced, i.e. the deepening of the antiresonance at ~180 

cm
-1

, just when decoupling occurs (open square in Fig. 3-4 and in the inset of Fig. 3-5 – the 

arrow marks the frequency of the harmonic TO mode therein), and the subsequent appearance 

of the uncoupled 2TA band as an intense peak (refer to the star in Figs 3-4 and 3-5) before it 

collapses into a damped feature away from the TO mode.  

 In brief, an anharmonic coupling greatly magnifies (by ~4) the natural splitting (Δ~8 cm
-1

) of 

the Zn-Se percolation doublet, giving a chance to observe its dependence on pressure. The two ZnSe-

like TO branches are quasi-parallel in Fig. 3-4 (spaced by ~30 cm
-1

, refer to the inset), indicating a 

constant Zn-Se splitting. Ab initio calculations at 0 and 10 GPa with the 2-imp. (Be) motif in ZnSe 

confirm the trend. We conclude that, as far as the Zn-Se bonds are concerned, the BeSe- and ZnSe-

like regions of the crystal show similar behaviour under pressure.  

 

3.4.2 Be-Se spectral range 

 

Unlike the Zn-Se bonds, it is a different case for the Be-Se bonds, as testified by C in 

Fig. 3-4. It is remarkable that this(C) occurs at the same critical pressure of 14±1 GPa for all 

the samples (see Figs. 3-2, 3-3 and 3-4) independent of the topology of the BeSe-like region. 

Apparently no effect is seen on whether the sample consists of a dispersion of finite-size 

clusters (x<xBe), of the as-formed pseudo-infinite continuum (x just above xBe) or of the 

dominant percolation cluster (x just above 0.5). This indicates a local origin at the bond scale. 

It can be recalled that pure ZnSe undergoes to the RS phase at around the same pressure. In 
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fact, the ab initio ZC TO-DOS curves per Be atom obtained at 0 and 10 GPa with the 

ultimate 2-imp. (Be) motif in ZnSe, as shown in the body of Fig. 3-6, does exhibit the C-type 

behaviour. The curves are shown in the body of Fig. 3-6, specifying the vibration pattern per 

mode. In view of this, we identify the microscopic mechanism behind C as the progressive 

transformation of the Be

SeBeTO   mode (Be-Se vibration along the Be-Se-Be chain, || chain) from 

the bond-stretching type to the bond-bending type under pressure (see the vibration patterns 

in Fig. 3-6). The nature of the doubly-degenerate 
Zn

SeBeTO   mode (Be-Se vibrations 

perpendicular to the chain, in-plane and out-of-plane, ┴ chain), remains the same i.e. of the 

bond-bending type.  

 

 

Figure 3-6: Ab initio ZC TO-DOS per impurity of the 2-imp. Be (main curves) and P (inset) 

motifs in ZnSe- and GaAs-like supercells, respectively. The Be-Se vibration patterns are 

indicated, emphasizing the bond-stretching modes (dashed areas) in reference to feature C 

(circle). 
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  For further insight we performed similar ab initio calculations with the 2-imp. (Zn) 

motif in BeSe (Zn-dilute limit). The long Zn-Se bonds create a local compression in BeSe, 

leading to a local Be-Se mode close to Zn, i.e. Zn

SeBeTO   (the vibration pattern is shown in Fig. 

3-5, where Zn and Be are exchanged), at a higher frequency than the bulk BeSe mode, i.e. 

Be

SeBeTO  . This gives a clear Be-Se doublet, though the splitting is less than in the Be-dilute 

limit, of ~11 cm
-1

. Now, we observed the same splitting value at 0 and 10 GPa, indicating 

that C-type behaviour disappears when the Be-Se bonds are dominant in the crystal, and thus 

not influenced by the Zn-Se bonds.  

 A further instructive case is that of GaAsP. Its short bond (Ga-P) exhibits a distinct 

percolation doublet (Δ ~12 cm
-1

),
19

 as in ZBS, but, the parents (GaAs, GaP) adopt the same 

phase under pressure (ZB→Cmcm) but at nearly the same critical pressure (~15±3 GPa). The 

ZC TO-DOS curves per P atom obtained at 0 and 10 GPa with the 2-imp. (P) motif in GaAs 

are shown in the inset of Fig. 3-6. The Ga-P percolation doublet is shifted upwards as a whole 

when approaching the phase transition without any C- type convergence. 

 It emerges that C-type convergence is not intrinsic to short bonds in alloys but 

specific to the Be-Se bonds in ZnBeSe, especially when their fraction is such (low or 

moderate) that they are forced to adopt the ZnSe-like rocksalt phase under pressure. 

 For an intuitive discussion of the feature C, we turn to the percolation model. Note 

that such phenomenological model relies on a scalar description of the alloy (linear chain 

approximation), so that everything comes down to a question of bond-stretching forces only, 

by construction. Still, a parallel between the percolation model (mesoscopic scale) and ab 

initio calculations (microscopic scale) can be drawn by realizing that ‘bond-bending within a 

given impurity motif corresponds to bond- stretching of the (like) surrounding bonds from the 
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host matrix, and vice versa’. If we refer to the 2-imp. (Be) motif in ZnSe, this comes down to 

discuss the low and high-frequency Be-Se modes in terms of Be-Se stretching within the 

BeSe and ZnSe-like regions, respectively (see the shaded areas in the vibration patterns, Fig. 

3-6), consistent with the terminology of the percolation model. Within such stretching-type 

model, feature C can thus be understood as due to the progressive ‘freezing’ of the Be-Se 

bonds from the minor BeSe-like region when this is forced to adopt the unnatural RS phase of 

the host ZnSe-like region. The oscillator strength is transferred to the close Be-Se bonds of 

the latter region. 

 

3.5 Conclusions 

 

 In summary, the percolation doublet PD mesoscope reveals that the lattice dynamics 

of the ZnBeSe crystal changes when approaching the ZB→RS, ZnSe-like transition under 

pressure, an unnatural one for the Be-Se bonds. Within the scope of the percolation model, 

the highly self-connected Be-Se bonds from the BeSe-like region ‘freeze’, the oscillator 

strength being channelled to the less self connected Be-Se bonds of the surrounding ZnSe-

like region. This process is transparent for the Zn-Se dynamics, and completed (~14 GPa) 

before the transition to RS occurs (~23 GPa at 24%Be). Generally this work shows how the 

percolation approach may help to achieve further understanding of the pressure dependence 

of phonons in alloys beyond the usual VCA paradigm. 
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Chapter 4*
 

 

High Temperature Raman Studies on a Novel Fast 

Ion Conductor, Na2Cd(SO4)2 

 

A paper based on this work has been published in Journal of Physical Chemistry A, 113 

1505–1507 (2009) 
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4.1 Introduction 

 

Solid electrolytes (fast ion conductors) have been a subject of considerable attention 

due to their potential use in various electrochemical devices such as batteries, fuel cells, 

sensors and reactors.
1-3

 This class of materials exhibits high ionic conductivity 

(approximately 10
-3

-10
-1

 S/cm) at relatively modest temperatures (500-700 °C) and has been 

one of the major themes in material design. Of late, microporous materials have been used to 

mobilize extra framework cations and thus induce high ionic conductivity.
4
 Extensive work 

on crystalline solid electrolytes like, for example, NASICON and LISICON,
5-7

 Bimivox,
8,9

 

and rock salts
10

 has resulted in generating several potential ionic conductors. The ions that 

normally conduct are Li
+
, Na

+
, H

+
, K

+
, Ag

+
, O

2-
, and F

-
. Room temperature conductivity of 

0.3 S/cm has been observed in Ag and Cu halide systems.
11,12

 Furthermore,  binary lithium 

halide systems (for example, LiI-RbI
13

) have been investigated for high ionic conductivity. 

Recently, bimetallic sulfates, which are intercalation compounds of alkali ions generated by 

frameworks of tetrahedral and octahedral moities, have been shown to achieve high ionic 

conductivity. One of the examples is Na2Cd(SO4)2 (NCSO), which has been investigated as a 

possible ionic  conducting material.
14

 NCSO is a bimetallic sulphate where Cd atom is at 2-

fold rotational symmetry having a Wyckoff position 4e in the space group C2/c.
14

 Fig. 4-1 

shows the packing diagram as viewed down the z-axis. The structure (see Fig. 4-1) is built of 

alternating sulfate tetrahedra linked to Cd octahedra forming a chain along the [110] 

direction, which in turn is cross-linked with a chain running 90° to this plane, effectively 

generating a two-dimensional framework (see Fig. 4-2). Every Cd atom has two short, two 

medium, and two long bonds with symmetry-related oxygen atoms. Likewise, every S atom 
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has one short, two normal, and one long tetrahedral bond, while the Na atom located in the 

two-dimensional framework generates a weak eight-coordinated link that extends along the z-

axis, forming a channel-like structural motif (see Fig. 4-2). Indeed, the Na atoms are located 

in the space generated by the combination of covalently bound octahedra and tetrahedra. This 

suggests the possibility of facile Na
+
 ion migration through the framework, and the rather 

high ionic conductivity of 10
-2

 S/cm at 600 °C appears as a consequence. Furthermore, the 

dielectric and conductivity data showed two possible transitions around 280 and 555 °C.
14

  

 

 

Figure 4-1: Packing diagram of Na2Cd(SO4)2, view down the z-axis. 
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Figure 4-2: Channels of Cd4(SO4)4 

 

           To understand the relationship between conductivity and NCSO structure, a detailed 

investigation on ionic conductivity and phase transformations is very much essential. We 

have carried out a Raman spectroscopic study of NCSO as a function of temperature to probe 

these changes across the phase transition. It is well-known that Raman scattering is sensitive 

to variations of local structure/environment and thus can give information on aspects such as 

short-range versus long-range structural order. The sensitivity of this technique to local 

environments makes it an ideal probe to answer questions related to short or medium range 

mobility. In this work, temperature dependent Raman spectroscopy was used to probe the 

dynamics of the SO4 tetrahedra around the phase transformation by studying the internal 

modes of SO4 tetrahedra and their line shapes, which are shown to be sensitive to molecular 

reorientation.
15-18
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4.2 Experimental Details 

 

Single crystals of NCSO were grown by slow evaporation from aqueous solution 

containing equimolar quantities of the 3CdSO4·8H2O and Na2SO4, based on the method 

described in ref 13. The temperature evolution of the Raman spectra of NCSO was recorded 

in the 180° backscattering geometry, using a 532 nm excitation from a diode pumped 

frequency doubled Nd- YAG solid state laser (model GDLM-5015 L, Photop Suwtech Inc., 

China) and a custom-built Raman spectrometer equipped with a SPEX TRIAX 550 

monochromator and a liquid nitrogen cooled CCD (Spectrum One with CCD 3000 controller, 

ISA Jobin Yovn-SPEX). The details of the spectrometer are described in Chapter 2. Laser 

power at the sample was ~15 mW, and a typical spectral acquisition time was 1-2 min. The 

spectral resolution was 2 cm
-1

. The temperature was controlled with an accuracy of (0.1 K by 

using a temperature-controller (Linkam TMS 94) equipped with a heating stage unit (Linkam 

THMS 600). The spectral profile was fitted using Lorentzian functions with the appropriate 

background. 

 

4.3 Results and Discussion 

 

The normal-mode analysis of a free tetrahedral SO4 ion in a Td symmetry predicts four 

modes, ν1(A1), ν2 (E), ν3 (F2), and ν4 (F2).
19

 All of these modes are Raman active, whereas ν3 

and ν4 modes are IR active.
19

 In the crystalline environment, the tetrahedral symmetry of SO4 

may be lowered, and as a result band positions will shift and also split.
20

 The nondegenerate 

symmetric stretching mode (ν1) appears as a very intense band in the Raman spectrum.
16

 The 

triply degenerate asymmetric stretching mode (ν3) of the SO4 ion appears with large splitting 

in both Fourier transform infrared (FTIR) and Raman spectra.
16

 Fig. 4-3 shows a comparison 
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of room temperature Raman and FTIR spectra in the SO4 internal vibration region. On the 

basis of the assignments discussed earlier, we have labeled the internal vibration modes ν1, ν2, 

ν3, and ν4 of the tetrahedral SO4 group in Fig. 4-3.  

 

 

Figure 4-3: Room-temperature infrared and Raman spectra of Na2Cd(SO4)2 showing the SO4 

internal vibrational modes. 

 

Wu and Frech, who recorded the vibrational spectra of several sulfate crystals, 

suggest that in the case of SO4 groups, ν1, ν2, ν3, and ν4 range between 985-1017, 455-473, 

1097-1217, and 611-670 cm
-1

, respectively.
21

 Hence, the strong Raman band at ~993 cm
-1

 is 

indeed the ν1 mode. Similarly, the Raman bands associated with ν2 region appear at 458 cm
-1

 

(ν2a) and 487 cm
-1

 (ν2b). The Raman and infrared bands around 1092 and 1161 cm
-1

 are 
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assigned to the ν3a and ν3b, respectively. Also, the bands occurring at 623 cm
-1 

(ν4a) and 651 

cm
-1

 (ν4b) are assigned to the ν4 vibration. As expected, the infrared spectra show stronger 

absorption in the ν3 and ν4 regions.  

 

 

 

Figure 4-4: Temperature evolution of the Raman spectra of Na2Cd(SO4)2 in the temperature 

interval 550-595 °C.  

 

 

The temperature evolution of the Raman spectra of NCSO measured in the SO4 

internal vibration region in the temperature interval from 24 to 550 °C does not show any 
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large-scale changes in the spectral profile. Hence, in Fig. 4-4 we have shown the temperature 

dependence of the Raman spectra in the temperature interval 550-595 °C. Significant changes 

in the spectra are observed beyond ~565 °C. The splitting of the ν3 band disappears, and a 

broadband centred at around 1180 cm
-1

 appears. At the same time, the ν1 mode also showed 

an appreciable broadening during this transformation. The temperature dependence of the full 

width at half-maximum (FWHM) of the ν1 stretching mode measured in the temperature 

interval from 24 to 600 °C is shown in Fig. 4-5.  

 

 

 

Figure 4-5: Temperature dependence of the fwhm of the ν1 mode of the SO4 ion in the 

temperature interval 24-595 °C. 
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The width of this band is around 10 cm
-1

 at room temperature, but it gradually 

broadens to 23 cm
-1

 at 560 °C. However, the line width of this band increased abruptly from 

23 to 31 cm
-1

 in the temperature interval 560-565 °C. The reason for this abrupt change is 

discussed below. Fig. 4-6 shows the temperature dependence of the ν2 and ν4 mode 

frequencies. There is a change in slope (dω/dT) around 260 °C for both ν2 and ν4b modes. The 

changes in mode frequency associated with the ν2 and ν4 mode could be associated with 

tilting of the SO4 tetrahedra, which could prevent the smooth migration of the Na
+
 ion. This 

will result in a small decrease in conductivity as observed earlier as shown in the conductivity 

data where there is a small kink at 280 °C.
14

 Small discontinuities were observed at 565 °C 

for both ν2 and ν4 modes.  

 

 

 

Figure 4-6: Temperature dependences of the ν2 and ν4 modes of the SO4 ion in the 

temperature interval 24-595 °C. 
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This we attribute due to the reorientation of the SO4 tetrahedra. The abrupt jump in 

the line width of ν1 mode, major changes in the spectral profile in the ν3 mode, and 

discontinuities in the frequencies for both ν2 and ν4 modes observed in the temperature 

interval between 560 and 565 °C could arise due to an increase in the rotational degree of 

freedom of the SO4 ion at high temperatures. The reduction of the mode frequencies of most 

of the modes (ν1, ν2 and ν4 modes) signifies that mobility of Na
+
 in the channel makes the 

oxygens in the SO4 units move away from the sulfur, decreasing the bond strength of the S-O 

bonds in the SO4 units. The role of sulfate internal modes in Li2SO4
22

 and LiKSO4
23

  has long 

been investigated in a similar context. Also, similar high-temperature behaviour was reported 

in Na3PO4,
18

 which has been attributed to rotational motion (anion reorientation) of the 

translationally fixed PO4. Moreover, coherent quasielastic neutron scattering study
24

 and 

careful X-ray analysis
25

 probing oxyanion reorientation revealed a 3-fold symmetry 

distribution of the SO4 tetrahedron orientations around the crystallographic c-axis. The 

introduction of some disorder in the sulfate orientations or the cation positions can cause the 

observed increase in the phonon damping versus temperature, which in principle will depend 

on the particular eigenvector of any vibration.
22

 It is possible that a particular eigenmode 

assists the jumps between the different configurations and this relatively stronger coupling to 

the disordering process causes an abrupt change in the phonon lifetime and hence the width 

of ν1 mode. We believe that rapid rotational motion of the disordered SO4 tetrahedra defines 

the channel better, hence enhancing the Na
+
 migration and resulting in high conductivity 

across this transition. This is corroborated in the conductivity data measured earlier. 
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4.4 Conclusion 

 

From the temperature evolution of the Raman spectra of NCSO, we confirm the 

change in conductivity observed in the earlier conductivity measurement
14

 is associated with 

the local structural distortions of the SO4 tetrahedra due to increased rotational degree of 

freedom as a function of temperature. The sudden jump in the conductivity across the 

transition at the high-temperature phase is attributed to the rapid rotational motion of the SO4 

tetrahedra. The rotational motion of the SO4 ions enhances the Na+ migration, resulting in 

high conductivity during the transition. The reorientational motion of the SO4 ions revealed 

by temperature-dependent Raman spectroscopy studies and their coupling with sodium ion 

motion inferred from electrical conductivity measurements strongly suggest that there is a 

correlation between the structural and dynamic changes across this phase transformation. 
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Chapter 5
*
 

Temperature Dependent Brillouin Scattering 

Investigations of the Acoustic Phonons in 

Pyrochlores RE2Ti2O7 (RE = Sm, Dy, Ho and Lu) 

 

A paper based on this work has been communicated to Physical Review B 
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5.1 Introduction 

 

Materials with the pyrochlore (A2B2O7) lattice structure have unique properties that 

make them ideal candidates for applications ranging from high-permittivity dielectrics
1
, to 

ceramic thermal barrier coatings,
2
 potential solid electrolytes in solid-oxide fuel cells

3
, or 

immobilization hosts of actinides in nuclear waste
4
. A subclass of the pyrochlores is formed 

in the rare earth titanate (RE2Ti2O7) family, if the ratio of ionic radii of the cations RE
3+

 and 

Ti
4+

 lies within the “pyrochlore stability field”,
5
 defined as

3 41.46 <( / )  1.80r r    . This 

condition is satisfied for RE = Sm  Lu in the lanthanide series.  

 

 

Figure 5-1: Structure of the Pyrochlore lattice 

 

The pyrochlore structure, which is a derivative structure of fluorite, has a face-centred 

cubic lattice (space group Fd3m) with a stoichiometry RE2Ti2O6O´. Following the Wyckoff 

notations, in this structure the RE
3+

 and the Ti
4+

 ions occupy, respectively, the 16c and the 

16d sites, whereas O is at the 48f and O´ is at the 8b sites. The cubic unit cell consists of a 
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lattice made up of TiO6 octahedra and RE4O´ tetrahedra. Fig. 5-1 shows the corner sharing 

tetrahedral sublattices, where the rare earth (RE
3+

) resides at the corner. Due to this special 

structure, the interplay between spins and lattice has a significant role in the novel properties 

of these frustrated geometries. For example, in  RE2Ti2O7 (RE = Gd  Yb) , depending on 

the interaction between the neighbouring RE spins, they exhibit geometrical frustration 

leading to many interesting and rather unconventional complex magnetic phenomena
6-11

 like 

spin liquid and spin-ice effects that present challenges to the modern understanding of co-

operative phenomena. Recently, the vibrational properties of some of these rare earth titanate 

pyrochlores RE2Ti2O7 have been investigated by several groups.
12-19

 These studies reveal that 

phonons in the titanate pyrochlores are highly anomalous.  Ho2Ti2O7 (HTO) and 

Dy2Ti2O7(DTO), owing to their spin-ice behaviour, have been the subject of many 

studies.
9,11,14,20-23

  

Extended x-ray absorption fine structure (EXAFS) and x-ray diffraction studies 

showed that HTO is well ordered and the cubic structure remains stable down to liquid 

helium temperature.
20,21

 Recent powder x-ray diffraction and Raman studies
16

 of Dy2Ti2O7 

suggested that this material undergoes a subtle structural deformation, with no change of 

space group, near 110 K. Since these rare earth titanates are well ordered insulating materials, 

the anomalous change, if any, , in phonon wave numbers and its damping with temperature is 

expected to arise mainly from spin-phonon anharmonic contribution (when RE is magnetic, 

i.e. 
3 5 6 3 9 6 5 3 10

5/2 5/2 8Sm (4 ) ,  Dy (4 ) ,  Ho (4 )f I f H I f  
 ), crystal field-phonon coupling and 

phonon-phonon anharmonic effects. However, similar anomalous phonon behaviour in the 

nonmagnetic (
3 14 1

0Lu (4 )f S
) analogue Lu2Ti2O7(LTO) ruled out the possibility of spin-

phonon coupling.
16

 From other Raman studies,
12

 it was suggested that the only relevant terms 
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to explain the temperature dependence of both linewidths and wave numbers are those due to 

lattice anharmonicity, either of quasiharmonic type, related to the temperature evolution of 

structural parameters, or true anharmonicity, arising from third- or fourth-order anharmonic 

decay and crystal field transitions. The anomalous phonon behaviour in these pyrochlores 

was attributed to a strong bond-bending character in RE2Ti2O7 pyrochlores, and an existence 

of a  free coordinate (the oxygen parameter x) that allows the distortion of TiO6 octahedra 

without affecting the long-range cubic structure.
12

 However, it is still not clear if the 

appearance of a new peak in DTO at 110K is due to local symmetry lowering (i.e. a subtle 

structural distortion
16

) or due to crystal field transitions.
12

 It is important to mention here that 

since since RE
3+

 and Ti
4+

 cations occupy sites with inversion symmetry, only O and O´ atoms 

participate in Raman scattering. So investigations by independent techniques are necessary to 

address this issue.  If there is a subtle distortion to the lattice, this should also be reflected in 

the elastic properties. Brillouin scattering, which involves acoustic phonons (long wavelength 

vibration of the lattice), can be an excellent probe in studying the elastic properties.  

In the present study, we probe the acoustic phonons using temperature dependent 

Brillouin scattering from 300 to 25K to study any structural distortions in the RE2Ti2O7 (RE= 

Sm, Dy, Ho and Lu). It is important to mention that Sm2Ti2O7 (STO) is located on a 

borderline between the stable pyrochlore structure and the monoclinic structure of the lighter 

ions (La, Pr, and Nd) and LTO is nonmagnetic. So STO gives us a chance to investigate the 

stability of the pyrochlore lattice and LTO for investing the role of spin-acoustic phonon 

coupling, if any, in the temperature range of 300-25K.  
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5.2 Experimental details 

 

Stoichiometric amounts of Sm2O3/ Ho2O3/ Dy2O3/ Lu2O3 (99.99%)  and TiO2 

(99.99%) were mixed thoroughly and heated at 1200 °C for about 15 h. The resulting mixture 

was well grounded and iso-statically pressed into rods of about 8 cm long and 5 mm 

diameter. Rods were sintered at 1400 °C in air for about 72 h. This procedure was repeated 

until the compounds STO/DTO/HTO/LTO were formed, as revealed by powder x-ray-

diffraction analysis. Using such rods, single crystals of STO/DTO/HTO/LTO were grown by 

a floating zone method using an infrared image furnace. Small cylindrical samples were cut 

from the resulting single crystal boules and were oxygen annealed at 1100 °C for a period of 

100 h. X-ray diffraction, carried out on powder obtained by crushing part of a single 

crystalline sample indicated a pure pyrochlore phase. Another part of the crystal was 

examined by scanning electron microscope equipped with an energy dispersive x-ray 

analyzer. The composition of the sample was found to be very close (within 1% accuracy) to 

that of the starting composition. Several small crystals cut from the grown boules were 

checked by x-ray Laue photographs in order to determine their orientation. The samples were 

characterized and supplied to us by our collaborators; hence we have not provided these data 

here and have given the reference to their paper.
16,19

 

Brillouin spectra on a  (111)  cut polished  single-crystalline slice of STO, DTO, HTO 

and LTO grown using the above technique were recorded in the back-scattering geometry 

with an incident angle θi = 55º with respect to the surface normal. The p-polarised 532 nm 

line of single mode solid-state diode pumped frequency doubled Nd:YAG laser (Model 

COMPASS 315M-150, Coherent Inc., USA) was used as the excitation source. The scattered 

light was analyzed using a 3+3 pass tandem Fabry-Perot interferometer (JRS Scientific Inc., 
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Switzerland), which has a finesse ~ 100 and is equipped with a photo avalanche diode (Perkin 

Elmer, Canada) as the detector. The spectra were collected at a free spectral range of 75 GHz, 

equivalent to an etalon spacing of 2 mm. Temperature-dependent measurements were carried 

out using a closed cycle helium cryostat (CTI Cryogenics, USA). The sample temperature 

was measured with an accuracy of ±1 K. The line-shape parameters-peak frequency, ω, full 

width at half maximum (FWHM) Γ, and intensity were extracted by a non-linear least square 

fitting of the data with a Lorentzian function, along with an appropriate background. 

 

5.3 Results and discussions 

 

Fig. 5-2 shows the typical room temperature Brillouin spectra from STO, DTO, HTO 

and LTO. We could observe both longitudinal acoustic (LA) and transverse acoustic (TA) 

modes. We observed the splitting in the TA mode into TA1 and TA2 for DTO, HTO and 

LTO, whereas we couldn’t see any splitting in case of STO. The Laue diffraction pattern (see 

Fig. 5-3) for DTO did not reveal the expected 3-fold symmetry (as is the case for (111) 

plane), suggesting that the orientation is slightly different than (111), even though the attempt 

was to cut the crystal along (111) direction. This is also true in the case of HTO and LTO.  

The origin of splitting in the TA mode in these systems could be due to this reason. 

Velocities Vi of the observed transverse and longitudinal acoustic phonons 

propagating in ~ [111] direction were determined. These velocities were deduced from the 

measured Brillouin shift ∆ωB using the equation discussed in Chapter 1, namely, 

2 sin
2

i
B i inkV




 
   

 
, where B  is the Brillouin shift, ki is the wave vector of incident 

light, n is the refractive index of the crystal and θi is the scattering angle. In the case of back 
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scattering (θi =180°), the above relation for velocity becomes 2 /i i BV nk   . In determining 

the velocities, we have taken the refractive index values given elsewhere
24

 and they were 

assumed to be constant over the entire temperature interval. However, it must be pointed that 

the actual aim of this work is not to determine the absolute values of velocities at various 

temperature, but to see its behavior with temperature. Hence there is a small uncertainty in 

values of velocities calculated arising due to the error in the value of q due to the assumption 

made in the case of the refractive index.   

 

Figure 5-2: Room temperature Brillouin spectra of STO, DTO, HTO and LTO 
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Figure 5-3: Laue photograph of DTO 

 

Figs. 5-4, 5-5, 5-6 and 5-7 shows representative temperature evolution of the Brillouin 

spectra for STO, DTO, HTO and LTO. It should be noted that the spectral resolution is 

around 0.1 GHz. The sound velocities of both transverse and longitudinal phonons can be 

calculated at each temperature. We show the temperature dependence of the sound velocities 

in Fig. 5-8, 5-9 and 5-10. 
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Figure 5-4: Temperature evolution of the Brillouin spectra of STO 
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Figure 5-5: Temperature evolution of the Brillouin spectra of DTO 
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Figure 5-6: Temperature evolution of the Brillouin spectra of HTO 
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Figure 5-7: Temperature evolution of the Brillouin spectra of LTO 
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Figure 5-8: Longitudinal sound velocities of STO, DTO, HTO and LTO as a function of 

temperature. Solid lines are the linear fit to the data. 

 

The solid line shown in Fig. 5-8, 5-9 and 5-10 are linear fit to the data points, given by 

0( ( ) )sV T V aT   to the data points. Vs(T) is the sound velocity at temperature T, V0 is the 

room temperature sound velocity and a is a constant. It can be clearly seen from Fig. 5-8 that 

there is a discontinuity in the LA velocity at around 110K for the case of DTO.  On the other 
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hand, STO, HTO and LTO show no anomaly/discontinuity (see Fig. 5-9) over the entire 

temperature range. The same is true for the TA velocities. 

 

 

Figure 5-9 : Transverse sound velocities of STO, HTO and LTO as a function of temperature. 

Solid lines are the linear fit to the data 

 

Fig. 5-10 shows the temperature dependence of the TA1 and TA2 phonon velocity in 

the case of DTO.  The TA sound velocities clearly mimic the LA sound velocities in the case 

of DTO. It is interesting to observe that, like, in the Raman experiments the effect is 

manifested in long wavelength regime also.
16

 Since STO and LTO do not show any changes 

through the temperature range of 300 to 25 K, it is clear that the effect seen in DTO is neither 

driven due to spin-acoustic phonon coupling in pyrochlore nor instability in the pyrochlore 
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structure.  HTO and DTO are spin ice systems and HTO behaves similar to DTO, suggests 

that the anomalous behavior in the case of DTO cannot be associated due to the spin-ice 

effects.  Hence it is safe to assume that DTO’s anomalous  behaviour is driven due to the 

subtle structural transition observed around 110 K as seen in both x-ray as well as Raman 

experiments.
16

 This in fact clears a lot of discrepancy in the literature associated with the 

disorder-order transition expected due to spin frustration in these system and suggests that the 

low temperature phase is still a disordered phase due to the spin frustrations present in the 

system. 

 

 

Figure 5-10: Transverse sound velocities of  DTO as a function of temperature. 
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5.4 Conclusion 

 

In summary, we have carried out temperature dependent Brillouin scattering studies in 

RE2Ti2O7 (RE= Sm, Dy, Ho and Lu) from 300 to 25K. We have studied the temperature 

dependence of the sound velocities in these systems and from the acoustic anomaly in DTO 

we confirm that it is driven purely by a subtle structural change at ~110K. STO, HTO and 

LTO don’t show any structural transitions in this temperature range, suggesting that there is 

no ordering at low temperatures up to 25 K. 
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Chapter 6
*
 

 

Inelastic Light Scattering from the Acoustic Modes 

of Double Walled Carbon Nanotubes  

 

A paper based on this work has been communicated to Journal of Physics Condensed Matter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                      

* The author’s main contribution in this chapter is in doing the Brillouin scattering 

experiments, analyzing and interpreting the data. The problem was formulated by Ajay K. 
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synthesized by Alexander Moravsky and R. O. Loutfy of Materials and Electrochemical 

Engineering Research Corporation, Tucson, AZ, USA. 
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6.1 Introduction 

 

Among the many synthesized carbon nanostructures, nanotubes
1
 have proved to be 

the most interesting from the materials science viewpoint, due to their remarkable physical 

properties structural, electronic, and mechanical properties.
2
 Carbon nanotube (CNT) 

constitutes a new form of carbon allotropes with unique and exotic physical properties. CNTs 

are tubular structures typically of nanometer diameter and many microns in length. They are 

unusual because of their very small diameters, which can be as small as 0.4 nm and contain 

only 10 atoms around the circumference, and because the tubes can be only one atom in 

thickness. The aspect (length/diameter) ratio can be very large (greater than 10
4
), thus leading 

to a prototype one-dimensional system. These structures were first observed by Iijima
1
 in the 

soot produced in the arc discharge synthesis of fullerenes. Carbon nanotubes promise 

applications in such varied fields as nanoelectronics, actuators,
3
 sensors,

4
 nanofluidics, 

hydrogen storage, and high-strength materials. 

A single walled carbon nanotube (SWCNT) can be constructed by wrapping a single 

sheet of graphene into a seamless cylinder, one atom thick, usually with a small number of 

carbon atoms along the circumference and a long length (microns) along the cylinder axis.
2,5

  

The wrapping or the chiral vector (Ch= na1+ma2), or (n,m), where a1 and a2 are the unit 

vectors in the 2-D graphene sheet and n and m are integers, determines the symmetry of the 

SWCNT (see Fig. 6-1).  This leads to three types of nanotubes depending on the values of n 

and m: the arm chair nanotubes where n = m, zigzag nanotubes where m=0, and chiral 

nanotubes where n  m 0.  A nanotube is metallic when n – m is divisible by 3, otherwise it 

is semiconducting.  The diameter of nanotube is related to the (n, m) values by,
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 2 2n  m  nm /d a    , where the lattice constant on a graphene sheet a is taken to be 

2.49 Å on a rolled up nanotube cylinder. Carbon nanotubes can exist in a variety of structures 

corresponding to the arrangement of the tubes. If two or more than two SWCNTs are 

arranged coaxially then they are known as doublewalled carbon nanotubes (DWCNT) or 

Multiwalled carbon nanotubes (MWCNT), respectively.  

 

 

Figure 6-1: The unrolled graphene sheet (honeycomb lattice). When we connect sites O and 

A, and sites B and B , a nanotube can be constructed. The vectors OA and OB define the 

chiral vector Ch and the translational vector T of the nanotube, respectively. The rectangle 

OAB B  defines the unit cell for the nanotube. 

 

Since the discovery
1
 of carbon nanotubes (CNTs), their mechanical properties have 

been the subject of a number of theoretical
6-11

  as well as experimental studies.
12,13

 Due to 

their specific structure, CNT’s are predicted to be as stiff as graphite along the graphene 
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layers or even reach the stiffness of diamond. This unique high stiffness along with low 

density make them suitable candidates for their use as nanoscale fibers in strong, light weight 

composite materials, high strength cables, actuators, etc and has motivated precise 

determination of their elastic properties.
12,13

 Single wall carbon nanotubes (SWCNT) and 

Multiwalled carbon nanotubes (MWCNT) have been intensively studied during the past 

decade, however, in more recent years, increasing attention is being given to double-wall 

carbon nanotubes (DWCNTs) since they can be regarded as the simplest example of 

MWCNTs, also they bridge the gap between SWNTs and MWNTs and and thus can be 

studied quantitatively and systematically. Also, DWCNTs are promising for technological 

applications due to their robustness while retaining many of the highly desirable single-wall 

nanotube properties.  DWCNT based molecular bearings have been proposed
14

 as a 

fascinating candidate for MEMS and NEMS application. Also, the potential barrier to relative 

displacements of layers has been calculated and mechanical nano-devices based on bolt-nut 

pair-like motions of the layers have been proposed.
15

 Recent methods
16,17

 for producing high 

purity DWCNTS have opened new opportunities for detailed investigations on these systems.  

Resonant Raman measurements from optical modes have been performed on 

DWCNT,
18-20

 but, however, no acoustic vibrational properties measurement has been 

reported except studies on the acoustic phonons of magnetically aligned SWCNTs.
21

 More 

recently, several workers have used high pressure Raman spectroscopy to study bundles of 

DWCNTs.
22,23

 From the high pressure Raman experiments and molecular dynamics 

simulations,
22,23

 Gadagkar et al have shown that the collapse pressure (pc) of a given 

DWCNT bundle is greater than the pc of both inner and the outer tubes considered as 

SWCNT bundles and a two fold increase in the bending stiffness of the DWCNTs as 
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compared to SWCNT has been suggested. In addition, a two fold increase in the bending 

stiffness of the DWCNTs has been suggested as compared to SWCNTs  

 

In this work, we report the first Brillouin Scattering (BS) studies from the bulk 

acoustic phonon modes of randomly oriented DWCNT bundles. BS is the inelastic scattering 

of light by acoustic phonons. Knowledge of sound velocities from the corresponding 

Brillouin shift, gives information of the elastic properties of a material. BS doesn’t involve 

any non-elastic deformations during the process of measurement. It has advantages over other 

methods, such as the surface acoustic wave (SAW), hydrostatic pressure methods or the 

ultrasonic attenuation technique, as BS is a contact less measurement and probes materials in 

thermal equilibrium conditions, not requiring external excitation of the acoustic modes.          

 

6.2 Experimental details 

 

Brillouin scattering experiments were done on a sample of DWCNT, which was 

grown using high temperature chemical vapour deposition (CVD) and deposited on 

PARAFILM
®
 “M”. Electron microscopy images in Figs. 6-2, 6-3 and 6-4 illustrate the 

structure and bundling of the as-produced CVD DWCNT used in this work. The tubes 

obtained under standard production conditions are about 2.2 nm in diameter on the average, 

with ~0.5 nm width of diameter distribution, as assessed by TEM (see Fig. 6-4). The as 

produced material contains predominantly relatively thin DWCNT bundles, comprising 5–15 

tubes, and also some individual tubes (~20% of the number of bundles). Bundles were found 

to be about 25 nm  long, by SEM measurements. The as-produced DWCNT are more than 90 

wt% pure in carbon, the rest 10% is represented by amorphous carbon and low volatile 
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organic coating of the tube surface. The fraction of similar diameter SWCNT contained in the 

as-produced DWCNT material obtained under standard conditions does not exceed 3%. That 

is, the ratio of the number of DWCNT to SWCNT is >30. The nanotubes were separated 

from the PARAFILM
®
 “M” by vigorously shaking the nanotube coated film in chloroform. 

Once the sample was separated from the film, it was washed several times in chloroform to 

remove any part of the film that might be still sticking to the sample. 

 

 

 

Figure 6-2: High resolution SEM micrograph of as-produced CVD DWCNT matted film used 

in the work. 
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Figure 6-3: HRTEM Micrograph of a cross section of a CVD DWCNT bundle, with 

individual tubes about 2.2 nm in diameter. 

 

 

 

 

Figure 6--4: HRTEM Micrograph of a single DWCNT end 

 

Brillouin spectra were recorded in backscattering geometry, using a 532 nm p-

polarized light beam from a single-mode diode pumped Nd-YAG laser (Coherent, USA, 

Model No. DPSS 532-400).  A low laser power (20mW) was used to avoid laser damages. 
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However, long accumulation times (~ 2 to 3 hours) were required to produce the spectrum. 

Scattered light was analyzed without polarization selection using a Sandercock-type 3+3 pass 

tandem Fabry–Perot interferometer, which has a finesse ~ 100 and is equipped with a photo 

avalanche diode (Perkin Elmer, Canada) as the detector. The spectra were collected at a free 

spectral range of 150 GHz, equivalent to an etalon spacing of 1 mm. Scattered light was 

collected at different incidence angles (i) in order to vary the scattered wave vectors. 

Scattered light was also collected (see Fig. 6-5) for different azimuthal rotations () along the 

surface normal keeping the angle of incidence fixed, in order to see any orientation 

dependence of the tubes. 

 

 

 

 

 

 

 

 

 

 

Figure 6-5: Schematic representation of the experimental geometry 

 



 

137 

 

6.3 Results and discussion 

 

Fig. 6-6 shows a typical Brillouin spectrum of the DWCNT. The solid line is a 

Lorentzian fit with an appropriate background to the observed data points. The frequency ( B

) of this mode was found to be ~ 53.4 GHz.  

 

 

Figure 6-6: Anti-Stokes Brillouin spectra of DWCNT. The solid line is a Lorentzian fit. 

 

This value of the measured frequency shift B was used to obtain the sound velocity, VS, 

using the relationship: 









2
sin

2 


 SB V

n
, where λ ( = 532 nm) is the laser wavelength, θ 

(=180
o
) is the scattering angle and n  is the effective refractive index. If all the tubes are 
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aligned in the horizontal plane of the surface of the substrate, one expects anisotropy in the 

Brillouin shift by rotating the sample surface about the incident angle. From Fig. 6-7 it is 

interesting to note that for the same angle of incidence i = 70
o
, no significant change occurs 

to the mode frequency and intensity for different in-plane orientations (), showing no 

preferential alignment of the tubes along any particular directions. This is consistent with the 

SEM micrographs shown in Fig. 6-2 suggesting the random orientations of the DWNT 

bundles. As discussed by Bottani et al
21

 in the case of SWCNTs, the Brillouin scattering 

results in the case of DWNTs also can  be understood as a  surface elasto-optic effect which 

couples with the incident light to the thermal strains of both the inner and outer tube of the 

DWCNT giving rise to the bulk acoustic modes. 

 

 

 

Figure 6-7: Brillouin spectra for different azimuthal rotations () along the surface normal. 
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The unusually broad acoustic modes suggest that there is a possibility of damping of 

the acoustic phonons due to lack of long range alignment perpendicular to the tube axis and 

no preferred orientation. It could also be a combination of both longitudinal as well as 

transverse acoustic mode, coexisting. Using the relationship between the Brillouin shift and 

the sound velocity of the DWCNT mentioned above, the sound velocity of the observed bulk 

acoustic mode was found be 13.528 km s
-1

. Please note that, in calculating this, we have used 

the effective refractive index (n) value of 1.05 observed in the case of CNT layers.
24

 It is 

important to mention that from the lattice dynamical calculations by Damnjanovic et al,
25

 the 

sound velocities of the longitudinal acoustic (LA) and the doubly degenerate transverse 

acoustic (TA) mode were found to be VLA = 20.64 km s
−1

 and VTA = 9.54 km s−1, 

respectively. It is interesting to note that the sound velocities measured in our experiments do 

not match with either LA or TA sound velocities predicted by these calculations. If one 

assumes that the acoustic mode observed here is neither a pure LA nor pure TA, but a 

combination mode due to its random arrangements, then the sound velocity should be given 

by 1/3(2VTA+VLA).  The average bulk acoustic sound velocity was found to be 13.24 km s
−1 

using the reported sound velocity of the pure acoustic branches from the lattice dynamic 

calculations. This is in excellent agreement with our experimental bulk acoustic mode sound 

velocity.  If one could align these tubes into a compact layer, there is a possibility to elucidate 

the sound velocities of the pure branches from the Brillouin experiments, which would be 

consistent with theory.   

6.4 Conclusion 

 

In summary, we have carried out Brillouin light scattering measurements on randomly 

aligned DWCNT.  As can be observed that these experiments have been performed for the 
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first time on high quality DWCNTs and the measurements were very difficult to perform.   

We have observed the bulk acoustic phonon modes of DWCNTs for the first time using 

Brillouin Scattering experiments. Our bulk mode sound velocity is in excellent agreement 

with the lattice dynamic calculations and suggests that isotropic nature of the samples 

provides us with the average elastic property of the DWCNTs. The values thus obtained 

suggest that the tube-tube interactions in the DWCNT bundles are weak and don’t change the 

elastic properties significantly. 
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