
Molecular Dynamics Simulation Studies on the

Structure, Dynamics, and Interfacial Properties of

Room Temperature Ionic Liquids

A Thesis

Submitted For the Degree of

Doctor of Philosophy

in the Faculty of Science

by

Soumya Saswati Sarangi

Chemistry and Physics of Materials Unit

Jawaharlal Nehru Centre for Advanced Scientific

Research

Bangalore – 560 064, India

APRIL 2011





To My Parents





DECLARATION

I hereby declare that the matter embodied in the thesis entitled “ Molecular

Dynamics Simulation Studies on the Structure, Dynamics, and Interfacial

Properties of Room Temperature Ionic Liquids” is the result of investigations

carried out by me at the Chemistry and Physics of Materials Unit, Jawaharlal Nehru

Centre for Advanced Scientific Research, Bangalore, India under the supervision of

Prof. S. Balasubramanian and that it has not been submitted elsewhere for the

award of any degree or diploma.

In keeping with the general practice in reporting scientific observations, due ac-

knowledgement has been made whenever the work described is based on the findings

of other investigators. Any omission that might have occurred by oversight or error

of judgement is regretted.

Soumya Saswati Sarangi





CERTIFICATE

I hereby certify that the matter embodied in this thesis entitled “ Molecular

Dynamics Simulation Studies on the Structure, Dynamics, and Interfacial

Properties of Room Temperature Ionic Liquids” has been carried out by

Ms. Soumya Saswati Sarangi at the Chemistry and Physics of Materials Unit,

Jawaharlal Nehru Centre for Advanced Scientific Research, Bangalore, India under

my supervision and that it has not been submitted elsewhere for the award of any

degree or diploma.

Prof. S. Balasubramanian

(Research Supervisor)





Acknowledgements

It is my pleasure to thank my research supervisor, Prof. S. Balasubramanian for

giving me the opportunity to explore the properties of room temperature ionic liq-

uids using computational methods. I highly acknowledge his unmatched patience,

sincerity, guidance, and of professionalism. I am extremely thankful to him for

teaching me molecular dynamics simulations. I sincerely appreciate the suggestions

and advice he provided on many occasion during my work. I also liked the academic

freedom that I received in his group. I am greatly thankful to him for the excellent

computing resources he has provided for the group. The research training that I

received from him will definitely help me in the coming years.

I thank my collaborators, Prof. Dr. Florian Müller-Plathe and Dr. Wei Zhao

from Technical University, Darmstadt, Germany. I express my sincere thanks to

Dr. Meheboob Alam, Prof. Umesh Waghmare, Prof. Chandrabhas Narayana, Prof.

Swapan Pati, Dr. Prabal Maiti for the various courses they offered. I also thank

Dr. Vidhyadhiraja for the fruitful discussions I had with him.

I would like to thank all my past and present lab mates; Dr. M. Krishnan, Dr.

M. Saharay, Dr. Bhargava, Srinivas G. Raju, Sandeep Reddy, Bharat, Rajdeep,

Sheeba, Kanchan, Dr. Ganga, for their joyous company and help at many stages of

my tenure.

I thank the Jawaharlal Nehru Centre for providing excellent research facilities,



stimulating research ambience, and for financial support. I acknowledge JNCASR,

CCMS for the computational facilities. I thank DST for a research fellowship. I

thank all the staff members of JNCASR for their constant help.

I thank all my friends for all the moments I shared with them. I am grateful to

all my teachers through out my carreer.

Finally, I am thankful to my family, who have been a source of constant support

and strength for years. I thank my parents, brother, grand mother, and my husband

for their patience and encouragement.

I thank all those who have helped me directly or indirectly.



Preface

The thesis entitled “Molecular Dynamics Simulation Studies on the Structure, Dy-

namics, and Interfacial Properties of Room Temperature Ionic Liquids” presents

the results of investigations on room temperature ionic liquids. Classical molecu-

lar dynamics simulations were employed to characterize their microscopic structure,

dynamics and interfacial properties.

Chapter 1 presents a general introduction to room temperature ionic liquids

(RTILs). The methods of synthesis, some important physico-chemical properties,

and few applications of the RTILs are discussed. Results of various experimental

and theoretical studies on these liquids are reviewed. The chapter also contains a

brief introduction to the classical molecular dynamics (MD) method employed in

this thesis.

Chapter 2 presents a study on the complex dynamics exhibited by the IL, 1-n-

butyl,3-methylimidazolium hexafluorophosphate ([bmim][PF6]) in the temperature

range, 250K-450K. The activation energy for the self diffusion of the anion was found

to be marginally higher than that for the cation. The calculated electrical conduc-

tivity was found to agree well with experimental data. Structural relaxation has

been studied through the decay of coherent and incoherent intermediate scattering

functions over a range of temperatures and wave vectors relevant to the system. The

relaxation data has been used to identify and characterize two processes – β and

α. The dynamical heterogeneity of the ions determined through the non-Gaussian

vii



parameter indicated the motion of cation to be more heterogeneous than that of

the anion. The faster ones among the cations were found to be coordinated to

faster anions, while slower cations were surrounded predominantly by slower anions.

Thus the dynamical heterogeneity in this ionic liquid was shown to have structural

signatures.

In Chapter 3, the far-infrared region of the vibrational spectrum of four RTILs

has been examined using two computational methods: normal mode analysis (NMA)

and the power spectra obtained from velocity auto correlation functions. A distinct

band has been observed around 30 to 70 cm−1 in all the liquids. The peak position

shifted to higher frequencies with an increase in the strength of the cation-anion

interaction. These bands were shown to arise primarily from inter-ionic interac-

tions, but cannot be solely ascribed to localized motions of the hydrogen bond

between the cation and the anion. They could be nearly reproduced by local in-

teractions. These findings were confirmed from density functional theory (DFT)

based gas phase calculations on ion pairs as well as through periodic calculations of

crystalline [bmim][PF6].

Chapter 4 discusses the influence of the symmetry of the imidazolium cation on

the structure and properties of the ionic liquid-vapour interface. The anion chosen

was bis(trifluoromethylsulfonyl)imide (NTf2). At the interface, both cations and

anions were present, and the alkyl chains of the former preferred to orient out into

the vapour phase. A large fraction of cations were oriented with their ring normal

parallel to the surface and alkyl chains perpendicular to it. These orientational

preferences were reduced in ionic liquids with symmetric cations. The electrostatic

potential difference between the liquid and the vapour phases was positive and

decreased with increasing length of the alkyl group. The calculated surface tension

of the liquids too decreased with increasing alkyl chain length and its value for a

liquid with a symmetric cation was marginally higher than that for one with an



asymmetric, isomeric cation.

Chapter 5 presents studies on free standing nanoscopic clusters of [bmim][PF6]

with diameters in the range of 2-8 nm. The butyl tail groups of the [bmim]+ ion

protrude outwards from the surface of the cluster while the ring centres lie beneath.

The number densities of cation ring centres showed a non-uniform distribution near

the surface in comparison to that of anions. An electrostatic potential drop of -

0.17 V has been calculated across the cluster-vapour interface for the largest cluster

studied. The effective interaction potential between the clusters was found to exhibit

a short-ranged, strong attractive well. A linear dependence of this well depth on

the cluster size was observed, consistent with the predictions of the interpenetration

model for inter-micellar interactions.
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Chapter 1

Introduction

The adoption of environmentally benign processes and procedures in chemistry is

gaining increasing importance recently. Such an approach comes under the general

term “Green Chemistry”. Apart from aiming for the use of fewer reactants to gen-

erate desired products, recyclability of unreacted components, increase of product

yield, avoiding processes which consume large energies, green chemistry also advo-

cates the use of environmentally acceptable solvents as chemical reaction media.

Solvents in this category are called “Green Solvents”. They are expected to be

non-toxic, non-flammable, to possess low vapour pressure and recyclable, and thus

could be an attractive alternative to volatile organic compounds (VOCs) [1]. VOCs

are being abundantly used in chemical processes for mass and heat transfer. They

are also being used in separations and purification processes. They are an integral

and primary component in cleaning agents, adhesives, and coatings. Therefore, the

widespread use of such organic solvents contribute significantly to the generated

waste in the chemical processes.

Research in this area has grown enormously over the last 10 years [2, 3]. Green

solvents must first of all be able to dissolve the solutes and in addition, be non-

volatile, less toxic, easily recyclable, inert, nonflammable, biodegradable, and should

not contaminate the product. These properties are termed as the environmental,

1
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health, and safety (EHS) properties to categorize the solvents as “environmentally

poor” or “environmentally benign” solvents [4, 5]. They should also possess a high

degree of solubility for both polar and non-polar solutes. Examples of such solvents

include: water, supercritical fluids, room-temperature ionic liquids (RTILs), etc.

[5].

Ionic liquids (ILs) can be categorized into three classes. They are: inorganic,

protic, and aprotic ILs [6,7]. Inorganic ILs are salts composed of inorganic ions and

have a high melting point. Protic and aprotic ILs are made up of mostly organic

cations and organic/inorganic anions. ILs where a proton is transferred from an

inorganic acid to a Bronsted base are called “protic”.

This thesis is focussed on aprotic RTILs.

1.1 Room Temperature Ionic Liquids

Although there exists no concrete definition for RTILs, they could in general be

defined as liquids composed entirely of ions at room temperature. Convention-

ally, following Paul Walden [8], the term room temperature ionic liquids is allowed

to be used for salts which melt below 100oC. Unlike inorganic molten salts which

melt at much higher temperatures, RTILs possess low melting points [4,9,10]. The

constituent ions in the former are mostly non-molecular; hence the electrostatic in-

teraction between unlike ions is rather strong which increases the stability of the

corresponding crystalline phases and thus the melting point. Common examples

of inorganic ionic crystals are NaCl, ZnCl, MgCl2, AlCl3 etc. The strong electro-

static interactions among the ions increase the Madelung energy in the case of ionic

crystals, which is the cause of their high melting temperatures. For example, the

melting point of NaCl is 801 oC [11]. On the other hand, RTILs are generally com-

posed of large, organic, and mostly asymmetric cations having poor coordination

with organic/inorganic, reasonably large anions. The bulky and asymmetric nature
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of the ions hinder the packing among the ions leading to weak covalent bonds be-

tween them. There also exists a possibility of weak hydrogen bonding interactions

between the cations and anions, which further fluidizes the ionic liquids. An expo-

sition of the similarities and differences between inorganic molten salts and RTILs

was provided by Kirchner and coworkers recently [12,13].

In addition to the molecular structure of the constituent ions, the type and

strength of the interactions between them play a crucial role in deciding many of the

physico-chemical properties of RTILs [4, 14–17]. Apart from the electrostatic inter-

action between the ions, dispersion between the alkyl groups and directional ion-ion

hydrogen bonding exist in RTILs. Depending on the applications they are meant to

be used for, RTILs can be synthesized by a suitable choice of cation and anion. Some

of the commonly used cations are imidazolium, pyrazolium, triazolium, thiazolium,

oxazolium, pyridinium, pyridazinium, pyrimidinium, pyrazinium, pyrrolidinium etc.

Anions can be broadly divided into two groups, fluorous and non-fluorous. The

common inorganic fluorous anions are tetrafluroborate and hexafluorophosphate,

and the organic, non-fluorous anions include sulfonate, imide and methide. Fig-

ure 1.1 shows the structure of some cations and Figure 1.2 shows structures of some

of the anions.

The properties of ionic liquids change readily by changing the type of an ion. For

example, 1-n-butyl-3-methylimidazolium ([bmim]) tetrafluoroborate ([BF4]) is fully

miscible with water [4], whereas its hexafluorophosphate ([PF6]) analogue dissolves

up to only 2 wt % in water [18]. The dependence of physico-chemical properties of

ILs on the nature of cations and anions is given in detail later.

Thus, in principle, millions of binary RTILs and many more ternary RTILs can

possibly be made in comparison to around 1,000 available molecular solvents till

date [15]. Hence, RTILs are sometimes referred to as “designer solvents” or “ tailor-

made solvents”.
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Figure 1.1: (a)1-butyl-3-methylimidazolium (b)N-ethyl-methylpyrrolidinium
(c) Tetramethylammonium. Colours : Nitrogen–blue, Carbon–cyan, Hydrogen–gray
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Figure 1.2: (a)Tetrafluoroborate[BF4]
− (b)Hexaflourophosphate[PF6]

−

(c)Bis(trifluoromethanesulfonyl)imide[NTf2]
−

(d)Trifluoromethanesulfonate[CF3SO3]
− (e) Dicyanamide [N(CN)2]

−.
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ILs have an abundance of charge carrying entities, which allows them to be used

as solvents without the need for a supporting electrolyte [9, 16, 19]. Further, their

wide electrochemical window enables them to be used as electrolytes. They are

non-flammable, non-corrosive, thermally and hydrolytically stable. In general, they

possess a wide liquid range. They have a negligible vapour pressure, hence can be

considered as non-volatile. Many RTILs are much more viscous than traditional

solvents. The viscosity of [bmim][PF6] is around 250 cP [20–22]. RTILs are also

proven to be good solvents or catalysts for many organic reactions [14,23,24].

1.1.1 Synthesis

The first RTIL, ethylammonium nitrate ([EtNH3][NO3]) was synthesized in 1914

[8]. It has a melting point around 12 oC. [EtNH3][NO3] was synthesized from con-

centrated nitric acid (HNO3) and ethylamine. The synthesis of ionic liquids consists

of two chief steps: first is to prepare the desired cation and the second step is to per-

form the anion exchange reaction to get the desired IL. Welton published a quality

review on the use of RTILs for synthesis and catalysis [14].

Cations are synthesized by either the process of “protonation” with an acid or

by the “quaternization” of an amine, phosphine, or sulfide, using a haloalkane or di-

alkylsulfates (alkylating agent). Along with the first synthesized IL ([EtNH3][NO3]),

many ILs having 1-alkylimidazolium as the cation with anions such as chloride, ni-

trate, and tetrafluoroborate have been synthesized by using the protonation method [25].

The most commonly used imidazolium ILs can also be prepared by the quaterniza-

tion method [26], by heating 1-alkylimidazoles with haloalkanes at an appropriate

temperature. In this procedure, the reaction temperature and the time required for

completion greatly depends upon the length of the alkyl chain. In practice, some

basic protocols have been employed in these reactions to make the reaction envi-

ronment free of contaminants like, water and oxygen. Although haloalkanes are the
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primary alkylating reagents for quaternization reactions, nevertheless other reagents

like methyl or ethyl triflate, methyl trifluoroacetate, methyl or octyl tosylate could

be used to carry out the reaction. The advantage of using these alkylating reagents

over the haloalkanes is that at the end of the chemical reactions, there would not be

any unwanted by-products such as halides as found in case of the use of the latter.

The next process, i.e. the anion exchange could be approached through either of

two methods. The“metathesis method” or the “acid-base neutralization method”.

The first air and water stable ILs based on 1,3-dialkylmethylimidazolium cations

were prepared through metathesis reaction between [EMIM]I and a number of silver

salts (Ag[NO3], Ag[NO2], Ag2[SO4]) in methanol or aqueous methanol solution [27].

The first water-insoluble IL [EMIM][PF6] had been synthesized from the metathesis

reaction between [EMIM]Cl and HPF6 [28]. In acid-base method, RTILs are formed

from the reaction of halide salts with Lewis acids (AlCl3). Figure 1.3 depicts a

common route for the synthesis of ILs involving the cationization of the heteroatomic

compound followed by anion metathesis reaction.

Figure 1.3: Synthesis of ionic liquids.

A third simple/direct way for synthesis of ionic liquid is the ”direct combination

of a halide salt with a metal halide” [14].
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1.1.2 Physical and Chemical Properties

Dielectric Constant

The dielectric constant of a substance is the ratio of its permittivity to that of

free space. The solvation properties of RTILs depend greatly on the polarity of the

liquid. Knowledge of polarity is of immense importance for designing task-specific

ILs. The most common polarity scale relies on the static dielectric constant (ǫ0),

which reflects the polarization caused by the molecular dipole moment. Although

the measurement of dielectric constant for a sample which is also conducting is

not straightforward, many research groups have come up with methods to measure

the dielectric constant of ILs experimentally as well as using simulations [29–34].

The dielectric constant of RTILs is found to fall in the range of 8-14, which is a

moderate number and easy to handle, as substances with high dielectric constants

break down more easily when subjected to intense electric fields. Table 1.1 compares

the dielectric constants of RTILs against other common substances.

Materials Dielectric constant(ǫ0)

Vacuum 1.0
Air (dry) 1.0006

Polystyrene 2.6
Paper 3.6
Water 80

Ionic liquids 8-14

Table 1.1: Static dielectric constant of few substances.

Solvent Properties

The values of dielectric constant of RTILs from Table 1.1 reveal that RTILs are

moderately polar. The polarity of RTILs influence their miscibility and solvating

power with organic compounds. Due to the large difference in their polarities, non-

polar solvents such as hexane and toluene are immiscible with RTILs. It has been

found that carbon dioxide is soluble in many RTILs, whereas other gases such as
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hydrogen, carbon monoxide, and oxygen are not readily soluble. It has recently

been shown that addition of carbon dioxide could enhance the solubility of other

gases (oxygen and methane) in some RTILs [35]. Table 1.2 shows the miscibility of

1-n-butyl-3-methylimidazolium hexafluorophosphate [PF6] with some of the volatile

organic cosolvents.

Hydrophobicity/Hydrophilicity

Hydrophobicity or hydrophilicity of ILs is desired depending upon its applica-

tions. The nature of both cation and anion influence this property. For exam-

ple, while both [bmim][Cl] and [bmim][BF4] are soluble in water, [bmim][PF6] and

[bmim][NTf2] are not [36]. As expected, the longer the alkyl chain on the cation

is, the more hydrophobic the IL becomes; [bmim][BF4] is soluble in water, while

[omim][BF4] is immiscible [37]. Until 2004, there was only one proven method avail-

able for quantifying these characteristics and it was being done by comparing the

IL-water partitioning in a biphasic alcohol-water system. In 2004, Lee and workers

came up with the technique of self-assembled monolayers (SAMs) to quantify the

effects of anions on hydrophobicity and hydrophilicity [38].

Hygroscopicity is yet another important property of ILs in this context. It influ-

ences, among other quantities, their viscosity. It has been shown that ILs become

less viscous with increasing water content [39,40]. Hydrolysis may also occur in the

presence of water in ILs.

Solvent Miscibility

Water Largely immiscible
CH3OH Miscible
CH3CN Miscible
Acetone Miscible
CH2Cl2 Miscible
Toluene Immiscible
Hexane Immiscible

Table 1.2: Miscibility of [bmim][PF6] with other cosolvents.
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Volatility

Aprotic ILs are largely non-volatile [15], while protic ILs could be volatile as

the acidic proton of the cation would combine with the basic anion to form neutral

species which could evaporate. Molecular dynamics simulations of Maginn and co-

workers on [bmim][PF6] IL [41, 42], yield estimates of its vapour pressure to be as

low as 10−11 Pa at 300 K, which in typical experimental environments (10−3 Pa

and ambient temperature) is difficult to obtain and hence it was believed that ILs

are non-volatile. Maginn et al [41, 42] have calculated the enthalpy and entropy

of vapourization, from which the vapour pressure value is estimated. They also

obtained very high cohesive energy density for the IL (∼ 761 Jcm−3), which comes

mainly from the electrostatic interaction between the ions and hence results in the

low vapour pressure. Recently, there were some notable experimental studies where

the researchers were able to distill ILs at moderately high temperatures and low

pressures without decomposing them. Thus, the ILs could be vapourized [43, 44],

There are few excellent reviews addressing this important property of ILs [45,46].

Melting Point and Liquid Density

The most important property of RTILs is the melting point temperature. ILs

melt without decomposing or vapourizing. Due to the large molecular volumes over

which the charge is distributed, inter-ion interaction is relatively weak which leads to

a lower stability of their crystalline phase. Melting points can primarily be measured

through differential scanning calorimetry (DSC) experiments.

The melting point of the ILs reduce with increase in the size of the cations and

anions [10, 37, 47]. Other ways to lower the melting point could be introduction of

ion flexibility, inefficiencies of packing, and non-charge bearing hydrocarbon groups.

Symmetry of the ions has a major contribution in determining the melting point as

well. Increasing symmetry in the ions increase melting points by enabling efficient

packing in the crystal cell. It has also been observed that increase in the degree of
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chain branching increases the melting point. The thermal stability of ILs are usually

high compared to other organic solvents.

Reported densities of RTILs vary between 1.1 gm/cc and 1.8 gm/cc. It has been

observed that for a given anion, density of the ionic liquid decreases with increase

in the alkyl chain lengths of the imidazolium based cation [20,48,49].

Viscosity

The internal friction of the fluid gives rise to the viscosity and it is the resistance

of the fluid to flow. Fluids are divided into two groups based on their viscosity

behaviour–Newtonian and non-Newtonian. The viscosity of Newtonian fluids is in-

dependent of the applied strain, whereas that for non-Newtonian liquids varies with

the strain rate and can either thicken or thin with the applied strain. Within ex-

perimentally accessible strain rates, RTILs have been found to be Newtonian [4].

RTILs are also more viscous than most common molecular solvents. Viscosity is an

important property as it controls the rate of a chemical reaction due to its strong

effect on the rate of mass transport and also it has a strong impact on the diffusion

mechanism of the system. The viscosity of RTILs could be in the range of 10 cP-

500 cP. Viscosity of RTILs depend strongly on temperature and it decreases with

increasing temperature [21, 50]. It has been observed that the presence of even a

very small amount of impurity drastically alters the viscosity [39, 51]. Addition of

20 mol % of cosolvents such as water, acetone, ethanol, ethyl acetate, toluene etc.

have shown to reduce the viscosity of [bmim][BF4] by 50 % [39].

The size of ions plays an important role in determining the viscosity in ILs. For

a fixed anion, the larger the alkyl group on the imidazolium cation, the larger is

the viscosity. Whereas for a fixed cation, the trend does not depend entirely on the

size of the anion, it also depends on the ability of the anion to form weak hydrogen

bonds with the cation.
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Conductivity

Electrical conductivity of a solvent is of great importance when it is used for elec-

trochemical applications. It depends upon the available charge carriers and their

mobility. Although RTILs are composed purely of ions, not all of them contribute

to the measured total electrical conductivity. The smaller than expected ionic con-

ductivity in ILs are due to the reduction in available charge carriers, which can

be a consequence of ion pairing or aggregation or correlated ion motion. It has

been observed that even a very small amount of impurity alters the conductivity

significantly [52–54]. Seddon et al had reported that the presence of chloride ion

decreased the conductivity while the presence of water increased it [39]. Generally

the conductivity of ILs ranges from 10-30 mScm−1, but recently ILs made up with

[(HF)2.3F]− anion have been shown to have high values, around 100 mScm−1 [55].

Table 1.3 lists the measured viscosity, conductivity, density for a group of imi-

dazolium cation based RTILs [48,56–62] at a pressure of 1 atmosphere.

Liquid Range

The liquid range of a solvent is the temperature span between the melting and

boiling points of the solvent. In other words, it defines the range of temperatures

within which the system remains in its liquid state. RTILs hold a relatively large

liquid range as opposed to common molecular organic solvents; for example, water

has a liquid range of 100 oC and dichloromethane has a liquid range of 145 oC,

whereas for ILs the range can be as large as 400 oC [37] or more. The lower limit of

the liquid range for RTILs extends due to the relative weak interaction between the

ions and hence the lower temperature limit for solidification decreases. For molecular

solvents, the upper limit of the liquid phase (boiling point) is vapourization, whereas

for RTILs it is rather the thermal decomposition of ions as they are almost non-

volatile.
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RTILs Viscosity (Pa s) Electrical conductivity (S/m) Density (kg/m3)

[emim] [DCA] 0.0145(298.1 K) [60] 2.928(298.1 K) [60] 1100.8(298.1 K) [60]

[emim] [BF4] 0.036(298.1 K) [60] 1.57(298.1 K) [60] 1288.8(298.1 K) [60]

[emim] [PF6] 0.0171(353.1 K) [56] – 1421.8 (353.1 K) [59]

[emim] [NTf2] 0.032(298.1 K) [60] 0.921(298.1 K) [60] 1519.3(298.1 K) [60]

[bmim] [DCA] – 1.052(298.1 K) [62] 1058.0(297.1 K) [58]

[bmim] [BF4] 0.0914(303.1 K) [56] 0.352(298.1 K) [61] 1202.08(298.1 K) [61]

[bmim] [PF6] 0.249(298.1 K) [57] 0.146(298.1 K) [62] 1368(298.1 K) [57]

[bmim] [NTf2] 0.04(303.1 K) [48] 0.4708(303.1 K) [48] 1439.7(303.1 K) [48]

[hmim] [NTf2] 0.054(303.1 K) [48] 0.27(303.1 K) [48] 1360.8(303.1 K) [48]

[omim] [NTf2] 0.071(303.1 K) [48] 0.165(303.1 K) [48] 1316.9(303.1 K) [48]

Table 1.3: Viscosity, electrical conductivity and density of a few RTILs. Value in
parentheses is temperature.

Electrochemical Window

In electrochemistry, the potential range between which the substance does not

get oxidized or reduced is defined as its electrochemical window. For their use in

electrochemical applications, the stability of RTILs against high voltage differences

is very important. It has been been found experimentally that RTILs do possess

a comparatively large electrochemical window over the organic solvents. RTILs

decompose when a voltage difference larger than 4-6 V is applied, which is the

typical range of electrochemical window for RTILs [47, 63, 64]. The cathodic and

anionic limits are determined by the reduction and oxidation of cations and anions

respectively, which establishes the electrochemical potential range. Bonhote and

coworkers [47] have studied a group of RTILs on platinum electrode and infer that

the electrochemical window depends very much on the particular combinations of
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the ionic substituents along with the identity of the cations and anions. It has

recently been shown that the electrochemical window also depends on the working

electrode [65,66].

1.1.3 Applications

Other than being unique solvents, RTILs are vastly used as electrolytes in lithium

batteries, as lubricants, in sensors, in dye-sensitized solar cells, capacitors, synthesis

of nanoparticles, multi-walled nanotubes etc. A brief descriptions on some of its

applications is given below.

Solvents

RTILs are the main candidates for the replacement of volatile organic compounds

to be used as solvents [3, 9, 14]. They are good solvents for both organic and in-

organic solutes, and even for a few enzymes [67]. Solubility of gases like carbon

dioxide, methane, ethane, argon, oxygen, hydrogen, nitrogen, carbon monoxide in

RTILs, [bmim][PF6] and [bmim][BF4] have been studied by Maginn et al [68, 69].

Dissolution of carbon dioxide in RTILs have been studied [68–70]. Maginn and

co-workers have examined the effect of the nature of anions on the gas solubil-

ity in RTILs and found that it contributes significantly. For example, they found

bis(trifluoromethylsulfonyl)imide anion based RTILs had the largest affinity for car-

bon dioxide, irrespective of the nature of cations used [71]. RTILs are shown to be

very good solvents for a few Diels-Alder reactions [72, 73] over molecular solvents.

ILs are used as solvents in alkylation of sodium β-napthoxide, hydrogenation reac-

tions, hydroformylation, dimerization of butadiene, Heck reactions, Friedel-Crafts

acylation etc. [14].

Synthesis

Synthesis of many compounds in RTILs are being reported. There exist two

volumes of a book dealing with a range of synthetic procedures to be adopted in
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RTILs [4]. Their high heat capacity and ability to perform novel separations, enables

the platform to conduct some reactions that are difficult to perform in water or even

supercritical fluids. For example, the widely used Grignard reagents in synthesis

processes are moisture sensitive. However, it has been shown that Grignard reactions

can be carried out in phosphonium based ILs [23, 24]. RTILs are very effective in

stabilizing metal nanoparticles [74, 75]. RTILs are also being routinely used in

polymer synthesis and for biocatalysis processes.

Electrolytes

Due to their unique physico-chemical properties such as non-flammability, low

vapour pressure, high conductivity, high stability, RTILs are one of the most promis-

ing electrolyte media in electrochemical devices. RTILs composed of imidazolium or

pyrrolidinium cations with bis(trifluoromethanesulfonyl)imide (TFSI), bis(fluorosufonyl)imide

anions are being greatly used as electrolytes without any solvent in rechargeable

lithium ion batteries [76–83]. IL-based gel type membranes have currently emerged

as good separators to be used in advanced lithium batteries for safety and reliability

purposes over the liquid electrolytes [84–86].

Lubricants

Room temperature ionic liquids are shown to act as good lubricants for a va-

riety of material-material contacts. 1-hexyl-3-methylimidazolium tetrafluoroborate

([HMIM][BF4]) and 1-hexyl-3-ethylimidazolium tetrafluoroborate ([HEIM][BF4]) were

shown to be potent synthetic lubricants for steel/steel, steel/aluminum, steel/copper,

steel/SiO2, etc. These ILs showed excellent friction reduction, antiwear performance

and high load-carrying capacity [87]. IL lubricants are used in three different ways:

as base oils, additives and thin films [88]. It has been shown that due to the presence

of the active element, Phosphorus, phosphonium based ILs shows better friction re-

duction and anti-wear ability than imidazolium based ILs [89,90]. Depending upon

the alkyl chain length of the cation, nature of the anion and the molecular polarity,
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this property can be tuned [91–94].

1.2 Studies on Structure, Dynamics, and Inter-

faces of RTILs

The structural and dynamical behaviour of RTILs are interesting due to the unique

physical properties and the complex interactions between the constituent cations

and anions. Since last decade, experimental and theoretical research on this topic

has advanced our understanding on the microscopic details of the structure and

dynamics.

Hamaguchi et al have carried out Raman spectroscopy and X-ray scattering

experiments to obtain the crystal/liquid structure of a set of ILs [95–97]. Neutron

scattering experiments too have been used to elucidate the intermolecular structure

of many ILs [98–100]. The intermediate range order in ionic liquids is likely to be

related to charge ordering. A chief observation from these studies is the existence

of inter-ionic hydrogen bonding among the cation and anion [101–106].

The transport coefficients of ionic liquids and their dependence on pressure, tem-

perature, density, and other quantities have been measured especially with NMR

techniques [107–112]. It has been observed that inspite of having larger ionic radii

and complex shapes, cations diffuse faster than anions in most of the ILs. Needless

to state, this observation will not hold good if the mass of the cation is much larger

than that of the anion. The response of viscosity to temperature and pressure has

been measured by Kanakubo et al for a number of ILs, and it could be fitted to the

Vogel-Fulcher-Tammann (VFT) equation [21,113–115]. The correlation between the

molecular structure and physico-chemical properties is a well studied topic. Studies

have been carried out to elucidate the effect of variation in the alkyl chain lengths

of the cation and the nature of anions, on the volumetric, vibrational and transport
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properties [48,57,116,117]. The orientational dynamics of the ions were characterized

by using NMR and optical Kerr effect experiments [118, 119]. Relaxation processes

and the time scales associated with them in the ILs could be captured from neutron

scattering, and dielectric relaxation experiments [99,120–122]. The presence of mul-

tiple relaxation mechanisms and the associated time scales have been determined

through a Kohlrausch-Williams-Watts (KWW) fit to the relaxation data.

A large number of simulation studies on RTILs have been conducted to charac-

terize their structural, dynamical, thermophysical, and transport properties. The

first simulation in this regard was probably the one carried out by Lynden-Bell

et al [123]. The microscopic details of the structure and interactions of ILs have

been explored by using ab-initio molecular dynamics simulations and the presence

of the strong hydrogen bonding interaction between the acidic hydrogen atom (hy-

drogen attached to the carbon on the imidazolium ring between the two nitrogen

atoms) and the anion has been shown [124–134]. MD simulations turned out to be of

great importance while determining the dynamical properties for the ILs. Transport

properties such as diffusion coefficients for cations and anions, viscosity, thermal and

electrical conductivity could be calculated using simulations for a variety of ILs and

were found to match with experimental data [135–139]. Among all the transport

properties, viscosity has gained special attention as it is a collective quantity and

hence is challenging to calculate for viscous fluids. A number of studies have been

devoted to measure the viscosity of RTILs and to monitor its response to various

external influences [140–143].

The collective dynamics and correlated diffusion of the ions have been inferred

from the difference between the actual transport coefficient values and the ones

calculated using the Nernst-Einstein relation [144,145]. It has been observed that the

correlations are very short-lived [146]. The cooperativity among the ions in RTILs

has been studied by using density functional theory (DFT) based quantum chemical
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calculations [147] and a strong cooperativity is found in these cases. Heterogeneity

in ion dynamics has been probed by calculating the non-Gaussian parameter in the

structural relaxation [137,144,148–150]. The power spectrum for the individual ions

and for the whole system have been calculated from the Fourier transform of the

respective velocity auto-correlation functions in order to characterize the specific

motions of the ions at particular frequencies [126,138,151,152]. The current status

of ILs and the possibilities of studying them through using molecular simulations

have been reviewed thoroughly by Maginn [153].

Numerous experimental and simulation studies have been carried out to charac-

terize the structure (populations, orientation of ions, surface tension, electrostatic

potential) and dynamics of RTILs at air, liquid, as well as solid interfaces. Sum fre-

quency generation (SFG) vibrational spectroscopy, direct recoil spectroscopy (DRS),

and X-ray reflectivity are some of the well known techniques used for this purpose.

SFG studies on imidazolium cation based ILs at the air/IL, liquid/IL, solid/IL, in-

terfaces have been conducted primarily to determine the orientation of cations and

anions at the interfaces [154–165]. The conclusions from these studies are that both

the ionic species are present at the interfacial region with the imidazolium ring lying

flat along the surface plane and the butyl chain projecting out of the surface. X-

ray reflectivity [166–170], neutron reflectrometry, DRS [171, 172] experiments have

been carried out to obtain the properties at the IL interfaces. The air/IL interface

studies have recently been summarized by Baldelli [173]. Surface-enhanced Raman

scattering (SERS) has also been carried out at silver electrode/IL ([bmim][PF6])

interface and the electrostatic potential has been determined at the interface [174].

Figure 1.4 shows a schematic depicting the general arrangement of ions at the ionic

liquid-vapour interface.

A large number of simulations have been carried out in order to complement
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and support the experimental results. Simulation studies on vacuum/IL inter-

face [175–180], liquid/IL interface [181–184], solid (rutile,gold,saffire,graphite)/IL

interface [185–189] have revealed that the interface is occupied with both the cations

and anions. Alkyl chains of the cations protrude out and constitute the outermost

layer of the interface. Charge ordering is observed at the interfaces. The imidazolium

cations are found to lie at the interface with their ring normals perpendicular and

alkyl chains parallel to the surface normal. Thus, there is a segregation of polar

(imidazolium ring and anion) and non-polar (alkyl groups) regions at the interface.

It is also seen that the surface tension decreases with an increase in the alkyl chain

length of the cation. The dynamics of the ions at these interfaces have also been

determined through simulations [190,191].

Figure 1.4: Schematic showing the arrangement of ions at the IL-vapour interface
for [bmim][PF6] liquid.
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1.3 Methodology

Computer Simulations

Over the last several decades, computer simulations have played a major role in

our understanding of the microscopic behaviour of substances in general and liquids

in particular [192]. Simulations serve as a bridge between theory and experiment: a

proposed theory could be tested by performing simulations using the same model, as

it could be tested by conducting experiments. Another advantage of simulations is

that they can be carried out at extreme conditions (like very high temperature and

pressure) where experiment may not be possible. So, simulations are also termed

as ”computer experiments”. Two main methods of simulations are – Molecular

Dynamics (MD) and Monte Carlo (MC). MD method is deterministic while MC is

based on stochastic events. The MD method has been employed to carry out the

simulations in this thesis and a brief description is given below. The advantage of

MD over MC is that, it is possible to obtain the dynamical properties of the system

using MD simulations.

1.3.1 Molecular Dynamics Simulations

MD simulation technique is a numerical way to solve the classical Newton’s equations

of motion. Once the potential of interaction is available, for a simple atomic system,

these can be formulated as,

Fi = − ∂

∂ri

U (1.1)

mir̈i = Fi (1.2)

where Fi is the force acting on the ith particle, ri is the position and mi is the

mass of ith particle. For a system consisting of N number of particles, the potential

energy (U) will be a function of the coordinates, i.e., U(rN), where; rN = (r1, r2,

r3,.....rN). The kinetic energy then would be given by, K(pN) =
∑N

i=1 p2
i /2mi, and
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pN = (p1, p2, p3,.....pN). The Hamiltonian H(rN , pN) is represented as,

H(rN,pN) = U(rN) +
N
∑

i=1

pi
2/2mi (1.3)

The Hamilton’s equations for this system is given as,

ṙi =
∂H

∂pi

=
pi

mi

(1.4)

ṗi = −∂H

∂ri

= Fi (1.5)

Thus, given the initial positions and momenta of the particles, these coupled

equations of motion need to be integrated numerically to determine ri and pi as

a function of time. To start a MD simulation, the initial positions of the system

of interest is either taken from crystal databases (if one is reported) or can be

generated by placing the atoms randomly in a lattice, after ensuring that there is no

overlap between the positions of any two particles. The initial velocities are chosen

at random from the Maxwell-Boltzmann distribution depending upon the desired

temperature. The temperature of the system can be calculated by,

T (t) =
1

kB

N
∑

i=1

mivi
2(t)

Nf

(1.6)

where, kB is the Boltzmann constant, vi is the velocity of particle “i”, and Nf is

the number of degrees of freedom. To retain the temperature at a constant value

(T), the velocities are rescaled with a factor (T/T(t))1/2 (or, one can use extended

system MD methods; see later).

To get rid off the surface effects on the system, the simulation cell is replicated

periodically infinite times in all dimensions (periodic boundary conditions) [192].

During the course of simulation, if a particle moves out of the cell, its periodic im-

age from the neighbouring cell enters into it and the number density in the central
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simulation cell is conserved. In that case, the force calculation becomes of the order

of N2 for a system of N particles, after implementing the minimum image conven-

tion [193]. Minimum image convention takes care that every particle interacts with

the closest atoms or the images from the periodic array. Thus, the force calculation

turns out to be the most expensive part in a simulation, in terms of the computa-

tion time. Hence, an approximatation on the interaction could be made to make the

force evaluation faster, by defining a cut-off distance (rc). The interactions among

the particles that are present within the cut-off distance are taken into account for

the force calculation. If a pair distance r is greater than rc, its contribution to the

total energy is zero. rc should be less than half the box length in case of a cubic

box, to be consistent with the minimum image convention.

The integration time step of a MD simulation must be chosen judiciously. The

necessary criterion is that it should be much smaller than the fastest process occuring

in the system. But in order to generate longer trajectories of the dynamics, it

should be large enough, for the sake of efficiency. While choosing larger time steps,

accuracy of numerical integration should not be lost. To handle systems involving

interactions of multiple time scales efficiently, multiple timestep algorithms have

been developed [194]. The idea behind these algorithms is to treat the short-range

forces very frequently with time, which requires a small integration time step and

the relatively slow varying long-range forces can be handled with a larger time step

and less frequent force evaluations.

Several algorithms have been developed to solve the equations of motion over

time, e.g., position Verlet [195, 196] algorithm, leap frog algorithm [197], velocity

Verlet [198] algorithm, Gear predictor-corrector algorithm etc. Verlet algorithms

are the simplest and efficient for most of the MD simulations. Other important

criteria which makes it a reliabale one are its time reversal, area preserving and

energy conservation qualities. The velocity Verlet method has been used in all the
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simulations in this thesis.

Velocity Verlet Algorithm

pi(t +
1

2
δt) = pi(t) +

1

2
δtFi(t) (1.7)

ri(t + δt) = ri(t) + δtpi(t +
1

2
δt)/mi (1.8)

pi(t + δt) = pi(t +
1

2
δt) +

1

2
δtFi(t + δt) (1.9)

1.3.2 Constant Temperature MD Simulations

The Hamilton’s (or Newton’s) equation of motion generate a trajectory in micro-

canonical or the constant NVE ensemble. However, laboratory experiments are

carried out at constant temperature and constant pressure.

In the canonical ensemble (constant NVT), the temperature of a system is main-

tained at a constant value by coupling the system to bath which is at a temperature

T. Particle exchange between the bath and system is not allowed, but energy transfer

is allowed. Many methods have been proposed to carry out constant-temperature

simulations, such as the constraint method [199, 200], stochastic method [201, 202],

and extended-system methods [203–206]. The extended system is a more stable and

efficient approach. A brief note on the extended system Nosé-Hoover chain method

is given below.

Martyna et al [207–209] came up with the Nosé-Hoover chain method for the

generation of a MD trajectory in the canonical ensemble. In this formalism, the

bath is described by a set of coupled thermostats. The thermostat variables are η1,

η2,..., ηM and their conjugate momenta are pη1
, pη2

,..., pηM
. The equations of motion

are given by,
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ṙi =
pi

mi

ṗi = −∂U

∂ri

− pη1

Q1

pi

η̇i =
pηi

Qi

ṗη1
=

N
∑

i=1

pi

mi

· pi − NfkBT − pη2

Q2

pη1
(1.10)

ṗηi
=

p2
ηi−1

Qi−1

− kBT − pηi+1

Qi+1

pηi
i = 2, ...,M − 1

ṗηM
=

p2
ηM−1

QM−1

− kBT

where −∂U(ri)
∂ri

represents the force on particle i due to all the other particles in

the system and Nf is the number of degrees of freedom. These equations known

as the Nosé-Hoover chain (NHC) or Martyna-Tuckerman-Klein (MTK) equations.

The conserved Hamiltonian then is given by:

H ′ =
N
∑

i=1

p2
i

2mi

+ U(r) +
M
∑

i=1

p2
ηi

2Qi

+ NfkBTη1 +
M
∑

i=2

kBTηi (1.11)

1.3.3 Force Field

Force field refers to the functional form and set of parameters that describes the

potential energy of a system of atoms (or molecules) to carry out classical MD/MC

simulations. The functional form and parameter set could be derived either based

on experimental data or from high-level quantum mechanical calculations or a mix

of both. The total potential energy of a system of molecules has contributions from

the bonded interactions (atoms linked by covalent bonds) as well as from nonbonded

long-range interactions (electrostatic and van der Waals) between the atoms. Hence,

in the force field parametrization, the total potential energy is written as,
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Etotal=Ebonded+Enonbonded

where,

Ebonded=Ebond+Eangle+Etorsion

Enonbonded=Eelectrostatics+EvanderWaals

The functional forms for bond and angle energies are usually modelled as har-

monic oscillators. Torsional interactions could be represented in a variety of ways

such as cosine series, power series etc. Improper torsions are also required to enforce

planarity of ring molecules. Further, atoms could interact via electrostatic forces.

van der Waals interactions can be represented by Lennard-Jones (12-6) terms. Some

popular classical force fields are AMBER [210], CHARMM [211], GROMACS, GRO-

MOS, OPLS [212] etc.

Potential parameters for RTILs

A large number of force field parameters have been developed in recent years to

mimic the structural and dynamical behaviour of RTILs computationally. A well

used force field is that of Lopes and co-workers [213–218]. Other force fields include

that of Wang and co-workers [219–221], Stassen and co-workers [222, 223], and

many others for specific liquids [22, 41, 123, 139, 224–229]. While the interaction

terms among the various force fields are nearly the same, the parameters vary. The

force field development methods and the associated limitations are reviewed by

Hunt [230].

Given below is an expression for the potential energy of a system of atoms, which

includes bonded and non-bonded interactions and is in the form of the CHARMM

force field.
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U ({r}) =
1

2

bonds
∑

ij

Kij
r

(

rij − r0
ij

)2
+

1

2

angles
∑

ijk

Kijk
θ

(

θijk − θ0
ijk

)2

+
dihedrals
∑

ijkl

6
∑

n=0

aijkl
n cosnφijkl +

1

4πǫ0

N
∑

i

N
∑

j>i

qiqj

rij

+
N
∑

i

N
∑

j>i

4ǫij

[

(

σij

rij

)12

−
(

σij

rij

)6
]

(1.12)

where i, j, k, and l denote atom indices, qi and qj are the partial charges of ith and jth

atom respectively, ǫ0 is the permittivity of free space, Kij
r and Kijk

θ are the stretching

and bending force constants respectively, φijkl is the dihedral angle, and rij is the

interatomic distance between atoms i and j. The non-bonded interaction comes into

picture only for those atoms separated by more than three bonds. However, in some

force fields such as AMBER and OPLS, non-bonded interactions may be calculated

for atoms separated by more than two bonds, with a scale factor.

1.3.4 Long Range Interactions

A long-range potential is defined as one in which the interaction decays no faster

than r−d, where d is the dimensionality of the system. Coulombic interaction comes

under this catagory, as it falls as r−1. In this potential, significant contributions to

the total potential energy exist even for distances greater than the cutoff distance

(< box-length/2). The Coulomb sum is also conditionally convergent. One way

to solve these problems is to increase the number of particles (N) sufficiently large,

so that screening by neighbours could decrease the range of interaction. But as

MD simulation is a O(N2) problem, the resulting computational cost would be very

expensive. Hence, methods to exactly treat the long range nature of the electrostatic

interactions have been developed. These include: Ewald summation technique,

particle mesh Ewald(PME), particle-particle particle-mesh (PPPM). A brief note
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on the Ewald sum method is given below.

Ewald Summation Method

The Ewald sum is a lattice sum method, which includes the interaction of a

particle with all other particles in the system and their periodic images. Suppose

a periodic system consists of N point charges q1, q2,.....,qN , located at positions r1,

r2,...,rN respectively. The total electrostatic potential energy of the system would

be,

Ucoul(r) =
1

2

1

4πǫ0

∑

n

N
∑

i=1

N
∑

j=1

qiqj

rnij

(1.13)

where rnij = |ri − (rj + n1a1 + n2a2 + n3a3)|, and the sum over n is summation over

all periodic boxes. The basic aim behind this method is to split the Coulombic sum

given by Eq. 1.13 into short and long-range parts. In this method, each point charge

is surrounded by an artificial charge distribution of equal magnitude and opposite

sign with a radial spreading of the charge (normally this distribution is taken to

be a Gaussian). In this manner, the added charge distribution screens the ionic

interactions making them short-ranged. The total screened potential is calculated

over all the atoms in the central box and all its images in real space. The pseudo

charge distribution is cancelled by summing it up in the reciprocal space. Thus, the

total Coulombic energy can be expresses as,

Ucoul(r) =
1

4πǫ0

N
∑

i=1

N
∑

j>i

qiqj

rij

erfc(ζrij) +
1

2V ǫ0

∑

k 6=0

exp( k2

4ζ2 )

k2
|

N
∑

j=1

qje
−ik.rj |2

− α

4π3/2ǫ0

N
∑

j=1

q2
j −

1

4πǫ0

N
∑

i=1

bonded
∑

j>i

qiqj

rij

erf(ζrij) (1.14)

where erfc(x) is the complimentary error function, which is defined as,

erfc(x) = 1 −
√

2

π

∫ x

0

e−x2

dx (1.15)
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and it goes to zero for large values of x. ζ is called the Ewald parameter. The third

term in equation 1.14 is the self-energy term, which has to be subtracted from the

total reciprocal energy. The last term in Eq. 1.14 takes care of the fact that atoms

belonging to same molecule are allowed to interact via the non-bonded potential if

separated by more than three bonds.

1.4 Analysis

MD simulations proceed by following the procedure described above. A trajectory

of atomic positions and velocities is generated in the appropriate ensemble. The

equilibration of the system is said to be achieved when the properties of the system

no longer change with time. Then follows the MD runs to generate trajectories

for analysis. In order to measure any observable quantity, first of all it should be

expressed as a function of positions or velocities. Some of the real experimental

observable thermodynamic properties, such as the temperature (T), pressure (P),

heat capacity (Cv) etc. can be measured directly from MD simulations [231].

T =
〈2K〉
Nf

(1.16)

P = ρkBT +
1

dV
〈
∑

i<j

F (rij).rij〉 (1.17)

〈K2〉NV E − 〈K〉2NV E =
3k2

BT 2

2N
(1 − 3kB

2Cv

) (1.18)

where, K is the kinetic energy, ρ is the density, d is the dimensionality of the system

and F(rij) is the force between particles i and j at a distance rij.

A very important structural property called the “radial distribution function”,

g(r) can be measured directly from the simulations. It gives the average number

density of particles at a distance r from a given particle and is normalized by the
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density at the same distance r for an ideal gas. Hence, it plays a central role

in liquid state physics. This can be compared with the experimentally obtained

structure factors, as g(r) is the Fourier transform of the structure factor.

Apart from thermodynamic and structural properties, MD simulations allow

one to obtain various dynamical quantities as well. The transport properties such

as diffusion coefficient, viscosity, thermal, and electrical conductivity etc., can be

obtained through various time correlation functions [232–234].

Time Correlation Functions (TCF)

The general expression for a TCF is,

CAB(t) =
〈CA(t).CB(0)〉
CA(0).CB(0)

(1.19)

Where CA(t), CB(t) are the values of the variables CA and CB at time ’t’ and

CA(0), CB(0) are values at time ’0’ respectively. For identical variables, the func-

tion is called as an auto correlation function (CAA). TCF lies between 0 and 1, with

values close to zero implying no correlation and values close to one indicating high

degree of correlation. TCFs depict the dynamics in a fluid very well. The macro-

scopic transport coefficients are directly related to the time integrals of the TCFs

through linear response theory. In general, transport coefficients are defined as the

response of a system to a perturbation. For instance, diffusion coefficient relates

the particle flux to the concentration gradient. For the dynamic variable A(t), the

transport coefficient (γ) can either be expressed as the infinite time integral of an

auto correlation function (this formulation is called the Green-Kubo formula) or it

can be formulated in terms of the equivalent Einstein relation.

A general Green-Kubo relation is given by,

γ =

∫ ∞

0

〈Ȧ(t).Ȧ(0)〉dt (1.20)
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whereas the corresponding Einstein relation is

2tγ = 〈(A(t) − A(0))2〉 (1.21)

where t is the time, depicting the long-time behaviour (asymptotic) value of the

dynamic variable.

The Green-Kubo formula for diffusion coefficient (D) needs velocity as the dy-

namic variable and is given by

D =
1

3

∫ ∞

0

〈vi(t).vi(0)〉dt (1.22)

where vi(t) is the velocity of particle i. The corresponding Einstein relation is given

by,

2tD =
1

3
〈|ri(t) − ri(0)|2〉 (1.23)

where ri(t) is the position of particle i. For a system consisting of N number of

particles, the time averages are computed for each of the particles and then added

up together, divided by N, to obtain statistical accuracy.

The power spectra (vibrational density of states, C(ω)) could be obtained by

taking the Fourier transform of the normalized velocity autocorrelation function

(C(t)). C(ω) is defined as,

C(ω) =

∫ ∞

−∞

C(t)e−iωtdt (1.24)

and C(t) is defined as,

C(t) =
〈vi(t) · vi(0)〉
〈vi(0) · vi(0)〉 (1.25)

Viscosity is the ratio of shear stress induced by an applied strain. The correlation

function associated with shear viscosity is the stress-stress time correlation function
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(CP (t)), which is defined as,

CP (t) = 〈Pαβ(t)Pαβ(0)〉 (1.26)

where the subscripts denote any of the three Cartesian axes and the angular brackets

imply averaging over initial times “0” and over the three distinct pairs of Cartesian

components, xy, yz and zx. The shear viscosity at zero shear rate is calculated

using the Green-Kubo relation,

η = lim
tmax→∞

η′(tmax) = lim
tmax→∞

V

kBT

∫ tmax

0

CP (t)dt (1.27)

The equivalent Einstein formulation for shear viscosity is given by,

2tη =
V

kBT
〈(ζαβ(t) − ζαβ(0))2〉 (1.28)

In this case,

Pαβ =
1

V

(

∑

i

viαviβ +
∑

i

riαfiβ

)

(1.29)

is the off-diagonal (α 6= β) element of the pressure tensor and

ζαβ =
1

V

∑

i

riαpiβ (1.30)

The Green-Kubo relation for electrical conductivity (σe) is the integration of

current-current correlation function and is given by,

σe =
1

V kBT

∫ ∞

0

〈jel
x (0)jel

x (t)〉dt (1.31)

where,

jel
x =

N
∑

i=1

qivi
x (1.32)
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The Einstein relation is given by,

σe = lim
t→∞

e2

6tV KBT
〈

N
∑

i=1

N
∑

j=1

qiqj ∗ ([ri(t) − ri(0)].[rj(t) − rj(0)])〉 (1.33)

The dynamic structure factor (S(k,ω)), which is measured in x-ray and neutron

scattering experiments could be calculated from simulations by taking a temporal

Fourier transform of a time correlation function called the intermediate scattering

function (F(k,t)). F(k,t) is the density autocorrelation function, where the density

(ρ(k)) is defined as,

ρ(k) =
N
∑

i=1

exp(−ik · ri) (1.34)

Intermediate scattering function (F(k,t)) is then given by,

F (k, t) =
1

N
〈ρ(k, t)ρ(−k, 0)〉 (1.35)

Dynamic structure factor (S(k,ω)) is then could be written as,

S(k, ω) =
1

2π

∫ ∞

−∞

e−iωtF (k, t)dt (1.36)

1.5 Softwares and Hardwares used

All the classical molecular dynamics simulations studies mentioned in this thesis

have been carried out by using LAMMPS program [235]. CPMD [236] program has

been used for a few calculations. All the analysis of the MD trajectory have been

carried with home developed codes, mostly using Fortran. Xmgr, Xmgrace, and

Gnuplot software have been used for plots. Visualization softwares VMD, JMOL,

Molden, have been used for visualization of the coordinates. The long analysis tra-

jectories for the large systems studied in this thesis, required intense computational
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resources. The computations were carried out on our group’s dedicated clusters as

well as on the center’s (JNCASR) clusters. The groups’ clusters used are: a 10

node Xeon cluster (Nandini), a 32 processor Xeon cluster (Shabala), a 184 Harper-

town processor cluster (Kamadhenu) and the center’s 512 Woodcrest core cluster

(Sampige).

1.6 Scope of the Thesis

The theme of this thesis is to examine the influence of inter-ionic interactions and

structure of molecules on the complex dynamics and interfacial properties of RTILs

using classical MD simulations. Chapter 2 describes a simulation study to explore

the rich dynamics of an RTIL, [bmim][PF6]. It demonstrates that the dynamical

heterogeneity observed in the motion of ions in this system is correlated to the local

structural heterogeneity present in the system. In Chapter 3, the far infra-red region

of the vibrational spectra of some RTILs has been investigated by using classical

MD simulations and DFT based calculations. Results are analyzed using velocity

time correlation functions as well as through normal mode analysis. Chapter 4 deals

with the study of ionic liquid-vapour interfaces where the effect of cation symmetry

on the interfacial properties has been addressed. The last chapter, presents results

of MD simulation studies on free-standing, large clusters of RTILs. Along with the

characterization of the curved surface of the RTILs, effective interaction potentials

between the clusters have been obtained as a function of the distance between their

center of masses.
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Chapter 2

Correlation between Dynamic

Heterogeneity and Local Structure

in a Room Temperature Ionic

Liquid: A Molecular Dynamics

Study of [bmim][PF6]

2.1 Introduction

The presence of both organic and inorganic components in room temperature ionic

liquids (RTIL) make them uniquely interesting, not only in terms of the variety

they exhibit in microscopic structure, but also in their dynamics [1, 2]. Although

their intermolecular structure is primarily determined by the strong electrostatic

interactions (characteristic of molten salts), van der Waals forces between the alkyl

groups of the cations too influence near neighbor, and possibly, the intermediate

range structure in these liquids [3–5]. A subtler aspect of the ordering in these

53
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liquids is the hydrogen bonding between the acidic hydrogen of the imidazolium

cation and sites of the anion [6–11]. While many of these aspects have been well

explored using both experiments and computations, specific relationships between

intermolecular structure and dynamics remain not as well studied.

A large number of experiments and simulations have been carried out to study

the dynamics of ionic liquids (IL) over the last decade. Triolo and co-workers have

employed various neutron scattering techniques (elastic, inelastic, and quasielas-

tic) [12, 13], as well as neutron spin echo method [14] to investigate the relaxation

processes in a set of ILs. Weingärtner and co-workers have used microwave dielec-

tric relaxation spectroscopy to study the picosecond dynamics of RTILs based on

pyrolidinium, pyridinium, tetraalkylammonium, and triethylsulfonium cations and

bis(triflouromethyl sulfonyl) anions [15–17]. Using dielectric relaxation and ultra-

fast optical Kerr effect spectroscopy, Turton et al [18] observed multiple relaxations

in an IL. They interpreted the α-relaxation to arise possibly from librations of the

cations and a slower, sub-α relaxation to arise from relaxation of stacked cation

rings [19]. Ludwig et al have carried out FTIR and NMR experiments as well as

density functional theory (DFT) based calculations on [C2mim][NTf2] ionic liquid

to study the dynamics of cation-anion hydrogen bond [7, 20]. Moreover, they have

also studied the validity of Stokes-Einstein (SE) and Stokes-Einstein-Debye (SED)

relations using molecular dynamics (MD) simulations [21] and found that both SE

and SED relations do not hold good for [C2mim][NTf2]. Ab initio calculations have

also been employed to study the relationship between ion pairs and the dynamics

in a set of ILs ([bmim] cation and [Cl], [BF4], [NTf2] anions) [22, 23]. Many other

works have explored both single particle and collective dynamics of ILs with MD

simulations [24–27]. Ion pairs, despite being mobile, do not contribute to the total

electrical conductivity of the system due to their charge neutrality. Using MD sim-

ulations, Zhao et al [28] had recently examined their nature, mobility and lifetime
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in liquid [bmim][PF6]. Kim et al have shown that the origin of the commonly seen

α-relaxation in the dynamics of ILs is the large angle jump of cations rather than ro-

tational diffusion [29], although both ion translations and reorientations contribute

to dielectric relaxation.

In the current work, many aspects of the complex dynamics exhibited by ILs

have been explored. As a prototype, the IL [bmim][PF6]has been studied, for which

a reasonably good potential model [30] is available. The model has been shown to

reproduce many structural [30, 31] and dynamical properties [28, 30, 32] rather well

when compared to experimental data. In the present work, both single particle and

collective dynamical quantities have been calculated. The dynamical heterogeneity

exhibited by this ionic liquid has also been examined and an attempt has been made

to study its structural underpinnings.

2.2 Details of Simulation

Equilibrium classical molecular dynamics simulations have been carried out on a

system of 256 pairs (8,192 atoms) of [bmim][PF6] ionic liquid at different tempera-

tures (250 K, 280 K, 300 K, 340 K, 400 K, 450 K) to characterize its dynamics and

structural relaxation processes, using the LAMMPS program [33]. The force field

parameters for the simulations were obtained from the all-atom model developed by

Bhargavaet al [30]. The model is a fully flexible one with reduced charges on the ions

(+0.8 e on the cation and -0.8 e on the anion); Polarization effects are not included

in this model. A cutoff distance of 13 Å has been applied in calculating the non-

bonded interactions. At each temperature, the system was equilibrated under NPT

conditions (at a pressure of 1 atmosphere) for around 1-2 ns, until the equilibrium

density was attained. Thereafter, NVT simulations were carried out for durations

ranging from 5 to 30 ns depending on the temperature. Samples at lower tempera-

tures were obtained by slow cooling of those at the immediate higher temperature.
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The length of analysis trajectory is about 10 ns. Three dimensional periodic bound-

ary conditions were employed and the equations of motion were integrated with a

time step of 0.5 fs using the velocity Verlet algorithm. Coulombic interactions were

treated using the particle-particle particle-mesh(PPPM) [34] method with an accu-

racy of 1×10−6. Long range corrections to the potential energy and pressure were

applied.

At each of these temperatures, five different simulations were carried out each

starting from a configuration synthesized to be independent of others to ensure

adequate sampling. The box lengths were 43.88 Å, 44.21 Å, 44.39 Å, 44.85 Å,

45.53 Å, and 46.12 Å at the temperatures 250 K, 280 K, 300 K, 340 K, 400 K and

450 K respectively. The coordinates of each atom were stored at every 0.5 ps for

the structural relaxation analysis (mean square displacement (MSD), intermediate

scattering function (ISF), electrical conductivity, heterogeneity) and the velocities

were dumped at a time interval of 25 fs for studies on dynamics (velocity auto-

correlations functions (VACF) and vibrational density of states (VDOS)). All these

quantities were averaged over the above mentioned five independent trajectories.

The numbering scheme used for the atoms in the cation is given in Figure 2.1 to

aid the discussion.

2.3 Results and Discussion

2.3.1 Diffusion

Figure 2.2 shows the time variation of MSDs for the centers of cations and anions as

a function of temperature in logarithmic scale (log-log), as in earlier studies [35–37].
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Figure 2.1: Numbering scheme followed in [bmim]+

Thus, the time dependence of MSD can be written as,

〈|r(c)
i (t) − r

(c)
i (0)|2〉 = ∆r2 ∝ tδ (2.1)

where the quantity within the angular brackets denotes the ensemble-averaged

MSD of an individual ion and r
(c)
i (t) is the location of the center of ion i at time

t. In this study, the assumed center for cation was the geometric center of the

imidazolium ring and that for the anion was its center of symmetry (phosphorus

atom).

δ characterizes the behaviour of ionic motion and can be deduced from the fol-

lowing relation,

δ = lim
t→∞

d(log(∆r2))

d(log(t))
(2.2)

The MSDs of both the ions showed three regimes in the log-log plot. At short

times, the ionic motion was ballistic with the MSD ∝ t2 (i.e., δ = 2). At longer

times, when the ions escaped from the local neighbour cage, the motion was dif-

fusive with MSD ∝ t (δ = 1). At intermediate times, a plateau was observed

indicating the sub-diffusive regime, which was similar to that seen in supercooled
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Figure 2.2: Mean squared displacement of ions at all the temperatures. Bold lines
are for cations and the dotted ones are for anions. The dashed line is for reference.

liquids (δ < 1) [36, 38]. The duration of this sub-diffusive regime varied with tem-

perature as can be seen from Figure 2.2. The width of the plateau diminished as

temperature increased. The δ values for cation and anion at all temperatures are

listed in Table 2.1.

Temperature (K) δ (cation) δ (anion)

250 0.35 0.29
280 0.64 0.59
300 0.84 0.79
340 0.93 0.94
400 0.98 0.99
450 0.99 0.99

Table 2.1: δ (MSD exponent) values obtained from Eq.2.2

For temperatures ≥ 300 K, the system was diffusive in the time scales observed
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and structural relaxation can be studied (to be discussed later). Careful examination

of the MSDs revealed that as temperature increased, the dynamics of cations and

anions became more or less similar. This is presumed to be due to the decrease of

dynamical heterogeneity in the system (see later) with increase in temperature.

The self diffusion coefficients of ions were calculated from the MSDs using the

Einstein equation [39] as,

Ds =
1

6
lim
t→∞

d

dt
〈

N
∑

i=1

|r(c)
i (t) − r

(c)
i (0)|2〉 (2.3)

The calculated values for the cation and anion are compared against experimental

values in Table 2.2. These values agree with earlier data. As has been noted by

others, the [bmim] cation did diffuse faster than the anion despite its larger size and

complex shape.

Temperature (K) Dcation
s (10−12 m2/s) Danion

s (10−12 m2/s)

250 0.19 0.12
280 1.46 0.91
300 6.63 (6.8) 4.17 (4.0)
340 41.10 31.27
400 218.34 (209.2) 173.96 (178.6)
450 475.88 (447.3) 428.47 (401.3)

Table 2.2: Diffusion coefficients of ions. Experimental values [40] known at a few
temperatures are provided in parentheses.

There exist many hypotheses explaining this difference in diffusion coefficients,

such as ; (i) the anions being present in a deeper potential well than the cations [41] or

(ii) the less hindered motion of cations along the direction of carbon-acidic hydrogen

bond (i.e., C3-H11 bond shown in Figure 2.1) [24,42]. In order to examine this aspect

further, the activation energies for self-diffusion of the ions have been obtained from

the dependence of Ds on temperature using an Arrhenius fit, shown in Figure 2.3.

(Data for temperatures higher than 300 K were considered for the fit). The fit
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Figure 2.3: Self diffusion coefficients of ions against inverse of temperature.

is rather good, consistent with earlier work of Maginn et al for pyridinium based

ILs [35] and of Hamaguchi et al for [bmim][Cl] [43].

The calculated activation energy of diffusion for the cation and anion are 32.1

kJ/mol and 34.5 kJ/mol respectively. Recently, Zhao et al have obtained very

similar activation energies for diffusion of the cation (34.4 kJ/mol) and of the anion

(36.1 kJ/mol) by assuming an Arrhenius fit [28]. The faster diffusion of cations is

consistent with its lower activation energy.

2.3.2 Electrical Conductivity

The electrical conductivity has been calculated from both the Nernst-Einstein equa-

tion and from the slope of the collective MSD using an Einstein relation. The
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Nernst-Einstein equation is given by [44],

σNE =
Ne2

V KBT
(Z2

−D− + Z2
+D+) (2.4)

where N denotes the number of ion pairs, e is the elementary electronic charge, V

is the volume of the system, kB is Boltzmann constant, T is temperature in Kelvin,

and Z− (Z+) is the formal charge on the anion (cation). σNE is the upper limit for

the actual conductivity as it does not include cross correlation terms. It assumes

that the diffusion of individual species contributes entirely to the total electrical

conductivity of the system. Recently, Zhao et al have studied this quantity and the

effect of ion pairing in liquid [bmim][PF6] [28].

To calculate the true electrical conductivity of the system, one should consider

the collective counterpart of the MSD and the corresponding Einstein equation [45,

46],

σ = lim
t→∞

e2

6tV KBT
〈

N
∑

i=1

N
∑

j=1

ZiZj ∗ ([r
(c)
i (t) − r

(c)
i (0)].[r

(c)
j (t) − r

(c)
j (0)])〉 (2.5)

The ratio σ/σNE is the percentage of ions which contribute to ionic conductivity.

Table 2.3 shows the calculated values of σ, σNE and σ/σNE at different tempera-

tures and these agreed well with experimental data [47]. The calculated values are

marginally lower than the experimental values, which is due to the fractional charges

on the ions used in the adopted model (and thus in Equation 2.5). Although both

σ and σNE increased with increase in temperature, the ratio σ/σNE seemed to be

independent of it. This behaviour has been observed previously by Tokuda et al for

a series of ILs and the σ/σNE ratio reported by them was also in the range of 0.6-

0.7, similar to the current results [48]. These results imply that there is correlated

motion of ions in ILs.
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Temperature (K) σ (S/m) σNE (S/m) σ/σNE

300 0.08 (0.144) 0.13 0.64
340 0.50 (0.863 at 345 K) 0.72 0.69
400 2.10 3.17 0.66
450 3.80 6.25 0.61

Table 2.3: Electrical conductivity (σ) calculated using Eq.2.5 and the Nernst-
Einstein estimate (σNE) from Eq.2.4. Experimental values at a few temperatures [47]
are given within brackets.

2.3.3 Dynamical Heterogeneity

The dynamical heterogeneity in a system can be studied through the non-Gaussian

parameter, defined as,

α(t) =
3〈|∆r(t)|4〉
5〈|∆r(t)|2〉2 − 1 (2.6)

where ∆r(t) is the displacement of the ion at time t with respect to its position at

time 0. For dynamically homogeneous liquids, α is zero.

Supercooled liquids show a deviation from the normal Gaussian behaviour of

the self part of the van Hove correlation function (Gs(r,t)), which is associated

with dynamical heterogeneities [38, 49, 50]. Del Popolo and Voth demonstrated

this kind of behaviour for the ionic liquid 1-n-ethyl-3-methylimidazolium nitrate

([emim][NO3]) [37]. Margulis and co-workers examined the differential dynamics

of cations in liquid [bmim][PF6] [51, 52] and correlated the same to the existence

of regions of IL possessing varied relaxation times. Although on macroscopic time

scales the ionic liquid is homogeneous (i.e., there is no difference in the dynamical

behaviour of any two regions, whatever be their length scale), in the time scale

accessible to simulations (few nanoseconds), one could observe significant differences

in the dynamics of different regions in the ionic liquid.
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Figures 2.4(a) and (b) show the variation of the non-Gaussian parameter with

temperature for the cation and anion respectively. At all temperatures, the peak

height for the cation is larger than that for the anion, specifically so at low temper-

atures. In addition, the profiles for the anion are somewhat flatter, indicating that

the cations have a higher degree of heterogeneity in their dynamics than the anions.

α(t) was zero during the short time ballistic motion of ions and it reaches a

maximum at a time marked with an arrow (t∗) in the intermediate sub-diffusive

regime. It once again reaches a value of zero in the long time diffusive regime. The

peak height and t∗ decrease with increasing temperature for both the ions. At high

temperatures, the cation and the anion have nearly the same heterogeneity profiles.

Spatially resolved profiles of ion dynamics is provided later in this chapter.

2.3.4 Incoherent Intermediate Scattering Function

The temporal Fourier transform of the self-part of van Hove function [53] provides

information on the nature of relaxation of density correlations at specific wave vec-

tors (or, conversely length scales). The function is known as the incoherent (self)

intermediate scattering function (Fs(K,t)) and is given by [54],

Fs(K, t) =
1

N
〈sin(K|r(c)

i (t + t0) − r
(c)
i (t0)|)

K|r(c)
i (t + t0) − r

(c)
i (t0)|

〉 (2.7)

Here, N is the number of ion pairs, K is the reciprocal lattice vector, and r
(c)
i (t)

is the position of the ion center at time t. This correlation function exhibits two

dynamical regimes in supercooled liquids and in standard glass formers. Similar

dynamics has also been reported to be present in ILs recently [12, 25, 55]. The cor-

relation function bears a fast relaxation process at shorter time scale (β-relaxation),

immediately followed by the plateau associated with caging. At longer time scales,
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the ions escape the cage formed by their neighbours (α-relaxation).
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Figure 2.5: Relaxation of Fs(K,t) with time (log scale) for all temperatures at K=1.5
Å−1. Solids and dotted lines are for cations and anions respectively.

Figure 2.5 shows the decay of Fs(K,t) curves with time for the cation and anion

over the temperature range, at a wave vector of 1.5 Å−1. As shown earlier, the

structure factor of [bmim][PF6] exhibits a sharp peak at this value of the wave

vector [31, 56]. Through an analysis of partial structure factors, this feature was

shown to be contributed by anion-anion, tail-tail and tail-cation correlations [31]. It

can be inferred directly from Figure 2.5 that the structural relaxation of the cation

occurs faster than that of the anion at all temperatures, consistent with diffusion

data. Fs(K,t) have been fitted to a modified Kohlrausch-Williams-Watts (KWW)

function to obtain the time scales associated with β (τβ) and α relaxations (τα). Its

form is [12],
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Fs(K, t) = Aexp(−t/τβ) + (1 − A)exp(−(t/τα)β) (2.8)

where A and (1-A) are the amplitudes of the β and α relaxations respectively. β

is the stretching parameter of the α-relaxation. The model represented by Eq. 2.8

takes into account two processes. The β-relaxation process has a purely exponential

form, whereas the α-relaxation has a stretched exponential form with the stretching

parameter β. Values of β < 1 indicate a distribution of relaxation times as seen for

both the ions in this IL. The actual relaxation time (〈τα〉) for the slow relaxation

part was obtained by taking the time integral of the stretched exponential term. It

is defined as [12,45],

〈τα〉 =
τα

β
Γ (

1

β
) (2.9)

In Figure 2.6, 〈τα〉 and τβ as a function of temperature are plotted in semi-log

scale. As expected, both the relaxation times decrease with increasing temperature

indicating a faster structural relaxation at high temperatures. 〈τα〉, i.e. the relax-

ation time of the slower process decreases significantly with increase in temperature,

whereas τβ seems not to be much sensitive to temperature. A closer inspection re-

vealed that τβ of the anion was marginally lower compared to that of the cation,

whereas 〈τα〉 for cations were lower than those for the anions. This observation

suggests that at shorter time scales, when ions move in their respective local energy

basins, the anion relaxes marginally faster than the cation. However at longer time

scales, the cation relaxes faster than the anion, due possibly to its flexibility which

results in a relatively smaller barrier.

The temperature dependence of these relaxation times were fitted to an Arrhe-

nius expression yielding activation energies of 38.7 kJ/mol and 10.8 kJ/mol for the

α and β relaxation regimes respectively. The value for the former is only slightly
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Figure 2.6: 〈τα〉 and τβ obtained from Fs(K,t) for cations and anions as a function
of temperature. At each temperature, the higher and lower values denote 〈τα〉 and
τβ respectively. Inset shows the variation of the KWW stretching parameter β of
the α-relaxation process with temperature. Dotted lines are drawn to guide the eye.

larger than the barriers calculated for ion diffusion discussed earlier. The inset in

Figure 2.6 shows the variation of the stretching parameter (β) for the α-relaxation

process of cations and anions. For both the cationic and anionic relaxation pro-

cesses, β increased with increase in temperature. Again, the values for anions were

slightly larger than those for cations over the entire temperature range. The data

indicated that the dynamics of cations involves a wider distribution of relaxation

times than those for anions.

To complete the study of decay of the incoherent intermediate scattering func-

tion, the dependence of the relaxation processes on the wave vector (or, in turn the

real space correlation length) has also been investigated. The relaxation at vari-

ous wave vectors relevant to the system size (the minimum being 2π over the box
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length), at a temperature of 400 K is shown in Figure 2.7. The results match qual-

itatively those seen in Figure 2.5. The relaxation curves were fitted according to

Equation 2.8. Figure 2.8 shows the wave vector dependence of 〈τα〉 and τβ.
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Figure 2.7: Relaxation of Fs(K,t) with time (log scale) at 400 K for the following
wave vectors: K (in Å−1) = 0.25, 0.5, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, and 2.4 in
the order of top to bottom.

With increasing wave vectors, both the relaxation times decrease. τβ exhibited a

much weaker dependence on K than 〈τα〉. The inset of Figure 2.8 shows the depen-

dence of the stretching parameter (β) on K. As expected, for small wave vectors,

i.e., for large values of real space distance, the motion of ions became diffusive and

the stretching parameter approaches unity.

Triolo et al had studied the incoherent structural relaxation dynamics in liq-

uid [bmim][PF6] through quasielastic neutron scattering (QENS) experiments [12].

Their technique mainly explored the relaxation of hydrogen atoms of the cation and
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Figure 2.8: 〈τα〉 and τβ obtained from Fs(K,t) for cations and anions as a function
of wave vector, K. The upper curves in the graph represent 〈τα〉 and the lower ones
represent τβ. Inset shows the variation of the KWW stretching parameter β of the
α-relaxation process with wave vector. Dotted lines are guide to the eye.

hence they inferred that the cation relaxation follows the same path as that of the

hydrogen atoms. They had observed two kinds of relaxation behaviour for hydrogen

atoms, similar to the findings for the cation and the anion in the current study.

The simulation results were validated by comparing the calculated incoherent inter-

mediate scattering function for hydrogen atoms to the experimental data of Triolo

et al [12] at a wave vector of 2.0 Å−1 at two temperatures – 250 K and 300 K.

Figure 2.9 shows the same. The agreement with experiments is indeed quite good,

illustrating the goodness of the potential model used and the protocols employed in

the simulations.
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Figure 2.9: Comparison of the relaxation of the incoherent intermediate scattering
function of hydrogen atoms obtained from simulations to experiment for a wave
vector value of 2.0 Å−1 at 250 K and 300 K. Straight lines are simulation data and
symbols are from experiment [12].

2.3.5 Coherent Intermediate Scattering Function

While Fs(K,t) describes the individual motion of ions, the coherent intermediate

scattering function F(K,t) reflects the collective behaviour of the system.

F (K, t) = 〈
N
∑

i=1

N
∑

j=1

sin(|K||r(c)
i (t + t0) − r

(c)
j (t0)|)

|K||r(c)
i (t + t0) − r

(c)
j (t0)|

〉 (2.10)

Figure 2.10 shows the relaxation of F(K,t) with wave vectors at 400 K.

The trend is similar to that seen in the case of Fs(K,t) (Figure 2.7), with two relax-

ation processes. The close similarity between these two functions suggests a strong

coupling between the individual ionic motion and the collective modes of the liquid.
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Figure 2.10: Normalized F(K,t) Vs time (log scale) at 400 K for the following wave
vectors: K (in Å−1) = 0.5, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, and 2.4 in the order
of top to bottom.

2.3.6 Velocity Auto Correlation Functions and Vibrational

Density of States

The single particle dynamics of the IL has also been studied through the velocity

auto correlation functions (VACF) and its Fourier transform, the vibrational density

of states (VDOS) of the centers of mass of cations and anions. Figure 2.11 shows

the VDOS for cations and anions in the low frequency region at temperatures 300

K and 450 K.
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Figure 2.11: Vibrational density of states for the cation and the anion center of mass
at 300 K and 450 K. The 300 K data are shown with solid lines and 450 K data are
represented by solid lines with circles.

Ishida and co-workers have recently studied the effect of atom substitution in

ILs containing anions of the kind [XF6] using MD simulations. The VDOS spectra

obtained from the current simulations are in excellent agreement with theirs [57].

Giraud et al could fit the experimental optical Kerr effect (OKE) spectra obtained

for a set of ILs to three bands located around 30 cm−1, 65 cm−1 and 100 cm−1 at 300

K [58]. Urahata and Ribeiro characterized the single particle dynamics of ILs with

an united atom model, and obtained two broad bands for [bmim][PF6] at around

20 cm−1 and 80 cm−1 [24]. This region of the spectrum results from intermolecular

modes and is a good signature of near neighbour arrangement around a given ion

type [59,60]. Ludwig et al have studied the intermolecular modes using a variety of
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approaches, including Terahertz spectroscopy, infra-red, and Raman experiments as

well as through quantum chemical calculations of ion clusters [59, 60]. For N(CN)−2

anion based ionic liquid, they observed two modes, one at around 114 cm−1 and

another around 55 cm−1. The modes were attributed to the stretching and bending

vibrations of the cation-anion hydrogen bonds (+C-H...A−) respectively. They also

noticed a red shift in these mode frequencies in ionic liquids with weakly coordinating

anions, i.e., the weaker the cation-anion interaction, the lower are these frequencies.

The hydrogen bond between hexafluorophosphate, PF6 and the imidazolium cation

is rather weak, as reported by us through ab initio MD simulations earlier [61].

Hence, the peak positions of these intermolecular modes for [bmim][PF6] must be

considerably red shifted from the values reported for ILs with N(CN)2. Results of

the VDOS shown in Figure 2.11 confirm this view. At 300 K, the VDOS of the

cation exhibits two clear peaks at 25 cm−1 and 75 cm−1. The VDOS of the anion

shows a solitary peak at around 30 cm−1. The second peak in the spectra for cations

(present at around 75 cm−1) is pronounced at lower temperatures (300 K and below)

and diminishes as temperature increased. With an increase in temperature, both the

cation and anion mode frequencies soften, in agreement with Raman spectroscopic

results of Ribeiro [62].

Figure 2.12 shows the VDOS for the center of mass of the imidazole ring, methyl

group, terminal methyl group of the butyl chain and butyl chain at 300 K. It is

noticed that the methyl groups predominantly contribute to the second peak (∼ 70

cm−1), which appears in the VDOS of the COM of the cation (Figure 2.11). There

is a contribution from the imidazolium ring as well, but the butyl chain does not

have any distinct modes in this region. The peaks in the anion VDOS are sharper.

The peaks for both the ions show a marginal blue shift upon decreasing temperature

indicating that the motion is more constrained at lower temperatures.
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Figure 2.12: Vibrational density of states of the center of mass of the imidazolium
ring, methyl group, terminal methyl group of the butyl chain and of the butyl chain
of the cation at 300 K.

2.3.7 Structural Heterogeneity

Correlations between structural and dynamical heterogeneities have been reported

in supercooled liquids. Chille et al have demonstrated structural heterogeneity in

supercooled m-toluidine, specifically through the radial-angular pair distribution

function g(R,θ) [63]. They observed preferential near neighbour positions and ori-

entations for slow moving molecules, while none was found for the fast moving ones.

A similar strategy has been adopted to study the structural origin of the observed

dynamical heterogeneities in this ionic liquid. The function g(R,cos θ) is defined as,
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g(R, cos θ) =
〈
∑Ni

i=1

∑Nj

j=1 δ(R − Rij)δ(cos θ − cos θij〉
2πR2∆R∆ cos θNiNjV −1

(2.11)

where the angular brackets denote averaging over time, the sum on i is over the

cations and that on j is over the anions. V is the volume of the simulation box.

Ni and Nj are the number of cations and anions respectively. Rij is the distance

between the hydrogen atoms of the cation ring and the fluorine atoms of the anion.

θij is the angle between the following two vectors: (i) the one joining the hydrogen

atoms to the carbon atom on the imidazolium ring to which they are covalently

bonded and (ii) the vector joining the cation ring hydrogen atoms to any of the

fluorine atoms of the anion.

Through this analysis, an attempt is made to find out if there is any preferential

position and orientation between the ions which can be considered as a complex,

however short-lived it may be [64]. g(R,cos θ) has been calculated at 300 K between

all the cations and anions. It is seen that the most probable position for ion pair is

linear (C-Ĥ-F ≈ 180o), as is expected for a hydrogen bond [11]. Mobile and immobile

subensembles of cations and anions are defined in a similar way as was introduced

by Margulis et al [51]. Based on the mean squared displacements of each of the ions

at 300 K (in the time range around 5 ns), the fastest 20 (≈ 8% of the ions) and the

slowest 20 of cations and anions were identified.

In a path breaking study, Margulis et al [51] had studied the pair distribu-

tion functions for the cations and the anions for mobile-mobile, immobile-immobile,

mobile-immobile subensembles and found that the spatial correlation among the

mobile ions (i.e., cation-cation or anion-anion) and that among the immobile ions

are much higher than those between mobile-immobile cross correlations. In contrast

to their approach, the “cation-anion” pair distributions for these subensembles were

studied. Figure 2.13 shows g(R,cos(θ)) along the C3-H11 direction.
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It can be observed that the probability densities for the mobile cations-mobile

anions and that for the immobile cations-immobile anions are distinctly higher than

that for the mobile cations-immobile anions. g(R,cos θ) with respect to the C4-H12

and C5-H13 bonds too agree with these conclusions. This analysis shows that neigh-

bouring counterions (or, in general, ion complexes) share mobility indices as well –

mobile cations tend to associate with those anions which too are mobile.

The relationship between structural and dynamical heterogeneities has been fur-

ther probed in the following manner. The simulation box is divided into 27 equal

sized cubic boxes each containing about 9 to 10 cations and nearly an equal number

of anions. For this analysis, ions which were present in each of these small boxes

at the start of the analysis trajectory were considered to “belong” to the same box

for the full simulation time. The MSDs for each of the ions at 300 K over the

duration of 5 ns were then calculated and this quantity was averaged over all ions

(of a particular ion type, i.e., cation or anion) present in that box. As expected,

the mean displacement of ions in some boxes was much higher than in some others,

indicating that the dynamical behaviour is related to location. Note, however that

such dynamical heterogeneities are dependent on the timescales of the probe, in this

case that of the MD simulation (which, in the present case, is a few nanoseconds).

In macroscopic timescales, ions present in all regions of the system will have equal

average mobilities. Two small boxes (aka regions inside the simulation cell) over the

time duration of 5 ns were identified: one in which the mean MSD of the ions was

the highest, and another in which the value was the lowest. The ratio of diffusion

coefficients of ions between the fast and the slow boxes was around three.
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Figure 2.13: Radial-angular pair distribution function (g(R,cos(θ))) Top: mobile
cations - mobile anions Middle: immobile cations - immobile anions Bottom: mobile
cations - immobile anions. Note the difference in the maximum value of the bottom
panel, compared to those in the top and middle panels.
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The function g(R,cos θ) for cations located in these two regions has been calcu-

lated. Through this analysis, an attempted has been made to probe if differences

in cation mobilities were related to differences in cation-anion near neighbour ar-

rangements (if any). Again, the cation-anion g(R,cos θ) for cations present in the

fastest and the slowest regions were calculated. In Figure 2.14, the difference in this

quantity between these two regions (slow region’s minus that for the fast region) is

shown.
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Figure 2.14: A difference plot of the cation-anion g(R,cos(θ)) defined as the function
for slow cations present in a region of the simulation box minus that for fast cations
present in another region.

There is a non-negligible difference in the probability density of anions located

around fast cations than around slow cations. The values were significantly positive,

denoting a larger coordination of anions around a slow cation than around a fast
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one. The first coordination number from the cation-anion pair correlation function

too attests to this fact. Around 4% more anions surround a slow cation relative to

the number around a fast cation. Although this difference may appear to be small,

it is significant as the g(R,cos θ) function as well this difference has been averaged

over the five independent trajectories and ensemble averaged. Thus, the observed

dynamical heterogeneity is likely linked to subtle differences in the cation-anion near

neighbour structure.

Zhao et al showed that neutral ion pairs are short lived and do not fully account

for the observed difference between the total electrical conductivity and the Nernst-

Einstein value [28]. Here, it is shown that a mobile ion is likely to be surrounded by

mobile counterions. The spatial extent of such a preferential environment (preference

determined by individual ion mobility) is as yet undetermined. Our attempts to

answer this question through the calculation of the structure factor between fast

ions (or, slow ones) did not yield any conclusive answer [65]. However, further

efforts in this direction are required.

2.4 Conclusions

The rich dynamics exhibited by room temperature ionic liquids have been explored

through a study of liquid [bmim][PF6]. Using atomistic molecular dynamics simula-

tions of this system modelled with a well established force field, results on diffusion,

electrical conductivity, and the relaxation of the incoherent intermediate scatter-

ing function (Fs(K,t)) have been presented. In particular, the decay of Fs(K,t) for

the hydrogen atoms present in the cation compared extremely well with the neutron

scattering results of Triolo and coworkers [12]. The current results, cumulatively seen

with the earlier MD studies on the structure and transport of [bmim][PF6] [30, 32]

provide further validation of the potential model employed.
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It was observed, the cations exhibited a larger heterogeneity in their dynam-

ics than the anions. The decay of Fs(K,t) could be captured using the modified

Kohlrausch-Williams-Watts function and the presence of two relaxation regimes β

(fast and exponential) and α (slow and stretched exponential) could be deduced.

In line with experiment, it was found that the stretching exponent increased with

temperature and attained a value of unity at high temperatures. It decreased with

increasing wave vector. The vibrational density of states of the cations exhibited a

bimodal behaviour at low temperatures, corresponding to intermolecular dynamics.

Specific motions to which these features can be assigned could be studied by apply-

ing instantaneous normal mode analysis, which is planned to carry out in the future.

The low frequency VDOS corresponding to the anions were relatively sharper and

were red shifted with respect to that of the cation. By analyzing the contributions

from different moieties constituting the cation, the 70 cm−1 peak specifically could

be assign to the motion of methyl groups.

An interesting new result that has emerged in the current work is that mobile

anions tend to coordinate mobile cations and less mobile anions coordinate less mo-

bile cations. In contrast, the population density of immobile anions around mobile

cations (or vice versa) was significantly lesser than that in the former categories.

Thus the dynamical heterogeneity displayed by ions of one kind is mirrored by the

counterion shell around the central ion. Evidence of a small, but non-negligible dif-

ference in the probability density of anions (irrespective of whether the anions are

mobile or not) around a “fast” cation relative to that around a “slow” cation has also

been observed. In particular, the anion density was slightly larger along the C3-H11

vector when it coordinates a slow cation. The observed dynamical heterogeneity is

thus interrelated to subtle distinctions in the cation-anion first coordination shell.
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[1] H. Weingärtner, Angew. Chem. Int. Ed., 47, 654-670, (2008).

[2] R.M. Lynden-Bell, M.G. Del Popolo, T.G.A. Youngs, J. Kohanoff, C.G. Hanke,

J.B. Harper, C.C. Pinilla, Acc. Chem. Res., 40, 1138-1145, (2007).

[3] J.N.A.C. Lopes, A.A.H. Padua, J. Phys. Chem. B, 110, 3330-3335, (2006).

[4] Y. Wang, G.A. Voth, J. Phys. Chem. B, 110, 18601-18608, (2006).

[5] B.L. Bhargava, S. Balasubramanian, M.L. Klein, Chem. Commun., 3339-3351,

(2008).

[6] A. Noda, K. Hayamizu, M. Watanabe, J. Phys. Chem. B, 105, 4603-4610,

(2001).

[7] T. Köddermann, C. Wertz, A. Heintz, R. Ludwig, ChemPhysChem, 7, 1944-

1949, (2006).

[8] S. Zahn, G. Bruns, J. Thar, B. Kirchner, Phys. Chem. Chem. Phys., 10, 6921-

6924, (2010).

[9] J. Thar, M. Brehm, A.P. Seitsonen, B. Kirchner, J. Phys. Chem. B, 113, 15129-

15132, (2009).

[10] K. Fumino, A. Wulf, R. Ludwig, Angew. Chem. Int. Ed., 47, 8731-8734, (2008).

[11] A. Wulf, K. Fumino, R. Ludwig, Angew. Chem. Int. Ed., 49, 449-453, (2010).

81



82 Bibliography

[12] A. Triolo, V. Arrighi, F. Juranyi, S. Janssen, C.M. Gordon, J. Chem. Phys.,

119, 8549-8557, (2003).

[13] A. Triolo, O. Russina, C. Hardacre, M. Nieuwenhuyzen, M.A. Gonzalez, H.

Grimm, J. Phys. Chem. B, 109, 22061-22066, (2005).

[14] O. Russina, M. Beiner, C. Pappas, M. Russina, V. Arrighi, T. Unruh, C.L.

Mullan, C. Hardacre, A. Triolo, J. Phys. Chem. B, 113, 8469-8474, (2009).

[15] C. Daguenet, P.J. Dyson, I. Krossing, A. Oleinikova, J. Slattery, C. Wakai, H.
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Chapter 3

Low-Frequency Vibrational Modes

of Room Temperature Ionic

Liquids

3.1 Introduction

The previous chapter demonstrated the complex dynamics present in RTILs, which

is a consequence of the variety of possible interactions among the ions. RTILs are

composed of large molecular ions which not only interact via Coulombic forces but

could also exhibit interactions such as dispersion, hydrogen bonding [1–3], and π

stacking [4]. Hence, the energy basins (landscape) in which the ions are situated

is likely to be rich [5–10]. The curvature of the local minima in which the ions are

located is related to the frequency spectrum. The characterization of vibrational

modes of room temperature ionic liquids (RTILs) is a topic of intense current re-

search. Specifically, the low frequency (less than 100 cm−1) region of the vibrational

spectrum is believed to probe interactions between ions. A large number of experi-

mental studies such as terahertz spectroscopy [11,12], dielectric spectroscopy [13–15],

87
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nuclear magnetic resonance spectroscopy [15], heterodyne-detected Raman-induced

Kerr effect [14, 16, 17], infrared spectroscopy (FTIR) [18, 19] along with ab initio

calculations [20–25] have been carried out in the past to characterize the ionic mo-

tions in ILs. Recent attention has been focussed on the features present in the low

frequency region of the vibrational spectra of many ionic liquids [26–36].

Ludwig et al investigated this region of the spectra using far-infrared (IR) spec-

troscopy, augmented by zero temperature, density functional theory (DFT) calcu-

lations of small clusters of neutral ion pairs in gas phase [26, 27, 29]. They as-

signed the low-frequency modes present between 50 and 120 cm−1 to bending and

stretching motions of hydrogen bonds that exist between the cations and anions

(C+–H...A−) [26,27]. In addition, they compared the far IR spectra of two ILs with

the same anion, BF4 but with different cations, [C4C1im]+, and [C4C1mim]+ [29].

The latter cannot form a cation-anion hydrogen bond through the C2 site, while

the former can [29]. Although a broad band exists in both the liquids below 100

cm−1, it was found to be slightly blue shifted in the liquid containing the first cation.

Thus hydrogen bonding capability appears to harden the potential energy surface.

While the vibrational feature in aprotic ILs appears below 150 cm−1, it is consid-

erably blue shifted to about 250 cm−1 in a protic IL containing a cation such as

propylammonium [29]. To investigate the role of hydrogen bonded interactions in

determining the spectrum in the far infrared regime, they recently carried out FTIR

measurements of ILs containing imidazolium based cations possessing methyl group

substitutions at the second and the third positions of the imidazolium ring [32].

They observed a linear dependence between the number of possible cation-anion

hydrogen bonds and the position of the low frequency peak [32]. A linear depen-

dence was also observed between the ion binding energy (calculated from quantum

chemical calculations of a tetramer) and the peak frequency.

Buffeteau et al have combined polarized attenuated reflection and transmittance
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spectra and were able to determine the optical constants of imidazolium based ILs in

the far-infrared region [34]. Specifically, they found a red shift of around 9.5 cm−1 in

the peak position of the low frequency band when a methyl group is bonded to the

C2 position of the cation, compared to that for the protiated cation. However, they

did not observe any change in the intensity of the peak. In addition, they observed

a large band in this region for the ionic liquid, [NBuMe3][TFSI] which does not have

any cation-anion hydrogen bond. Based on these observations, they concluded that

the low frequency band cannot exclusively be caused by the motions involving the

C2-H...A− hydrogen bond. They also suggested that the band could arise from long

range electrostatic interactions and that molecular dynamics (MD) simulations may

constitute a more appropriate approach.

The present study attempts to obtain an understanding of the ion motions re-

lated to the low frequency modes in room temperature ionic liquids. Towards this

aim, we have carried out Hessian calculations of four bulk liquids modelled using

empirical potential based atomistic molecular dynamics simulations. These results

are augmented further by gas phase quantum chemical calculations of ion pairs and

also by Hessian calculations of crystalline [bmim][PF6] using both empirical force

field and density functional theory. Anticipating our results, we state that these

modes are interionic in character; they are not localized to the C-H...A atoms alone.

The low frequency band arises primarily from short range interionic interactions and

the exact peak position is modulated by the cation-anion hydrogen bond strength.

3.2 Details of Simulation and Methodology

Empirical potential based simulations: Classical molecular dynamics (MD)

simulations of four different ionic liquids viz., 1-n-butyl-3-methylimidazolium nitrate

([bmim][NO3]), 1-n-butyl-3-methylimidazolium tetrafluoroborate ([bmim][BF4]), 1-

n-butyl-3-methylimidazolium hexafluorophosphate ([bmim][PF6]),
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1-n-butyl-3-methylimidazolium bis(trifluoromethanesulfonyl)imide ([bmim][NTf2]) have

been carried out. The force field and interaction parameters for the [bmim][PF6]

system has been taken from the work of Bhargava and Balasubramanian [37], and

that for [bmim][BF4] from the model developed by Wang et al [38]. [bmim][NTf2]

and [bmim][NO3] were modelled using Ludwig et al’s [39] and the Lopes-Padua [40]

force fields respectively. The simulations were performed at a temperature of 300

K in the canonical ensemble, using the Nosé-Hoover thermostat. Densities of these

liquids were determined by carrying out constant pressure-constant temperature

MD simulations (at 1 atmosphere pressure). These were later used in obtaining the

dimensions of the simulation box for the four liquids. Each of the liquid simula-

tion contained 100 ion pairs in a cubic box. The corresponding number of atoms

in the systems were 2900, 3000, 3200, and 4000 for [bmim][NO3], [bmim][BF4],

[bmim][PF6], and [bmim][NTf2] respectively. Three dimensional periodic boundary

conditions were employed.

In addition, simulations of the triclinic crystalline form of [bmim][PF6] [41, 42]

consisting of 128 ion pairs (4096 atoms) were performed at a temperature of 100

K. The simulation box consisted of 4x4x4 unit cells along the crystallographic axes.

LAMMPS [43] program has been used to perform the MD simulations.

The equations of motion were integrated using the velocity Verlet algorithm

with a time step of 0.5 fs. Particle-particle particle-mesh (PPPM) [44] k-space

solver has been employed for the Coulombic interactions and long range corrections

for the energy and pressure were applied. The cut-off distance for the non-bonded

interactions were set to 13 Å for [bmim][PF6] and to 12 Å for the other liquids. The

equilibration period for each system was around 5 ns. Later, analysis trajectories

were generated over a duration of 10 ns during which atom coordinates were stored

at an interval of 500 ps, to obtain 20 frames for each IL.

Quenched normal modes (QNM) : The twenty configurations obtained from
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each IL were quenched (energy minimization with respect to atom coordinates) to

respective local minima using the conjugate gradient method in LAMMPS. Since

the systems investigated here are in bulk, tight optimizations such as those achieved

in gas phase were not possible. In practice, we found that the maximum force on any

atom present in the energy minimized configuration was around 0.2 kcal/mol/Å.

We had earlier developed a normal mode analysis (NMA) code to calculate the

second derivative matrix (Hessian or dynamical matrix) of the potential energy with

respect to the atom coordinates [45]. The components of the Hessian matrix are

given by,

Hαβ
ij =

1
√

mimj

(

∂2U

∂βj∂αi

)

(3.1)

where i, j are atomic indices and α, β represent the Cartesian components of atom

coordinates, while mi is the mass of atom i. The matrix is of order 3N, where N is

the number of atoms in the system. Each term in the force field (such as stretch,

bend, torsion, non-bonded Lennard-Jones and Coulombic) contributed to every ele-

ment in the matrix. Analytical second derivatives for each of these force field terms

(including that for the k-space part of the Ewald sum) were obtained. The correct-

ness of these derivatives were determined by comparing the same against numerical

second derivatives for a given configuration. Also, each term in the potential energy

of a system as obtained from this NMA code was checked against values obtained

from LAMMPS and were found to match. The dynamical matrix was diagonalized

and its eigen values and eigen vectors were obtained. The spectrum (histogram) of

eigen values was averaged over results from each of the twenty quenched configu-

rations for every IL. A bin width of 1 cm−1 was used to obtain such histograms.

Each of these spectra sum to the corresponding total number of degrees of freedom.

The eigen vectors were visualized to study atomic displacements corresponding to

a mode. The spectrum of frequencies obtained from the dynamical matrix is the

vibrational density of states (VDOS) obtained within the harmonic approximation.
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One can also obtain the VDOS from the MD trajectory as the power spectrum

(Fourier transform) of the time autocorrelation function of the atomic velocities

(VACF). The expression is given by,

G(ω) =
1

kBT

∑

j

mj

[

1

2π

∫ ∞

−∞

dt exp (−iωt) 〈vj(0).vj(t)〉
]

(3.2)

where vj(t) is the velocity of atom type j at time t and the angular brackets denote

an average over the ensemble and over time 0. Such a power spectrum will contain

anharmonic contributions as well. Towards this purpose, the velocities of atoms

were stored at an interval of 5 fs in a separate MD trajectory generated for 50 ps.

The spatial extent of a mode can be gauged from its participation ratio (PR) [46–

48]. It provides the fraction of atoms involved in a normal mode. It is defined as [49],

PRj =

(

∑N
i=1 |~uij|2

)2

N
∑N

i=1 |~uij|4
(3.3)

where ~uij is the displacement vector of atom i in vibrational mode j and N is the

total number of atoms present in the system. PR is unity for a mode in which all

atoms are displaced.

Gas phase calculations: Density functional theory based calculation for one

ion pair of [bmim][PF6] was performed by using the plane wave code, CPMD [50].

The Perdew, Burke and Ernzerhof (PBE) exchange-correlation functional [51] was

used with an energy cut off of 150Ry for the wave function and six times this value

for the electronic density. Optimizations were carried out under isolated conditions

in a cubic box of length 16.0 Å. The Hockney method [52] was used to solve the

Poisson equation. Optimizations were pursued until the maximum value of the

gradient on the nuclei was 10−5 a.u. Normal mode frequencies within the harmonic
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approximation were obtained.

Calculations on [bmim][PF6] crystal:

The vibrational density of states (VDOS) of [bmim][PF6] crystal was obtained

both in the harmonic approximation and from a Car-Parrinello molecular dynamics

trajectory, using the CPMD software [50]. The simulations were carried out in a

periodic box of one unit cell of the crystal. The initial cell parameters and atomic

coordinates were taken from experimental data [41]. The Kohn-Sham orbitals were

expanded in a plane wave basis with an energy cutoff of 150 Ry for the expansion

of the wave function. The energy cutoff for the density was set to six times this

value. The Perdew, Burke and Ernzerhof (PBE) exchange-correlation functional [51]

was used. The effect of core electrons and the nuclei on the valence electrons was

treated with the Troullier-Martins [53] norm conserving pseudopotentials. The cell

parameters and atomic positions of the crystal were optimized iteratively to find out

their values at which the energy is a minimum. The cell parameters thus obtained

differed by less than 0.5% of the experimental values. The forces on the atoms were

converged to less than 10−5 a.u. In addition, Monkhorst-Pack [54] mesh of size

2x2x2 was used to sample k-points in reciprocal space. The final configuration was

used to calculate the VDOS within the harmonic approximation.

Ab initio molecular dynamics (AIMD) simulations were carried out using the Car-

Parrinello molecular dynamics algorithm [55]. A Nosé-Hoover chain thermostat [56]

was used to maintain the temperature of ions at 100 K with a coupling constant

of 3000 cm−1. The equations of motion were integrated with a time step of 3

a.u. An electronic mass of 500 a.u. was used. No restrictions were placed on the

temperature of electrons. These simulations were carried out with an energy cut off

of 85 Ry for the wave function and four times this value for the electronic density.

A trajectory was generated for 18 ps. The conserved quantity was found to be

stable with no drifts and the degree of conservation was around 8 parts in 107. The



94 Chapter 3.

generated trajectory was used to calculate the VDOS using the Fourier transform

of the velocity autocorrelation function of the ions.

Assignment of the modes was performed by visualizing the atomic displacements

in Jmol [57,58].

3.3 Results and Discussions

3.3.1 Force field based calculations

Figure 3.1 compares the low-frequency spectra obtained from NMA and the VDOS

obtained from the VACF. The non-zero intensity at zero frequency corresponds

to rigid body translation. As is customary, imaginary frequencies are shown on

the negative x-axis. The intensity corresponding to such imaginary frequencies is

very low and the values of the “frequencies” too are quite small. These arise due

to the liquid configuration not being quenched adequately to the local minimum,

possibly due to the fact that there exists a force discontinuity at the cutoff for the

Lennard-Jones terms. Despite the harmonic approximation used in obtaining the

NMA spectrum, it compares very well with the VDOS in all the four liquids. The

comparison is excellent for frequencies greater than 500 cm−1 , as expected.

Figure 3.2 compares the low-frequency spectra (<250 cm−1 ) obtained from NMA

between the four ILs. A prominent feature below 100 cm−1 is observed in all the

four spectra. Such a feature is present in the experimental far IR data as well.

The position of the peaks are shown with arrows and are: 25 cm−1, 35 cm−1, 52

cm−1, and 70 cm−1 for [bmim][NTf2], [bmim][PF6], [bmim][BF4], and [bmim][NO3]

respectively. The peak shifts towards lower frequencies and narrows with increase

in the size of the anion. The cation-anion interaction too is expected to decrease

with increase in the anion size. This behavior is consistent with known experimental

data. Danten et al [34] compared the spectra for [bmim][PF6] and [bmim][BF4]. In
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Figure 3.1: Comparison of the low-frequency region of the vibrational density of
states (VDOS) obtained from a normal mode analysis (NMA) and as the power
spectrum of the velocity autocorrelation function from a MD trajectory for the four
ionic liquids. Black and red lines represent the NMA and power spectrum results
respectively.

their data too, the low frequency feature for the former is shifted towards lower

values and is narrower.

The acidic hydrogen in the imidazolium ring of the cation can form a hydrogen

bond with sites on the anion. In [bmim][NO3], the hydrogen bonding site on the

anion is the oxygen while in the other three ILs, it is the fluorine atom. Ludwig

and coworkers have argued the low frequency feature to arise due to the “stretch”

and the “bend” of the D-H...A hydrogen bond (where D and A denote donor and
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Figure 3.2: Low frequency region of the VDOS obtained from NMA for the four
ionic liquids.

acceptor atoms respectively) [32]. They based this assignment from gas phase quan-

tum chemical calculations of clusters of ion pairs. In a recent study, Danten and

coworkers differed from this interpretation. In an ionic liquid where the acidic hy-

drogen of the cation was substituted by a methyl group (thus making it incapable

of forming hydrogen bonds with the anion through this site), they found the low

frequency feature to be present, with negligible change in the intensity. However,

in agreement with the results of Ludwig et al [32], they found the peak position in

the hydrogen bonded IL to be blue shifted compared to the one that does not have

cation-anion hydrogen bonds. This finding coupled with other observations made

them to conclude that localised motions due to hydrogen bonding effects are unlikely

to cause the sub-100 cm−1 feature in ILs. As an alternative, they postulated that
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long range electrostatics could contribute to this peak.
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Figure 3.3: Comparison of the low frequency region of VDOS for cation ring deuter-
ated analogs (symbols) against that for the protiated counterparts (lines).

One way to test if the feature arises from motions involving the cation-anion

hydrogen bond is to study the isotope effect. One can selectively deuterate the three

hydrogen sites on the imidazolium ring of the cation and recalculate the frequency

spectrum. In this process, we assumed that the deuterated liquids sample the same

potential energy basins as the protiated ones. This implies that we do not have to

rerun the MD trajectory for the ring-deuterated cation, and can use the quenched

configurations of the protiated liquids. Figure 3.3 shows the frequency calculated

for the ring-deuterated ILs using NMA. There is no change in the low-frequency

region of the spectra when compared to the protiated counterparts. Had the modes

been due to localised motion involving the cation-anion hydrogen bond, a red shift
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depending on the mass ratio would be expected.

In fact, such a shift is clearly seen for a few of the high frequency modes (re-

lated to C-H stretch, N-C-H bend etc..). Shown in Figure 3.4 is the spectrum for

[bmim][NO3] in the range 2100-3000 cm−1. The shift in the C-H stretching mode

frequency upon deuteration from a value of ∼2920 cm−1 to a value of ∼2190 cm−1

is clear. The ratio between the two stretch frequencies is around 1.33, which is close

to the reduced mass ratio of 1.32 between C-H and C-D. The absence of such a shift

in the far infrared region suggests that the sub-100cm−1 feature cannot be assigned

to localized motions involving the cation-anion hydrogen bond.

2200 2400 2600 2800 3000
Wave number (cm

-1
)

0

5

10

15

G
(ω

)d
ω

Protiated ring
Deuterated ring

Figure 3.4: VDOS in the C-H (C-D) bond stretch region in [bmim][NO3] for protiated
and ring deuterated samples.

What then is the origin of the low frequency feature? To probe the contribution

from long range interactions to the vibrational spectrum below 100 cm−1, we carried

out another set of NMA calculations in which the nonbonded interaction cutoff was
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changed to 6Å for both the Lennard-Jones and the Coulombic terms. Further, the

latter was treated as purely a 1/r interaction, i.e., without the Ewald summation.

The modified potential thus contains only short-range interactions. The spectra

for the four liquids obtained using such a seemingly drastic procedure is compared

against the original NMA results in Figure 3.5.
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Figure 3.5: Comparison between VDOS (i) obtained with a 12 Å cutoff distance for
non-bonded interactions along with the Ewald summation for the long range part of
Coulomb interaction (straight lines) and (ii) obtained with a 6 Å cutoff distance for
non-bonded interactions and in the absence of contribution from Ewald summation
(symbols). See text for more details.

Surprisingly, these spectra nearly match those obtained with the full interaction

potential. A further reduction in the interaction cutoff distance leads to significant

changes in the low frequency spectra. With a 6Å cutoff for the Lennard-Jones term

and a straightforward spherical cutoff for the electrostatics, the potential energy for

a given liquid configuration is of course vastly different from one calculated with the
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complete force field. However, the spectrum of eigen values (or frequencies) are not

seemingly affected, i.e., although the basin energies are changed, their curvatures

do not. This demonstrates that the latter is only weakly dependent on long range

interactions. Short range interactions dominate the curvature of the potential energy

surface near the minimum. It should also be noted that the effect of changing the

cutoff does not significantly alter the spectrum along the negative x-axis. Modes

with imaginary frequencies do not grow much in intensity with the “revised” force

field. Hence, it is safe to assume that the atoms are present in their local minima

in the force field with the shorter cutoff as well.

Another quantity which describes the number of atoms participating in a mode

is the participation ratio, PR, calculated using Equation 3. For localized modes

such as C-H stretch, this value is found to be around 0.001. The behaviour of PR

in the far infrared region is shown in Figure 3.6. The values are around 0.2 for all

the ILs. When all the atoms take part in a mode, PR is unity and when only one

atom is involved, the PR value is approximately 1/N , where N is the number of

atoms present in the system. The inset to the figure compares PR values for the

crystalline and liquid [bmim][PF6]. The values for the crystal are higher than that

for the liquid in the far-infrared region.

The results on the participation ratio, seen in combination with those obtained

from the effect of deuteration convey that modes in imidazolium based room tem-

perature ionic liquids with frequencies less than 100 cm−1are inter-ionic in character.

Their frequencies are largely determined by the local structure (first coordination

shell) and interactions arising therein. Hydrogen bonding between cations and an-

ions can only modulate this band. It does not solely determine the position of the

low frequency feature.
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Figure 3.6: Participation ratio (PR) of modes against frequency for all the liquids.
Inset: PR of liquid and crystalline [bmim][PF6] using force field calculations.

3.3.2 Density functional theory based calculations

The vibrational density of states for the four liquids obtained from empirical po-

tentials clearly show the interionic character of the modes at low frequencies. This

observation is further substantiated by zero temperature Hessian calculations and

density functional theory based finite temperature molecular dynamics simulations

of the crystal of [bmim][PF6].

The MD trajectory obtained in the latter can be used to calculate the autocor-

relation function of the ion velocities whose Fourier transform is the VDOS. The

VDOS obtained thus is compared to that obtained from a harmonic analysis within

the DFT framework, and against results for the crystal obtained from our force field,

in Figure 3.7. Also shown are the discrete frequencies obtained for an ion pair of



102 Chapter 3.

[bmim][PF6] using the PBE functional.

| | | | || | ||| || | | ||| ||| | || |||| | | ||

0 25 50 75 100 125 150 175 200
Wave number (cm

-1
)

0

10

20

30

40

50

60

G
(ω

)d
ω

Crystal-FF-NMA
Crystal-FF-VACF
Crystal-DFT-VACF
Liquid-FF-NMA

x
Crystal-DFT
Ion Pair-DFT

Figure 3.7: Frequency spectra of crystalline [bmim][PF6] obtained from force field
based simulations and from CPMD simulations. The liquid [bmim][PF6] NMA spec-
trum is shown for comparison. Small, discrete vertical lines are values of frequencies
obtained from density functional theory of the crystal within the harmonic approx-
imation, denoted as ”Crystal-DFT”. Green crosses, denoted as ”Ion Pair-DFT” are
discrete frequencies for an isolated ion pair obtained using DFT. ”FF” stands for
results obtained from force field. NMA is the result within the harmonic approx-
imation, while ”VACF” stands for the power spectrum of velocity autocorrelation
function obtained from the MD trajectory.

The frequencies obtained from DFT for the crystal is red shifted with respect

to that for the ion pair. The density of states for the crystal, obtained from both

zero temperature DFT calculations and finite temperature AIMD simulations are

shifted to slightly higher frequencies when compared to those obtained from force
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field based calculations. However, there is qualitative agreement between all these

spectra.

Figure 3.8: Interionic character of selected modes in crystalline [bmim][PF6] cal-
culated using DFT. (a) 32 cm−1 (b) 75 cm−1. Carbon: Gray; Nitrogen: Blue;
Hydrogen: White. Atomic displacement vectors are shown as black arrows.
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Figure 3.9: Interionic character of modes in crystalline [bmim][PF6]calculated using
force field. Only a section of the simulated crystal is shown. (a) 35.6 cm−1, (b)
55.7 cm−1. Carbon: Gray; Nitrogen: Blue; Hydrogen: White. Atomic displacement
vectors are shown as black arrows and are scaled by a factor for better visualization.
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An examination of the atomic displacements at low frequencies obtained from

DFT calculations for the crystal demonstrate, once again their interionic character.

These are shown in Figures 3.8 and 3.9. Another surprising finding is the overall

agreement in the low frequency feature between that obtained for the liquid and for

the crystal, both from force field simulations. Given that the near neighbour shell

of an ion in the liquid is similar to that in the crystal [59], the similarity between

the low frequency band for the two systems shows that it arises from short range

interactions.

3.4 Conclusions

We have studied the far infrared region of the vibrational spectrum of room tem-

perature ionic liquids using various computational methods. Molecular dynamics

trajectories were generated for four different ionic liquids using force fields appro-

priate for each of these systems. The power spectra of these liquids were obtained

from the velocity auto time correlation function, a standard procedure to obtain

the vibrational density of states. In addition, the VDOS was obtained within the

harmonic approximation, from many quenched configurations of the liquids, using

a program developed in our group. The procedure not only yields the spectrum

of frequencies but also the atomic displacements of the modes. The harmonically

approximated VDOS closely mirrors the total density of states, even at low frequen-

cies. This is a key observation. A distinct band is observed around 30 to 80 cm−1

in all the liquids. The peak position shifts to higher frequencies with an increase in

the strength of the cation-anion interaction, consistent with experiments [26,29,34].

Our calculations also show that the low frequency band in the VDOS is un-

changed upon deuteration of the three ring hydrogens on the imidazolium cation.

Had this feature arisen from localized motions of the cation-anion hydrogen bond,
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a shift towards lower frequencies would have been seen. The absence of such a shift

indicates the non-local character of the modes contributing to this band. The cal-

culation of the participation ratio of each mode attests to this fact. This quantity

is large for modes whose frequencies are less than 100 cm−1 in all the liquids stud-

ied, implying that a large number of atoms are sufficiently displaced by these modes.

The low frequency band in room temperature ionic liquids arises primarily from

interionic interactions, a fact agreed upon by both the groups of Ludwig and Buf-

feteau. Our calculations show that the band can be nearly reproduced by short-range

interactions. These conclusions are further confirmed from the density functional

theory based gas phase calculations of ion pairs as well as the periodic calculations

of crystalline [bmim][PF6].

The modes contributing to the low frequency band is interionic in character; its

presence has been documented even in ionic liquids which lack the capability to form

ion-ion hydrogen bonds [32,34,35]. Hydrogen bonds modulate the peak frequency of

this band. The visualization of the atomic displacements for these modes from the

Hessian calculation for the bulk RTILs along with that of the [bmim][PF6] crystal

confirms their inter-ionic character.
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Chapter 4

Molecular Dynamics Simulations

of Ionic Liquid-Vapour Interfaces:

Effect of Cation Symmetry on

Structure at the Interface

4.1 Introduction

The interface of ionic liquids is an important component as it can be used to un-

derstand electron transfer in catalytic reactions [1], wetting phenomena of ionic

surfaces [2], double-layer effects at molten salt interfaces [3], and many other in-

terfacial reactions. In a recent study, Iwahashi et al have conducted ultraviolet

photoemission spectroscopy and metastable atom electron spectroscopy on a series

of ILs and showed that both cations and anions are present at the surface of ILs

with shorter alkyl chains and that the surface is covered with the alkyl groups in

ILs with longer alkyl chains [4]. They concluded that the non-polar groups point

towards the vacuum side and the polar groups face towards the bulk side forming

113
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a double layered structure at the interface. Very recently, Baldelli and co-workers

have reported results of SFG, surface potential, and surface tension experiments on

a group of ILs consisting of [C4C1im] cations and have proposed a model for the

arrangement of ions at the IL-vapour interface [5]. In this model, both cations and

anions are present on the surface, however the anions are located at a slightly lower

plane than the cations. They conclude that the surface had contributions from both

van der Waals and Coulombic interactions indicating the presence of alkyl chains as

well as of ions at the interface.

Lynden-Bell et al have carried out several simulations studying the interfacial

properties of many ILs [6–10]. Following the x-ray reflectivity measurements of

Deutsch et al [11], MD simulations of the ionic liquid-vapour interface of 1-alkyl-3-

methyl imidazolium hexafluorophosphate were carried out [12]. These simulations

confirmed the enhancement in the electron density near the surface as was earlier

seen in the experiment. Later, few differences in the experimental and simulation

results on the electron density profile were reconciled [13]. Many other simulation

studies too have examined the nature of the IL-vapour interface and have affirmed

the oscillatory behaviour of ion density profiles [14–16].

All the above mentioned works were carried out on imidazolium cation based

ionic liquids having asymmetric alkyl group substitutions on the two nitrogen atoms

of the imidazolium ring. Recent studies on the phase behavior of symmetric cations

(in which the length of these alkyl groups are identical) showed that they too can be

liquids at or near ambient conditions [17]. The structure, dynamics, and morphol-

ogy of this category of ionic liquids has attracted some attention recently [18–20].

Symmetric, [CnCnim] cation based ILs are generally more structured and more vis-

cous than asymmetric [CnC1im] cation based ILs. The presence of two alkyl groups

in the former enhances the van der Waals (vdW) interactions relative to Coulomb,

leading to greater nanostructural order.
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In the present work, the effect of molecular (specifically, the cation) symmetry

on the structure of the ionic liquid-vapour interface has been studied. An attempt

has been made to examine the impact of enhanced vdW interactions (due to the

presence of a cation with two equivalent alkyl groups) on the interfacial structure

and properties, while retaining the strength of the electrostatic interaction. Hence

this study probes the influence of molecular symmetry as well as the effect of en-

hanced van der Waals interactions on the interfacial properties of RTILs. These

twin goals have been attained by symmetrizing the alkyl group substitutions on the

imidazolium ring. Traditional imidazolium based IL salts possess a methyl group

at the 3-position and a generic alkyl group at the 1-position of the ring. In the

current article, ionic liquids which have equivalent alkyl substitutions on both these

positions have been investigated. The next section details the procedures of the

simulation, which is followed by the presentation and discussion of the results. An-

ticipating the results, significant differences in the interfacial structures as well as

properties between ionic liquids which have symmetric and asymmetric cations were

found.

4.2 Details of Simulation and Methodology

Classical MD simulations have been carried out on four different ionic liquids. The

anion in each of the liquid is bis(trifluoromethylsulfonyl)imide (NTf2). Cations were

of the form, 1-R-3-R’-imidazolium (where R and R’ are two alkyl groups) (denoted

later as CnCm). The systems studied were: ‘Asymmetric’ ILs – [C3C1][NTf2], and

[C5C1][NTf2], and ‘symmetric’ ILs – [C3C3][NTf2], and [C5C5][NTf2]. Figure 4.1

depicts the schematic pictures of the ions studied. In each case, the system consisted

of 1,000 ion pairs with the number of atoms ranging from 37,000 to 55,000. The

simulations were carried out in the constant NVT ensemble at a temperature of 300

K using Nosé-Hoover thermostats.
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Figure 4.1: Schematic pictures of the ions. (a) bis(trifluoromethylsulfonyl)imide,
(b) 1-propyl-3-methylimidazolium, (c) 1,3-dipropylimidazolium, (d) 1-pentyl-3-
methylimidazolium, (e) 1,3-dipentylimidazolium
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Well equilibrated liquids in three-dimensionally periodic cubic simulation boxes

were taken from a previous work on these ILs in bulk [20]. The box length in

the z-direction was changed to 150 Å in order to create two liquid-vapour inter-

faces. A liquid slab whose thickness was around 80 Å was thus created. The

LAMMPS program [21] was employed to carry out the simulations. Fully flexible

force field parameters were taken from the all-atom model developed by Ludwig and

co-workers [22], and polarization effects were not included in this model. The po-

tential includes intramolecular interactions (stretching, bending, dihedral, improper

terms) and non-bonded Lennard-Jones and Coulombic terms. A real space cutoff

distance of 12 Å was applied for the non-bonded interactions. Three-dimensional

particle-particle particle-mesh (PPPM) [23] method with an accuracy of 1×10−5

was employed to carry out the lattice sum of the long range Coulombic interac-

tions. The box lengths in the lateral directions for the [C3C1][NTf2], [C5C1][NTf2],

[C3C3][NTf2], and [C5C5][NTf2] systems were 77.3232 Å, 80.3526 Å, 80.4282 Å, and

85.883 Å respectively. The surface normal was along the z-direction.

The equations of motion were integrated with a time step of 0.5 fs using the

velocity Verlet algorithm. Long range corrections to the potential energy and pres-

sure were applied. The systems were equilibrated for a period of 10 ns, after which

trajectories of 6 ns duration were generated. In the analysis phase, coordinates were

stored at an interval of 5 ps and the pressure components at an interval of 0.5 ps.

For each IL, three independent trajectories were generated, starting from different

configurations of the bulk liquid. Results have been averaged over these three tra-

jectories, as well as over the two interfaces present in each system. Various density

profiles have been obtained with a bin width of 1.0 Å in the z-direction. In these

plots, z=0 represents the z-coordinate of the centre of mass of the system.
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4.3 Results and Discussions

4.3.1 Number Densities

The mass density profile of the liquid slabs are presented in Figure 4.2. Bulk densities

of these ILs obtained from a recent constant pressure-constant temperature simula-

tions agreed with experimental values [20]. The density of liquids in the bulk region

obtained from the current interface calculations are consistent with these earlier ob-

servations. Mean densities obtained in a thin slab of width 10 Å from the centre

of mass of the systems are (in units of g/cm3): 1.44 (1.47), 1.37 (1.38), 1.37 (1.39),

and 1.26 (1.29) for [C3C1][NTf2], [C3C3][NTf2], [C5C1][NTf2] and [C5C5][NTf2] re-

spectively. The values in parentheses are experimental data of Quitevis [24].
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Figure 4.2: Mass density profiles of all the systems along the surface normal direc-
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The bulk density values obtained in these interface calculations are about 2%

smaller than the values obtained through bulk NPT simulations [20]. This is because

the bulk simulations contained long range corrections to pressure, which is lacking in

the interface simulations. This contribution (which is generally attractive) increases

the density. Thus the slightly smaller bulk density values obtained here can be

rationalized.

The density profiles exhibit weak oscillations near the interface. There exists a

narrow region at the interface where the density is larger than the bulk value. The

ratio of the density maximum at the interface to its bulk value is highest for the

[C5C5][NTf2] system. The ratio for the [C5C1][NTf2] liquid is higher than that for

[C3C3][NTf2] although both have identical number of carbon atoms in alkyl groups.

The interfacial density oscillations thus appear to be crucially dependent on the

length of the larger alkyl group of the cation. Longer alkyl groups are likely to

be more organized at the liquid-vapour interface thus enhancing vdW interactions.

Since the positive charge on the cation resides largely on the imidazolium ring, the

ordering of alkyl groups may also enable the efficient packing (see later, the scaled

number density profiles of cations and anions) of the anions and cation rings at the

interface.

To explore the structures at the interface, the number densities of different en-

tities in the liquid have been calculated. The interfacial behaviour greatly depends

on the specifics of the anion and the length of the alkyl chains of the cation as con-

firmed from simulations [10,25] as well as from experiments [26–28]. For the cation,

the number densities of the geometric centre of the ring (denoted as cation in the

figure) and the terminal carbon atoms on each of the alkyl groups (attached to the

two nitrogens) and for the anion, that of its centre of mass of have been obtained.

Figure 4.3 shows the number density profiles for all the systems along the surface

normal direction. The number density profiles for the alkyl chains of symmetric
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systems have been divided by a factor of two, for ease of comparison with the data

for asymmetric ILs.
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Figure 4.3: Number density profiles in (a) [C3C1][NTf2] (b) [C3C3][NTf2] (c)
[C5C1][NTf2] (d) [C5C5][NTf2]. Profiles for the terminal methyl group of alkyl chains
in symmetric ILs (i.e., in panels (b) and (d)) have been divided by a factor of two
for ease of comparison.
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The density profiles of the alkyl groups extend more into the vapour phase in

ILs with longer chains. Both cations and anions are present at the surface, but the

extent to which anions are exposed to the vacuum is marginally higher than that for

the cation rings in all the four ILs. In asymmetric ILs, the methyl group occupies

the innermost position and the alkyl chains are the outermost ones. In symmetric

ILs, the alkyl groups lie on the outermost part of the interface, as expected. No-

ticeable long-range oscillations are observed in the number density profiles for all

the systems, in agreement with earlier reports on other planar and non-planar IL-

vapour interfaces [6–9,12,14,29,30]. The magnitude and range of these oscillations

increases with the length of the alkyl group. At the interface, the cation density

has a sharp and distinct peak while the oscillations in the anion density profile are

weaker and broader. The interfacial segregation of polar (ring centre of cation and

anion) and non-polar groups (alkyl chains) can be seen from these number density

profiles; deep minima found in the profiles for the alkyl chain (attached to N1) are

correlated with maxima in the densities of ring centre and anions.

An interesting behavior is seen in the profiles of the methyl groups among these

four ILs. It must be kept in mind that in the symmetric systems, the profile for

the terminal methyl has been divided by a factor of two for ease of visualization. In

Figure 4.3, one observes that the profile for the terminal methyl of the 1-alkyl group

in every IL exhibits a deep first minimum except for the case of the [C3C3][NTf2]

compound (panel (b)). This apparent difference can be rationalized if one plots the

density profile of the methyl group (irrespective of its position) in each IL (i.e., the

sum of the profiles of the methyls belonging to the two alkyl groups attached to the

nitrogens of the imidazolium ring). Such a plot is presented in Figure 4.4.

One finds that the deep minimum present in the profiles of [C3C1][NTf2] and the

[C5C1][NTf2] systems (Figure 4.3) have transformed into a shallow shoulder in the

total methyl profiles.
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Figure 4.4: Number density profile of methyl groups along the surface normal direc-
tion.

Obviously, the additional substantial contribution at this location has come from

the peak present in the number density of the 3-methyl group (see Figure 4.3(a) for

example). Hence in terms of the total density of methyl groups, the [C3C3][NTf2]

system is similar in behaviour to [C5C1][NTf2] and [C3C1][NTf2] ILs. However, the

[C5C5][NTf2] IL exhibits a deep minimum in the total methyl density profile as

well. It can be predicted that ILs with short chains (propyl or shorter) may not

exhibit a deep minimum in the density profile of methyl group. With increase in

the length of the alkyl group, the minimum in the number density profile of the

longer alkyl group deepens. Note also the presence of two strong peaks in the total

methyl density profile for the [C5C5][NTf2] system (Figure 4.4) at 31.3 Å and 43.1

Å respectively. These correspond to the two terminal methyl groups of the pentyl
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chains. The total methyl density profiles can be better compared between these

interfaces, if one scales the values by the respective methyl density values in the

bulk region. Such a ‘scaled’ plot is shown in Figure 4.5.

Although the [C3C1][NTf2] liquid had the highest interfacial total methyl density

in absolute scale, one finds that this is likely due to its comparatively larger bulk

density. Normalizing for this effect among the four liquids studied, it can be observed

that indeed the [C5C5][NTf2] liquid exhibits quite large values of scaled methyl

density at the interface. This demonstrates the dominant role played by the length

of the alkyl group in determining the relative density at the interface when compared

to bulk.

0 10 20 30 40 50
Z (Å)

0

0.5

1

1.5

2

2.5

S
ca

le
d 

nu
m

be
r 

de
ns

ity
 

C
3
C

1
C

3
C

3
C

5
C

1
C

5
C

5

Figure 4.5: Scaled number density profile of methyl groups along the surface normal
direction.

Figure 4.6 compares the number density profiles of cation among the four ILs.
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Interfacial density is highest for the [C3C1][NTf2] cation and decreases with in-

creasing chain length. This observation is in line with the findings of Slattery and

co-workers [26, 31]. They carried out studies on the scattering dynamics of hyper-

thermal oxygen atoms from IL surfaces on [C2C1][NTf2] and [C2C12][NTf2 systems

and inferred that [C12mim][NTf2] is more reactive than [C2mim][NTf2] due to the

relative rigidity of the latter.
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Figure 4.6: Cation number density profiles along the surface normal direction.

From Figure 4.6, it is clear that the interfacial cation number density for the

[C5C1][NTf2]system is higher than that for its symmetric isomer, [C3C3][NTf2].

Asymmetric cations allow for better packing of the rings at the interface. The thick-

ness of the liquid slab for symmetric systems is slightly larger due to the reduced

bulk number density. A comparison of the profiles for [C3C3][NTf2] and [C5C1][NTf2]

in Figure 4.6 reveals this aspect. These two systems have the same mass (isomers).
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It can be seen that the profile for [C3C3][NTf2] is more extended towards the vac-

uum than that for [C5C1][NTf2]. Their bulk densities are comparable; however,

[C5C1][NTf2] exhibits a taller peak at the interface for the cation number density.

Thus, asymmetric systems have marginally higher cation density at the interface

than their isomeric symmetric ILs.

Differences in the ring density profile of these four ionic liquids can arise due to

variations in packing efficiency at the interface and/or due to differences in their

respective bulk densities. In order to identify the contribution from the former,

each of the cation ring number density profiles has been scaled by the corresponding

number densities in the bulk region. Such a plot is exhibited in Figure 4.7.
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Figure 4.7: Scaled cation number density profiles of all liquids along the surface
normal direction. Inset: Corresponding data for anions.
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In this representation, the dominant density oscillations of the [C5C5][NTf2] sys-

tem are clearly seen. Layering of the imidazolium ring leads to its high (relative)

density at the interface. This effect permeates into the liquid giving rise to three to

four oscillations in the profile. The length of the alkyl group necessarily determines

the amplitude and range of these oscillations. ILs having a pentyl chain exhibit

such strong characteristics as opposed to those with one (or two) propyl chain(s).

The inset to this figure shows a similar plot for the scaled anion number density.

An important observation here is the nearly flat profile of the anion density for the

[C5C1][NTf2] system at the interface. The minimum of the first peak (at the in-

terface) that is present in all the other liquids is absent in the [C5C1][NTf2] liquid,

possibly due to the longer length of the alkyl chain.

4.3.2 Orientation

An understanding of the orientation of the cation at the IL-vapour interface is im-

portant. The angles between the surface normal vector (z-axis) and various vectors

characterizing the orientation of the cations, such as; (i) the vector normal to the

imidazolium ring plane (ring-normal), (ii) the vector joining the first nitrogen atom

(N1) and the terminal carbon atom of the alkyl group (chain), and (iii) the vector

passing through the two nitrogen atoms of the ring (NN), defined as the coordinate

of the nitrogen attached to the methyl group minus that attached to the alkyl group,

have been calculated. For the symmetric systems, the angle for the chain vectors

are averaged over those made by the two identical alkyl chains.

Molecules that are present with magnitudes of z-coordinate larger than the first

minimum in the number density profile are defined as “belonging” to the interface.

Figure 4.8 shows the probability distribution of the cosine of the angle made by the

ring normal, chain, and the NN vector with the z-axis for all the liquids.
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Figure 4.8: Probability distribution of cosine of the angle between the surface normal
vector and (a) ring-normal vector (b) NN vector (c) alkyl chain vector.
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Although the distributions are not narrow, the most probable orientation for

the ring normal is perpendicular to the surface normal, the NN vector prefers to

be parallel to the surface normal and the alkyl chain vector (NC) too is parallel

to the surface normal. These orientational preferences decrease for the symmetric

cation. This observation actually explains the difference between the cation number

density profiles among symmetric and asymmetric systems. Lynden-Bell [6] had

earlier explained that the ring normal being perpendicular to the surface normal

and the alkyl chain vector being parallel to it increases the packing at the interface

and hence the number density. Extending this argument, it is noted that when the

cation is symmetrized, preferential orientations of the rings and of the alkyl chains

decrease at the interface; the packing efficiency too decreases leading to a reduction

in the number density at the interface compared to the corresponding asymmetric

system.

In symmetric ILs, for a cation whose alkyl chain projects out into the vapour

phase, the second alkyl group needs to be oriented in the opposite direction, i.e.,

into the liquid phase. Shown in Figure 4.9 are the probability distributions for the

angle made by the NC vector of an alkyl group with the surface normal, provided

the other NC vector is nearly parallel to the surface normal (in practice, it was

demanded that cosθ values be greater than 0.8).

It is noticed that this conditional probability clearly favours a NC orientation

anti-parallel to the surface normal for the case of [C3C3][NTf2]. This is necessitated

due to the geometry of the imidazolium cation. The presence of such a hydrophobic

alkyl group in a region rich in polar interactions between the ring and the anion is

energetically unfavourable. Hence the overall propensity of alkyl chains to orient

themselves in a direction parallel to the surface normal is lesser for symmetric ILs

when compared to asymmetric ILs. In the case of [C5C5][NTf2], the second alkyl

group prefers either to be parallel or anti-parallel to the surface normal. The parallel
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Figure 4.9: Probability distribution of cosine of the angle between the surface normal
vector and one of the alkyl chain of the cation when the other alkyl chain is nearly
parallel to the surface normal (continuous lines). Shown in dashed lines are the data
reproduced from Figure 4.8 (c) for comparison.

orientation (given that the first alkyl is already parallel) is likely to be attained by

the formation of gauche defect(s), whose occurrence probability increases with chain

length. Figure 4.10 depicts snapshots of the symmetric and asymmetric cations at

the interface showing their orientations.

The dependence of these orientational preferences on the location of the ions can

be studied using the second order Legendre polynomial function (P2(θ)) [6, 7, 14].

〈P2(θ)〉 = 〈1
2
(3 cos2 θ − 1)〉 (4.1)

The function attains a value of zero for isotropic distribution. Its value is one and

-0.5 for parallel and perpendicular orientations respectively.
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Figure 4.10: Illustrating the orientation of cations at the interface : (a) [C3C1]
+ (b)

[C3C3]
+ (c) [C5C1]

+ (d) [C5C5]
+. The colour scheme is – Yellow: Carbon, Green:

Hydrogen, Blue: Nitrogen
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Figure 4.11: Second order Legendre polynomial function for (a) ring-normal vector
(b) NN vector (c) alkyl chain vector.
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Figure 4.11 shows the average of this function for angles that the ring normal,

NN vector and the alkyl chains make with the surface normal. In agreement with

earlier studies [6,14,32,33], at the interface, it is observed that 〈 P2(θ) 〉 is negative

for the ring normal and is positive and large for the alkyl chain. This shows that

the cations are aligned perpendicular to the surface. The NN axis and the alkyl

chain are parallel to the surface normal at the interface region. The sharp features

at the vapour edge of the interface arise from very few molecules (based on number

density). These show orientational preferences opposite to that seen in the densest

region of the interface. Although the alkyl chains of these few molecules project

out into the vapour phase, their ring planes lie on the liquid surface. In an earlier

experimental study, Baldelli and co-workers [34] have shown that anions present

on the surface do not influence much the orientation of cations. The important

deciding factors for the orientational preferences of the cations (studied in this work)

at the interface are their symmetry and chain length. The probability of the cation

ring being perpendicular and the alkyl chains being parallel to the surface normal

decrease for the symmetric systems, relative to those with asymmetric cations.

4.3.3 Charge Densities and Electrostatic Potentials

The profiles for charge densities of the systems were obtained by integrating over all

the individual atomic charges of the ions in each layer and are shown in Figure 4.12.

As the anions are exposed more towards the interface than the ring centre of the

cations, the total charge at the interface is negative. Although the alkyl groups of the

cations occupy the outermost layer, they carry almost negligible charge and hence

they play a less active role in determining the charge density. As the chain length gets

longer, a small positive charge density can be observed on the surface possibly arising

from the alkyl group. Yet, the total interfacial charge density is predominantly

negative. A large positive region is also observed beneath the negative region which
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arises from the presence of cation ring centres. The presence of alternating positive

and negative charge density regions is a direct evidence of out-of-phase oscillations

in the cation and anion number density profiles, as documented earlier by us [12].
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Figure 4.12: Charge density profiles as a function of distance along the surface
normal.

Profiles of the electrostatic potential were obtained by integrating Poisson’s equa-

tion along the direction of the surface normal. The expression is,

φ(z0) =
1

ǫ0

∫ z0

−∞

(z − z0)ρ(z)dz (4.2)

where ρ(z) is the charge density at position ’z’ in the direction of surface normal.

Figure 4.13 shows the electrostatic potential (esp) profiles along the surface nor-

mal (z-direction) for all the systems. The potential difference between vacuum and
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bulk mirrors the behavior of the charge density profile. [C3C1][NTf2] compound

shows the largest difference while [C5C5][NTf2] shows the least.
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Figure 4.13: Electrostatic potential profiles in the surface normal direction.

The electrostatic potential determines the potential experienced by a test charge

moving across the interface. Systems with smaller alkyl chains ([C3C1][NTf2], [C3C3][NTf2])

exhibit large negative charge densities at the interface which leads to a large positive

potential. In longer alkyl chain systems ([C5C1][NTf2], [C5C5][NTf2]), the potentials

have a small negative value just at the interface due to the presence of alkyl groups

projecting out of the liquid into the vapour phase. Padua and co-workers have

studied recently the surface properties of [C6C1][NTf2] [35], and observed an elec-

trostatic potential of around 0.2 V in bulk at 423 K. The potential difference for

[C5C1][NTf2] was found to be around 0.28 V at 300 K, which is not inconsistent with

their data. The mean potential values in bulk are 0.35 V, 0.27 V, 0.28 V, and 0.18
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V for [C3C1][NTf2], [C3C3][NTf2], [C5C1][NTf2], and [C5C5][NTf2] respectively. The

effect of size difference between the cation and anion on the interfacial electrostatic

potential has been studied by Bresme and co-workers on a primitive model [36] and

by Lynden-Bell and co-workers on imidazolium based ILs [10].

Comparing the esp profiles for [C3C3][NTf2] and [C5C1][NTf2], it can be observed

that the former does not exhibit any peak at the interface unlike the latter, consistent

with observations made earlier on their number density profiles.

4.3.4 Surface Tension

The surface tension (γ) of the liquids were calculated from the pressure components

in the direction parallel and perpendicular to the interface as,

γ =
Lz

2
(〈Pzz〉 −

1

2
[〈Pxx〉 + 〈Pyy〉]) (4.3)

where Pxx, Pyy, and Pzz are the three principal components of the pressure tensor

and Lz(=150 Å) is the box length along the surface normal. The factor of 2 takes

care of the presence of two equivalent surfaces.

Earlier studies [14, 37–39] have shown that the surface tension of ionic liquids

decreases with increase in the alkyl chain length of the cation and their branching.

In an IL-vapour interface, the less active alkyl chains constitute the interface and the

more active moieties (rings) are directed towards the bulk in order to minimize the

surface energy [34]. Figure 4.14 shows the running average of the calculated surface

tension for all the systems. The data has been averaged over the three independent

trajectories.

The calculated surface tension values for the asymmetric IL systems are not

in perfect agreement with experimental values [39]. The values are: 24.7 mN/m
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Figure 4.14: Running average of surface tension for all the systems.

(34.22) and 19.7 mN/m (32.41) for [C3C1][NTf2] and [C5C1][NTf2] respectively (ex-

perimental values in parentheses). The existence of finite size effects in the compu-

tational determination of surface tension has been documented earlier by Bresme

and coworkers [40]. This could play a role in the current calculations also.

Coutinho et al have carried out a series of surface tension measurement experi-

ments to systematically study the surface tension of ILs as a function of anion, cation

alkyl chain length, cation alkyl chain symmetry, and temperature [38,39,41]. They

report surface tension values of 35.37 mN/m and 34.22 mN/m for ([C2C2][NTf2])

and ([C3C1][NTf2]) [41] respectively. Consistent with their findings, it is noticed

that the symmetric IL system [C3C3][NTf2] has a higher surface tension ( 23 mN/m)

than its asymmetric counterpart [C5C1][NTf2] (19.7 mN/m) [C5C1][NTf2] due to the

presence of shorter alkyl chains in the former.
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4.4 Conclusions

Atomistic molecular dynamics simulations of the liquid-vapour interfaces of four

different ionic liquids have been carried out and the effect of the length of the alkyl

groups and of the molecular symmetry of the imidazolium cations on the nature of

the interface have been examined. The cation in many common ILs are asymmetric

in the alkyl substitutions they carry on the ring, the current study compares MD

results on the liquid-vapour interface for ILs containing symmetric and asymmetric

cations. The properties of these liquids in bulk were studied by us earlier [20].

The density of these liquids in the bulk region of the current simulations agree

well with experimental values. The surface of symmetric ILs is coated with alkyl

chains, similar to that seen for asymmetric ILs. While both cations and anions are

present in the densest region of the interface, the anions are located slightly towards

the vapour side and the imidazolium ring centre of the cations are located slightly

inwards, towards the liquid region. Among the liquids studied, the density of methyl

groups at the interface is the highest for the [C3C1][NTf2] primarily due to its high

bulk density. However, if one normalizes the methyl density profile by the respective

bulk values, [C5C5][NTf2] possesses the highest relative interfacial methyl density,

illustrating the dominant role played by the length of the alkyl group. This obser-

vation is also corroborated by a similar analysis for the cation ring number density.

The alkyl groups are oriented normal to the surface plane and this propensity

decreases for symmetric ILs. This is due to the fact that if one alkyl group is

oriented outwards and normal to the liquid surface, the other alkyl group has to

perforce be oriented into the liquid due to the intrinsic geometry of the cation. The

presence of such a hydrophobic group oriented into the polar liquid and normal to

the interface is likely to be energetically prohibitive. This explains the reduction

in the probability of cations with alkyl chains oriented normal to the interface in
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symmetric ionic liquids. However, this situation can be avoided by the formation

of gauche defects on the chain which is likely in cations with long alkyl groups. To

summarize, orientational preferences of the ions at the interface are diminished in

symmetric ILs, relative to asymmetric ones. This is a new observation.

The orientational preferences of the ions are sustained into the liquid to about 15

to 20 Å from the interface. Despite being more dense, interfacial oscillations in the

number density profiles for ILs with asymmetric [CnC1im] cations are reduced both

in amplitude and in range than those in ILs constituted by symmetric ([CnCnim])

cations. The larger bulk density in the former is seen to naturally lead to a larger

electrostatic potential difference in the bulk region of the liquid, with respect to

vacuum.
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Chapter 5

Nanoclusters of Room

Temperature Ionic Liquids: A

Molecular Dynamics Simulation

Study

5.1 Introduction

Nearly all the studies on the ionic liquid (IL)-vapour interface have considered a

planar interface. They agree that the surface is hydrophobic, with the alkyl groups

of the cation projecting out into the vapour phase [1,2]. Oscillations in the number

density of the ions and consequently in the electron density were observed. One of

the features brought out by these MD simulations is the out-of-phase oscillations

present in the density profiles of the cation and anion at the interface, which implies

charge ordering [1].

So far, there have been no studies on the structure of large, free standing clusters

of ionic liquids. These are required to identify possible differences in the structure of
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the liquid at the interface between a planar and a curved surface. Studies on IL clus-

ters are also important as model systems of ternary microemulsions. Various workers

have studied microemulsions in which ILs form the polar core, water or an organic

solvent (cyclohexane or toluene) being the continuous medium and a surfactant such

as Triton X-100 (TX-100) mediating these two components [3–9]. Kankan and co-

workers have done femtosecond solvation dynamics experiments on a microemulsion

consisting of a polar pool of IL (1-pentyl-3-methyl-imidazolium tetrafluoroborate)

and the surfactant TX-100 molecules forming the non-polar peripheral shell around

the IL pool [6]. The IL pool in such systems is typically spherical with values of the

hydrodynamic diameter ranging between 8 and 20 nm in the case of water [3] and

close to 100 nm in the case of organic solvents [3, 9]. Figure 5.1 depicts a cartoon

form of the above described ternary microemulsions.

Small angle neutron scattering experiments on [hmim][BF4]/TX-100/cyclohexane

microemulsions have shown that the diameter of the IL core plus the stabilizing sur-

factant layer is around 2 nm [7]. The constitution of the vapour phase of ILs is

believed to be ion pairs [10–13]. Slightly larger aggregates could also exist, but are

rare. Recently, Pinilla and co-workers have studied ground state geometries of small

clusters (less than 32 ion pairs) of the ionic liquid [bmim][Tf], using ab initio and

empirical potential computer simulations [14]. Ludwig has obtained thermodynamic

properties of ILs by applying quantum chemical calculations to small (up to 16 ion

pairs) clusters [15]. Maginn et al have calculated the enthalpy of vaporization for IL

clusters as a function of temperature and alkyl chain lengths [13]. They proved that

non-neutral clusters have much higher vaporization enthalpies than their neutral

counterparts. Hunt et al [16] have investigated structures of ion pairs to understand

liquid state properties.

In the current work, the focus was on nanometric sized ionic liquid droplets

present in free space at room temperature. Their structural (sizes, shapes, number
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Figure 5.1: Model picture of a ternary microemulsion having the ionic liquid in the
core

densities of ions, orientations), energetics(cohesive energies), and electrostatic char-

acteristics (charge densities and electrostatic potentials) were determined through

molecular dynamics simulations using a well tested empirical potential model [17].

This model has been benchmarked against ab initio MD simulations and predicts

experimental quantities such as density (as a function of temperature and pressure),

surface tension, enthalpy of vapourization, X-ray and neutron structure factors and
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small angle X-ray scattering very well. The effective potential of interaction between

these clusters as a function of the inter-cluster center of mass separations has also

been investigated, which can be used in developing coarse grain models of IL based

microemulsions.

5.2 Methodology and Details of Simulation

Clusters containing 32, 100, 256, 360, and 600 ion pairs (1024, 3200, 8192, 11520,

19200 atoms respectively) of the ionic liquid 1-n-butyl-3-methylimidazolium hexaflu-

orophosphate, [bmim][PF6] have been studied using the all-atom model developed

by us [17]. The potential model is fully flexible. Intramolecular interactions include

stretching, bending, and dihedral terms while site-site Lennard-Jones and Coulombic

terms constitute the non-bonded interactions. Classical molecular dynamics simu-

lations were performed with the LAMMPS program [18] at a temperature of 300 K.

Temperature control was achieved by coupling the system to a Nosé-Hoover ther-

mostat with a coupling constant of 0.5 ps. The simulations were carried out without

periodic boundary conditions in order to form and retain clusters. The non-bonded

interactions were not cut off, and all site-site interactions were included in the cal-

culation of the total potential energy. The equations of motion were integrated with

a time step of 0.5 fs using the velocity Verlet algorithm. Three different simulations

were carried out for each system size, except for the 600 ion pair system, for which

ten independent trajectories were generated, each starting from a different initial

configuration. The total run length was about 2 ns for all the system sizes after a

period of equilibration. Coordinates of all the atoms were stored at an interval of

0.5 ps for further analysis. Calculated quantities were averaged over the above men-

tioned independent simulations and the error bars were obtained by block averaging.

In addition to these all-atom MD simulations, MD simulations of two clusters
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(100 ion pairs and 6912 ion pairs) were carried out using a coarse grained model

of [bmim][PF6]. The force field for the coarse grained simulations were taken from

[19].

The geometry of the clusters were characterized from the eigen values λ1 ≤ λ2

≤ λ3 of the radius of gyration tensor S. Which describes the second moments of

position of all the atoms and defined as,

Smn =
1

N

N
∑

i=1

r(i)
m r(i)

n (5.1)

where r
(i)
m is the mth Cartesian coordinate of the position vector r(i) of the ith

atom. The trace
∑

i λi gives the isotropic squared radius of gyration R2
g, while

the anisotropy of the cluster is measured from the asphericity parameter A2 [20,21].

Gyration tensor is related to the moment of inertia tensor, the difference between

them is that the atom positions are weighed by mass in the inertia tensor. Whereas

the gyration tensor depends only on the particle positions. Hence, the gyration

tensor would be proportional to the inertia tensor if all the particle masses are

identical.

R2
g = λ1 + λ2 + λ3 (5.2)

Radius of gyration describes the way in which the area of a cross-section is

distributed around its centroidal axis.

A2 =
(λ1 − λ2)

2 + (λ2 − λ3)
2 + (λ3 − λ1)

2

2(λ1 + λ2 + λ3)2
(5.3)

A2 is always positive and it ranges from a value of zero for a symmetric sphere

to one for a rod.
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The radial profiles of the electrostatic potentials were determined using the equa-

tion,

φ(r) = 1/4πǫ0

[〈

∑

ri<r

qi/r +
∑

ri>r

qi/ri

〉]

(5.4)

where qi is the charge on the ith atom and ri is the radial distance from the centre

of mass (COM) of the cluster for the ith atom. Angular brackets represent the time

average of the quantity.

The derivation of the formula is direct from classical electrodynamics. Suppose

there is a charged sphere of radius R and net charge Q. In the case of symmetrically

distributed charges, the electrostatic potential outside the sphere would be same as

that from a point charge ’Q’ placed at the centre of the sphere. Thus, for any point

r > R,

φ(r) = 1/4πǫ0 ∗ Q/r (5.5)

For a conducting sphere, the electrostatic potential inside the sphere is same every-

where throughout the conductor, and is equal to the value of the potential at the

surface. So, for any point r < R,

φ(r) = 1/4πǫ0 ∗ Q/R (5.6)

This formula was previously used to calculate the radial profile of electrostatic

potential for water clusters with spherical geometry by Brodskaya and co-workers

[22,23].

In the case of a planar interface, one can calculate the density profile by using a

constant slab width for binning. However, the use of a constant radial shell width

to calculate similar profiles for the clusters studied here will lead to very few atoms

contributing to shells near the core region of the cluster and much larger number of

atoms contributing to shells far away from the core. In order to obtain reasonable

statistics over the entire cluster, it has been chosen to bin the density using spherical
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shells of constant volumes. Using this procedure, one may not be able to obtain the

profile very close to the COM of the cluster; however, the statistical noise in the

profiles would be much reduced.

5.3 Results and Discussions

5.3.1 Shapes and Sizes of Clusters

The geometry of the clusters were studied in terms of their radii of gyration (Rg,

Equation 1) and asphericity parameters (A2, Equation 2). The eigen values of the

radius of gyration tensor are listed in Table 5.1.

Figure 5.2(a) shows the radius of gyration as a function of cluster size (number

of ion pairs, N). The dependence of Rg on N is inverse cubic, as expected. The

asphericity parameter A2 describes the shape of the clusters and its behaviour is

shown in Figure 5.2(b). The small A2 values indicate the spherical nature of all the

clusters. Larger clusters are more spherical than smaller ones.
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Figure 5.2: (a) Radius of gyration (b) Asphericity of clusters. The lines are drawn
to guide the eye.
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Figure 5.3: Snapshots of clusters. (n,n) is the number of cations and anions re-
spectively. Hydrogen atoms have been removed for the sake of clarity. The colour
scheme is as follows. Yellow: Carbon, Red: Phosphorus, Green: Fluorine, Blue:
Nitrogen of the imidazolium ring. The bars on the left side of each of the snapshot
shows the diameter of the respective cluster.



154 Chapter 5.

This can also be gleaned from the differences in the three eigen values of the

gyration tensor shown in Table 5.1.

No. of ion pairs λ1 (Å2) λ2 (Å2) λ3 (Å2)

32 33.2 39.4 48.6
100 71.7 83.0 98.2
256 134.0 158.4 174.6
360 175.2 186.7 204.4
600 254.6 267.2 276.1

Table 5.1: Eigen Values of the radius of gyration tensor

These observations are supported by snapshots of individual clusters shown in

Figure 5.3.

5.3.2 Number Densities and Molecular Orientation

Shown in Figure 5.4 are the number density profiles of the ring centre of the cations,

anion centres and that of the terminal carbon atom on the butyl chain of the cation,

for the 600 ion pair cluster. The geometric centre of the imidazolium ring and the

phosphorus atom are considered as cation and anion centres respectively.

Profound oscillations and layering are observed in the density profiles similar to

those observed for planar ionic liquid-vapour interfaces [1, 24]. Many experimen-

tal [25] and simulation studies have shown that the butyl tails of the cations tend

to face the vacuum side of the planar interface [2]. From the span of the number

density profiles with the radial distance, it is inferred that the surface is populated

with both cations and anions. However, the butyl tail groups of the cation are

present on the outermost layer while the ring centres lie inside. Hence the surface

will largely be hydrophobic. A marked difference between the cation and anion

number densities is seen near the surface. The cation number densities show a clear

maximum just below the surface (nearly 1.5 times of the number density in bulk
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region) while the first peak in the corresponding anion profile is flatter. The deep

minima in the number density profile of the butyl chain occurs at the maxima of

the cation and anion number density profiles at the surface region, indicating the

polar (cation ring and anion groups) and non-polar (alkyl chains) phase segregation.
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Figure 5.4: Number density profiles of cation ring centre, terminal carbon atom of
the butyl group of the cation and of the anion for the cluster containing 600 ion
pairs.

The number density profiles and orientaions for clusters of other sizes are sim-

ilar to that discussed and the number density profiles for all clusters are shown in

Figure 5.5.
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Figure 5.5: Number density profiles of cation ring centre, terminal carbon atom of
the butyl group of the cation and of the anion for the cluster containing 600 ion pairs.
(a)32 pairs, (b)100 pairs, (c)256 pairs, and (d) 360 pairs. The colour presentations
are as follow, Black line : cation ring centre, Green lines : terminal carbon atom of
the butyl group of the cation, Red lines with up-triangle symbols : anion

The orientation of the butyl chain and of the ring plane of the cations present

on the surface of the cluster have been studied. The distribution of the angles

formed by (a) the butyl chain and (b) the normal to the ring planes of cations with

the radial vector (i.e., the vector joining the COM of the cluster to the the centre

of the imidazolium ring) are shown in Figure 5.6. The most favoured orientation

of the butyl chain is parallel to the surface normal and that of the ring centre is

perpendicular to the surface normal. Such orientational preferences were also found

by Del Popolo and co-workers for very small clusters of [bmim][Tf] [26].
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Figure 5.6: Distribution of the angle between the long axis of the butyl tail of the
cation and of the normal to the imidazolium ring of the cation, with respect to the
radial vector of the cluster. Data is shown for the 600 ion pair cluster.

5.3.3 Energy

The mean potential energy per ion pair in the cluster is larger (i.e., less negative)

than that in the bulk ionic liquid as the molecules are energetically less stable on

the surface of the cluster than in the bulk. In Figure 5.7 this difference in energy

against the radius of gyration of the clusters is shown. One finds that even in the

largest cluster studied using atomistic MD (the 600 ion pair one), the mean potential

energy per ion pair is higher by 8.0 kJ/mole over the bulk value. However, for the

6912 ion pair cluster studied using coarse grained molecular dynamics (CGMD)

simulations, this value is closer to that of the bulk, differing only by 1.0 kJ/mol.

The difference in this energy arises from the undercoordinated ions present on the

surface of the cluster. The most important message from Figure 5.7 is that the data



158 Chapter 5.

10 20 30 40 50 60
R

g
 (Å)

0

10

20

30

<
E

>
/N

 -
 (

<
E

>
/N

) bu
lk
 (

kJ
/m

ol
)

Figure 5.7: Difference in the potential energy per ion pair between clusters and bulk
liquid plotted against their radii of gyration. The dotted line is a guide to the eye.

point from CGMD simulations fits neatly with the behaviour of the curve obtained

from atomistic MD simulations (which was used to simulate clusters up to 600 ion

pairs). The agreement between the two methods was also verified by carrying out

simulations of a 100 ion pair cluster using the CGMD method. The difference in the

mean energy per ion pair obtained from this simulation was 18.9 kJ/mol, relative to

the energy of the bulk IL simulated using CGMD. This value is in exact agreement

with the value obtained from atomistic MD simulations.

The distribution of the potential energies of the cations and anions as a function

of their location away from the COM of the cluster have been evaluated and the

same is illustrated in Figure 5.8 for the 600 ion pair system.

Note that the cations are in a deeper potential than the anions. This data can be
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Figure 5.8: Dependence of the potential energy of ions on their position in the
cluster with respect to the radial distance from the centre of mass of the cluster.
The number density profiles are also shown for the sake of comparison. The data
corresponds to the 600 ion pair cluster.

used to understand the origin of the difference between the potential energies of the

cluster and that of the bulk liquid (shown in Figure 5.7). The contribution to the

potential energy per ion pair for the cluster from those ions present on the surface

has been calculated. For this purpose, those cations and anions which are present

beyond a certain distance (28.5 Å and 30.5 Å respectively) from the cluster COM

were identified as belonging to the surface. The mean value of their potential energy

per ion pair is calculated to be -11.3 kJ/mol from Figure 5.8. This value is quite

close to the difference between the potential energy per ion pair for the same cluster

size and the bulk liquid (8.0 kJ/mol). Thus the weaker mean potential energy of

the cluster with respect to the bulk arises from the undercoordinated ions present

on the surface.
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Figure 5.9: Distribution of the potential energy of cation and anion (a) in the bulk
region (< 10Å from the COM of the cluster) (b) in the surface region (> 35 Å from
the COM of cluster). The data pertains to the 600 ion pair cluster.
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Figure 5.9(a) shows the probability distribution of the cation and anion poten-

tial energies in the bulk region (i.e., within 10 Å of the COM of the cluster) and

Figure 5.9(b) shows the same for the ions residing on the surface of the cluster (i.e.,

beyond 35 Å of the COM of the cluster) for the 600 ion pair system. This quantity

is the total potential energy of a tagged ion arising out of its interaction with all

other ions in the system. In the bulk region, the most probable value of the potential

energy for cation is more negative than that of the anion and the difference is around

46.0 kJ/mol. While the trend between cation and anion is retained at the surface,

the difference in the most probable value reduces to about 25.1 kJ/mol. By com-

paring the radial profiles of number density (Figure 5.4) and the monomer potential

energy (Figure 5.8), it can be concluded that only one layer of ions contribute to

the surface energy.

5.3.4 Charge Density and Electrostatic Potential Profile

The profile of the charge density for the 600 ion pair system(Figure 5.10) shows a

positive peak at the surface with a net negative value just below it – an electrical

double layer at the interface is thus created. The profile is rather noisy in the bulk

region, although one would expect it to have a value of zero on grounds of charge

neutrality. The charge density profiles for the smaller clusters are even more noiser

and hence not shown.

The electrostatic potential profiles were obtained from the atomic charges by

using Equation 4. Figure 5.11 shows the block averaged radial profiles of electrostatic

potential for the 600 ion pair cluster. The inset shows the same for all clusters. From

classical electrodynamics, electrostatic potentials are nothing but the measure of the

force experienced by a test charge upon crossing the surface. As the charge density

is positive on the surface due to the presence of long butyl chains, the test charge

encounters a positively charged surface and then a negative one and so on.
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Figure 5.10: Radial profile of the charge density for the 600 ion pair system.
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Figure 5.11: Radial profile of the electrostatic potential for the 600 ion pair system.
Inset compares the same for various cluster sizes.
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Hence, the surface potential in the ionic liquid cluster is found to be negative

relative to the gas phase and then oscillates around the mean value, which is similar

to the observations on a planar IL-vapour interface for same type of ILs [2, 27].

The average drop in the electrostatic potential for the 600 pair system is found

to be -0.17 V and this value decreases marginally with decreasing cluster radius.

Lynden-Bell et al had obtained a potential drop of -0.22 V for the planar ionic

liquid ([bmim][PF6])-vapour interface [2].

5.3.5 Inter-cluster Interaction

The effective interaction between nanoclusters of ionic liquid needs to be quantified

in order to be able to model the phase behaviour of IL based microemulsions and

other complex systems. In such microemulsions, the IL pool is ”coated” with a

surfactant layer [3]. The results reported in this section do not contain the effects

of this layer and consider the interactions between two pure IL pools. The former

will be addressed in future work.

The adopted procedure to obtain the interaction energy between two clusters is

as follows: For a given cluster size, an arbitrary configuration from its MD trajec-

tory is chosen. These coordinates are copied to form a replica cluster. The atoms of

the second (replica) cluster are then translated in any of the cartesian direction by

100 Å . Thus, a system containing two clusters having a distance of 100 Å between

their centers of mass is created. The total potential energy of the system contain-

ing these two clusters is calculated within the all-atom model (i.e., intramolecular,

electrostatic and dispersive terms) for several values of the distance separating the

centers of mass of the two clusters. The LAMMPS input script used to perform this

calculation is provided below:

units real

dimension 3
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atom_style full

boundary f f f

read_data data_1200

include parm.bmimpf6

neighbor 2.0 bin

neigh_modify every 2 delay 10 page 8000000 one 40000

timestep 0.5

run_style verlet

group cluster2 id >= 19201

velocity all create 300.0 23482341 mom yes rot yes dist gaussian

fix 1 all nve

fix_modify 1 energy yes

thermo_style multi

thermo 1

thermo_modify flush yes

dump 1 all custom 1000 dump.bmimpf6 tag mol type xu yu zu

dump_modify 1 flush yes

restart 1 rA.rest rB.rest

run 0

displace_atoms cluster2 move -10.0 0.0 0.0 units box

run 0
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displace_atoms cluster2 move -5.0 0.0 0.0 units box

run 0

displace_atoms cluster2 move -2.0 0.0 0.0 units box

run 0

displace_atoms cluster2 move -1.0 0.0 0.0 units box

run 0

In the above script, the molecules belonging to the second cluster are grouped under

the name “cluster2”. The last commands, e.g. “displace atoms” moves the atoms

in cluster2 by the Cartesian vector whose triplet are given on the same line. The

energy of the system containing the two clusters is obtained thereafter. In this way,

the energy profile versus the displacement profile is obtained. Figure 5.12 shows a

snapshot of the system.

Figure 5.12: Snapshot of two clusters system of the 600 IL pair system. Hydrogen
atoms have been removed for the sake of clarity. The colour scheme is same as in
Figure 5.3.

The cluster-cluster interaction energy is obtained by subtracting the potential

energies of the individual clusters, under isolated conditions (i.e., twice the single

cluster energy). This constitutes one interaction energy profile. Results reported

here are averaged over eighty such profiles.
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Figure 5.13: Potential of interaction between pairs of clusters of varying sizes. The
data is scaled on both the axes – by the value of the minimum energy along the
ordinate and the distance at which the potential is zero, on the abscissa.

In Figure 5.13, the interaction energy profile between clusters is shown. The

plot is scaled on both the axes – by the minimum value in the energy (ordinate)

and by the distance at which the interaction energy is zero (abscissa). Since the

cluster surface is rough due to the outward projection of the alkyl tails, the distance

at which the minimum is observed and its magnitude varies for each realization of

the interaction energy profile. This is to be expected, and thus the representation

of the data as a scaled plot is useful. Data from all the cluster sizes are shown. The

similarity of the profiles is striking. The profiles can be fitted to a form:

Ucc(r) = Aexp

[− (r − σ)

ρ1

]

− Bexp

[− (r − σ)

ρ2

]

(5.7)

Here, ρ1 and ρ2 signify the range of repulsive and attractive terms and their values
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of fit are 0.15Å and 2.62Å respectively for the 600 ion pair cluster. σ denotes the

”diameter” of the cluster. One could fit the attractive part of the profile to an

inverse power law as well; however, such a fit provides exponents ranging around 30

or so and are harder to interpret. Hence, the exponential attraction term has been

chosen. In the scaled representation, the potential well narrows and becomes harder

with increase in the cluster size.
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Figure 5.14: Potential of interaction between representative clusters each containing
600 ion pairs as a function of their separation. The contribution to the total potential
from electrostatic and van der Waals terms are also shown.

The interaction energy profile possesses a steep repulsion and a strong, but short

ranged attraction. The range is short relative to the size of the cluster, but is con-

sistent with that expected for intermolecular forces. This behaviour is reminiscent

of micelle-micelle interactions which were well studied many years ago using ther-

modynamic calculations and light scattering experiments [28, 29]. The attraction
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arises primarily from the interactions between alkyl groups of the cation. The con-

tribution to the interaction energy from electrostatic and dispersive terms has been

examined, and found that the former are much weaker than the latter. As the clus-

ters are charge neutral, the primary electrostatic interaction is dipole-dipole which

contributes much less to the total potential energy than the van der Waals terms.

This can be seen from a representative energy profile shown in Figure 5.14 for the

600 ion pair system, where these contributions are shown.

The maximum value of the electrostatic energy is around 8 kJ/mol, while the

van der Waals contribution is nearly an order of magnitude larger. This result

can be rationalized by examining the dipole moment of the cluster. The average

magnitudes of dipole moments of the clusters (centered on their respective centres

of mass) is listed in Table 5.2.

No. of ion pairs 〈µ〉 (Debye)

32 11.8±0.5
100 19.5±0.6
256 31.2±1.5
360 38.0±1.0
600 48.6±2.3

Table 5.2: Mean dipole moments of nanoclusters of IL. Error bars are standard error
on the mean.

At each configuration in the trajectory, the magnitude of the dipole moment

was calculated which was then averaged over the entire trajectory. The magnitude

of dipole moments are rather large, as expected for such nanometric sized liquid

droplets. Assuming an inverse cubic dependence of the dipole-dipole energy with

distance, an estimate of 8 kJ/mol is obtained for this interaction at an inter-cluster

distance of around 75Å, which explains the rather weak contribution of electrostatics

relative to van der Waals. In summary, the van der Waals interaction (primarily

between the alkyl groups of the cation) is the chief contributor to the potential

energy of the cluster dimer.
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In Figure 5.15, the mean value of the well depth as a function of the radius of

gyration of the cluster is exhibited. The linear dependence seen here is a direct

evidence for the interpenetration model [28–30]. Larger the cluster size, more are

the number of site-site dispersive interactions and hence the larger well depth. The

data can be fitted to a straight line of the form 〈Umin〉 = -2.8 -1.55Rg. Using this

function, it should be possible to obtain the mean well depth of arbitrarily large IL

clusters.
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Figure 5.15: The mean value of the minimum in the potential energy of interaction
between IL clusters plotted against the radius of gyration of the cluster. The dashed
line is a best fit to the data.
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5.4 Conclusions

Atomistic molecular dynamics simulations have been carried out on nanometric

sized clusters of ionic liquids, in vacuum. The purpose of the study is two-fold:

(i) to obtain information on the structure and electrostatic properties of the curved

liquid-vapour interface and (ii) to study the effective interaction between IL clusters.

Our simulations reveal that the interface is rather rough and is hydrophobic due to

the outward projection of the butyl groups of the cation. The number density of

the ions and the charge density profile show oscillations near the interfacial region

of the cluster. Ordering of the charges at an interface leads to these oscillations.

Specifically, the oscillations in the number (and charge) density of the cation and

the anion are out-of-phase due to charge ordering. A potential drop of around -

0.17V is observed to exist at the interface, in agreement with earlier simulations on

the planar liquid-vapour interface [2]. The clusters are spherical in shape and the

potential energy per ion pair in the largest cluster studied (that of 600 ion pairs) is

higher than the value for the bulk liquid by about 8.0 kJ/mol.

The interaction between clusters of a given size exhibits a deep well with the

range of attraction being short when compared to the size of the cluster. The

strength of the interaction increases linearly with increasing cluster radius in accor-

dance with the interpenetration model. In the latter, the attractive force between

such clusters arises from the alkyl tails of the cation. Interestingly, the interac-

tion is dominated by van der Waals terms in the potential energy, rather than the

electrostatic ones. This result can be rationalized by the charge neutrality of the

clusters. Despite possessing rather large dipole moments, the dipole-dipole potential

contributes only around 10% of the stabilization energy between clusters.

The potential model used in the present study is a non-polarisable one. Yet,

the inclusion of polarizability will not affect the qualitative nature of the results.

The outward projection of the butyl tails and the interaction strengths (captured
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through inter-cluster interaction profiles) are not likely to be altered by the inclusion

of polarisable interactions. In microemulsions, the reverse micelles (RM) containing

the IL pool is coated with a surfactant layer. Thus, the interactions between IL

clusters will be mediated by this layer as well as by the solvent (continuous medium).

Experiments have demonstrated that the RMs are spherical; hence only minimal

deformations of the IL pool through inter-cluster interactions are possible. Although

these deformations could stabilize the clusters further, this aspect has not been

considered in the current work. The effect of the surfactant layer and the solvent

can be studied using Brownian dynamics simulations which will be pursued in future.

The data presented here can be used to build coarse grained models of IL based

microemulsions in which the ionic liquid is present in polar pools surrounded by

surfactants present in a continuous medium. It should then be possible to study the

phase behaviour exhibited in such complex ternary systems.
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