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Preface

The thesis presents results of investigations of room temperature ionic liquids (RTILs)

in three different contexts: (i) as a solvent for the dissolution of biomass, on which

topic three chapters are devoted (ii) its organization on a charged solid surface, an

aspect that is vital to understanding the role of RTILs in supercapacitors and (iii)

the molecular level mixing of binary RTILs. These problems are studied using a

variety of computational methods which include quantum chemical cluster calcula-

tions, atomistic molecular dynamics (MD) simulations using empirical potentials as

well as density functional theory (DFT) based ab initio MD simulations.

The first chapter of the thesis provides a basic introduction to RTILs and various

simulation methods used in the course of research.

In the second chapter, the dissolution of lignocellulosic biomass represented by

monomers cellobiose and xylan in the RTIL, [emim][OAc] was studied using quantum

chemical cluster calculations. Gas phase, implicit and explicit solvent calculations

were carried out to examine intermolecular interactions between the ions and solvents

such as water, methanol and RTILs. The complete disruption of intra-molecular

hydrogen bonds of cellobiose and xylan by the anions of RTILs and the consequent

formation of intermolecular hydrogen bonds is key to the effectiveness of RTILs over

other solvents in biomass dissolution.

In Chapter 3, the results from these gas phase calculations are confirmed through

ab initio MD simulations of cellobiose in bulk [emim][OAc], at ambient conditions.
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The anion plays the primary role in solvating cellobiose; however, the cation too is

found to form weak hydrogen bonds with the solute through its acidic proton located

on the imidazolium ring. The presence of a small amount of co-solvent, water, is

seen not to affect this mechanism of solvation.

The dependence of biomass dissolution on the anion of the RTIL is investigated

through atomistic MD simulations in the forth chapter of the thesis. The conforma-

tional free energy of cellobiose in seven different RTILs composed of the same cation,

[bmim], but with different anions has been calculated using the Adaptive Biasing

Force (ABF) method and the anti-anti conformer is found to be the most stable.

The solvation free energy of cellobiose in each of these RTILs has been calculated

and the contributions of potential energy and entropy to it have been elucidated. Re-

sults are compared to experimental observations on cellulose dissolution in various

RTILs.

Chapters 5 and 6 examine the ordering of ions of [NTf2] [bis(trifluoromethylsulfonyl)-

imide] based RTILs on a charged mica surface. In particular, the effect of the length

of the alkyl tail of the cation on its organization in the first adsorbed layer has been

examined. In Chapter 6, the simulations are extended to consider the symmetry of

alkyl tails present on the imidazolium ring on the structure of the RTIL at the liquid-

solid interface. In the first adsorbed layer, the ring plane of cations with shorter

alkyl groups (less than four carbon atoms) are observed to be oriented either parallel

or perpendicular to the surface. However, cations with longer alkyl tails are seen to

have their ring planes parallel to mica surface. The alkyl groups too show a similar

dependence of their orientation on the tail length. Further, symmetric cations with

alkyl groups of intermediate length are highly structured at the interface than their

asymmetric counterparts.

The extent of mixing in binary mixtures of RTILs containing the same cation but

two different anions, has been examined at various mole fractions using atomistic



MD simulations in Chapter 7. Both [PF6]/[BF4] and [PF6]/[Cl] mixtures have been

investigated. The coordination environment of an anion around the cation is altered

in the presence of another type of anion. The extent of change is larger for anions

with much different radii. Atomistic MD and coarse grain MD simulations do not

show any evidence for the clustering of like anions at any concentration. The binary

liquids are well mixed at the molecular level.
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Chapter 1

Introduction

Room temperature ionic liquids (RTILs) have gained a lot of attention owing to their

attractive physiochemical properties. Low vapor pressure [1–3], inflammability [4, 5],

high chemical and thermal stability [6, 7], wide electrochemical window [8–12] and

tunable solubility [13] make RTILs a better choice over conventional solvents. The

environmentally benign nature of RTILs is one of the major force driving the boost

in RTILs research and its applications. Initially, the use of RTILs was limited as

green solvents [14–17]. Most of the initial work in RTILs was focused on the ability

of RTILs to dissolve biomass [18–26]. Later, with the synthesis of new RTILs, their

applications have also increased. In recent years, RTILs have been used in the

variety of applications e.g. electrolytes for batteries and supercapacitors [27–35], for

gas adsorption [36–41], as lubricants [42–44] and in catalysis [45–48], etc.

Many aspects of RTILs has been reviewed in the literature [24, 49–65]. RTILs

have been investigated from experimental as well as computational points of view for

pure and mixed systems [66–93]. Hence only a mini summary of relevant background

material needed for the thesis is present.

1
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1.1 Room temperature ionic liquids

Room temperature ionic liquids are salts that are liquid below 100 oC [1, 94, 95].

These consist solely of ions. Unlike other conventional ionic compounds that we see

in our daily life e.g. NaCl or common salt, where both Na+ ion and Cl− ion are held

together by strong Coulomb interactions, the electrostatic interactions in RTILs are

much a weak. RTILs are constituted of both organic and inorganic moieties. They

contain bulky cations (e.g. alkylimidazolium) and anions (e.g. hexafluorophosphate)

where charge is delocalized, resulting in weaker Coulomb interaction and hence,

RTILs are liquid at or near ambient conditions [45]. Figure 1.1 shows some common

cation and anions of RTILs. Cations of RTILs are mostly organic and asymmetric

moieties. Anions of RTILs can either be inorganic or organic. Generally, anions

have higher symmetry as compared to cations. Structural properties of both cation

and anion greatly influence physical and chemical properties [96–99]. A suitable

choice of cation and anion can be used to tune physical and chemical properties of

RTILs [6, 40, 100–103]. RTILs can also be made task specific by appropriate choice

of cation and anion. With an appropriate choice of cation and anion, RTILs can be

made to function like acids, bases or ligands [104–106]. For these reasons RTILs are

also known as designer solvents [107–109].

1.1.1 Properties of room temperature ionic liquids

Density: RTILs in general are denser than common organic solvents and wa-

ter [1, 6, 110, 111]. RTIL densities decrease linearly with increasing temperature.

Density of RTIL also depends on the size and symmetry of cation. Cation with longer

tail length and the higher asymmetry lead to lower densities. For example, in the

case of [NTf2]
− anion, density of RTILs varies as [emim]+>[bmim]+>[hmim]+>[omim]+ [1,

94, 95]. In the case of anion, the density of RTILs decreases with the size of an-

ion. For example, within the [bmim]+ cation family, density of RTIL varies as
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[Cl]−>[BF4]
−>[PF6]

−>[NTf2]
− [1, 94, 95].

Viscosity: RTILs have viscosities higher by at least an order of magnitude as

compared to water [1, 110–112]. At ambient conditions, water has viscosity 1 mPa.

s, whereas for RTILs, viscosity typically varies between 10 to 500 mPa. s. Viscosity

of RTIL increases with an increase in size of cation. For [PF6]
− anion, viscosity

varies as [emim]+>[bmim]+>[hmim]+>[omim]+ [1, 94, 95]. In the case of anion,

viscosity increases with coordinating strength of anion with cation. For example for

[bmim]+ cation, viscosity varies as [Cl]−>[PF6]
−>[NTf2]

− [1, 94, 95]. Viscosities

of RTILs decrease with increasing temperature [113, 114]. Addition of impurities

(water, solvent molecules) changes the viscosity of RTILs drastically [115, 116].

Melting point: Melting point of RTILs decreases with the increase in the size

of cation and anion [110, 111]. A small variation in alkyl tail length of cation can lead

to a significant difference in melting point. For example the melting point of [Cl]−

containing RTIL varies as [emim]+>[bmim]+>[hmim]+>[omim] [1, 94, 95]. In case

of [bmim]+, melting point varies as [Cl]−>[PF6]
−>[NTf2]

− [109]. Apart from the

size of cation, its symmetry is also an important factor in determining the melting

point of the RTILs. With the increase in symmetry, melting point increases [1].

1.1.2 Applications

Solvent: One of the most important application of RTILs is their use as sol-

vent [15, 45]. RTILs can be used as solvents for a large number of organic and

inorganic compounds. Also, since RTILs are non-volatile, they are the preferred

choice for high vacuum conditions. However, one of the most important application

of RTILs is the ability to dissolve biomass [18, 100, 117]. RTILs can dissolve cellu-

lose, which is difficult to dissolve in conventional solvents or otherwise require harsh

conditions. Also, RTILs can be used to stabilize biomolecules like DNA [118–120].
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Electrolytes: High thermal and chemical stability and wide electrochemical

window of RTILs make them an apt choice for use in electrochemical processes [27].

RTILs are used as electrolytes in solar cells, Li+ ion batteries, supercapacitors,

etc [121, 122]. Wide electrochemical window of RTILs provides them stability against

redox reactions. Recently, binary and ternary mixtures of RTILs for electrochemical

applications [123]. Mixtures provide better control over charge diffusion which can

be regulated by varying the ratio of ions in it [124].

Gas adsorption: RTILs can be designed for some particular tasks [125–127].

Many research groups across the globe have used RTILs to adsorb selectively CO2

from a mixture of gases [41]. Apart from CO2, adsorption of other gases like H2S,

SO2 etc in RTILs have also been studied [39, 40, 128]. Advantage with RTILs is

the simple recovery process that involves heating of RTILs under reduced pressure

condition. Once gas molecules are removed, the same RTILs can be reused for the

next cycle of gas adsorption.

Purification and waste treatment: RTILs are used as electrolytic me-

dia for recovery of Uranium and heavy metals from nuclear waste [129, 130]. In

petroleum industry, RTILs are used to separate heavy metals from the crude oil. [49]

Also, they can be used to separate aromatic and aliphatic hydrocarbons [131, 132].

RTILs have also been employed to extract various organic and inorganic compounds

from aqueous solutions [133].

Catalysis: Ability of RTILs to dissolve a large number of organic and inorganic

compounds makes them a suitable choice for monophasic and multiphasic catalysis.

Also, they can act as reaction media for homogeneous catalysis [45–47, 134]. Selec-

tivity of RTILs can be tuned by the choice of cation and anion. This makes them

extremely useful in catalysis. This enhances the reaction rate and hence makes the
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process less energy intensive.

1.2 Previous studies on ionic liquids

RTILs have unique physiochemical properties as they are both Coulombic as well

as molecular fluids. Their intermoleculr structure plays a major role in the deter-

mination of these properties. Unlike other molecular liquids, RTILs exhibit charge

ordering [135]. Since it was difficult to evaporate RTILs (due to their negligible vapor

pressure), electrospray ionization mass spectroscopy was employed to understand the

stability of ion clusters in RTILs [136, 137]. Presence of different size of charged and

uncharged clusters was observed during these studies. Charge ordering in RTILs was

also evident in molecular dynamics simulations [138, 139]. RTILs were also found

to show lamellar [140–142], bicontinuous [77, 143] and liquid-crystalline [143, 144]

phases.

Structure of RTILs has also been probed using X-ray diffraction [67, 68, 145],

X-ray scattering [146, 147] and nuclear magnetic resonance (NMR) [148] studies.

Mesoscopic structure and nanostructural inhomogeneity in RTILs were revealed by

these studies. This nanoscale heterogeneity of the RTILs was shown to be depen-

dent on the alkyl tail length. It was so argued that RTILs cannot be considered

as conventional liquids, but as a mesophase [149, 150]. It was proposed that this

mesophase was driven by three dimensional hydrogen bonding network. Compu-

tational efforts were also carried out to understand the nanoscale heterogeneity of

RTILs [61, 77, 151]. These studies showed the existence of stationary phase com-

posed of polar and non-polar domains [55, 61]. Further, the dependence of nanoscale

heterogeneity on the alkyl tail length was also demonstrated [55, 61, 152, 153]. An-

other important aspect of RTILs, Hydrogen bonding network between cation and

anion was also elucidated using computer simulations [154, 155]. Both ab-initio
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molecular dynamics and quantum chemical calculations were employed to under-

stand the molecular and electronic structure of RTILs [70, 74]. These studies show

an important aspect that Coulombic stabilization drove hydrogen bonding network

in RTILs. Hydrogen bonding interactions were dominated by a large positive charge

at most acidic carbon and π-electron cloud formation above and below the ring

plane [70].

Other experimental methods such as differential scanning calorimetry (DSC) [156,

157], optical Kerr effect (OKE) spectroscopy [158–160], quasi-elastic neutron scat-

tering spectroscopy [161, 162] and far infrared spectroscopy [163, 164] etc have been

carried out to understand the molecular motions in RTILs. Vibrational spectra of

RTILs was also calculated using ab-initio computational methods. Computational

methods were employed to identify the various different conformers contributing to

characteristic Raman lines in RTILs [71, 165].

Transport properties, such as viscosity [110, 114, 116, 166, 167], transport co-

efficients [168, 169] and electrical conductivity [170–172] etc of RTILs and their

dependence on temperature, density and pressure etc were also measured. Calculat-

ing the transport property is a challenging task from the simulation point of view as

it requires large time scales. Most of the earlier efforts were unable to reproduce cor-

rect estimate of the viscosity. Generally, computer simulations would overestimate

the viscosity and underpredict the transport coefficients [62, 173]. In the recent past,

development of better force fields have led to a better estimate of dynamical prop-

erties of RTILs [174, 175]. One of the important finding of computer simulations in

this field was to show that despite being bulkier, cations were able to diffuse faster

as compared to the anions. However, the underlying cause for this observation is

still a matter of research.
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1.3 Simulation methodologies

1.3.1 Density functional theory

Density functional theory (DFT) is one the most celebrated method to calculate

ground state properties of a system e.g. electronic structure, interaction etc [176,

177]. Importance of DFT lies in the fact that it provides a solution for N-particle

system with certain approximations. As the analytical solution of N-body problem

is difficult to find, one needs simplified models. Let us consider a system with N

electrons and M nuclei. The non-relativistic Schrödinger equation for this system

may be written as

HΨ(r1, .., rN , R1, ..RM ) = EΨ(r1, .., rN , R1, ..RM) (1.1)

where ri represent electronic coordinates and RI are nuclear coordinates. Hamil-

tonian of eq (1.1) can be decomposed into electronic, nuclear and cross terms.

H = −
N
∑

i=1

∇i
2

2mele

+
N
∑

i=1

N
∑

j>1

e2

rij
−

M
∑

I=1

∇2
I

2mnu

+
M
∑

I=1

M
∑

J>1

ZIZJe
2

RIJ

−
N
∑

i=1

M
∑

I=1

ZIe
2

riI

H = Hele + Hnu + Hele−nu

(1.2)

Now, using Born-Oppenheimer approximation, we can approximate the kinetic

energy of nucleus to be zero and potential energy of nucleus to be constant. Hence

total Hamiltonian becomes

H = Hele + const+ Hele−nu (1.3)

This states that there are N electrons moving in the field of M nuclei. Hartree-

Fock approximated that this ground state wavefunction for N electron system may
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be expanded in terms of spin and spatial components of individual electrons. This

in tern may be written as a Slater determinant

Ψ0 ≈ ΨHF =
1√
N

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψ1(r1) ψ2(r1) . . . . . .ψN(r1)

ψ1(r2) ψ2(r2) . . . . . . ψN(r2)

. . . . . . . . .

. . . . . . . . .

ψ1(rN) ψ2(rN) . . . . . . ψN(rN)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(1.4)

Every ψi(rj) is product of its spin function and spatial orbital. Now the energy

of the system may be approximated as

EHF = 〈ΨHF |H|ΨHF 〉 =
N
∑

i=1

Hi +
1

2

N
∑

i,j=1

(Jij Kij) (1.5)

Here Hi is the Hamiltonian of individual electron in presence of field of nuclei.

Jij and Kij are Coulomb and Exchange integrals respectively and can be written as

Jij =

∫ ∫

ψi(ri)ψ
∗

i (ri)
1

rij
ψ∗

j (rj)ψj(rj)

Kij =

∫ ∫

ψ∗

i (ri)ψj(rj)
1

rij
ψi(ri)ψ

∗

j (rj)

(1.6)

In 1964, Hohenberg and Kohn [178] showed that ground state energy of the

system can be uniquely be determined from probability density of electron (ρ(r)).



10 Chapter 1.

ρ(r) = N

∫

...

∫

|Ψ(r1, r2, ..., rN )|dr1dr2...drN

ρ(r −→ ∞) = 0
∫

ρ(r)dr = N

E0 = −1

2

N
∑

i=1

〈ψi|∇2|ψi〉 +
∑

I

∫

ZIρ

rI
dv +

1

2

∫ ∫

ρ(i)ρ(j)

rij
dv1dv2 + Exc[ρ]

(1.7)

Where E0 is ground state energy of the system, described by Kohn-Sham. Exc is

the exchange-correlation energy and a function of ρ [179]. Accurate determination

of Exc is very important for Kohn-Sham formalism to yield correct energy. There

are different methods to calculate Exc, like local density approximation (LDA), gen-

eralized gradient approach (GGA) etc.

Since these calculations are computationally expensive, they are limited to only

few atoms or molecules.

1.3.2 Molecular dynamics simulations

Molecular dynamics (MD) simulations generate configurations in the phase space as

a function of time; such configurations obey the probability distribution function of

the specific ensemble. System sizes in MD simulations typically vary between few

atoms or particles to million of atoms or particles. Using MD simulations, one can

study all three states of matter: solid, liquid and gas. One can try to mimic both

gas phase properties using a few atom cluster calculations or bulk system having

reasonably large number of atoms by applying periodic boundary conditions. MD

integration utilizes numerical techniques to solve classical equations of motion
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H = K + U

q̇ =
∂H
∂p

, ṗ = −∂H
∂q

(1.8)

where p and q are position and momentum vector of an atom. H,K and U are

Hamiltonian, kinetic energy and potential energy of the system respectively.

Solving these equations of motion, one generates the trajectory over a certain

amount of time. Then, any physical quantity is calculated as time average of that

quantity of interest. In experiment, any physical quantity is ensemble average as

number of atoms are large. Ergodic hypothesis states that time average and ensem-

ble average are equal if both time and number of atoms are sufficiently large.

〈A〉time = lim
t→∞

1

t

t
∫

0

A(p,q)

〈A〉ensemble =

∫ ∫

dp dq A(p,q) ρ(p,q)

ρ(p,q) =
1

Z
exp

(

−H(p,q)

kBT

)

Z =

∫ ∫

dp dq exp

(

−H(p,q)

kBT

)

〈A〉time = 〈A〉ensemble

(1.9)

Here A and ρ are the quantity of interest and probability density respectively. Z,

kB and T are the canonical partition function, Boltzmann constant and simulation

temperature respectively.

The equations of motion are solved using various numerical integration meth-

ods e.g. Leap-Frog algorithm, Gear predictor-corrector algorithm, velocity Verlet

algorithm etc. One of the most common integration method is velocity Verlet algo-

rithm [180]. This algorithm can be described as follows
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pi(t+
δt

2
) = pi +

δtFi(t)

2

qi(t+ δt) = qi +
δtpi(t+ δt

2
)

mi

pi(t+ δt) = pi(t+
δt

2
) +

δtFi(t+ δt)

2

(1.10)

where Fi is the force experienced by atom i. δt is the integration time step.

Choice of the integration time step depends on fastest vibrational mode present in

the system (In current thesis fastest vibrational mode was C-H vibrational mode

and hence the integration time step was chosen to be 0.5 fs). While generating the

analysis trajectory, one should keep in mind that trajectory run length (trun) should

be large as compared to the correlation length (tA)of the desired property i.e. tA

<< trun.

Classical molecular dynamics simulations

Classical MD is an empirical force field based technique. It uses a predefined poten-

tial to calculate the energy of the system. These predefined potential parameters or

force field parameters are standardized against various physical properties of the sys-

tem. Interaction between atoms is divided into two parts: Non-bonded and bonded

interactions. Non-bonded interactions involve electrostatic and a weak dispersion

interactions. Bonded interactions consist of bond, angle, dihedral and improper

torsion terms. Some of the most common forms are listed below:

Non-bonded interactions

Udispersion
ij (rij) = 4εij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

U electrostatic
ij (rij) =

1

4πǫ0

qiqj
rij

(1.11)
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Here qi and qj are charges on atoms i and j. ε, σ and ǫ0 are depth of potential

well, distance of minimum approach between two atoms and dielectric permittivity

of vacuum respectively. rij is the distance between atom i and j.

Bonded interactions

U bond
ij (rij) =

kij
2

(rij − r0)
2

Uangle
ijk (θijk) =

kijk
2

(θijk − θ0)
2

U torsion
ijkl (φijkl) =

4
∑

n=1

kn(1 + (−1)ncos(nφ))

(1.12)

Here r0 and θ0 are equilibrium bond length and angle between respective atoms.

φ is the angle between planes formed by ijk and jkl atoms.

A force field defines all the parameters required to employ these equations. These

parameters are calculated either using high level quantum chemical calculations or

through experiments. In classical MD simulations, interactions between atoms are

calculated in two parts:

Within cutoff radius rc: Here interaction is calculated directly using the equa-

tions (1.11) and (1.12). Beyond the cutoff radius, the interaction energy of individual

pair has insignificant contributions to total energy, but contribution of all the pairs

may still be significant for long range interactions. Cutoff radius (rc) is generally

defined as rc ≤ L/2 (where L is the box length).

Long range interactions: Generally if an interaction does not decay faster than

r−d, where d is dimensionality of the system, interaction is said to be long range.

In equation (1.11), electrostatic interaction decays as r−1 and hence falls under the

category of long range interactions. These interactions do not decay to zero at the

cutoff radius. Further, the total electrostatic energy is conditionally convergent.
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Calculation of these interactions in real space is computationally expensive. To

address this problem, Ewald summation method was developed to treat long range

interactions.

Ewald summation method

Ewald summation method calculate long range interaction for periodic systems [181].

This is done by splitting the electrostatic interaction into two parts. Let us assume

cubic box of volume V (V=L3). Now the total electrostatic interaction may be given

as

U electrostatic
tot =

1

2

N
∑

i=1

N
∑

j=1

N ′

∑

n

qiqj
4πǫ|rij + n| (1.13)

Here n=(nxL, nyL, nzL) (nx, ny, nz being integers). Now the 1/r dependence is

split in two parts each of which converges faster as compared to 1/r itself.

1

r
=
f(r)

r
+

1 − f(r)

r
(1.14)

f(r) = erfc(αr) is the most common choice for f(r) and α is known as Ewald

splitting parameter. Now total electrostatic energy can be divided into four compo-

nents

U electrostatic
r =

1

2

N
∑

i=1

N
∑

j=1

∑

n

qiqj
erf(α|rij + n|)
4πǫ(|rij + n|)

U electrostatic
k =

1

2L3

∑

k>0

4π

k2
exp(

−k2
4α2

)
N
∑

i=1

N
∑

j=1

qiqjexp(−ık.rij)

U electrostatic
self = − α√

π

N
∑

i=1

q2i

U electrostatic
dipolar =

2π

(1 + 2ǫ)L3

(

N
∑

i=1

qiri

)2

(1.15)
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where U electrostatic
r and U electrostatic

k are real space and Fourier space contributions.

Ab initio molecular dynamics simulations

Classical MD simulation provides key insight into a wide variety of systems. It is very

efficient in determining the structure and dynamics of systems. But one of the major

limitations of classical MD is its predefined potentials. These predefined potentials

are generally determined by pairwise potentials and higher order interactions are

neglected. Hence the results will be dependent on the model force field. Only a good

model force field can yield good results. Transferability of these model potential is

another issue. Also, in general, empirical force fields do not account for the chemical

reactions.

Ab initio MD simulation is the combination of molecular dynamics and density

functional theory [182]. Here, ab initio part deals with electronic degrees of freedom

that are not involved in traditional MD simulations. Ab inito simulation basically

relies on Born-Oppenheimer approximation. The ground state wave function for

the system is calculated using Kohn-Sham formalism [179] and plane wave basis

set. According to the Blöch theorem, electronic wave function can be represented

as linear combination of basis functions.

φi =
∑

k

C i
k
ψ(k) (1.16)

In ab initio MD simulations, these basis functions are plane wave basis functions.

So the electronic wave function in terms of plane wave basis can be written as

ϕk(r) =
1√
Ω
exp(ıG.r)

φi =
1√
Ω

∑

G

cı(G)exp(ıG.r)
(1.17)
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where G is the reciprocal lattice vector.

Ehrenfest was the first person to show that classical Newtonian dynamics can be

achieved by solving time dependent Schrödinger equations for point particles. In ab

initio methods, one solves Newtons equations of motion for nuclei and Schrödinger’s

equations for electrons simultaneously. Car and Parrinello in 1985 suggested that

for reducing the computational cost, one can consider electrons as active degrees of

freedom. Hence, they mapped the quantum-classical system to a purely classical

system.

Car-Parrinello molecular dynamics: Car and Parrinello defined a Lagrangian

such that the force on the nuclei can be calculated through derivatives of Lagrangian

with respect to nuclear positions [182].

Lcp =
∑

I

1

2
MIṘ

2

I +
∑

i

µ〈ψ̇i|ψ̇i〉 − 〈φ0|He|φ0〉 + constraints (1.18)

Here MI , Ri,He and µ are mass of nuclei, nuclear coordinates, electronic Hamil-

tonian and fictitious mass respectively. The equation of motions for this system can

be obtained by solving the Euler-Lagrange equations for both nuclear coordinates

and electronic orbitals.

d

dt

∂L
∂ṘI

=
∂L
∂RI

d

dt

δL
δψ̇∗

i

=
δL
δψ∗

i

(1.19)

Hence Car-Parrinello equations of motions can be written as
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MiR̈I(t) = − ∂

∂RI

〈φ0|He|φ0〉 +
∂

∂RI

(constraints)

µψ̈i(t) = − δ

δψ∗

i

〈φ0|He|φ0〉 +
δ

δψi∗
(constraints)

(1.20)

1.4 Software and hardware used

All the classical MD simulations were carried out using software package LAMMPS [183].

Trajectory visualization, snapshot of the simulation box at any instant and snapshot

of spatial density maps were taken through software package VMD [184, 185]. Ab

initio MD simulations were done using software package CP2K [186]. All the analysis

was done using home grown code written in FORTRAN 90 programming language.

All the graphs were plotted using Xmgrace software package. DFT calculations were

done using software packages Gaussian 09 and 03 [187, 188]. All computations were

carried out using the various computational resources in our group, JNCASR central

computational facility and at CDAC computational facility. Most of the codes were

written on the desktop PC.

1.5 Scope of thesis

Work presented in the thesis is devoted to understanding the interaction of RTILs

with various matter. These complex interactions were examined using computer

simulations. Different techniques like DFT, AIMD and classical MD simulations

were employed to understand these problems. Work presented in the thesis can be

divided into three parts. In the first part, we have tried to understand the interac-

tion of RTILs with lignocellulosic biomass, chiefly cellulose. We have attempted to

quantify the role of cation and anion in the dissolution of lignocellulosic biomass in

RTILs. In the second part of the thesis, we have sought to understand the behavior
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of RTILs near charged surfaces. Here, we tried to elaborate the effect of cation

structure and symmetry on the solid-liquid interface. The third part of the thesis

elucidates behavior of the mixture of two RTILs. Intermolecular structure of the

binary mixture of RTILs was studied.
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Chapter 2

Dissolution of lignocellulosic

biomass in room temperature

ionic liquids: cluster calculations⋆

2.1 Introduction

With increase in the human population, the consumption of energy has increased

enormously. Most of our energy requirement is dependent on the use of fossil fuels.

Non-renewability of these fossil fuels in near future will lead to an energy crisis. This

is one of the most important challenges that our society is facing today. In order

to overcome this situation, we should focus on alternate sources of energy that can

reduce the use of fossil fuels. Some of the most important alternatives are solar

energy, wind energy, hydrothermal energy etc. Apart from these, lignocellulosic

biomass may also be used as an alternate source of energy [1–3]. Lignocellulosic

biomass is abundant in form of plant waste. This biomass chiefly consist of three

main componenets, cellulose (40-50 %), hemicellulose (20-30 %) and lignin (20-30

⋆Work reported in this chapter is published in: R. S. Payal, R. Bharath, G, Periyasamy and
S. Balasubramanian, J. Phys. Chem. B 116, 833-840 (2012). Reproduced by permission of The
American Chemical Society (ACS). Copyright 2012, American Chemical Society.
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%) [4–6]. Among these three, cellulose is crystalline in nature, while hemicellulose

and lignin are amorphous. Chemical processing of biomass involves various steps.

One of the most important and difficult task is to dissolve this lignocellulosic biomass.

Lignocellulosic biomass is insoluble in conventional solvents like water or ethanol etc.

Dissolving it requires harsh conditions e.g. acid pretreatment, high temperature etc.

These methods and solvent used in these processes are not environment friendly.

Cellulose and hemicellulose are polysaccharides, present in plant cell wall with

β(1-4) linked backbones in an equatorial configuration [7–9]. Although both are

polysaccharides, cellulose is a crystalline polymer with a highly ordered structure

whereas hemicellulose is amorphous with a random structure, and many of them

contains xylan backbone. In cellulose, cellobiose units are connected to one another

via strong inter- and intramolecular hydrogen bonding networks (Figure 2.1(a)),

thus providing it and the cell wall, high chemical and mechanical stability. However,

amorphous hemicellulose (Figures 2.1(b)) stabilizes the cell wall by interacting with

neighboring hemicellulose, cellulose, or lignin units.

Many research groups have attempted to dissolve lignocellulosic materials in

common organic solvents at various physical conditions [9–16]. Some of the solvents

such as N-methylmorpholine-N-oxide monohydrate, N,N-dimethylacetate/LiCl and

LiClO4.3H2O have been shown to dissolve cellulose upto 15-20 % of weight of lignocel-

lulosic biomass. However these solvents have disadvantages like toxicity, instability

or high cost etc [9–17]. To overcome these issues, Rogers and coworkers [18] for the

first time, demonstrated that room temperature ionic liquids (RTILs) can dissolve

cellulose under mild conditions. Also the fact that these RTILs are environmental

friendly make them a better choice over conventional solvents. They were able to

regenerate the dissolved cellulose by addition of water. In some of the recent studies

people, have reported that RTILs can dissolve wood directly, without any pretreat-

ment [19]. It has been reported that RTILs belonging to dialkylimidazolium family
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Figure 2.1: Schematic representation of (a) cellulose and (b) hemicellulose. Monomer
units of cellulose and hemicellulose, cellobiose and xylan are shown in blue color. Inter-
and intramolecular hydrogen bonds are also shown.

(see Table 2.1) such as 1-n-butyl-3-methylimidazolium chloride ([C4mim][Cl]) can

dissolve cellulose and other polysaccharide in high concentration with no deriviza-

tion at high temperature [19]. In addition, hemicellulose has also been dissolved in

RTILs. The solubility of cellulose and hemicellulose in various RTILs at ambient

conditions is reported in Table 2.1

RTILs with imidazolium cation and acetate anion has shown good wood solubility

at room temperature [25–27]. Although it is known that RTILs are best solvents



38 Chapter 2.

Table 2.1: Various RTILs and their corresponding cellulose and hemicellulose solubility.

RTIL Celluose solubility Hemicellulose solubility
(wt %) (wt %)

[C4mim][CH3COO] 15.5-20.5 [20, 21] 10.0 [17]
[C4mim][HSCH2COO] 13.5 [22, 23] -

[C4mim][HCOO] 12.5 [24] -
[C4mim][C6H3COO] 12.0 [23] -

[C4mim][H2NCH2COO] 10.5 [23] -
[C4mim][CH3CHOHCOO] 9.5 [23] -

for biomass, the mechanism of dissolution continues to be a matter of study [1,

28–34]. Computational efforts are certainly poised to offer deep insight into the

process of dissolution. The nature of solvent-solute interactions can be probed at

the moleculat level using computer simulations. Such a fundamental understanding

of the solute-slvent interaction will help in designing better solvents. The specific role

of individual ions of RTILs can also be understood through computer simulations.

Gas phase, quantum chemical calculations on cellobiose [35] interacting with one

ion pair [36, 37] or only with cation or anion [38, 39] have been reported. Studies re-

vealed that the binding affinity of cellobiose with the anion was 6-10 kcal/mol larger

as compared to that with the cation [37]. Also, classical MD simulations of cellulose

soaked in RTILs have also been previously reported [40, 41]. However, there is no

report on implicit and explicit solvation of cellobiose with RTILs. This is one of the

major objective of this study. Also, there are no reports on computational study of

dissolution of hemicellulose in RTILs. It is believed that comparison between cellu-

lose and hemicellulose can shed light on various parameters that effect dissolution

mechanism. This kind of approach is not only feasible but can also provide an un-

derstanding on polarization and H-bonding interactions between solute and RTILs.

Insight obtained thus on structural and electronic factors contributing to the dis-

solution mechanism can be helpful to further increase the solubility of cellobiose

and xylan in RTILs. Since cellulose and hemicellulose exhibit polymorphism [42],

understanding the effect of structure on dissolution becomes more important. The
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relative stability of the conformers can influence the dissolution process.

The current chapter focuses on obtaining various ground state conformers (and

configurations) of monomeric units of cellulose and hemicellulose in gas phase, im-

plicit solvent and explicit RTIL media. The lowest energy structures were validated

by comparing the computed 1H and 13C NMR chemical shielding values with corre-

sponding experimental data [43, 44].

2.2 Computational details

Cellobiose (Figure 2.2(a)) and xylan (Figure 2.2(b)) are considered as models for

cellulose and hemicellulose, respectively. There are many chiral centers in cellobiose

and xylan, which leads to many conformers. Herein, the conformers of cellobiose

were considered based on three important dihedral angles, which are: ω(O6-C6-C6′-

O6′), φ(C5-C1-O4′-C4′) and ψ(C1-O4′-C4′-C5′). Similarly, the dihedral angles Ω

(C1-O4′-C4′-C5′) and Φ(O5-C1-O4′-C4′) were considered for xylan. All the dihedral

angles were varied from 0◦ to 180◦ in steps of 10◦ to identify the minimum energy

structures.

Figure 2.2: Schematic representation of (a) cellobiose and (b) xylan structures are shown.
The numbering scheme and the dihedrals considered for the work are also shown.

The use of atom centered basis functions together with diffused and polarized

basis sets for all atoms and hybrid functional has been well established for these
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kinds of systems [45–49]. However, this approach becomes increasingly expensive

because of the computation of the multicenter electron integrals. It was found to be

computationally more efficient to resort to a plane wave expansion combined with

pseudopotentials, as implemented in, for example, the ab initio molecular dynamics

package, CPMD [50]. Hence, some of the initial geometry optimizations were carried

out using this code. Thus, the plane wave code was used to screen structures and

the final optimizations were carried out using the Gaussian code [51]. In the former

calculations, the PerdewBurkeErnzerhof [52] (PBE) exchange-correlation functional

was employed with an energy cutoff for the wave function of 85 Ry. The effect of

core electrons and the nuclei on the valence electrons were treated using Troullier-

Martins pseudopotentials [53]. The optimizations were performed with tight energy

convergence criterion and the maximum magnitude of the force on any ion was de-

manded to be less than 10−5 a. u. The optimizations were carried out in a cubic box

of edge length 16.0 Å. Cluster boundary conditions and the Hockney-Poisson solver

consistent with calculations for an isolated system were employed [54]. The four

lowest energy conformers found in the plane wave approach were further optimized

using B3LYP hybrid exchange and correlation functional [55–57] with 6-31++G(d,p)

atomic center basis set as implemented in the Gaussian 03 program [51]. It is note-

worthy that the energy ranking of these structures as obtained from the PBE/85 Ry

and the B3LYP/6-31++G(d,p) calculations matched. Similar methods have been

adopted by other workers in the quantum modeling of ion pairs of RTILs and sys-

tems similar to those studied here [58–61]. Local properties of the system, such

as NMR chemical shielding values and local atomic charges were calculated using

the Gaussian code. The optimized structures in gas phase and implicit solvation

media were characterized as minima on the basis of calculation of their harmonic

vibrational frequencies and no imaginary frequencies were observed. All the results

reported here were obtained from the B3LYP/6-31++G(d,p) set of calculations.
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Although both implicit and explicit solvation media were considered for cellobiose

in order to understand the effect of three solvents-water, methanol, and RTIL the

calculations for xylan under explicit solvent conditions were carried out only with

the RTIL. Implicit solvent calculations were carried out using the polarized contin-

uum model (PCM) approach as implemented in the Gaussian 03 program. This

provides the effect of electrostatic interactions alone on the solubility of molecules.

In these calculations, the dielectric constants of water, methanol, and the RTIL

were taken as 80, 33, and 11, respectively. The effect due to hydrogen bonding

(and any other specific) interaction between the solvent molecules and the cellobiose

unit was also studied by explicitly surrounding the cellobiose unit with layer(s) of

solvent molecules. Initially, various configurations of solvent molecules around the

lowest energy gas phase conformers of cellobiose and xylan were studied using plane

wave approach as the CPMD code scaled well. Four low energy configurations were

further optimized in the atom centered basis set approach. Although in the case of

water and methanol 19 molecules were considered to form the solvent layer, for the

case of the RTIL, seven molecules of ([C1mim][OAc]) were explicitly considered to

surround the cellobiose unit. As mentioned earlier, calculations with explicit solvent

molecules for xylan were carried out only with the RTIL. Here again, seven ion pairs

were included. The number of ion pairs was chosen based on the reported experi-

mental NMR studies [43]. Since water and methanol molecules are smaller in size

as compared to a RTIL ion pair, more number of solvent molecules are required to

solvate cellobiose completely (cation>anion∼methanol>water). However, smaller

size can be an advantage, as solvent molecules can approach cellobose closer; other

factors such as the binding strength of a molecule with cellobiose also play a vital

role in the dissolution mechanism. Such cluster calculations, mimicking the effect of

the solvent have been carried out for other systems [62]. All the molecular proper-

ties were calculated at the same level of theory and using the Gaussian 03 program
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package. 1H and 13C NMR chemical shielding values were calculated using the gauge

including atomic orbital (GIAO) method [63–67]. The molecular structure of ion

pair is shown in Figure 2.3.

Figure 2.3: Optimized structure of [C1mim][OAc] ion pair with important bond distances
(Å) shown. Color Carbon : Cyan, Nitrogen : Blue, Oxygen : Red and Hydrogen : White.

2.3 Results and discussion

2.3.1 Low energy conformers of cellobiose in the gas phase

Density functional theory based computations have been carried out to identify low

energy conformers of cellobiose in the gas phase. Among the various structures,

the anti-anti and anti-syn conformers are highly stable with the maximum number

of intramolecular H-bonds (see Figure 2.4). The presence of an additional H-bond

stabilizes the anti-anti conformer by 4.53 kcal/mol(table 2.2) relative to the anti-syn

one.

The presence and the strength of H-bonds red shifts the -OH (covalent bond)

stretching frequency when compared with that for free -OH (i.e., -OH without the H-

bonding interaction) in the same molecule. For example, in the anti-anti conformer,

three different -OH stretching frequencies were observed: 3721 cm−1 (for O3,-H3,),

3785-3826 cm−1 (for O2-H2, O2′-H2′, O3-H3, O1′-H1′) and 3845-3850 cm−1 (O6-H6,

O6′-H6′, O4-H4) (table 2.3). These are consistent with the magnitude of the H-bond
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Figure 2.4: Computed two lowest energy conformers of cellobiose in gas phase. H-bonds
are shown as dotted lines and their lengths (Å) are indicated. Color scheme same as
previous figure.

strength of the OH donors, which are O3′-H3′ > O2-H2 ≈ O2′-H2′ ≈ O3-H3 ≈ O1′-

H1′ > O6-H6 ≈ O6′-H6′ ≈ O4-H4 and also reflected in the bond distances as shown

in Figure 2.4. Similarly, two types of -OH stretching modes were observed for the

anti-syn conformer with respect to their H-bond formation ability.

Room temperature 1H and 13C NMR data of synthetic cellobiose analogues and of

[C2mim][OAc] have been reported in DMSO-d6 solvent at different mole fractions [43,

44]. However, chemical shift values were discussed only for specific atoms due to

experimental difficulties. It would thus be useful for us to validate our computational

work against these experimental data. The calculated 1H NMR chemical shift values

of 2-5 ppm for the H-bonded -OH and 13C NMR values 55-95 ppm for the anti-anti

conformer are comparable to the experimental 1H (3-5 ppm) and 13C NMR values

(49-91 ppm) of cellobiose synthetic analogues. In contrast, the corresponding values

for the anti-syn conformer are 1H, 1.5-2.5 ppm and 13C, 52-90 ppm (table 2.5) [68, 69].

Minor differences in the chemical shift value are likely due to differences in the

functional groups between the synthetic analogues and cellobiose and also due to

the absence of a solvent environment in these calculations. The presence of one extra

H-bond in anti-anti conformer (O3,-H3,—O6) shifted the H3, 1H NMR value to the

downfield (4.65 ppm) than in the anti-syn conformer (2.07 ppm). Furthermore,



44 Chapter 2.

the computed energy difference of 4.53 kcal/mol between the anti-anti and anti-syn

conformers at the B3LYP/6-31++G(d, p) level is in good agreement with the value

of 5 kcal/mol as reported through MP2/6-31G(d) calculations in the gas phase [38].

These data further validate the methods adopted here.

2.3.2 Gas phase structure of xylan

The lowest energy conformers for xylan are analyzed based on the Ω and Φ dihedral

angles. In contrast to cellobiose, the two hexose rings in xylan are oriented at 70o

to each other. This prevents the formation of a large number of intramolecular H

bonds as in cellobiose. The anti-syn conformers 1 and 2 (shown in Figure 2.5) are

lower in energy than the others (anti-anti and syn-syn). The anti-syn conformers

differ from each other in the orientation of the -OH groups, which leads to different

number of intramolecular H bonds. The larger number of intramolecular H bonds

in the anti-syn conformer 2 (panel b of Figure 2.5) stabilizes it by 3.22 kcal/mol

(table 2.2) than conformer 1 (panel a of Figure 2.5). Similar to the case of cellobiose,

the presence of H-bonding interactions is reflected in the -OH stretching frequencies

and 1H NMR values. The presence of both free (i.e., -OH group without any H

bonding interaction) as well as H-bonded OH groups in the conformers leads to

a large spread of OH stretching frequency ranging from 3770 cm−1 to 3820 cm−1

(table 2.3). This is also observed in the values of 1H NMR chemical shift which is in

the range of 1.87-2.28 ppm for the H-bonded OH group. Extra H-bond in anti-syn

conformer 2 shifts the 1H NMR value of the H2′ (1.27) atom to downfield more than

the anti-syn conformer 1 H2′ (0.79). Compared to the values for free OH, these are

shifted downfield by 1.0-1.6 ppm (table 2.5).



2.3 Results and discussion 45

Figure 2.5: Computed two lowest energy conformers of xylan in the gas phase. Hydrogen
bonds are shown as dotted lines and their lengths (Å) are indicated. Arrow in the figure
marks the difference between two conformers. Color scheme same as previous figures.

Table 2.2: Computed energy differences ∆E between the most stable conformers in gas
and implict solvent media

Molecules Medium ∆E (kcal/mol)
anti-anti anti-syn

Cellobiose Gas phase 0.0 4.53
Implicit solvent RTIL 0.0 1.97

Water 0.0 1.60
Methanol 0.0 1.27

conformer 1 conformer 2
Xylan Gas phase 0.0 3.22

Implicit solvent RTIL 0.0 2.53
Water 0.0 1.40

Methanol 0.0 2.68

2.3.3 Implicit solvation

While gas phase calculations provide details of the structure and hydrogen bonding

in the cellulosic units, it will be more appropriate to compare experimental data to

a system in which such units are solvated at the same thermodynamic conditions as

in experiments. With advancements in simulation methods and computing environ-

ments, this is an achievable aim to a large extent through the method of ab initio

molecular dynamics simulations. Pending such simulations, in the current work the

effect of solvation of cellulosic units through two gas phase quantum techniques: (i)

using a dielectric continuum model and (ii) cluster calculations of cellulosic units sur-

rounded by layer(s) of solvent molecules have been studied. In this section, results

from the former are discussed.
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Table 2.3: Computed OH IR stretching frequency (cm−1) for two lowest energy conform-
ers of cellobiose (Figure 2.4) and xylan (Figure 2.5)

IR frequencuey(cm−1)
Molecule Media conformer Free OH H-bonded
Cellobiose Gas phase anti-anti 3845-3850 3721-3826

anti-syn 3746-3818 3691-3712
Implicit RTIL anti-anti 3495-3630 3414-3478

anti-syn 3557-3581 3537-3555
Xylan Gas phase conformer 1 3810-3840 3790-3807

conformer 2 3835-3850 3770-3830
Implicit RTIL conformer 1 3810-3840 3780-3820

conformer 2 3810-3860 3760-3800

Implicit solvation effects on cellobiose

Four lowest energy conformers of cellobiose obtained from plane wave calculations

in the gas phase were further optimized within dielectric media using the atom

centered basis set approach (Gaussian 03). The inclusion of the dielectric medium

did not affect the order of the stability of the conformers. However, it reduced

the energy difference between the stable conformers (see Figures 2.4 and 2.5 for

the gas phase structures) by 2.56 kcal/mol (RTIL), 2.93 kcal/mol (water), and 3.02

kcal/mol (methanol) (see Table 2.2). Increasing the dielectric constant decreases

the energy difference between the anti-anti and anti-syn conformer by the following

amounts: for RTIL (1.97 kcal/mol), methanol (1.60 kcal/mol), and for water (1.27

kcal/mol). The hydrogen bond length is seen to correspondingly increase by 0.01-

0.03 Å. The subtle change in the interaction strength is also reflected in the -OH

stretching mode and in the 1H NMR chemical shielding values (see Tables 2.3 and

2.5). The -OH stretching mode of anti-anti cellobiose in RTIL is red-shifted by

about 200 cm−1 relative to the gas phase value. Implicit solvation also changes the

1H NMR chemical shift values of the hydroxyl group upfield by 0.2-0.4 ppm than in

the gas phase due to the weakening of H bonds. The computed 1H and 13C NMR

chemical shift values for the anti-anti conformer in the implicit solvation media are
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in good agreement with experimental values. This provides further evidence for the

stability of the anti-anti conformer of cellobiose molecule.

Implicit solvation effects on xylan

Similar to cellobiose, implicit solvation did not affect the conformer stability order

of xylan. However, the energy difference between the two conformers was reduced

by 0.69 kcal/mol in the implicit presence of the RTIL. For both conformers of xy-

lan, the H-bonded -OH stretching frequencies were red-shifted (3780-3830 cm−1 for

conformer 1 and 3760-3800 cm−1 for conformer 2) than for the free -OH group (3810-

3840 cm−1 for conformer 1 and 3810-3860 cm−1 for conformer 2) (see Table 2.3). The

polarization effects due to intramolecular H bonds are also clearly reflected in the 1H

NMR (2.91-3.74 ppm) and 13C NMR (41.93-105.04 ppm) chemical shielding values,

which is shifted upfield by 0.8-2.9 ppm compared with their gas phase values (see

Table 2.5).

The implicit solvations studies suggest that a solvent with high polarization could

dilute intermolecular H bonds of cellobiose and xylan. To verify this, calculations

with explicit solvent molecules need to be carried out. This is the object of the next

section.

2.3.4 Explicit solvation effects

An understanding of explicit solvent effects on the energetics and structure of cel-

lobiose and xylan units requires an appreciation of the electrostatics of the molecules

involved. Compared with water (oxygen: -0.720 e; hydrogen: 0.36 e) and methanol

(oxygen: -0.541 e, hydrogen: 0.340 e), the acetate oxygen (-0.751 e) and the acidic

hydrogen of the imidazolium cation (0.527 e) have high negative and positive Mul-

liken atomic charges respectively. This suggests the higher ability of RTIL to donate

or accept H bonds relative to water or methanol. The difference in charge density
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Table 2.4: Computed energy differences ∆E between the most stable configurations in
explicit RTIL solvent medium

Molecule RTIL cluster ∆E (kcal/mol) Binding energy (kcal/mol)
Cellobiose configuration 1 0.0 -21.10

(anti-syn conformer)
configuration 2 6.02 -11.05

(anti-anti conformer)
configuration 3 11.22 -9.98

(anti-syn conformer)
configuration 4 13.13 -8.07

(anti-syn conformer)
Xylan configuration 1 0.0 -55.39

(anti-syn conformer 1)
configuration 2 16.52 -35.26

(anti-syn conformer 2)

between the three solvents is clearly seen in the molecular electrostatic potential

maps too (Figure 2.6).

Figure 2.6: Mapping of the molecular electrostatic potential (MEP) on an isocontour
of the electron density taken to be 0.04 e bohr−1 for (a) water, (b) methanol and (c)
[C1mim][OAc].

Explicit solvation effects: cellobiose

The computed lowest energy conformers in the gas phase for cellobiose were also op-

timized in the presence of explicit solvent environment. A layer of solvent molecules

were added at arbitrary locations around the cellobiose molecule, as an initial con-

figuration for geometry optimization runs. In the optimized configuration, water
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and methanol molecules form intermolecular H bonds with cellobiose as shown in

Figure 2.7. However, this solvation does not completely break the intramolecular

H-bonding between cellobiose moieties. The calculated negative BE values ranging

between -10 and -20 kcal/mol reflect the stability of water/methanol solvated cel-

lobiose cluster. The anti-anti conformer is highly stable in both water and methanol

media than the anti-syn conformer, similar to its stability in the gas and implicit

solvent phases. It was noticed that the small size of the water/methanol molecules al-

lows for all the nineteen solvent molecules to be present in the first coordination shell

of cellobiose. Further, intermolecular H-bonding is seen to weaken the intramolec-

ular H bonds, which can decrease the energy difference between the anti-anti and

anti-syn conformers by 0.2-0.3 kcal/mol.

Figure 2.7: Computed lowest energy configuration of cellobiose in (a) water and (b)
methanol clusters. Color scheme same as previous figures.

However, the effect on cellobiose due to the explicit solvation by ion pairs of an

RTIL is vastly different. In particular, the larger size of the cation and the anion

prevents the direct, proximal interaction between every ion and the -OH group of

cellobiose. This is clearly reflected in the computed minimum energy geometries of

cellobiose which are shown in Figure 2.8. Optimization of cellobiose solvated by ion

pairs of [C1mim][OAc] leads to four low energy configurations, where the cellobiose

unit is present in anti-syn configuration 1 (Figure 2.8(a)), anti-anti configuration 2
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(Figure 2.8(b)), anti-syn configuration 3 (Figure 2.8(c)), and anti-syn configuration 4

(Figure 2.8(d)). All four configurations have negative binding energies ranging from

-8.07 to -21 kcal/mol (see Table 2.4), which indicates the strong interaction between

the ions and cellobiose. The computed BE values in RTIL medium are larger than

the corresponding values for water and methanol media. The high H-donating and

accepting nature of ion pairs results in the formation of inter-molecular H-bonds

and also breaks all the intra-molecular H bonds of cellobiose.

Figure 2.8: Computed lowest energy configurations of cellobiose surrounded by RTIL
ion pairs. Intramolecular H-bonds are also shown. Color scheme same as previous figures.

Dramatically, these effects swap the order of conformer stability. In the presence



2.3 Results and discussion 51

of [C1mim][OAc], the anti-syn configuration becomes more stable than the anti-

anti conformer by 6 kcal/mol (see Tables 2.2 and 2.4). This is in contrast to the

observations on conformer stability found in the gas, implicit solvent, explicit water,

and methanol media. Reversal of the conformer stability in explicit RTIL media can

be associated to the relative stability of conformer in gas phase. Since the anti-anti

conformer forms more intra-molecular hydrogen bonds in gas phase, it is difficult

for it to dissolve in RTILs as compared to the anti-syn conformer which forms

fewer intra-molecular hydrogen bonds. Since all the hydroxyl hydrogens are not

involved in intra-molecular hydrogen bonding, it is easy for them to form hydrogen

bond with ion pairs. However, in the case of anti-anti conformer, the breaking of

additional intra-molecular hydrogen bonds involves a energy penalty. Furthermore,

in agreement with NMR studies [43, 44], both the cation and the anion of the RTIL

are seen to interact with the cellobiose unit. All the seven anions form strong H-

bonds with the cellobiose solute. However among the seven cations, only four form

H-bonds with cellobiose. The remaining cations form H-bonds with the anions alone.

Values of dihedral angles for the four lowest energy conformers studied here are in

good agreement with those seen in molecular dynamics simulations. The values seen

in MD simulations were (φ= -125◦, ψ = 50◦), (φ= -50◦, ψ = 100◦), and (φ= -120◦, ψ

= -50◦) [41]. The changes from intra- to intermolecular H-bonding network are also

clearly reflected in the 1H NMR values of the hydroxyl group as shown in table 2.5.

Strong intermolecular H-bonding interactions are the reason for larger downfield

movement of 1H and 13C chemical shifts by 3.5-4.6 ppm and 66.5-80.1 ppm compared

to the values observed in gas and implicit solvent media calculations. The computed

chemical shift values are comparable with experimental 1H (3.0-6.0 ppm) and 13C

(68.0-103.0 ppm) NMR chemical shift values [43, 44]. Minor differences could be

due to the lack of more solvent layers in the calculations. Similar calculations were

carried out with the inclusion of a second solvent shell. In these calculations, a



52 Chapter 2.

total 19 ion pairs of RTIL were placed around the cellobiose conformers and then

geometry optimization was carried out. Binding energy calculations exhibited the

same trend as that in the case of 7 ion pairs. In the next section, the stability of

conformers of xylan in explicit RTIL medium is examined.

Explicit solvation effects: xylan

Similar to cellobiose, xylan forms intermolecular H-bonding with ions which leads

to negative binding energy values of -33 to -51 kcal/mol. The computed binding

energy for xylan is higher by -29 kcal/mol than that for the cellobiose molecule,

which is a likely reason for the high solubility of hemicellulose in RTIL media over

that of cellulose [17]. Figure 2.9 shows two of the low energy configurations of

xylan solvated by ions of the RTIL. Again, conformer 2 (Figure 2.9 (b)) differs from

conformer 1 (Figure 2.9(a)) in the orientation of the OH group indicated by an

arrow in Figure 2.5. Similar to cellobiose, the xylan molecule also interacts with

four cations. This shows that the fewer number of hydroxyl groups on xylan does

not affect its interactions with the cation. However the number of anions forming

hydrogen bonds with xylan is reduced to a value of six from the value of seven

that was observed for cellobiose. This difference could be a minor one and its

importance (or otherwise) can be checked only by doing simulations of the solute

in explicit bulk solvent. Further, six out of seven anions of the RTIL form H bonds

with xylan. The intermolecular H bonds between the ions and xylan are shorter by

0.1-0.3 Å than the corresponding distances between the ions and cellobiose., There

are no intramolecular hydrogen bonds in both the configurations of solvated xylan.

Configuration 1 contains ten intermolecular hydrogen bonds (i.e., xylan forming H

bonds either with the cation or the anion) stabilizing it over configuration 2 in which

only seven intermolecular H bonds are observed. The reduction in the number of

H-bonds in conformer 2 is due to the orientation of the -OH group indicated by
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an arrow in Figure 2.5. These results suggest that the cation in the RTIL could

also be involved in the solvation by the formation of intermolecular H-bonds with

the cellulosic units, similar to those formed by the anion. In addition, the xylan

molecules maintain the 60◦ orientation between the hexose rings as in gas phase,

which might be the reason for its amorphous nature.

Figure 2.9: Computed lowest energy configuration of xylan surrounded by RTIL ion
pairs. Intramolecular H-bonds are also shown. Colour scheme same as previous figures.
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Table 2.5: 1H and 13C NMR cehmical shift value (in ppm, relative to TMS) of cellobiose
and xylan in gas phase, implicit solvent RTIL and explicit RTIL media.

Molecule Medium NMR chemical shift (ppm)

1 2 3 4 6 1′ 2′ 3′ 4′ 6′

Gas C1 1H 1.75 2.56 4.65 - 0.32 - 2.36 2.63 2.63 0.78
phase 13C 85.42 64.9 65.5 77.9 56.1 95.1 65.9 69.2 65.3 55.1

C2 1H 2.37 2.43 2.07 - 0.42 - 2.49 2.5 1.58 0.33
13C 59.8 68.8 67.57 88.1 52.6 67.7 63.4 69.3 89.5 53.57

Implicit C1 1H 4.12 3.72 5.33 - 2.64 - 3.87 4.18 3.59 2.81
Cellobiose solvent 13C 86.04 64.93 66.41 77.89 56.56 96.12 66.51 70.29 64.62 55.77

C2 1H 3.72 3.93 4.37 - 2.43 - 5.69 3.72 3.77 2.43
13C 89.12 71.8 69.3 87.6 53.43 68.81 64.4 69.1 89.7 53.61

Exp [68, 69] 13C 85.9 63.4 84.4 70.4 49.1 91.1 68.4 81.1 73.0 -
Exlicit C1 1H 4.61 4.21 5.63 - 2.71 - 3.94 4.78 3.73 3.22
solvent 13C 87.25 66.23 70.02 79.94 57.23 97.21 68.21 71.23 66.23 57.27

C2 1H 3.92 4.01 4.53 - 2.76 - 5.81 3.84 3.91 2.66
13C 90.01 72.02 70.43 87.92 54.34 70.02 66.78 71.23 91.89 54.43

Exp [43] 1H 4.42 3,05 3.42 - 3.28 - - - 3.63 -
13C 103.00 73.9 75.2 - 75.2 - - - 79.3 60.8

Gas C1 1H 5.26 1.87 0.69 2.55 - 1.28 0.79 2.28 3.98 -
phase 13C 100.21 72.46 76.25 33.97 - 96.24 77.12 75.61 75.42 -

C2 1H 5.25 1.83 0.71 2.24 - 1.46 1.27 2.26 3.98 -
13C 99.47 75.52 76.1 33.97 - 95.41 75.93 78.16 75.01 -

Implicit C1 1H 4.96 1.65 1.92 2.26 - 2.45 2.05 2.69 3.74 -
Xylan solvent 13C 101.85 73.82 78.18 43.95 - 97.66 77.24 75.87 79.63 -

C2 1H 4.78 2.19 2.08 2.13 - 2.76 1.7 1.68 3.66 -
13C 102.98 74.62 75.65 34.81 - 96.7 77.38 77.17 81.51 -

Explicit C1 1H 1.66 9.65 10.05 2.21 - 11.31 14.19 11.01 3.24 -
solvent 13C 104.67 72.78 77.69 93.66 - 96.29 73.77 77.65 89.89 -

C2 1H 4.81 10.72 10.47 1.69 - 11.37 0.08 8.7 2.97 -
13C 104.59 73.77 72.96 36.82 - 94.98 78.16 73.2 88.35 -
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2.4 Conclusions

Quantum chemical calculations of cellobiose and xylan were carried out in order

to obtain a microscopic understanding of their solubility in RTIL. The calculations,

using density functional theory, have been performed in (a) gas phase, (b) under

implicit solvent conditions, and (c) with a layer of explicit solvent molecules. The

solvent molecules considered were water, methanol, and 1,3-dimethylimidazolium

acetate, [C1mim][OAc].

Our study shows that the conformational stability of cellobiose and xylan are

highly dependent upon the number of inter- and intramolecular H bonds. In the

gas phase, the moiety with large number of intramolecular H bonds (the anti-anti

conformer of cellobiose and the anti-syn conformer 2 of xylan) is most stable. The

structural features were reflected in the calculated NMR chemical shifts and vibra-

tional frequencies. The energy differences between the conformers are within 5-6

kcal/mol which is within the capability of the solvent to induce a conformational

change. The polarization effect due to the dielectric constant of the solvent, cap-

tured through continuum calculations, is seen to further reduce the energy difference.

The primary cause appears to be the reduction of the H-bond strength; however the

conformers follow the same trend in energy as in the gas phase.

In addition, our quantum calculations on a cluster of solvent molecules solvating

the cellulosic units yield rich information on solute-solvent hydrogen bonding [70, 71].

While the explicit presence of water and methanol around cellobiose (or xylan) does

not change the order of conformational stability, it is seen to partially remove the

intramolecular H-bonds. Strikingly, all intramolecular H-bonds are removed in the

explicit RTIL medium, due to solute-solvent H-bonding interaction. As a result, the

anti-syn conformer of cellobiose and the anti-syn conformer 1 of xylan (wherein the

glucose units are rotated by about 60◦) become more stable than other conformers.

Nearly all the anions coat (forming hydrogen bonds) cellobiose exclusively, while only
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a fraction of the cations do so. This result is in good agreement with experimental

NMR studies [43, 44]. The remaining cations form H bonds with their corresponding

anions. The same trend was observed in xylan, where out of the seven ion pairs

present in the calculation, four cations and six anions form solute-solvent hydrogen

bonds. However, the two rings in xylan are oriented at 60◦ to each other, while in

cellobiose they are coplanar.

The computed structural parameters of cellobiose-RTIL cluster, especially dihe-

dral values are in good agreement with those seen in earlier molecular dynamics

simulations. Our studies suggest that both the cation and the anion are responsible

for the dissolution of cellobiose and xylan in RTILs, which is in good agreement with

previous experimental studies. In addition, our results confirm that the H-bonding

interactions between anion and cation with the cellobiose or xylan units contribute

significantly in their dissolution. The work also points out the necessity of consid-

ering explicit solvent molecules to capture these subtle effects that are so crucial to

cellulose solubility in RTILs.
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Chapter 3

Dissolution of cellobiose in room

temperature ionic liquids:

ab-initio molecular dynamics

simulations study⋆

3.1 Introduction

The depletion of fossil fuels and the increasing need for energy sources is an issue

of paramount importance. Among many alternatives, biomass is a promising candi-

date. It is most abundant in the form of lignocellulosic matter present in wood or

plant biomass. Major components of lignocellulosic biomass are cellulose (40-50%),

hemicellulose (20-30%) and lignin (20-30%) [1]. Notwithstanding its abundance and

utility, the conversion of biomass to biofuel is a rather difficult process. One of the

main hurdles in this conversion is its dissolution. Biomass is reluctant to dissolve in

⋆Work reported in this chapter is published in: R. S. Payal and S. Balasubramanian, Phys.
Chem. Chem. Phys. 16, 17458-17465 (2014). Reproduced by permission of The Royal Society of
Chemistry (RSC).
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conventional organic solvents and requires harsh conditions of pressure and temper-

ature [2]. Furthermore, traditional solvents for biomass have been associated with

issues such as toxicity, volatility etc.

Rogers and coworkers [3] pioneered the dissolution of cellulose in room temper-

ature ionic liquids (RTILs) under mild conditions, without any pretreatment and

overcame these challenges. They were also able to regenerate cellulose with addi-

tion of water and other common solvents. RTILs are salts that are liquid at room

temperature [4, 5]. Since their early work, significant progress has been made in the

dissolution of biomass in RTILs. Some of the recent studies show that even wood

can be directly dissolved in RTILs without any pretreatment [6–8]. Researchers have

employed a variety of experimental techniques to investigate the dissolution mecha-

nism of cellulose in RTILs. Nuclear magnetic resonance (NMR) studies performed

by Moyna and coworkers [9] revealed that hydrogen-bonding interaction between

the hydroxyl group of cellulose and the anion of RTILs was responsible for the disso-

lution of cellulose in RTILs and that the cation plays a negligible role. Ludwig and

coworkers did a systematic study of dissolution of polyols in different salt solution

and RTILs [10]. Shift in the OH frequency was used to determine the ability of any

solvent to dissolve the polyols. Molecular dynamics (MD) simulations carried out

by Youngs et al [11, 12] suggested a similar mechanism. Seddon and coworkers [13]

used RTILs to assist the acid-catalysed hydrolysis of lignocellulosic biomass. Mo-

tivated by the work of Rogers and coworkers [3], many researchers have employed

RTILs to dissolve other biomolecules. Silk fibroin [14], starch and Zein protein [15],

hemicellulose [16], lignin [17], chitin and chitosan [18] etc. have also been dissolved

in RTILs.

Over time, newer RTILs to improve the dissolution of cellulose have been identi-

fied [19–23]. Experimental studies suggest that RTILs with imidazolium cation and

acetate anion are the best solvents for cellulose. [C4mim][CH3COO] can dissolve 15
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- 20 % of biomass [19, 21]. Although it is now well known that RTILs currently serve

as the best solvents for cellulose dissolution, yet the role of cation in this process is

under debate. A recent NMR study by Zhang et al [24] suggests that both cation

and anion form hydrogen bonds with cellulose. Role of anion as primary factor for

the dissolution of biomass in RTILs has been widely accepted [3, 7]. Experimentally

it was observed that glucose, sucrose or other polysaccharides’ solubility is the same

for [emim][dca] and [bmim][dca] [25]. But the solubility changes rapidly when the

anion is changed [3, 7, 25].

The mechanism of dissolution has been investigated by many researchers using

various computational techniques. Bergenstr̊ahle et al [26] carried out force field

based MD simulations to understand the insolubility of cellulose in aqueous solutions.

Singh and coworkers [27] used MD simulations to study the dissolution mechanism of

cellulose in [C2mim][OAc]. They reported that the strong hydrogen bonding between

the anion and cellobiose was a major factor in dissolution. They also reported the

interaction of a few cations with cellobiose. In particular, they observed a change in

the conformation of cellulose with respect to the β(1-4) linkage when it was dissolved

in the RTIL. Zhao et al [28, 29] carried out systematic MD simulations to understand

the effect of the structure of cation and anion on the dissolution of cellobiose in

RTILs. Cations with less steric hindrance showed a better dissolution capability. In

the case of anions, apart from steric hindrance, a high electronegativity and absence

of electron withdrawing groups were shown to aid cellulose dissolution. Recently,

Rabideau et al [30] carried out atomistic MD simulations to study the dissolution

of cellulose bundles in RTILs. They too observed that RTILs weaken the intra-

and intermolecular hydrogen bonding between the cellobiose units, resulting in their

dissolution. Quantum chemical calculations have also been employed to understand

the interaction of cations and anions with cellulose. Janesko [31] employed dispersion

corrected density functional theory (DFT) to understand the interaction between one
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ion pair of RTIL and cellulose. They found that the cellulose unit mainly interacts

with the anion (Cl− in their case). Guo et al [32, 33] employed DFT calculations to

probe the effect of cation and anion structure on interaction with cellulose. They too

reported that the dissolution of cellulose in RTILs will have contributions from both

cation and anion. Pincu and Gerber have recently carried out ab-initio molecular

dynamics (AIMD) simulations of β-cellobiose conformer in pure water and examined

differences in the solvation of the two conformers [34].

In the previous chapter, dissolution mechanism of cellulose and hemicellulose in

RTILs was explained using density functional theory applied to clusters. It was

shown that cations can indeed form weak hydrogen bonds with the hydroxyl groups

of cellulose and hemicellulose. While both gas phase quantum chemical studies as

well as force field based MD simulations have been employed to understand the dis-

solution mechanism of cellobiose in RTIL, to our knowledge no AIMD simulations

have been carried out so far. AIMD simulations have the advantage of both config-

urational sampling intrinsic to a liquid phase and a quantum chemical framework

within which it is realized [35–40]. Results of such simulations are reported here.

RTILs, particularly in conditions employed to dissolve biomass are rarely devoid of

water. Thus, the effect of water concentration in the RTIL on the solvation of the

cellulosic unit have also been examined.

3.2 Details of simulation

In order to examine the microscopic interactions between cellulose and RTILs, one

monomer unit of cellulose, i.e., cellobiose was considered as the solute. Initial ge-

ometries of the structural unit and of the cation and anion were constructed using

GaussView [41]. These were later optimized independently in gas phase at B3LYP/6-

311++(g,d) level of theory using the Gaussian 09 software package [41]. Two lowest

energy conformers for cellobiose and the lowest energy structure of the ions were
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taken for further calculations. The conformers of cellobiose were either anti-anti or

anti-syn, as determined by the torsional state of the two CH2OH groups (Figure 3.1).

For each of these conformers, two different sets of simulation were carried out. In

the first, cellobiose was solvated in pure RTIL (with 30 ion pairs of RTIL only). In

addition, a simulation containing cellobiose dissolved in 30 ion pairs of RTIL along

with 5 water molecules was also carried out. While the former system consisted of

825 atoms and 2176 valence electrons, the latter involved 840 atoms and 2216 va-

lence electrons, making these simulations rather computationally challenging. Prior

experimental studies have suggested the first and second solvation shells of cellobiose

to contain 7 and 19 ion pairs respectively [24] and thus these system sizes, although

small, are not unreasonable.

The system was initially equilibrated using classical MD simulations during

which the RTIL was described using the force field of Senapati et al [42]. Water

was described using the SPC/E model [43]. Gas phase ESP charges for atoms on

cellobiose were calculated through Gaussian-09 [41] and the same were used in these

classical MD simulations. The initial configuration of solvent molecules in each sys-

tem was generated using Packmol [44]. The system was energy minimized prior

to a short MD run under constant NVT conditions of 500 ps. Subsequently, the

systems were studied under constant NPT conditions for 15 ns. This was followed

by a constant NVT run for 16 ns whose final configuration constituted the initial

configuration for the AIMD run. Box lengths for the systems containing anti-anti

or anti-syn conformer soaked in pure RTIL were 19.8802 Å and 19.8806 Å respec-

tively. For the RTIL+5H2O systems, it was 19.9796 Å for the anti-anti conformer

and 20.1040 Å for the anti-syn one. All classical MD simulations were carried out

using the LAMMPS [45] software package.

AIMD simulations were performed using the CP2K/Quickstep code [46]. Double

zeta valence polarization (DZVP) basis with Goedecker, Teter and Hutter (GTH)
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Figure 3.1: Schematic of the two cellobiose conformers, ions of RTIL and water molecule,
showing different atom types used in the discussion.

pseudopotentials were used. The BLYP [47] exchange-correlation functional was

employed. Dispersion corrections at the D2 level [48] were also included. Simula-

tions were carried out in the NVT ensemble at 300 K using a Nosé-Hoover chain

thermostat [49]. Equations of motion were integrated with 0.5 fs timestep. Three

dimensional periodic boundary conditions were employed in order to mimic a bulk

system. Electronic orbitals were expanded in a Gaussian basis set. The electron

density was expanded in plane wave basis set with energy cut off of 280 Ry. All the
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systems were studied for 35 ps. All the analyses were carried out on the last 25 ps

of the AIMD trajectory using home grown codes written in FORTRAN 90.

MD trajectories were visualized and spatial density maps were created using

VMD [50].

3.3 Results and discussion

3.3.1 Radial distribution functions

The structural properties of a liquid system can be well studied through the radial

distribution function, g(r). Figure 3.2(a) shows the g(r) between the three ring

hydrogen atoms of the cation (HIs) and the oxygen (OC) atom of cellobiose. All

these pair correlation functions exhibit a first peak at around 2.7 Å; on rare occasions,

the ring hydrogen of the cation approaches cellobiose to distances less than 2 Å

indicating the likely formation of a weak cation-cellobiose hydrogen bond. Addition

of water decreases the height of the first peak in the anti-anti case; thus, water

could partially displace the cations in the first coordination shell of cellobiose. The

difference in the intensities of the g(r)s between the anti-anti and anti-syn cases is

likely due to poor statistics. Figure 3.2(b) shows the g(r) between oxygen (OA) of

anion and hydroxyl hydrogen (HC) of cellobiose. The sharp peak at 1.6 Å in all

the g(r)s indicates the formation of strong hydrogen bonds. Also the peak height

changes negligibly upon addition of water, implying that anions surrounding the

cellobiose unit are more or less unaffected by the presence of water molecules.

This behavior is evident from the running coordination number (Figure 3.3). The

running coordination number of cation HIs around OC of cellobiose is insignificant

till 2 Å. However, in the corresponding distance range, that of anion OAs around

HC of cellobiose varies between 0.70 to 0.85. Thus, each of the hydroxyl hydrogen of

cellobiose is surrounded by 0.75 anion oxygens. Given that there are eight HC atoms
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Figure 3.2: Radial distribution function between (a) OC of cellobiose and HI of cation
and (b) HC of cellobiose and OA of anion.

in cellobiose, presence of around six to seven anions hydrogen bonded to cellobiose,

in its first coordination shell can be concluded. This observation can be further

supported by the radial distribution function between the HC of cellobiose and

carboxylate carbon of anion (Figure 3.4). At the first coordination minimum (3.5

Å), the coordination number is around 0.85. As there are 8 HCs in cellobiose, one

can say that nearly 7 anions are hydrogen bonded to it. The acetate anion possesses

two carboxylate oxygen atoms (OA). Either of them can form hydrogen bond with

hydroxyl hydrogen (HC) of cellobiose. However, it was observed that only one of the

two OAs hydrogen bonds with HC. The other OA atom is hydrogen bonded with

the acidic proton of the cation (see Figure 3.5). For the case of cellobiose-cation,

the first coordination shell extends up to 3.25 Å and the number of cations varies

between 0.50 to 1.0; however, the coordination number at 2.5 Å is only 0.4. Thus,

within this distance from cellobiose, nearly six to seven anions are hydrogen bonded

and around three to four cations are present. This observation is in reasonable

agreement with the earlier NMR study of Zhang et al [24], where they suggested

the first coordination shell of cellobiose to consist of 7 ion pairs. Since anions are

seen to be closer to the cellobiose units, it can be concluded that they form stronger

hydrogen bonds and play the primary role in its dissolution which is in agreement
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with earlier experimental [9, 11] and simulation studies [27].
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Figure 3.3: Running coordination number between (a) OC atom of cellobiose and HI of
cation and (b) HC of cellobiose and OA of anion.
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tween HC of cellobiose and carboxylate carbon of anion.

While the role of anions in the dissolution mechanism is widely accepted, that of

the cations needs to be understood better. Plots of both radial distribution function

and running coordination number suggest that cations can approach cellobiose close

enough such that their HIs can form weak hydrogen bonds with the OC atoms of cel-

lobiose. The cation-cellobiose hydrogen bonds are considerably weaker as compared

to those formed by the anions. These results are in agreement with our previous
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Figure 3.5: Snapshot from simulation displaying the neighborhood of cellobiose in RTIL.
Only one of the OA atom of acetate anion is hydrogen bonded with HC of cellobiose. The
other OA atom is hydrogen bonded to HI of the cation. Only two anions present around
cellobiose are shown for the sake of clarity.

cluster calculations [51], in the sense that both cation and anion are found to in-

teract favorably with cellobiose. Further, these observations are in agreement with

the NMR spectroscopic studies of Zhang et al [24]. Thus, although the cation has

only a secondary role to play in the dissolution mechanism, its effect cannot be

neglected, a conclusion drawn through MD simulations recently reported by Zhao

et al [28]. Further, the shortest distance of approach for both the cation and the

anion to cellobiose is independent of the amount of water present, although the

peak height of the cellobiose-ion g(r) decreases with increasing water concentration.

Similar effect of cation on dissolution of CO2 in RTILs was observed by Kirchner

and coworkers [52], although the anion plays the major role [53, 54]. Examination

of the first solvation shell for the anti-anti conformer of cellobiose shows that all but

one of its intramolecular hydrogen bonds are replaced by intermolecular hydrogen

bonds between cellobiose and ions of RTIL (Figure 3.6). Interestingly, the unbroken

intramolecular hydrogen bond present in the anti-anti conformer is found to be bro-

ken in the anti-syn case (Figure 3.7). Through DFT calculations of clusters in the

previous chapter. It was found that that the anti-anti conformer, which is the most

stable in gas phase, becomes less stable than the anti-syn one in the presence of

explicit ions of RTIL. The results reported here on the absence of an intramolecular
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hydrogen bond in the anti-syn conformer confirms the earlier observations. This

structural detail is observed in the systems studied with water as well.

Figure 3.6: Snapshot of environment around anti-anti conformer of cellobise showing
the formation of hydrogen bonds with (a) cation and (b) anion. Intramolecular hydrogen
bond of the cellobiose unit is also shown. Color scheme Nitrogen : Blue, Carbon : Cyan,
Oxygen : Red and Hydrogen : White. Black dot can be used to identify the specific hexose
ring of the cellobiose across the two panels.

Figure 3.7: Snapshot of environment around anti-syn conformer of cellobise showing the
formation of hydrogen bonds with (a) cation and (b) anion. Color scheme is the same as in
earlier figures. Black dot can be used to identify the specific hexose ring of the cellobiose
across the two panels.
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Figure 3.8: Spatial distribution of (a) cation’s ring hydrogen and of (b) anion’s oxygen
around cellobiose in anti-anti conformation. Isosurface values are 0.01 Å−3 and 0.001 Å−3

respectively. Carbon : Cyan, Oxygen : Red and Hydrogen : White.

Figure 3.9: Spatial distribution of (a) cation’s ring hydrogen and of (b) anion’s oxygen
around cellobiose in anti-syn conformation. Isosurface values and color scheme are same
as in Figure 3.8.

3.3.2 Distribution of cations and anions around cellobiose

Figures 3.8 and 3.9 show the spatial density map of the three ring hydrogens of

cation (HI) and of oxygens of the anion (OA) around the two cellobiose conformers.

Both anion and the cation are present in the first coordination shell of cellobiose.

The isosurface value used for the cation in the figures is an order of magnitude

larger than that for the anion. Despite its higher isosurface value, the cation map

is much more dispersed than the corresponding one for the anion. Anions exhibit
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very specific binding as seen from their relatively narrow spatial distribution. The

bulky nature of the cations may impose steric hindrance and does not permit them

to approach closer to the hydroxyl sites of cellobiose. In addition, the larger volume

over which the positive charge is distributed on the cation could also be a reason

for its weaker binding to cellobiose. In the case of the anti-anti conformer, anions

are absent near one of the hydroxyl hydrogen as the latter forms an intramolecular

hydrogen bond which is intact over the entire duration of the simulation (Figure 3.6).

In fact, the hydrogen bond that this hydrogen atom participates in, exhibits an

interesting behavior. As shown in Figure 3.10(a), it can form a hydrogen bond

with either O1 (ring oxygen) or with O2 (CH2OH). Shown in Figure 3.10(b) is the

distance of this hydrogen from these two sites as a function of time in the case

of cellobiose dissolved in pure RTIL. Over the duration of the AIMD trajectory,

this hydrogen was found to forms a hydrogen bond between these two sites in the

ratio of approximately 4:1, i.e., the ring oxygen site (O1) is more preferred than the

CH2OH oxygen (O2). There also exists a transient state where the intramolecular

hydrogen bond is replaced by the intermolecular hydrogen bond (3.10(c)). In the

anti-syn conformer, this intramolecular hydrogen bond was never observed and is

replaced by an intermolecular one – the hydrogen atom h-bonds with OA of the

anion (Figure 3.7).

Figure 3.11 is a snapshot from the AIMD simulation displaying the cations and

anions in the vicinity of the cellobiose unit. Most of the HC atoms of cellobiose

form hydrogen bonds with one of the OA atoms. The other OA atoms of the anion

are seen to form a hydrogen bond with the HI of cation. In most cases of hydrogen

bond between the anion and the cation, the most acidic ring hydrogen is the atom

which is involved. In the vicinity of cellobiose, some cations are seen not to form

hydrogen bond with it. However, they are involved in hydrogen bonds with anions.

Figure 3.12 compare the pair correlation functions between anions and cellobiose
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Figure 3.10: (a) Snapshot of cellobiose taken from the AIMD trajectory. O1 and O2 are
two possible hydrogen bonding sites for H atom of cellobiose in its anti-anti conformation.
(b) distance of H from O1 and O2 during the AIMD trajectory and (c) a transient state,
where such intramolecular hydrogen bond(s) are replaced by one intermolecular hydrogen
bond with the anion. Color scheme is the same as in earlier figures. Distances are in Å
units.

obtained from force field based MD (with empirical potentials) and AIMD simula-

tions. The g(r)s between the anion’s oxygen and cellobiose’s hydroxyl hydrogen are

nearly identical as obtained from the two methods. Since this hydrogen bonding is

the most dominant interaction between cellobiose and the ions, the current results

can also be seen as a validation of the classical force field. However in both the

cases, the anion-cellobiose g(r) is shifted to higher distances in AIMD simulations.
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Figure 3.11: Environment around cellobiose solvated in RTIL. Color scheme same as in
earlier figures, Nitrogen : Blue.

This observation suggests that the anion may be overbound in classical force field

based simulations. Typical force fields of RTILs employ a unit charge on the ions

although many researchers [55–58] advocate a sub-unit charge to account for charge

transfer and polarization effects present in the condensed phase. The force field

employed herein treats the ions with unit charge and this is likely to have led to the

overbinding of anions to cellobiose within the force field description.
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Figure 3.12: Comparison of OA-HC RDFs obtained from classical and ab-initio MD
simulations for (a) anti-anti and (b) anti-syn conformers of cellobiose.

Figure 3.13 compares various g(r)s of RTIL-cellobiose and water-cellobiose. The

ions approach the cellobiose unit closer than water does. Furthermore, within water,
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its oxygen atom (OW) is closer to cellobiose than its hydrogen (HW). Thus, water

chiefly acts as a hydrogen bond acceptor with cellobiose. However, the effect of water

on the two conformers is different. A comparison between the running coordination

number of (HI-HW) and (OA-OW) pairs (Figure 3.13) captures the difference in

the nature of interaction of water molecules with the two cellobiose conformers

rather well. For both the conformers, the running coordination number of HW

around OC is insignificant for distances less than 2.5 Å, while OW approaches HC

up to a distance of 2.0 Å. The latter suggests the occasional formation of a OW-

HC hydrogen bond. Figure 3.13 also demonstrates that water molecules interact

differently with each conformer. Water molecules are able to approach closer to the

anti-anti conformer as compared to the anti-syn conformer. The effect of cellobiose

geometry on its interaction with pure water has already been studied by Pincu and

Gerber [34] using AIMD simulations. They too observed the two conformers of

cellobiose to interact differently with water and concluded that water molecules are

able to better solvate the anti-anti conformer than the anti-syn one. The presence of

water was not able to alter the nature of the solvation shell of cellobiose significantly.

This may be due to the small concentration of water studied here.
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Figure 3.13: Running coordination number for (a) anti-anti and (b) anti-syn conformers
of cellobiose solvated in RTIL+5H2O.
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Figure 3.14: Distribution of (a) distance between oxygen atoms of two CH2OH in cel-
lobiose conformers (b) dihedral angle between two hexose rings of cellobiose conformers
as function of time.

During the AIMD run, no conformational transition was observed in the cel-

lobiose; the anti-anti and anti-syn conformers retained their respective torsional

angles for the bond between the two hexose rings (Figure 3.14). The torsional angle

about the β(1-4) linkage varied between 40 and 80o, in agreement with an earlier

MD simulations of Singh et al [27]. Furthermore, it was observed that the hydrogen

bonds formed by cellobiose with the cation, anion or any water molecule were intact

during the entire duration of the AIMD simulation.

3.4 Conclusions

The dissolution of cellulose in RTILs depends on the breaking of the strong, inter

and intra-molecular hydrogen bonding network present in cellulose. RTILs are able

to disrupt this hydrogen bonding network more efficiently. The anions of RTIL

play the major role in the dissolution mechanism. They form strong hydrogen

bonds with hydroxyl hydrogens of cellobiose, in either of its conformers (anti-anti

or anti-syn). However, the role of cation in the solvation of cellobiose cannot be

completely ignored. Strong electrostatic interactions between the cation and the
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anion necessitate that the cation be proximal to the anion. Thus, a few cations are

indeed present in the first coordination shell of cellobiose. They too form hydrogen

bonds with the cellobiose unit, albeit weaker ones than what the anions do. The

coordination offered by the ions of RTIL to the anti-anti and anti-syn conformer

of cellobiose are different. Thus the conformation of cellobiose will play a crucial

role in its dissolution in the RTIL. The addition of a small quantity of water does

not significantly alter the local environment of the cellobiose which continues to be

coordinated primarily by the ions.
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Chapter 4

Dissolution of cellulose in room

temperature ionic liquids: anion

dependence

4.1 Introduction

Lignocellulosic biomass is a potential source of biofuel which can be converted into

ethanol. However, one of the challenging task in this process is its dissolution. While

cellulose is a crystalline polymer, other components of wood, i.e., hemicellulose and

lignin are amorphous [1]. The crystalline nature of the former arises from strong

inter- and intra-molecular hydrogen bonding between its monomers, i.e., cellobiose.

These are covalently bonded to one another by β(1-4) linkages to form long poly-

meric units. Conventional solvents such as water or benzene are unable to dissolve

cellulose and the process requires harsh conditions such as acid pretreatment and

high temperature [2].

This issue was addressed by Rogers and coworkers in 2002, who successfully

87
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dissolved cellulose in room temperature ionic liquids (RTIL) at relatively mild con-

ditions [3]. They were also able to regenerate cellulose by addition of water or simple

solvents. This discipline has seen a large amount of activity since then [1, 4–28].

NMR spectroscopy has been effectively employed to understand the dissolution

mechanism of cellulose in RTILs [29]. The disruption of inter- and intra-molecular

hydrogen bonding network of cellulose polymer in RTILs was identified as key to its

dissolution and the anion was shown to be chiefly responsible. In most RTILs, the

cation is bulkier and acts only as a weak hydrogen bond (H-bond) donor and thus

its role is not as significant as that of the anion. A recent NMR study by Zhang

et al [30] showed that cations too can form H-bonds with cellulose, albeit a weaker

one.

There have been many attempts to understand the dissolution mechanism of lig-

nocellulosic biomass in RTILs through theoretical methods [31–33]. Both empirical

force field and ab-initio based methods have been employed [34–37]. These studies

also showed the weakening/disruption of the inter- and intra-molecular hydrogen

bond network in polymeric cellulose in various RTILs. Examining the specific role

of the ions, Zhao et al [38, 39] suggested the following attributes for better dissolu-

tion: (i) ions with less steric hindrance (ii) anions with high electronegativity and

without any electron withdrawing group.

Quantum cluster calculations [40] and density functional theory (DFT) based ab

initio MD simulations [41] presented in previous chapters investigated the disruption

of intra-molecular H-bonds and the dependence of the conformation of cellobiose on

solvation.

Future development towards the choice of novel anions demand a comprehen-

sive rationalization of experimental observations. Crucial solute-solvent interactions

responsible for the dissolution of the polymer can be understood by carrying out

studies on the solvation environment of the monomer. Thus far, the free energy of
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solvation of model cellulose has not been examined in the literature. The current

work is aimed at calculating the solvation free energy of a monomer of cellulose,

i.e., cellobiose and its dependence on the anion of the RTILs. It is carried out to

obtain a microscopic understanding of the experimental observation that the acetate

anion is the most suited for this process. The calculations have been performed in

thermodynamically most stable conformational state of the cellobiose, anti-anti, an

observation which too has been established here. Anticipating the results, it was

found that the RTIL with the acetate anion is the most suited for cellobiose solvation

in terms of the magnitude of change in its free energy from gas phase, upon solvation.

A possible choice of anion which could potentially enhance cellulose solubility is also

suggested.

4.2 Simulation details

RTILs containing the [bmim] cation and any of the following anions were stud-

ied: [OAc]−, [NO3]
−, [Cl]−, [BF4]

−, [PF6]
−, [CF3SO3]

−, and [NTf2]
−. The confor-

mational free energy profile of cellobiose in these RTILs was studied in a system

containing 100 ion pairs, while its solvation free energy was studied in systems

containing 256 ion pairs. Cellobiose was modeled using the OPLS force field for car-

bohydrates [42] while RTILs were modeled using the all-atom force field developed

by Mondal and Balasubramanian [43].

Three-dimensional periodic boundary conditions were employed. Tail correc-

tions to energy and pressure were applied. Long range electrostatic interactions

were evaluated using the particle-particle particle-mesh (PPPM) solver [44]. All the

simulations were done at 353 K. The higher than ambient temperature was necessi-

tated to include results from liquid [bmim][Cl] [m. pt. 343 K]. Furthermore, such

temperatures are routinely employed in experiments (see Table 3 of Ref. [1].) Tem-

perature and pressure were maintained using Nosé-Hoover thermostat and barostat
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Figure 4.1: (a) Anti-anti and (b) anti-syn conformers of cellobiose. Color scheme C:
Cyan, O: Red and H: Blue. Distance (in Å) between hydroxyl oxygens atoms (O1, O2) in
the two hexose rings marked. The same can be used to distinguish the two conformational
states.

respectively. Simulation trajectories were visualized and snapshots were rendered

using VMD [45].

The two stable conformers of cellobiose are anti-anti and anti-syn (Figure 4.1)

which can be distinguished by the torsional state of the two CH2OH groups in the

cellobiose.

Free energy calculations: All the FE simulations were carried out using the

collective variables (colvars) module [46] embedded in LAMMPS [47]. The Adaptive

Biasing Force (ABF) [48] method was used to determine the FE profiles. The span

of the reaction coordinate (RC) was divided into bins in which accumulation of force

takes place.

Adaptive Biasing Force: ABF method calculates the mean force along the RC

ζ. Calculated mean force is then cancelled by equal and opposite biasing force.

This allows the system to overcome the energy barriers and diffuse freely in energy

landscape.
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Free energy of the system with respect to RC can be written as

A(ζ) = − 1

β
lnP(ζ) + A0 (4.1)

Mean force can be calculated in terms of the free energy

∇ζA(ζ) = 〈−Fζ〉ζ (4.2)

ABF applied to the system is

FABF = ∇xA = −〈Fζ〉ζ∇xζ (4.3)

In the ABF scheme, RC ζ is unconstrained. During the simulations, RC is di-

vided into small bins, with bin width δζ, allowing RC to be explored in a continuous

manner.

Collective variable method: COLVARS can be defined as the set of parameters

that are used to alter the dynamics of the system with an application of biasing

potential. Dynamics of the system is altered in a controlled fashion.

ξ(X ) = ξ(x1, x2, ...., xn) (4.4)

Generally, ξ is differential function of atomic coordinates. Choice of ξ(H) is

system dependent and mostly a function of few arguments.

COLVARS module applies biasing potential to the system and calculates the

potential of mean force.
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Conformational Free Energy: Cellobiose was solvated in a cubic box contain-

ing 100 RTIL molecules and equilibrated in the isothermal-isobaric (NPT) ensemble.

The FE barrier across the C-C-C-O (see Figure 4.2(a)) torsion was determined using

the ABF method. RC was spanned from -180o to 180o with a bin width of 5 degree.

FE calculations using the dihedral angle as the reaction coordinate were carried out

for 100 ns in the NPT ensemble. ABF forces were applied every 500 steps.

Solvation Free Energy (SFE): SFE is the energy required to bring one cel-

lobiose molecule from gas phase into the bulk RTIL. 256 ion pairs were equilibrated

in the NPT ensemble (P=1 atm, T=353K). Later, simulations were carried out in

the canonical ensemble (NVT), after increasing the box-length along the Z direction

to a value of 150 Å, to create two liquid-vapor interfaces, which was followed by

FE calculations in the NVT ensemble. Colvar style ‘distance Z’ was used in de-

termining the SFE profiles. RC was defined as the distance between the center of

mass of RTIL molecules to the center of mass of cellobiose. It was divided into five

non-overlapping windows spanning from 7 Å to 50 Å along the Z direction such that

cellobiose is completely immersed at 7 Å and completely in gas-phase at 50 Å. Force

samples were collected for 500 steps with bin width of 0.2 Å. Each window was run

for at least 30 ns so as to achieve a sampling ratio, between the highest and lowest

point, of around 5.

SFE could have also been calculated using the Bennet acceptance ratio (BAR) [49]

or expanded ensemble [50, 51] methods. But, the equally facile ABF method was

adopted here.
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4.3 Results and discussion

4.3.1 Conformational free energy

Figure 4.2(b) displays the molecule in its anti-anti conformation and illustrates two

categories of intra-molecular H-bonds: (i) Longer and bent (ii) Shorter and linear.

The conformational free energy profile of cellobiose across φ in gas phase is shown

in Figure 4.3(a). A minimum in the free energy occurs at -25◦, corresponding to its

anti-anti state. This conformer is nearly planar and contains five intra-molecular

H-bonds, two of which are stronger than the other three. Two other minima are

seen at 160◦ and -165◦ which correspond to the anti-syn state of cellobiose. This

conformer possesses four intra-molecular H-bonds, of which two are stronger than

the rest. The non-planar conformer is thus less stable than the anti-anti one. The

two maxima at 110◦ and -120◦ correspond to states where the hexose rings are nearly

perpendicular to each other.

Figure 4.2: Cellobiose molecule (a) atoms (labeled 1 thorough 4) involved in the defi-
nition of the torsion angle, φ (b) intra-molecular H-bonds in the anti-anti conformer of
cellobiose. Bond lengths and angles are in Å and ◦ respectively. Color scheme C: Cyan,
O: Red and H: White.

Figure 4.3(b) shows the conformational free energy (FE) profiles of cellobiose

soaked in RTIL. The anti-anti configuration of cellobiose is more stable than the

anti-syn one even when it is solvated in any RTIL. However the torsional angle at
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Figure 4.3: Conformational free energy of cellobiose (a) in gas phase and (b) solvated in
RTILs. Anions are shown in the legend, while the cation is [bmim]. T=353 K.

which the free energy is a minimum, shifts to a lower value (more negative) than what

it was in the gas phase. In fact, the extent of shift in a specific RTIL is correlated

with the potential energy change (∆U) associated with solvation (see later). The

shift is caused due to the breaking of intra-molecular H-bonds of cellobiose and

consequent formation of inter-molecular H-bonds with solvent ions. In fact, the anti-

syn conformational state too gets shifted in solution. In most RTILs, it is found

at 140◦-160◦. Two maxima are seen in the conformational FE profiles of solvated

cellobiose. One of them is around 100◦ (shorter) and another at around -150◦ (taller).

As compared to the gas phase data [Figure 4.3(a)], the relative intensities of these

maxima are observed to be swapped in the presence of RTIL. The change can be

explained thus: The FE maximum at 100◦ occurs when the two hexose rings are

almost perpendicular to each other. In this situation, most of the hydroxyl hydrogen

atoms are exposed to the solvent and can form H-bonds with solvent ions which

decreases the free energy of this state relative to its value in gas phase. When φ=-

145◦, none of the hydroxyl hydrogens are able to form either intra- or inter-molecular

H-bonds, leading to a high FE barrier.

Again, two kinds of H-bonds can be formed between cellobiose and RTIL viz.
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one between the anion of RTIL and hydroxyl hydrogen of cellobiose (stronger) and

second between the cation of RTIL and oxygen of cellobiose (relatively weaker). In

general, the former are more in number than the latter. These results are in good

agreement with results from the previuos chapters [40, 41]. In [emim][OAc], all intra-

molecular H-bonds of cellobiose in its anti-syn state were found to be broken, while

the anti-anti state retains one or two such H-bonds [41]. Figures 4.4 and 4.5 display

snapshots of the H-bonds formed between cellobiose and the ions in [bmim][OAc]

and [bmim][NTf2].

4.3.2 Solvation free energy

Conformational free energy profiles of cellobiose solvated in various RTILs have

unambiguously shown the greater stability of the anti-anti conformer over the anti-

syn one. Thus, the question of relative stability and consequently the solubility

of cellobiose in different RTILs can be addressed now. The free energy profiles

for bringing the solute, cellobiose, from its vapor phase into the RTIL have thus

been calculated using its anti-anti conformer. Needless to state, cellobiose was not

constrained to be present in this conformation during the free energy simulations.

However, once initiated from this torsional state, the same remained invariant (withn

fluctuations) during the simulations Figure 4.6). Figure 4.7 displays solvation free

energy profiles in various RTILs containing the same cation but different anions.

The difference in the free energies between the vapor (gas phase) and the solvated

state is the solvation free energy (SFE) of cellobiose in that particular RTIL. SFE

is highest for [bmim][OAc] and lowest for [bmim][PF6].

Enthalpic contributions to this relative stability can be interpreted in terms

of the strength of the inter-molecular H-bonds. [OAc]−, [NO3]
− and [Cl]− an-

ions form strong H-bonds with cellobiose. Solvation free energies in [bmim][NTf2],

[bmim][CF3SO3] and [bmim][PF6] are comparable as the H-bonding strength of their
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Figure 4.4: Hydrogen bonded ions around cellobiose in [bmim][OAc] at φ values (a)
-160◦, (b) -45◦, (c) 120◦ and (d) 170◦. Color scheme same as previous figures.
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Figure 4.5: Hydrogen bonded ions around cellobiose in [bmim][NTf2] at φ values (a)
-160◦, (b) -25◦, (c) 120◦ and (d) 170◦. Color scheme same as previous figures, S: Yellow
and F: Pink.



98 Chapter 4.

0 5 10 15 20 25 30
Time (ns)

4

6

8

10

O
1-

O
2 

di
st

an
ce

 (
Å

)

Bulk IL
Gas phase

Figure 4.6: Distance between O1 and O2 atoms of cellobiose in gas phase and in bulk
[bmim][OAc] during the free energy simulations. Cellobiose is found to be largely in the
anti-anti conformation. Refer Figure 4.1 for the definitions of O1 and O2.

10 20 30 40 50
Reaction coordinate, z (Å)

-60

-50

-40

-30

-20

-10

0

F
re

e 
en

er
gy

 (
kc

al
/m

ol
)

[OAc]
[NO

3
]

[Cl]
[BF

4
]

[PF
6
]

[CF
3
SO

3
]

[NTf
2
]

Gas phase

Bulk IL

Figure 4.7: Solvation free energy of cellobiose in various RTILs, at 353 K.
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Table 4.1: Binding energy of RTIL with cellobiose.

RTIL Binding Energy Solvation free energy
(kcal/mol) (kcal/mol)

[OAc] -31.8 -56.4
[NO3] -31.4 -53.7
[Cl] -29.7 -49.9

[BF4] -25.6 -41.7
[PF6] -26.8 -36.5

[CF3SO3] -26.0 -38.2
[NTf2] -27.9 -38.8

anions are nearly the same. [bmim][BF4] exhibits an intermediate behavior. This

behavior is also observed in the radial distribution function between hydroxyl hy-

drogen of cellobiose and the H-bonding site of anion(Figure 4.8). The first peak

for [OAc]−, [NO3]
− and [Cl]− occurs at 1.8 Å whereas for [NTf2]

−, [CF3SO3]
− and

[PF6]
− it is at 2.10 Å. In the case of [BF4]

−, the peak position is 2.0 Å. The trend

in the SFE is similar to that exhibited by the binding energy of one ion pair of any

RTIL with cellobiose. Table 4.1 provides BE of cellobiose with ion pairs in gas phase.

A correlation between the BE in gas phase and SFE can be established, which is

displayed in Figure 4.9, which suggests an enthalpic basis for cellulose dissolution.
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Figure 4.8: Radial distribution function between hydroxyl hydrogen of cellobiose and
hydrogen bonding sites of anions.
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In Figure 4.7, moving in from the gas phase, the SFE profiles in most RTILs be-

come non-zero at around 38 Å. However, in the cases of [bmim][Cl] and [bmim][NTf2],

such changes start at 41 Å itself. This observation can be explained by examining

the density profile of the ions which is shown in Figure 4.10(a). The mean density in

the bulk liquid region of the profile closely matches the values obtained from bulk-

NPT simulations [52], as expected. Due to the larger molecular volume of [NTf2]

anion, the profile for [bmim][NTf2] extends up to 40 Å on either side of the centre

of mass. The thicker liquid slab thus leads to a wider SFE profile. Although the

liquid-vapor interface of [bmim][Cl] is sharp (in terms of density profiles), its SFE

profile at the interface is wide; during the ABF-MD simulations, the displacement

of a few chloride ions from the liquid phase towards cellobiose (which was in gas

phase) was observed. This is the underlying cause for the width in its SFE profile

(see Figure 4.11).

As an illustrative case, Figure 4.10(b) shows the number density profile of cation

ring center, anion center of mass and butyl terminal carbon atom of cation for

[bmim][NTf2]. As with many other RTILs [53], the interface is enriched with the

butyl tail which is oriented nearly normal to the interface plane. An ultra-thin

dielectric layer exists at the interface wherein the anion is present closer to the
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vapor phase and the cation lies closer to the liquid phase.
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Figure 4.10: (a) Mass density profile of RTILs (b) number density profile of cation ring
center, anion center of mass and terminal carbon atom of butyl tail in [bmim][NTf2].

A break-up of the solvation free energy into its energetic and entropic contribu-

tions is vital to understand its anion dependence. Figure 4.12 provides the solvation

free energy and potential energy profiles for cellobiose in [bmim][Cl]. The latter was

calculated as the interaction energy of cellobiose with every other atom in the sys-

tem. Similar profiles were calculated for all the liquids. Interestingly, the potential

energy profile shows a small barrier at the liquid-vapor interface, which likely arises

from the repulsive interaction between cellobiose and the butyl tails of the cation

preferentially present at the interface. Similar barrier was present in the potential

energy vs RC profiles in all RTILs. In bulk RTIL, the cellobiose is well solvated

by the ions which leads to a large, negative potential energy. The difference be-

tween the solvation free energy and the potential energy equals the entropy change

(times the temperature) upon solvation. The same has been calculated for cellobiose

dissolution in different RTILs and is presented in Table 4.2.

In the case of [bmim][OAc], [bmim][NO3] and [bmim][Cl], the energy differ-

ences are relatively high whereas the entropic contribution is moderate. Hence,

the solvation free energy of cellobiose is higher in these liquids than in others. In
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Figure 4.11: Snapshot of the simulation showing cellobiose present in gas phase disrupt-
ing the liquid-vapor interface for [bmim][Cl]. Color scheme Cl: Yellow, O: Red, C: Cyan,
N: Blue and H: White.
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Figure 4.12: Solvation free energy and potential energy profiles of cellobiose in [bmim][Cl].
The two curves have been plotted by considering the respective gas phase values as refer-
ence.

[bmim][CF3SO3], both energy and entropy differences are high, and as a result, the

net solvation free energy is low. In other RTILs, both energy and entropy contribu-

tions are moderate, causing the poor solubility of cellobiose in these RTILs. Among

the RTILs studied here, the dissolution of cellulose is most facile in [bmim][OAc] as

determined experimentally. The calculated SFE for cellobiose in [bmim][OAc] being
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Table 4.2: Change in the free energy (∆A= Aliq-Agas), potential energy (∆U= Uliq-Ugas)
and entropy contribution (T∆S= Uliq-Ugas) for the dissolution of cellobiose in various
RTILs relative to its gas phase. [bmim] is the cation and T= 353 K.

RTIL ∆A ∆U T∆S T∆S/∆U

(kcal/mol)(kcal/mol)(kcal/mol)

[OAc] -56.4 -113.8 -57.4 0.5
[NO3] -53.7 -84.1 -30.3 0.3
[Cl] -49.9 -87.4 -37.4 0.4
[BF4] -41.7 -78.5 -36.7 0.4
[PF6] -36.5 -64.7 -28.1 0.4

[CF3SO3] -38.2 -127.0 -88.7 0.7
[NTf2] -38.8 -71.1 -32.3 0.4

the most negative (among RTILs studied here) is consistent with the experimental

observation and offers a microscopic understanding of its dissolution.

Figure 4.13 shows the distribution of the angle between the normal vector of the

hexose rings of cellobiose. The distributions in [bmim][OAc] and [bmim][CF3SO3] are

much broader than in other RTILs. They are also compared against the distributions

in gas phase cellobiose in Figure 4.14. The larger width in these two RTILs indicates

the facile deviation from planar geometry of cellobiose; it is also consistent with the

high entropy difference (T∆S) in these two RTILs. The non-planar geometry is

also responsible for the high enthalpy values as it allows for the formation of inter-

molecular hydrogen bonds at the expense of intra-molecular ones.
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in various RTILs.



104 Chapter 4.

-1 -0.95 -0.9 -0.85 -0.8
cos(φ)

0

10

20

30

40

P
 (

co
s(φ

))

[OAc]: Bulk IL
[OAc]: Gas Phase
[CF

3
SO

3
]: Bulk IL

[CF
3
SO

3
]: Gas Phase

Figure 4.14: Distribution of angle between ring normals of cellobiose in gas phase and
bulk RTIL.

4.4 Conclusions

In summary, these simulations show that a high enthalpy difference with a moderate

entropic contribution appears to be vital in determining the solubility of cellulosic

biomass in RTILs. A good solvent is one which contains a strong H-bond acceptor

and a moderate H-bond donor. Anions have earlier been implicated to play an crucial

role in cellulose dissolution and the same has been examined here. The experimental

solubility of cellulose in RTILs varies as [OAc]−>[Cl]−>[BF4]
−∼[PF6]

− [1, 3]. The

SFE calculated here are consistent with the experimental observations.

The disruption of inter- and intra-molecular hydrogen bonding network of cel-

lulose is the key to its dissolution mechanism. Fluorine in [CF3SO3] makes it less

basic due to its electron withdrawing nature. Replacing fluorine atoms with hydro-

gen can make it a better hydrogen bond acceptor. Methylsulfonate anion could also

be explored as anion. Also, the reduction in the size of anion will result in less steric

hindrance. This may also improve the solubility of cellulose in RTILs.
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Chapter 5

Orientational ordering of room

temperature ionic liquids near a

charged mica surface⋆

5.1 Introduction

Room temperature ionic liquids (RTILs) exhibit rich intrinsic characteristics such as

charge ordering, and nanoscale heterogeneity [1]. The length of the alkyl group is one

of the many parameters which can be used to tune their phase behavior, viscosity

and polarity. The presence of an interface (either near a vapor or near a solid)

introduces another dimension to the problem. Charge ordering at the RTIL-vapor

interface manifests itself as out-of-phase density oscillations [2]. The surface of

the liquid in equilibrium with its vapor is found to be largely hydrophobic, with the

alkyl groups protruding out into the vapor phase. Various workers have evinced keen

interest in studying the interface between RTILs and a solid [3, 4]. The structure of

RTILs adsorbed on substrates such as mica, graphite and metals have been studied

⋆Work reported in this chapter is published in: R. S. Payal and S. Balasubramanian,
ChemPhysChem 13, 1764-1771 (2012). Reproduced by permission of John Wiley and Sons. Copy-
right 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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using a variety of techniques, including atomic force microscopy, sum frequency

vibrational spectroscopy [5, 6] and atomistic computer simulations [7–9]. The solid-

liquid interface of RTILs is important in electrochemistry and nano-lubrication. In

particular, an understanding of this interface is crucial in the application of RTILs

in solar cells and supercapacitors [10–13].

Atomic force microscopy (AFM) experiments by Liu et al have shown the forma-

tion of a crystalline phase of [C4mim][PF6] (where Cnmim refers to the 1-methyl,n-

alkylimidazolium cation) on atomically flat mica surfaces [14]. Unlike water which

forms an ice-like phase on mica but which is fragile [15], the solid structures of the

RTILs were found to be undisturbed by the force applied in AFM measurements.

Using similar techniques, Atkin and coworkers have demonstrated the existence

of nearly five to six solvation layers in a variety of aprotic RTILs deposited on

mica [16]. The solid-like ordering of [C4mim][NTf2] has also been studied on mica,

amorphous silica and oxidized Si(110) surfaces by Bovio et al [17] and on graphite

and mica by Yokota et al [18]. Perkin and coworkers examined the layering and shear

profiles of 1-ethyl-3-methylimidazolium ethylsulfate confined between two mica sur-

faces using the surface force apparatus [19]. Molecular dynamics simulations of the

RTIL-graphite (or graphene) systems have affirmed the pronounced layering [20–22].

A recent work by Saramago and coworkers has looked at an ethanolic solution of

[C8mim][BF4] deposited on aluminum substrate [23]. Using both AFM imaging and

advanced simulation methods, they conclude that the structure of the adsorbed lay-

ers is dependent on concentration and strongly on time. The summary of all these

studies is the solid-like ordering of ions at the interface. In many cases, the lattice

too has been imaged. However, details of molecular level arrangement have not been

fully explored.

The literature on fluids adsorbed on a mica surface is rather vast; hence, the focus

here is on a few selected simulation studies. Heinz and coworkers have extensively
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examined the organization (self-assembly) of alkylammonium chains grafted on a

negatively charged mica surface [24, 25]. In particular, they have developed the

consistent valence force field (CVFF) for mica and have taken into account the

exchange of surface potassium ions of mica with the cations of the adsorbate [24].

They have also studied the phase transitions of the adsorbed layers as a function of

temperature [26]. Kirkpatrick and coworkers have studied the nature of hydrogen

bonding between liquid water and the surface oxygen atoms of mica using molecular

dynamics simulations [27].

Recently, Perkin and coworkers have observed an interesting phenomenon [28].

They carried out measurements of the surface force of RTILs confined between two

mica surfaces. The anion was bis(trifluoromethylsulfonyl)-imide (NTf2), while the

cation was [Cnmim]. The solid substrates induce layering of the ions which was

observed as oscillations in the profile of the surface force as a function of the distance

between the two surfaces. For the [C4mim] based RTILs, the periodicity in the profile

was between 0.9 to 1.4 nm. This corresponds to the thickness of a cation and an

anion monolayer, in which the alkyl group of the cation lies parallel to either of

the two mica surfaces. Interestingly, for the [C6mim] based RTILs, the periodicity

increased to about 2.7 nm, indicating the arrangement of cations whose alkyl tails

are oriented perpendicular to the surface. Since the RTIL was confined between two

mica surfaces, such an orientational ordering led to the formation of a bilayer. This

result is novel and unlike that seen in the bulk form of these liquids. For instance,

a liquid crystalline phase in [Cnmim][PF6] appears only for values of n greater than

14 [29]. The interplay between the Coulombic interactions preferred between the

charged imidazolium ring of the cation with the mica surface and the propensity for

the alkyl groups to aggregate, seems to lower the threshold of the alkyl chain length

at which the orientational ordering is observed.

Molecular simulations are ideally placed to offer a microscopic window to this
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problem. These simulations have been able to quantitatively reproduce experimental

data on nanostructuring and bulk physical properties such as viscosity, electrical

conductivity and heat of vaporization [30–32]. It is thus crucial that the RTIL-

mica interface be studied using such methods. This work is aimed in that direction.

Atomistic molecular dynamics (MD) simulations were done for four RTILs of the

kind, [Cnmim][NTf2] near a negatively charged mica surface and compare these

results to the experiments of Perkin et al [28]. Although the experiments have been

conducted for a liquid confined between two surfaces, these simulations consider

the RTIL adsorbed near a single surface. As can be seen from the results, the

phenomenon of orientational change with increase in tail length is independent of

whether the liquid is confined or not. Anticipating the results, it was found that

the layering of ions at the interface and a clear change in the orientation of the

hydrocarbon tail of the cation between the C4 and the C6 based RTILs. Details of

the simulations are present in the next section. This is followed by the presentation

and discussion of results.

5.2 Computational details

In the present work, the self assembly of [Cnmim][NTf2] (where n=2, 4, 6, and

8) on the surface of muscovite mica (see Figure 5.1 for a schematic of the ions

employed) have been investigated. Two different set of simulations were carried out.

In Set A, the CLAYFF force field was employed for describing the interaction of

the mica surface, while in Set B, the CVFF force field was employed. Other crucial

differences are: (i) in Set A, atoms of the mica were held rigid (thus were at absolute

zero temperature), while in Set B, they were free to move and (ii) full exchange of

the surface potassium ions of the mica were considered to be exchanged with the

imidazolium cations of the RTIL.
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Figure 5.1: Schematic of the cation, [Cnmim] (where n=2, 4, 6 or 8) and the anion,
[NTf2].

Clay force field : CLAYFF is a general, all-atom force field for natural hydrated

materials, e.g. hydroxides,orthohydroxides and clays. Potential energy in CLAYFF

is calculated as a combination of electrostatic and Lennard-Jones 12-6 interaction.

Bond and angles are modelled using the harmonic approximation. It is not only

suited for the multi-mineral components, but their interfaces with fluids too. The

ability to distinguish between tetrahedral and octahedral aluminum is a special

feature of CLAYFF.

Consistent valance force field: CVFF force field for interfaces was developed by

Prof. Heinz’s group [24]. This is an all-atom force field used to describe minerals, ox-

ides and metals. The potential form for CVFF is similar to that of CLAYFF. These

force fields were especially developed to reproduce surface energetics of minerals or

oxides interface with water, organic molecules or biomolecules.

First, the protocols for the simulations of Set A is described. Firstly, the liquids

were equilibrated in bulk and were later placed on the mica surface. The initial

configuration of RTILs were generated using the Packmol software package and the

dimensions of the simulation box were Lx= 46.86 Å, Ly = 54.1 Å and Lz = 80.0 Å

[33]. The number of ion pairs for [C2mim][NTf2], [C4mim] [NTf2], [C6mim][NTf2],

and [C8mim][NTf2] were 475, 418, 372, and 332 respectively. Each system was

equilibrated under constant NVT conditions at 300 K for 2 ns. Periodic boundary

conditions were applied in all the three directions. The RTILs were modeled with the

force field developed by Ludwig et al [34]. The potential of interaction was cutoff at
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13 Å and a timestep of 0.5 fs was used to integrate the equations of motion. The long

range part of the electrostatic interactions were treated using the particle-particle

particle mesh (PPPM) method. The equilibrated liquid was then placed over the

mica surface with the condition that the no atom should be closer than 3 Å from

the surface. The mica surface consisted of 9 x 6 unit cells of linear dimensions Lx=

46.86 Å and Ly= 54.1 Å and the z-axis was chosen as the surface normal. In the

z-direction, the mica slab had a thickness of 18.13 Å. The interfacial simulations too

were carried out in the canonical ensemble with three dimensional periodic boundary

conditions. The box length in the z-direction was set to 280 Å. It ensured that there

were no image interactions and thus a clean liquid-vapor interface too was obtained.

The system thus consists of a liquid-solid and a liquid-vapour interface. Atoms of

the mica were treated as rigid. In mica, each unit cell contains two K+ ions. On

the surface of the sheet, every other K+ ion was removed and was subsequently

placed on the bottom part of the mica sheet. This procedure creates site disorder

mimicking the real system, and has been employed earlier by Malani and Ayappa

to study the adsorption of water on mica [35]. The interaction parameters of atoms

belonging to mica were from the CLAYFF force field and the Lorentz-Berthelot

combining rule has been employed to obtain interaction parameters between atoms

of mica and those of the RTIL [36]. The length of the simulations on the surface

were: 6 ns (C2), 6 ns (C4), and 12 ns each for the C6 and C8 based RTILs.

In the simulations of Set B, atoms of the mica were treated using the CVFF

force field. Unlike CLAYFF, the atoms belonging to mica carry partial charges

under CVFF. The use of large atomic charges in CLAYFF have been shown to

lead to inaccurate prediction of surface energies when compared to experiments [24].

Apart from bond stretching and angle bending interactions, this force field contains

non-bonded electrostatic and 9-6 terms as well. An equivalent Lennard-Jones (12-6)

parametrization of CVFF has also been developed by Heinz et al [24], which was used
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in the current work, as it was amenable to the use of Lorentz-Berthelot combination

rules for the mica-RTIL interaction. The parameters of the force field were taken

from Heinz et al [24]. Since the layering of the RTIL was found not to exceed beyond

25 Å in the simulations of Set A, the system size in Set B was reduced. As before,

simulations of the bulk liquids were carried out for 2 ns at 300 K containing the

following number of ion pairs: 294, 270, 240 and 215 for the [Cnmim] cation based

(n=2,4,6, and 8) family. The x,y dimensions of the simulation box in Set B were

51.918 Å and 54.0918 Å respectively, commensurate with the lattice dimensions of

the mica sheet that was to be used later. Coordinates of mica sheet were obtained

from Prof Heinz’s website [37] (Four replicas of mica15−single−sheet.car was used).

The exchange of potassium ions present on the mica surface with the cations

of the RTIL was mimicked by removing those K+ ions. Simultaneously, an equal

number of anions selected arbitrarily from the liquid were also removed for reasons

of charge neutrality. Thus, for instance in the simulations of [C2mim][NTf2] on mica,

294 [C8mim] and 234 [NTf2] ions were present. Again, three dimensional periodic

boundary conditions were employed and the box length in the z-direction (direction

of the surface normal) was set to 200 Å. In simulations of Set B, the coordinates of

the atoms of the mica were treated as additional degrees of freedom. Atoms of the

RTIL and that of mica were connected to two independent Nosé-Hoover thermostats,

both maintained at a temperature of 300 K. The adsorbed RTILs were equilibrated

on the surface for 2 ns. Later, a trajectory of 12 ns (16 ns for the C8 system) was

generated in which the last 6 ns was used for analysis. In the calculation of the

density profiles in Set B, the time-averaged position of the surface oxygen atoms

belonging to mica was taken to be at z=0. The simulations were carried out using

the LAMMPS package [38]. Simulation trajectories were visualized and snapshots

were taken using the VMD [39].
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5.3 Results and discussion

The heterogeneity exhibited by the RTIL at the interface can be captured using

density profiles of the geometric centre of the cation, of the center of mass of the

anion and of the terminal methyl group of the longer alkyl group [Cn] of the cation.

Significant changes are observed in the behavior of these profiles for various RTILs.

5.3.1 Density profiles

Set A simulations (CLAYFF): Figure 2 shows the density profiles of various

liquid films obtained from simulations of Set A. All of them exhibit pronounced

oscillations near the surface implying the layering of molecules. The profile for the

ring center of the cation (Figure 5.2(a)) exhibits a sharp peak at a distance of 3.9

Å away from the mica surface (or, at 3.69 Å from the oxygen atoms of the surface).

A subtle feature to be noted in the cation density profile is the decrease in the

minimum intensity beyond the second peak (around 14 Å) for the C6 and C8 based

RTILs, relative to the values for cations with shorter alkyl substitutions. It signifies

the possible ordering of cations which is more evident in the profile of density of the

terminal methyl group. Further, the intensities of the second, third and the fourth

peaks are nearly identical in the profiles of C6 and C8 based RTILs compared to the

progressive decay in C4 and C2 based RTILs.

The density profile of the central nitrogen atom of the anion from Set A is

shown in Figure 5.2 (b). It exhibits two rather sharp features (it was considered

they together constitute the first peak) near the surface, independent of the chain

length. However, the relative intensities of these two features changes as a function

of the tail length. For the C2 system, the first of these features is shorter than the

second, while for RTILs with cations possessing longer tails, the opposite behavior

is observed. The position of the formal second peak shows much variation with alkyl

chain length. While for the C2 and C4 liquids it is present between 11 and 12 Å, the
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Figure 5.2: (a) Density profile of the geometric ring center of the cations of various RTILs
adsorbed on mica. The dashed vertical line is the position of the top layer of K+ ions of
the mica. (b) Density profile of the nitrogen atom of the anion of various RTILs adsorbed
on mica. (c) Density profile of the terminal methyl group of the cations of various RTILs
adsorbed on mica. The results are from simulations of Set A.

peak is shifted by nearly 6 Å (to larger distances) in the case of C6 and C8 based

RTILs. Within the anion, the nitrogen atom is located closer to the surface and the

less polar character of the CF3 group keeps it away from the surface (Figure 5.3).

The changes seen in the anion density profile are likely related to the ordering seen

in the cation density profiles and effectively signals the establishment of a charge

depletion layer where anions (as well as the cation ring) are forbidden; this region

is likely to be occupied by the non-polar alkyl tail of the cation.

A direct evidence of this effect is obtained through an analysis of the density
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Figure 5.3: CF3 group in anion tends away from the surface. The results are from sim-
ulations of Set A. Color scheme. Sulfur: Yellow, Nitrogen: Blue, Oxygen: Red, Fluorine:
Pink, Potassium: Purple, Aluminium: Grey and Carbon: Cyan.

profile of the terminal methyl group which is shown in Figure 5.2(c) (again, from

simulations of Set A). The intensity of the first peak in the density profile of the

terminal methyl group decreases dramatically for the C6 and C8 systems, in contrast

to its high value in the C2 and C4 based RTILs. Simultaneously, the second peak in

the former liquids grows in intensity. The contrasting behavior of the organization

of the cations in these two categories of RTILs is brought out well in Figure 5.4. It

compares the density profiles of the cation ring center and of the terminal methyl

group between the C2 and C8 systems. With respect to mica, the ring center is

located at the same position in both the RTILs. However, while the terminal methyl

group in the C2 system is located at nearly the same z-value as the ring center, that

in the C8 liquid shows much less intensity at this location. Instead, its density

profile for [C8mim][NTf2] exhibits larger intensities around the second peak. This is

a clear indication of the depletion of the non-polar terminal methyl group close to

the surface and its preponderance at a distance much farther away from the charged

mica surface.

Set B simulations (CVFF): Similar density profiles as those obtained using

Set A simulations were obtained with those from Set B. These are presented in

Figure 5.5. Figure 5.5(a) presents the density profile of the ring center of the cation.

With increasing length of the alkyl tail, the position of the first peak decreases by
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Figure 5.4: Comparison of the cation ring centre and the terminal methyl group density
profiles of [C2mim][[NTf2] and [C8mim][NTf2] RTILs. The results are from simulations of
Set A.

about 1 Å between the C2 and the C8 systems. In fact, for cations with intermediate

tail lengths, the first peak is split into two; the position of each of these features

coinciding with either that of C2 or of C8. The relative intensities of these two

features too exhibit a clear trend with increasing tail length. These differences arise

from changes in the orientation of the imidazolium ring plane with respect to the

surface. This aspect will be explored further later. The orientation of the alkyl tails

with respect to the surface can be surmised from the ring density profiles themselves.

While the second peak in the C2 system is present at around 11.3 Å, that in the C8

system is present at 12.8 Å (a broad one), indicating the larger ring-ring separation

(in the z-direction) for the C8 system.

A remarkable difference in the two sets of simulations is in the anion density

profiles. Since the mica surface is devoid of potassium ions in simulations of Set B,

the first adsorbed layer is purely made of imidazolium cations in this set. Thus, the

anions lie much farther away from the surface in the simulations of Set B than in Set

A. This can be observed from Figure 5.5(b) which shows the anion density profiles of

all the systems. The intensity of the first peak decreases with increasing tail length

and there is a slight shift to higher distances as well. In the C2 system, the layer

of anions closest to mica is found beyond the first cation layer. However, in the C6
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Figure 5.5: (a) Density profile of the geometric ring center of the cations of various
RTILs adsorbed on mica. (b) Density profile of the nitrogen atom of the anion of various
RTILs adsorbed on mica. (c) Density profile of the terminal methyl group of the cations
of various RTILs adsorbed on mica. The results are from simulations of Set B.

(or C8) systems, such anions are more or less at the same position as the terminal

methyl group of the cation. Effectively, the anions share (though to a minor extent)

the first adsorbed layer in the C6 (or C8) system than in the C2 system. Absence

of potassium ion increases the ordering of the cation near mica surface, which in

turn leads to an increase in anion ordering. This change is significant for C2 and

C4 systems. In the case of C6 and C8, due to their large alkyl tails, the net positive

charge experienced by the anion is lesser, resulting in less ordered distributions of

anions.
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The density profiles of the terminal methyl groups shown in Figure 5.5(c) has

many similarities with those seen for Set A; however, there are distinct differences

as well. The position of the first peak shifts to larger values as the length of the

alkyl tail increases, indicating the reorientation of the alkyl group with respect to

the surface normal. This fact can be understood better through a comparison of the

density profiles of the ring center and the terminal methyl for the C2 and C8 systems.

Figure 5.6 shows the same. The position of the first peak in the terminal methyl

profile coincides with that of the ring center for the C2 system. However, in the case

of the C8 system, the terminal methyl group of the cations in the first adsorbed layer

is far away from the surface (or from the ring center), clearly indicating the changed

orientation of the alkyl group for the C8 cation. The profile for the terminal methyl

in the C8 system shows a split first peak; this is likely due to the presence of gauche

defects in the octyl tail of cations present in the first adsorbed layer.
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Figure 5.6: Density profile of the cation ring center and the terminal methyl group of
the cations of [C2mim][[NTf2] and [C8mim][NTf2] RTILs adsorbed on mica. The results
are from simulations of Set B.

5.3.2 Orientational distributions

Set A simulations (CLAYFF): The increase in the probability to find a terminal

methyl group at a farther distance from mica is likely to be related to a change in

the orientation of the cation with respect to the mica surface. Figure 5.7 shows the
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distribution of the angle that the N-C vector (the nitrogen to the terminal carbon

of the Cn alkyl group) of a cation makes with the surface normal. The distributions

are calculated from those cations which are present in the first adsorbed layer, as

defined using a distance cutoff based on the density profile of the ring center of the

cation. In the C2 cation based RTIL, the distribution shows three peaks at values

of -0.5, +0.1 and +0.95. These correspond to angles of 120◦, 85◦ and around 5◦.

Thus, a few of the C2mim cations lie with the long axis of the ethyl group parallel

to the surface while the rest could be found nearly parallel to the surface normal.

A gradual change in this distribution is observed with increasing length of the alkyl

tail. For the C6 and C8 systems, barely any intensity is found in the negative region

of the abscissa. This is due to the fact that in these liquids, the terminal methyl

groups of cations in the first adsorbed layer are much farther away from the surface

than the nitrogen atom (which is part of the ring and thus is near the center of

the positive charge). A concomitant increase in the population of cations with their

alkyl tails oriented nearly parallel to the surface normal is observed (cos(θ) values

larger than +0.7). The significant change in the orientation of the alkyl group for

cations with longer alkyl chains is consistent with recent observations from surface

force measurements by Perkin et al [28].
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Figure 5.7: Probability distribution of the orientation angle of the hydrocarbon tail of
cations present in the first adsorbed layer with respect to the surface normal. The results
are from simulations of Set A.
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Set B simulations (CVFF): The orientational distribution of the alkyl tail

of the cation with respect to the surface normal for these simulations are shown in

Figure 5.8(a). The distribution for the ethyl cation exhibits a peak at a cos(θ) value

of around 0.2 and thus the N-C vector of the imidazolium cation is nearly perpen-

dicular to the surface normal. However, as the length of the alkyl tail increases,

the distribution changes dramatically. For instance, in the C8 system, it exhibits a

sharp peak around a value of 0.97 indicating that the N-C vector of the octyl group

is parallel to the surface normal. This is quite consistent with the experimental ob-

servations of Perkin et al [28]. Another noteworthy feature is the progressive change

in the orientational distribution as a functional of alkyl tail length. The distribution

of the orientation of the imidazolium ring normal is shown in Figure 5.8(b). In the

case of the C2 cation, the plane of the ring is more or less perpendicular to the sur-

face. However, in the C8 case, the ring plane is parallel to the surface, primarily to

aid the N-C vector of the longer chain to be oriented parallel to the surface normal.
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Figure 5.8: (a) Probability distribution of the orientation angle of the hydrocarbon tail
of cations present in the first adsorbed layer with respect to the surface normal. (b)
Probability distribution of the angle between the ring plane of cations present in the first
adsorbed layer with the surface normal. The results are from simulations of Set B.
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Snapshots of configurations of ions present in the first adsorbed layer in the

C2 and C8 RTILs obtained from Set A simulations are shown in Figure 5.10. In

the latter, the arrangement of cations with their long axes oriented parallel to the

normal to mica surface is clearly seen and the lateral arrangement of ions is ordered.

The charged mica surface clearly templates this ordering, which can also be seen in

the top view. Similar snapshots obtained from simulations of Set B are shown in

Figure 5.11. The similarity in the side views obtained from these two sets (A and B)

of simulations is striking and the conclusion is unambiguous. The cation with the

longer alkyl tail orients its tail parallel to the surface normal, while that with the

shorter tail is perpendicular to it. The change in the orientation of the ring plane

between the C2 and the C8 systems (obtained from Set B simulations) can also be

seen in the top views. Another difference seen between Figures 5.10 and 5.11 is that

in the latter, the first adsorbed layer is devoid of anions; however in simulations of

Set A, few anions are present in that layer due to the presence of the potassium ions

of the mica on the surface. In Set A, mica was treated as rigid. Hence, molecules of

the first layer of the RTIL are nearly in an ordered arrangement, as can be seen from

the top view shown in Figure 5.10 . However, the thermalization of the mica atoms

in simulations of Set B seems to melt the first adsorbed layer of the RTIL. Shown

in the Figure 5.11(c) is an enlarged version of a small region of the first adsorbed

layer obtained from Set B simulations. In the C2 system, the imidazolium ring

plane is oriented perpendicular to the surface and the acidic proton points toward

the surface. In the C8 system, the orientation of the alkyl group along the surface

normal and the consequent parallel orientation of the ring plane and the mica surface

is unambiguously seen.

The mean squared displacement (MSD) of ions present in the first adsorbed

layer in C2 systems reported here (Figure 5.9), show sluggish dynamics over the

time scales of the simulations. The displacement values over a few nanoseconds is
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Figure 5.9: Mean square dispalcement of cation center for [C2mim][[NTf2] adsorbed on
mica (first layer). The results are from simulations of Set B.

less an Angstrom. Hence, although one cannot obtain values of diffusion coefficients

from such data, it is likely that they will behave in a glassy manner.
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Figure 5.10: Side (Panel a) and top (Panel b) views of the first adsorbed layer of
RTILs, [C2mim][NTf2] (left) and [C8mim][NTf2] (right) on mica. In panel (b), some of
the periodic images of ions are also shown to enable the identification of near neighbor
molecular arrangements. The rectangle in panel (b) is the box used in simulations whose
linear dimensions are 46.86 Å and 54.1 Å. Atoms of the cation are largely in gray or black
in color, while atoms of the anion are largely red and green in color. The atoms of the
mica substrate are in red, yellow and purple colors. The results are from simulations of
Set A.
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Figure 5.11: Side (Panel a) and top (Panel b) views of the first adsorbed layer of
RTILs, [C2mim][NTf2] (left) and [C8mim][NTf2] (right) on mica. In panel (b), some of
the periodic images of ions are also shown to enable the identification of near neighbor
molecular arrangements. The rectangle in panel (b) is the box used in simulations whose
linear dimensions are 54.918 Å and 54.0918 Å. Atoms of the cation are largely in blue
or black in color. The atoms of the mica substrate are in red, yellow and purple colors.
A narrow region of the RTIL on mica is shown in Panel (c) (side view) to exemplify the
molecular level arrangement. The results are from simulations of Set B.
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5.4 Conclusions

Following the recent surface force experiments of RTILs confined between two mica

surfaces [28], atomistic MD simulations of the same liquids present on a mica surface

have been carried out. The experimental observations of the confined liquid have

been reproduced by the simulations. In particular, the negatively charged mica

surface induces the layering of ions at the interface. In [Cnmim][NTf2] RTILs, cations

of the n=2 or 4 members (ethyl and butyl) lie with their alkyl tail parallel to the

surface, while in the hexyl and octyl based RTILs, the alkyl group is perpendicular

to the surface. Thus, in a situation where two mica surfaces confine the RTIL, the

latter would correspond to the formation of a bilayer. It is noteworthy that even a

single mica surface is able to reproduce reasonably well the experimental observation.

In particular, the simulations reported here are able to reproduce the experimental

data for the change in the thickness of the solvation layers in the C4 and the C6

based RTILs, quantitatively.

Results were obtained from two sets of simulations with two independent force

fields, CLAYFF and CVFF for mica. The latter, in particular, has been demon-

strated to be superior in many interfacial problems earlier [24, 25]. Further, in the

second set of simulations (using CVFF, denoted here as Set B) the atoms of the mica

were treated as degrees of freedom and were thermalized. Cation exchange between

mica and the RTIL was also considered in this set. It is believed that the simula-

tions of Set B are closer to the experimental conditions. In both the simulations,

cations with longer alkyl tails were oriented in such a manner that the long axis of

the alkyl group was parallel to the surface normal. Thus, the conclusions reported

here are robust and indicate the inherent feature of the organization of RTILs near

a negatively charged mica surface.

In the bulk liquid, the strong Coulombic interactions between the imidazolium

ring and the anion is usually balanced by the van der Waals interaction between
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the alkyl groups manifesting in nanostructural ordering of polar and non-polar do-

mains [40, 41]. At the mica surface, the additional electrostatic interaction from

the surface enhances this segregation leading to the self-assembly of cations in

[C6mim][NTf2] and [C8mim][NTf2], which are oriented with their long axes perpen-

dicular to the surface. In the C8 based system, the ions in the first adsorbed layer

are seen to be nearly arranged on a two dimensional lattice. Both the C2 and C8 sys-

tems show sluggish dynamics and even the current simulations are relatively short

to decide unambiguously if the first adsorbed layer is liquid or solid-like. However,

structural data indicate that they possess more solid-like character.
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Chapter 6

Effect of cation symmetry on the

organization of room temperature

ionic liquids near a charged mica

surface⋆

6.1 Introduction

The last decade witnessed an unprecedented growth in research on room temperature

ionic liquids(RTILs). While Coulombic fluids are inherently interesting, the spurt

in interest on liquids composed purely of ions has been catalyzed by the fact that

most of the neoteric ones are liquids at or near ambient conditions. Apart from

electrostatic interactions, many properties of these RTILs arise also from interionic

hydrogen bonding, van der Waals interactions, and π stacking. Synthetic chemists

have played a crucial role in synthesizing hundreds of such liquids constituted by a

variety of cations and anions in each of which one or more of these interaction motifs

⋆Work reported in this chapter is published in: R. S. Payal and S. Balasubramanian, J. Phys.
Condens. Matter 26, 284101 (2014). Reproduced by permission of IOP publishing.
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are dominant or dormant. The field is thus enriched.

Among the large number of applications that RTILs have been studied for, the

one that is relevant to the current work is its use as an electrolyte. Their wide

electrochemical window, high thermal and chemical stability and reasonable ionic

conductivity make them as alternatives to traditional electrolytes [1]. RTILs are

widely accepted as electrolytic media for dye-sensitized solar cells [2], Li-ion batter-

ies [3] and super-capacitors [4]. A crucial factor in the use of RTILs as electrolytic

media is the electrode-RTIL interface. The solid-liquid interface not only accentu-

ates the nanoscale heterogeneity intrinsic to RTILs, but also induces charge ordering

against the solid surface [5, 6].

Many experimental investigations have been carried out to study the RTIL-solid

interface. Liu et al [7] employed atomic force microscopy to investigate the behavior

of RTILs near mica surface. Unlike water which forms a fragile solid layer over

mica [8], RTILs were seen to form a more rigid structure. Atkin and coworkers [9, 10]

used atomic force (AFM) and scanning tunneling microscopies (STM) to analyze

the organization of RTILs near a solid-RTIL interface. Force profiles obtained using

AFM and STM show pronounced structuring of RTIL near solid surfaces. They also

demonstrated that the strength of the interfacial layer depended on the structure of

the cation. Mezger et al [11] used high energy X-ray reflectivity to understand the

interfacial behavior of sapphire (0001) surface with fluorinated RTILs. High energy

X-ray study revealed strong interfacial layering and the existence of cations closer

to the sapphire surface. Further, with increasing temperature, the distance between

the first cation layer and the sapphire surface decreased. Bureau et al [12] described

the influence of surface charges on the molecular layering behavior of nanoconfined

RTILs. RTILs showed strong layering near mica surfaces, but none was observed

near methyl terminated surfaces.

Perkin et al [13] used surface force balance to study layering and shear properties
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of nanofilms of an RTIL confined between mica surfaces. They observed that nano

RTIL films possess friction coefficients which are about one to two orders of mag-

nitude lower than their non-polar counterparts. Baldelli and coworkers used sum

frequency generation spectroscopy to study this solid liquid interface [14, 15]. They

observed a Helmholtz like layer formation of RTILs near solid surfaces. Recently,

Perkin et al used the surface force apparatus to study the layering of imidazolium

and pyridinium RTILs confined between negatively charged mica surfaces [16, 17].

They observed a monolayer to bilayer crossover. For RTILs containing cations with

small tail lengths (say, less than eight carbon atoms), monolayers were observed

near the surface while cations with longer alkyl tails led to the formation of bilayers.

Atomistic molecular dynamics simulations by our group were able to reproduce these

experimental results and provided a microscopic perspective of this crossover [18, 19].

Theoretical studies on RTIL-solid interfaces have also been carried out [20].

Lynden-Bell and coworkers examined the behavior of RTILs near charged electrodes

as well as near neutral graphene surfaces [5, 6]. In their simulations, they ob-

served the formation of monolayers even for the neutral graphene surface which

arose from the higher affinity of cation for graphene. Further, they observed the

cation ([C1C1im]) ring planes to orient themselves parallel to the graphene surface,

while the ring was perpendicular to the electrode surface for charged surfaces. Xing

et al [21] employed MD simulations to understand the impact of nano-patterning of

electrodes on the energy density and capacitance of electrostatic double layer capac-

itors (EDLCs) using RTILs. Vatamanu et al [22] used MD simulation to study the

effect of shape and size of carbon nano-electrodes on energy storage of supercapaci-

tors with RTILs. They found that when the curvature and length scale of roughness

of nanoparticles used as electrode are comparable to ions dimensions, there is a

noticeable rise in the capacitance value. Salanne and coworkers have extensively
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studied the behavior of RTILs near carbon electrodes [23–29] to examine the ef-

fect of electrode characteristics on the interfacial behavior and capacitance. Also

they have studied the impact of solvation of RTILs in acetonitrile on the interfacial

behavior of RTILs and electrode.

RTILs in bulk exhibit a nanostructure (nanoscale heterogeneity) which arises

from the local “segregation” of moieties which interact either via polar or non-polar

forces. The anions are located proximal to the imidazolium ring of the cations where

a large fraction of the positive charge is concentrated [30]. Cations with longer

alkyl tails tend to organize in a manner such that the alkyl groups lie adjacent to

each other. Naturally, this results in a pseudo bilayer-like arrangement which is

reminiscent of the structure in a bicontinuous microemulsion [31–36]. Over the last

few years, various researchers have examined the role of the symmetry of the cation

on the nanostructural organization of RTILs. While traditional imidazolium based

cations possess asymmetric alkyl groups in the form of CnCm (where n and m are

the lengths of the alkyl group attached to the two nitrogen atoms of imidazolium

ring), “symmetric” cations of the form ClCl exhibit rather interesting structural and

dynamical properties [32, 37, 38, 41, 43]. In general, RTILs with symmetric alkyl

groups are more structured and more viscous than their asymmetric counterparts,

where 2l = n+m. There can be many different combinations of n and m to achieve

a symmetric or asymmetric RTIL. In case when one of the n or m is alkyl group

while other is a methyl group, it corresponds to the most asymmetric cation.

In this chapter, the organization of such symmetric and asymmetric RTILs at the

mica-RTIL interface was examined using atomistic MD simulations. A neat change

in the behavior of these compounds was demonstrated as a function of the length

of the alkyl group as captured by various structure functions. In the first adsorbed

layer, the alkyl groups in symmetric RTILs were found to be highly ordered relative

to those in asymmetric ones.
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6.2 Details of simulation

In the present work, the effect of symmetry of the cation on the organizational

behavior of RTILs near a charged surface have been investigated. In contrast to

many experiments, our system consists of only one surface and thus the RTIL is

not confined. Muscovite mica was chosen to be the model charged surface, and

the family of [CnCmim][NTf2] (see Figure 6.1) was used as the model RTIL. Mica

was modeled using the CVFF [44] force field developed by Heinz and coworkers,

while RTILs were modeled using the all-atom force field developed by Ludwig and

coworkers [45]. Cross interactions were obtained through Lorentz-Berthlot combina-

tion rules. Atomic coordinates for mica were taken from Prof. Heinz’s website (four

replicas of mica15−single−sheet were used) [46]. Prior to simulating the RTILs over

mica, they were equilibrated in bulk conditions. For these simulations, the initial

configurations for the RTILs were generated using the software package Packmol [47].

For all the systems, the lateral box dimensions were 51.918 Å and 54.0918 Å, con-

sistent with the periodicity of the mica lattice. Details about the number of ion

pairs used in each simulation are provided in Table 6.1. The number of ions chosen

produced RTIL films whose thicknesses were in the order of 60Å, large enough for

bulk-like properties to be present far from the solid surface. Furthermore, the effect

of the solid surface is so strong that the presence of a liquid-vapor interface would

not alter our conclusions (see later) on the RTIL structure near the solid. The mica

sheet consisted of 2460 atoms and these atoms were also thermalized during the MD

runs.

The configurations were first energy minimized, followed by a short MD run

in the constant-NVT ensemble at a temperature of 300K for a duration of 500

ps towards equilibration. Subsequently, MD runs in the constant NPT ensemble,

wherein the box length along the z-axis alone was allowed to vary, were carried

out. This was followed by a short constant-NVT run for a duration of 500 ps.
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Figure 6.1: Schematic of [CnCmim][NTf2]. RTILs with the following (n,m) combinations
have been studied: (2,2), (3,1), (4,4), (7,1), (6,6), (11,1), (8,8) and (15,1).

Table 6.1: Number of ion pairs of used in simulations of the RTIL in bulk and on the
mica surface. For RTILs on mica, 60 anions were removed from the bulk RTIL prior to
placing the droplet on mica.

RTIL Number of ion pairs
in bulk liquid

[C2C2im][NTf2] 294
[C3C1im][NTf2] 294
[C4C4im][NTf2] 270
[C6C6im][NTf2] 240
[C7C1im][NTf2] 270
[C8C8im][NTF2] 215
[C11C1im][NTf2] 240
[C15C1im][NTf2] 215

Temperature and pressure controls were achieved through Nosé-Hoover thermostat

and barostats. When mica comes into contact with the RTIL, the exchange of

potassium ions present on its surface with the imidazolium cations of the RTIL is

highly likely. To mimic this process, K+ ions present on the top layer of the mica

surface were removed. Correspondingly, the same number of anions were removed

from the RTILs (sixty anions were removed from each RTIL). Subsequently, the

RTILs were placed over the mica surface. The surface charge density of the mica

is thus calculated to be 2.13×10−2 Å−2. MD simulations in the canonical ensemble

were carried out for this RTIL-mica system with a box length in the z-direction of

200 Å. NVT production run was carried out for 16 ns for each system. Trajectory

run length was chosen such that for last few nanoseconds no change was observes

in the density profiles and other properties of the systems. For short alkyl tails
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convergence was obtained with in 10 ns. Three dimensional periodic boundary

conditions were applied. The equations of motion were integrated using velocity

Verlet algorithm with a time step of 0.5 fs. A spherical cutoff of 13 Å was employed

for the non-bonded interactions. Long range electrostatic interaction were treated

using particle particle particle mesh (PPPM) method [48]. All the simulations were

carried out using LAMMPS [49]. MD trajectories were visualized and snapshot of

simulations were studied using VMD [50]. All the analysis were carried out with

home-grown codes. z = 0 in the density profiles corresponds to the location of the

oxygen atoms on the top layer of mica.

6.3 Results and discussion

6.3.1 Cation ring:

A characteristic feature of liquids present near a solid surface is the layering of

molecules which can be probed through a variety of methods. In computer simu-

lations, the layering can be examined through density profiles. The density profile

of the cation ring center are presented in Figure 6.2. For cations with tail length

greater than three carbon atoms, the ring center positions in the first absorbed layer

coincide, suggesting that all the cations have a similar orientation with respect to

the surface, irrespective of the symmetry in their alkyl groups. However, in the case

of C2C2 and C3C1 RTILs, one can observe two distinct peaks within 4.5 Å, suggest-

ing two different orientations of cations in the first adsorbed layer. The intensity of

the two peaks are different in these two RTILs. For C2C2, the feature at 3.75 Å is

taller than that at 2.75 Å. For C3C1, the two peaks are of almost the same intensity.

Thus, as the length of one of the alkyl group increases, the ring center of the cation

approaches the mica surface.

Differences in the intensities of the two peaks in the cation ring density profile
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Figure 6.2: Density profile of geometric center of cation ring for (a) cations with sym-
metric alkyl groups and (b) cations with asymmetric alkyl groups. Region of the profiles
near the first adsorbed layer are shown.

could point to differences in the orientation of the ring plane or the positions of

the ring planes themselves. Analysis done below demonstrate that it is due to the

former. Figure 6.3 displays the top view of the first adsorbed layer for the C2C2 and

C3C1 systems. The cation rings are seen to be oriented in two different manner. In

C2C2, most of the ring planes are perpendicular to the mica surface, while in C3C1,

nearly equal number of cation rings are parallel or perpendicular to the mica surface.

Radial distribution functions between the ring centers present in the first adsorbed

layer are shown in Figure 6.4. Since the exact width of the first adsorbed layer

cannot be quantified, the normalization of this function is not objective. However,

the positions of the features in this function will not be affected by the value of

the normalization. In the case of C2C2 and C3C1 systems, the peak at 4 Å arises

from adjacent cation rings whose ring planes are oriented perpendicular to the mica

surface. Relatively minor features present at the same distance in other RTILs, arise

due to the small concentration of cations which too are oriented perpendicular to

surface. Peaks at 6 Å and beyond arise due to cation ring planes which are parallel to

the mica surface. In particular, the sharp first peak for the [C6C6] system indicates

a high degree of ordering of the cation rings in symmetric RTILs with longer alkyl
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groups.

Figure 6.3: Top view (view along z-axis) of the first adsorbed layer of RTILs on the mica
surface. (a) [C2C2im] and (b) [C3C1im] cation. Atoms of the cation are shown in black
and blue. Hydrogens are not shown for the sake of clarity. The rectangular box is the
simulation cell.
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Figure 6.4: Radial distribution function between cation ring centers present in the first
adsorbed layer over mica.

As seen from Figure 6.5, almost all the ring planes of cations of both C4C4 and

C15C1 present in the first adsorbed layer are parallel to the mica surface. However,

as discussed earlier (Figure 6.3), a significant number of cations were perpendicular

to the mica surface for ions with short alkyl groups, such as C2C2 and C3C1. In the

previous chapter, the C4C1 cation were found to approach the mica surface closer
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as compared to C2C1. These observations suggest that a tail length of four carbon

atoms is critical for a majority of cations to orient their ring planes parallel to the

mica surface.

Figure 6.5: Top view (view along z-axis) of the first adsorbed layer of RTILs on the
mica surface. (a) [C4C4im] and (b) [C15C1im] cation. Cation atoms are shown in black
and blue. Hydrogens are not shown for the sake of clarity. The rectangular box is the
simulation cell.

6.3.2 Anion:

In the anion density profile (Figure 6.6), a split in the first peak for the C2C2 and

C3C1 systems was observed. This split can be attributed to two different orientations

of the anion in its first layer (see Figure 6.7), distinguished by the location of the

nitrogen atom of the anion. In the case when nitrogen is closer to mica, all the

sulfonyl oxygen atoms of the same anion too are closer to the mica surface. However,

in the other orientation of the anion, one of the sulfonyl or the trifluoroalkyl group

is closer to mica. The split first peak in the anion density profile is visible only for

cations with short alkyl tails i.e., for C2C2 and C3C1 systems. It can be attributed

to the fact that in these systems, the cation in the first adsorbed layer itself has

two different orientations. In the case of C4C4, C7C1 and C11C1 based RTILs, one
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Figure 6.6: Density profile of nitrogen atom of anion for (a) cations with symmetric
alkyl groups and (b) asymmetric ones.

can observe a small peak below 10 Å in the anion density profile. This peak arises

due to a few anions trapped within the first adsorbed layer of cations. Further, a

monotonic shift in the first peak position of the anion density profile with increasing

tail length is observed. It is to be noted that the first adsorbed layer of all the RTILs

on the mica surface is fully constituted by cations and is devoid of anions. Thus, the

anion density profiles closely reflect the cation location. For C2C2 and C3C1 systems,

one can observe multiple strong oscillations in the anion density profile while within

the same distance range, fewer peaks are observed in systems with with longer alkyl

tails. Since cations with longer alkyl tails occupy more space in the first adsorbed

layer (relative to ones with shorter tails), peaks in the anion density profiles too are

located farther from mica.

6.3.3 Alkyl group:

Further evidence for this conclusion is obtained from an examination of the den-

sity profile of the terminal methyl group (see Figure 6.8). The position of its first

peak for short and intermediate tail length varies almost linearly with tail length.

Also, in RTILs with longer alkyl groups, a few minor features are seen below 12 Å,
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which implies that they (tails) could be orientationally disordered. This disordered

orientation of tails is also visible in Figure 6.5(b). Further, it can be seen that the

first peak for C7C1 is at a lower z value as compared to that for C6C6, which im-

plies that symmetric tails align (and pack) themselves more efficiently as compared

to asymmetric tails. This finding matches previous simulations studies carried out

for alkylammonium salt confined between two mica surfaces [39]. In their work,

Heinz et al also observed that symmetric alkyl tails are more ordered as compared

to asymmetric tails. Tambach et al [40] studied the organization of alkylammonium

surfactants within clay surfaces. Unlike mica, these can swell with increasing length

of the alkyl group. The order-disorder transition in this system depends upon the

spacing between two clay layers.

In fact, an examination of the profiles of the terminal methyl group at the liquid-

vapor interface demonstrates the C11C1 liquid to form a marginally thicker liquid film

on mica than the C6C6 film. Features in the profiles shown in Figure 6.8(b) (for CnC1

RTILs) are, in general, broader than those for the corresponding symmetric cation

based RTILs, suggesting orientational disorder in the former. Figure 6.9 shows

a systematic comparison between density profiles of cation ring and the terminal

Figure 6.7: Snapshot from simulations demonstrating the existence of two possible ori-
entations of the anion in the RTIL, [C2C2im][NTf2].
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methyl group of cation for the symmetric and asymmetric cation based RTILs on

mica. A systematic increase in the first peak height for the ring density profile with

increasing tail length is seen; however, concurrently the features in the tail profile

broadens, indicating considerable disorder in the position of the terminal methyl

group, particularly for asymmetric RTILs.
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Figure 6.8: Density profile of terminal carbon atom of alkyl tail for (a) cations with
symmetric alkyl groups and (b) asymmetric ones.

6.3.4 Orientations:

A quantitative estimate of the orientation of cation rings and the alkyl tail can

be obtained from appropriate orientational probability distributions. Only those

ions present within the first adsorbed layer were considered for these calculations.

The angle that the ring normal and the tail vector (vector between the nitrogen

atom and the terminal carbon atom of the cation) make with respect to the surface

normal were calculated. Figure 6.10 shows the probability distributions of these

quantities. Features at low values of cos(θ) in the ring orientational distribution for

the C2C2 and C3C1 RTILs imply that a non-negligible fraction of cations rings are

oriented perpendicular to the surface. Further, increasing the tail length leads to

more cation ring planes to be oriented parallel to the surface. For tail lengths of four
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Figure 6.9: Comparison of cation ring centre (ring), anion, and terminal methyl group
(tail) density profiles between (a) [C2C2im][NTf2] & [C3C1im][NTf2] (b) [C4C4im][NTf2]
& [C7C1im][NTf2] (c) [C6C6im][NTf2] & [C11C1im][NTf2] and (d) [C8C8im][NTf2] &
[C15C1im][NTf2].

or more carbon atoms, the distribution is largely centerd at a cos(θ) value of unity,

demonstrating that the ring planes are lying flat on the mica surface. Concurrently,

the alkyl tail orientational profile too exhibits an interesting behavior with increasing

tail length. For the C2C2 RTIL, most of the alkyl groups lie parallel to the mica

surface, as the distribution possesses a sharp peak at low cos(θ) values. A gradual

shift in the peak position to larger values is seen with increasing tail length. For the

C3C3 system, this distribution shifts to intermediate cos(θ) values signifying that as

the tail length grows, the alkyl groups tend to orient away from the mica surface. For



6.3 Results and discussion 149

C4C4, C6C6 and C8C8, a large fraction of the tails are nearly perpendicular to the

mica surface. However, for C7C1, the distribution again peaks at intermediate range

of cos(θ) values, signifying that symmetric tails align themselves more efficiently as

compared to their asymmetric counterparts. For C11C1 and C15C1, the distribution

of tail orientations is significantly broader. This can clearly be seen from a snapshot

of the simulations shown in Figure 6.11, where for the C8C8 system, all the tails are

tending perpendicular to the surface, whereas for the C15C1 system, the tails exhibit

considerable disorder, although oriented largely perpendicular to the mica surface.
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Figure 6.10: Normalized probability distribution of the orientation angle with respect
to the surface normal of (a) cation ring normal and (b) alkyl tail, for cations present in
the first adsorbed layer. Inset in (a) exhibits the same quantity for small values of cos(θ).

The orientational characteristics of alkyl tails can be further quantified through

gauche defects. Figure 6.12(a) shows the probability distribution of gauche defects

of bonds belonging to the alkyl group of cations present in the first adsorbed layer.

The data is averaged over all the bonds in the alkyl group whose rotation produces

a conformational change. Figure 6.12(b) is the percentage of bonds in the gauche

conformation plotted as a function of the number of carbon atoms in the alkyl groups

of the cation. The C4C4 system exhibits a large number of gauche defects, whereas

the corresponding asymmetric cation (C7C1) exhibits far less. Thus, in this tail

length regime, increasing the length of the longer alkyl group decreases the gauche
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Figure 6.11: Side view of first adsorbed layer of RTILs on mica surface (a) [C8C8][NTf2]
and (b) [C15C1][NTf2]. Mica atoms are shown in pink, yellow, purple, white and red.
Cation atoms are shown in black and blue. Hydrogens of cation are not shown for the
sake of clarity.

fraction. However, for n + m = 12, there is a change in this behavior. The C6C6

system possesses fewer gauche defects than the corresponding C11C1 system. Thus,

the symmetry of the cation determines the concentration of gauche defects in this

size regime. This behavior is more or less maintained for larger n+m values as well.

The dihedral angle distributions for cations in the first adsorbed layer can be

benchmarked against those obtained for RTILs in bulk state (i.e., without mica).

Figure 6.13 provides this comparison, near the gauche region of the dihedral angle.

In case of the C4C4 system, the number of gauche defects is reduced for cations in

the first layer relative to that in bulk. The distributions for cations with longer alkyl

groups are unaffected, as the concentration of gauche defects were lesser in bulk, to

start with.
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Figure 6.12: (a) Probability distribution of dihedral angle magnitude for bonds belonging
to the alkyl group of cations present in the first adsorbed layer. (b) Fraction of gauche
defects in alkyl groups plotted against n+m for RTILs of the form [CnCm][NTf2].
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the gauche region is shown.
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6.4 Conclusions

The effect of cation symmetry on the organization of RTILs near a charged mica

surface was investigated using atomistic MD simulations. The simulations employed

model RTILs of the form, [CnCm][NTf2] for many combinations of n and m. n = m

constituted cations with symmetric alkyl groups, whereas m = 1 with different

values of n constituted asymmetric cations. A charge ordered solid-liquid interface

was observed. While cations exclusively constitute the first adsorbed layer, a thin

layer of anions coats it. Oscillations in the density profiles weaken beyond three ion

pair layers.

The orientation of the imidazolium ring plane for cations present in the first

adsorbed layer exhibits a dependence on the length of the alkyl group attached to

it. For alkyl tail lengths shorter than four carbons, the ring plane can either be

parallel or perpendicular to the surface. However for longer tails, the cation ring

plane is predominantly parallel to the mica surface. Alkyl groups of symmetric

cations whose tail length is larger than four carbon atoms orient themselves com-

pletely perpendicular to the mica surface. The alkyl tail orientation for asymmetric

cations exhibits a broader distribution, whose width increases with increasing tail

length. The disordered orientations of Cn alkyl groups in the first adsorbed layer of

[CnC1][NTf2] RTILs is correlated to the large number of gauche defects present in

its tail.

Imidazolium cation based RTILs with asymmetric distribution of alkyl group

lengths on the cation exhibit interesting nanoscale heterogeneity in bulk that has

been discussed earlier. The atomistic MD simulations on their symmetric coun-

terparts demonstrated them to be more structured [41–43], in agreement with ex-

periments [32, 38]. It is belived that the current work which has examined the

organization of symmetric cation based RTILs near a charged mica surface will spur

similar experimental efforts.
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Figure A.1: Complete density profiles for symmetric cation (a) cation ring center, (b)
nitrogen atom of anion and (c) cation terminal carbon.
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Figure A.2: Complete density profiles for asymmetric cation (a) cation ring center, (b)
nitrogen atom of anion and (c) cation terminal carbon.
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Figure A.3: Complete density profiles for asymmetric cation (a) cation ring center, (b)
nitrogen atom of anion and (c) cation terminal carbon.
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Chapter 7

Homogeneous mixing of room

temperature ionic liquids:

molecular dynamics simulations⋆

7.1 Introduction

Room temperature ionic liquids (RTILs) have attracted a lot of attention during the

last decade. Low vapor pressure, high thermal and chemical stability enable them as

possible chemical reaction media [1]. The fact that their properties can be tailored

make them even more interesting. RTILs have been shown to be a suitable choice

for biomass and biomolecular dissolution [2, 3]. Various researchers have studied

using computational [4–6] as well as experimental techniques [2, 3] the use of RTILs

as solvents. Their use in electrolysis [7], catalysis [8] and gas adsorption [9] are of

major interest for both academia as well as industry.

Although, there have been many studies on pure, i.e., single component RTILs,

binary or ternary RTILs have been much less studied. A binary RTIL consists of

⋆Work reported in this chapter is published in: R. S. Payal and S. Balasubramanian, Phys.
Chem. Chem. Phys. 15, 21077-21083 (2013). Reproduced by permission of The Royal Society of
Chemistry (RSC).
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either one common cation and two different anions or vice versa [10]. Among many

interesting characteristics, they can exhibit the interesting phenomenon of selective

solubilities of gases. The solubilities of gases in RTILs depend on the mole fraction of

the non-common ion. Earlier experimental studies carried out by Finotello et al [11]

showed that the addition of 5 mol% of [C2mim][NTf2] to [C2mim][BF4] enhances

the solubility selectivity of CO2 with N2 or CH4 as compared to neat RTILs. In the

same study, they have reported that regular solution theory can be used to explain

the solubilities and selectivity of gases in RTILs. Weber et al [12] used the binary

mixture of RTILs to control the rates of hydrolysis reactions.

Bayley et al [13] investigated the transport properties and phase behavior of bi-

nary and ternary RTILs as electrolytes for their use in lithium batteries. They stud-

ied the binary RTIL system composed of N-methyl-N-propylpyrrolidinium ([C3mpyr+])

cation, bis(trifluoromethanesulfonylimide) ([NTf2
−]) and bis(flurosulfonylimide) ([FSI−])

anions. They observed the conductivity and the diffusivity of lithium ion to in-

crease rapidly as a function of [FSI−] and expected that using binary and ternary

RTILs as electrolytes in Li-batteries could improve its thermal stability. Baiker and

coworkers [14] investigated the binary mixture of [C4mim][PF6] and [C4mim][BF4]

with water and supercritical CO2 (scCO2) by means of in situ attenuated total

reflection infrared spectroscopy. They observed that the presence of water nei-

ther affects significantly the solubility of scCO2 in binary RTILs nor does it alter

the interaction between scCO2 and anion of binary RTILs. Xiao et al [15, 16]

studied the nanostructural organization of binary RTIL mixtures of 1-pentyl-3-

methylimidazolium bis(trifluoromethylsulfonylimide) ([C5mim][NTf2]) and 1-pentyl-

3-methylimidazolium bromide ([C5mim][Br]) using optical heterodyne-detected Raman-

induced Kerr effect spectroscopy (OHD-RIKES). They found that the nanostruc-

tural order intrinsic to the neat RTILs was preserved even upon mixing. Ghatee and

Zolghadr investigated the mixing of [C4mim][PF6] and of [C4mim][BF4] with water
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using ab initio MD simulations [17]. They studied the differences in hydrophilicity

of the anions from an electronic viewpoint.

Stoppa et al [18] reported ideal mixing behavior with respect to viscosity, mo-

lar volume and effective dipole moments for a binary mixture of RTILs. However,

the electrical conductivity and dielectric relaxation time of RTILs were found to

deviate from ideality. Lopes and coworkers [19] employed atomistic molecular dy-

namics (MD) simulations to study an equimolar mixture of [C2mim][NTf2] and

[C6mim][NTf2]. They observed microphase separation between polar and non-polar

domains of the RTIL mixture whose range was intermediate to those of the pure

RTIL components. Kirchner and coworkers [20, 21] employed ab initio molecular

dynamics (AIMD) simulations to understand the behavior of a binary mixture of

RTILs with a common cation. They studied the mixture of [C2mim][SCN] and

[C2mim][Cl] and have also examined the influence of temperature on the mixing

behavior. An important result from their work that has bearing on ours is that the

Cl ion was able to displace the thiocyanate anion from its preferred coordination

site.

In a recent study, Baiker and coworkers [22] examined the nanoscopic ordering

in liquid mixtures of [C4mim][PF6] and [C4mim][BF4] using infrared spectroscopy.

They did not observe any nanostructural ordering in the binary RTIL mixture, but

instead found good molecular level mixing.

Atomistic and coarse grained MD simulations are apt tools to study such RTIL

mixtures. Force fields have matured to an extent so as to capture the diverse in-

teractions present in RTILs, including electrostatics, hydrogen bonding, dispersion,

π-stacking etc.. Here, extensive MD simulations were carried out to probe the

intermolecular structure in two binary RTIL mixtures, that of [C4mim][PF6] and

[C4mim][Cl] and of [C4mim][PF6] and [C4mim][BF4]. Crucial differences were ob-

served in the manner of organization of anions around the cation which depends on
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their sizes. The homogeneous nature of these RTIL mixtures through calculations

of structure factors is demonstrate here.

7.2 Details of simulation

All-atom (AA) molecular dynamics (MD) simulations were done for two different

systems: (i) [C4mim][PF6]-[C4mim][BF4] (ii) [C4mim][PF6]-[C4mim][Cl]. The an-

ions PF6-BF4 or PF6-Cl were taken in five different molar ratios of 10:90, 25:75,

50:50, 75:25 and 90:10 respectively. The three neat RTILs viz., [C4mim][PF6],

[C4mim][BF4] and [C4mim][Cl] were also studied. The simulations were carried out

at conditions of 300K and 1atm. The melting point of pure [C4mim][Cl] is 339K [23];

thus it is in a supercooled liquid state during the simulations, while all other mix-

tures are in the liquid state. For [C4mim][PF6] and [C4mim][Cl], the CLAP [24] force

field was used. [C4mim][BF4] was modeled with the force field developed by Wang

et al [25]. Initial configurations for all the systems containing 800 ion pairs each

were generated through Packmol software package [26] (Details about the system

sizes, i.e. number of ion pairs and box lengths are given in Table B.2 of Appendix).

After an energy minimization procedure, a short NVT run of 500 ps duration was

carried out to equilibrate the system. MD simulations were carried out in the con-

stant NPT ensemble for a further duration of 12 ns. It was followed by a constant

NVT run for 2 ns performed using the mean volume determined from the preceding

NPT run. An analysis trajectory of 25 ns duration was carried out subsequently.

Three dimensional periodic boundary conditions were applied. A potential interac-

tion cutoff of 13 Å and time step of 0.5 fs to integrate the equations of motion were

used. Long range electrostatic interactions were treated using the particle-particle

particle mesh (PPPM) method [27]. Pair correlation functions were calculated with

a bin width of 0.2 Å. Smaller bin widths produced some noise for pairs of ions at

low concentrations and hence, this width was chosen. In the figures, symbols are
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shown infrequently for the sake of clarity.

A lack of statistics was noticed in the anion-anion pair correlation functions

for the system in which a specific anion is in 10% mole fraction, we developed

a coarse grained (CG) model to carry out simulations of very large system sizes.

This CG model was developed for [C4mim][Cl] on the same lines as our earlier

efforts for [C4mim][PF6] (see Appendix for the details of CG modelling) [28]. Large

scale coarse grained MD simulations of the [C4mim][PF6]-[C4mim][Cl] RTILs were

also carried out in order to confirm the results obtained from the all-atom MD

simulations. The details of these simulations (including force field) and results are

presented in the Appendix. Each CG system consisted of 24000 ion pairs. Binary

mixtures of RTILs were taken in the same ratio as above. The procedure described

above for carrying out atomistic simulations was followed for the CG systems as

well. An MD integration time step of 4 fs was used. Total analysis trajectory of

30 ns was generated for each system. All the simulations were carried out using

the software package LAMMPS [29]. Spatial density maps were created using the

software package VMD [30].

7.3 Results and discussion

Table 1 displays the densities of the simulated RTILs. The calculated densities for

the neat RTILs match experimental data rather well. Any experimental densities

for the binary mixture of RTILs studied here were not found in literature .

7.3.1 Radial distribution functions

The primary structural feature in RTILs is charge ordering which is a consequence

of the dominant electrostatic interactions. Cation-anion pair correlation functions

and spatial distribution functions are the appropriate quantities which capture this
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Table 7.1: Density (g/cc) of RTILs with [C4mim] being the cation.

Anion Fraction ρsim ρexp ∆ρ (%)
[PF6] 100 1.39 1.37 [31] 1.45
[BF4] 100 1.23 1.21 [32] 1.63
[Cl] 100 1.08 1.07 [33] 0.93

[PF6] : [Cl] 10 : 90 1.10 - -
25 : 75 1.16 - -
50 : 50 1.25 - -
75 : 25 1.31 - -
90 : 10 1.35 - -

[PF6] : [BF4] 10 : 90 1.25 - -
25 : 75 1.27 - -
50 : 50 1.31 - -
75 : 25 1.35 - -
90 : 10 1.37 - -

feature. In the following, the geometric centre of the imidazolium ring is referred

as the ”cation”. The cation-Cl and cation-PF6 g(r)s exhibit their first peaks at 4.4

Å and 4.9 Å respectively (see Figure 7.1). The intensity of the former is more than

that of the latter, due to the relatively stronger interaction strength of the cation

with the chloride ion. A secondary feature is also seen at 5.9 Å and 6.7 Å in these

g(r)s which correspond to anions located adjacent to the methyl group of the cation.

Similar features are observed in the cation-anion g(r)s in the PF6-BF4 mixture as

well (Figure 7.2).

In the PF6-Cl system, the height of the first peak of the cation-Cl g(r) increases

with decreasing chloride content. The peak height of cation-PF6 g(r) too shows the

same trend with decreasing amount of chloride. Further, the value of the first peak

minimum too decreases with decreasing Cl content, indicating the increased near-

neighbor structuring of the liquid with decreasing amounts of chloride. This may

appear counterintuitive as the cation-Cl interaction is stronger and one would thus

expect the liquid to be well structured at high concentrations of chloride. However,

the result can be rationalized as due to the fact that at large concentrations of

chloride, all the chloride ions will compete for the best cation interaction sites; this
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Figure 7.1: Radial distribution functions between (a) Cation-Cl, and (b) Cation-PF6 in
the [C4mim][PF6]-[C4mim][Cl] system.
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Figure 7.2: Radial distribution function between (a) Cation-PF6, and (b) Cation-BF4

in the [C4mim][PF6]-[C4mim][BF4] system.

is not the case though at low concentrations of chloride. The fewer chloride ions

present at such low Cl fraction can easily compete against the weaker PF6 ions

to wrest favorable cation sites. A similar trend can be observed for the second

coordination shell as well. But the extent of change is quite less as compared to first

coordination shell (see Figure 7.1 and 7.2).

The concentration dependence of the height of the first peak of cation-anion

g(r) in the PF6-BF4 system is many times weaker than that in the PF6-Cl system.

Compared to the size disparity of PF6 and Cl ions, the sizes of PF6 and BF4 ions are
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comparable. Thus, a stronger concentration dependence is observed in the PF6-Cl

mixture than in the PF6-BF4 mixture.

N

C C

N

CH2
C CH3

H H

H

C
H2

H2
C

H3C

H2

Figure 7.3: Schematic of cation.

The preferred location for the anion around the cation is one where it can form

a weak hydrogen bond with the most acidic proton of the imidazolium ring, H2

(Figure 7.3). Shown in Figure 7.4 are the g(r)s of H2-Cl and H2-F in the PF6-

Cl system. As the [PF6] concentration increases, the peak heights of both the

pair correlation functions increase. The H2-Cl peak height is largest when the

chloride concentration is the least; this observation is consistent with the behavior

discussed in the cation-anion g(r)s. A similar, albeit much weaker dependence on

anion concentration is observed in the PF6-BF4 system (Figure 7.5). The summary

of the cation-anion and the H2-anion pair correlation functions is that the smaller

anion prefers to hydrogen bond with the most acidic proton (H2) and the probability

density of this event increases with decreasing concentrations of the smaller anion.

The dependence of these quantities on anion concentration is stronger for a larger

disparity between the anion radii. This result is consistent with AIMD results of

Kirchner and coworkers [20, 21], where they found that the chloride ion was able to

displace the larger thiocyanate ion from its preferred coordination site. Needless to

state, thiocyanate and PF6 have their own characteristics and herein it only their

large size ratios with chloride. It needs to be reiterated though that PF6 occupies

sites above and below the ring plane near H2. Thus, at low concentrations of Cl,
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the Cl ions preferentially occupy the site along the C-H2 vector to form a Cl...H2

hydrogen bond.
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Figure 7.4: Radial distribution function between (a) H2-Cl, and (b) H2-F in
[C4mim][PF6]-[C4mim][Cl] mixture. Here H2 refers to the most acidic hydrogen on the
imidazolium ring of the cation and F refers to the fluorine of PF6.
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Figure 7.5: Radial distribution function between (a) H2-F (BF4) and (b) H2-F (PF6) in
the [C4mim][PF6]-[C4mim][BF4] system.

7.3.2 Spatial density maps

The spatial distribution functions of anions around the cation are displayed in Fig-

ure 7.6, 7.7 and 7.8. In the PF6-Cl system, when the chloride is in minority, the
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position along the C2-H2 bond vector (in the plane of the imidazolium ring) is occu-

pied purely by it, whereas when it is in majority, this position is occupied by both

chloride as well as by PF6 (of course in different locations of the liquid sample). Sim-

ilar results have been observed for the iodine position around the cation by Ghatee

and coworkers in the pure [C4mim][I] system using MD simulations [34, 35]. PF6

occupies positions above and below the ring plane when it (i.e., PF6) is in minority.

A similar behaviour is exhibited in the PF6-BF4 system also, although the effect is

much weaker due to the smaller radius ratio of the anions.

Figure 7.6: Spatial density maps of anion around cation in the three neat RTILs (a)
PF6, (b) Cl and (c) BF4. Isosurfaces: PF6 : Blue, Cl : Yellow, BF4 : Red. Atoms: C in
Green, N in Blue, H in Purple. The isosurfaces are at a density of 0.0184 Å−3 for all the
systems.

The stacking of imidazolium rings (slipped parallel geometry) in room temper-

ature RTILs has been examined by many researchers in the past [36, 37]. The
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Figure 7.7: Spatial density map of anions around the cation for (a) PF6:Cl :: 10:90, (b)
PF6:Cl :: 25:75, (c) PF6:Cl :: 50:50, (d) PF6:Cl :: 75:25 and (e) PF6:Cl :: 90:10. Color
scheme same as in previous figure. Isosurface values are normalized with respect to neat
RTILs.

signature of this geometry is a shoulder (or a pre-peak) in the cation-cation g(r).

The same is shown in Figure 7.9 as a function of anion mole fraction for the two

systems investigated here. The stacking of cations is strong in pure [C4mim][Cl]

and its propensity decreases with decreasing PF6 concentration. A similar behavior
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Figure 7.8: Spatial density map of anions around the cation for (a) PF6:BF4 :: 10:90,
(b) PF6:BF4 :: 25:75, (c) PF6:BF4 :: 50:50, (d) PF6:BF4 :: 75:25 and (e) PF6:BF4 :: 90:10.
Color scheme same as in previous figure. Isosurface values are normalized with respect to
neat RTILs.

is observed in the PF6-BF4 system as well. Thus, smaller anions lead to stronger

slipped stacking of the cation rings. The arrangement of cations in the mixtures

appears to be linearly dependent on the mole fraction of the anion, in agreement

with the experimental observations of Xiao et al [15, 16].
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Figure 7.9: Radial distribution functions for cation - cation in (a) PF6-Cl mixture, and
(b) PF6-BF4 mixture.

Glimpses of nanostructural ordering inherent to RTILs with longer alkyl tails

can be observed in ones with the butyl tail as well. This feature can be studied

through the partial structure factor between the terminal carbon atoms of the butyl

tail. The same is exhibited in figure 7.10. In both the systems, the function exhibits

the characteristic peak at around 0.5 Å−1 in all anion mole fractions. It implies that

the weak nanostructural ordering inherent to the pure RTIL systems is present in

the binary mixtures as well.
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Figure 7.10: Partial structure factor between the terminal carbon atoms in the alkyl
group of cations (tail-tail) for (a) [C4mim][PF6]-[C4mim][Cl] and (b) [C4mim][PF6]-
[C4mim][BF4] systems.

The H2 site prefers to hydrogen bond to a smaller anion when the said anion is
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Figure 7.11: Normalized first shell coordination number as a function of mole fraction
for (a) H2-Cl, and (b) H2-F in [C4mim][PF6]-[C4mim][Cl] system. The black line with
circles is the normalized coordination number while the red curve with squares is the ratio
of this quantity to the mole fraction of the anion.
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Figure 7.12: Normalized first shell coordination number as a function of mole fraction
for (a) H2-F (BF4) and (b) H2-F (PF6) in the [C4mim][PF6]-[C4mim][BF4] system. The
black line with circles is the normalized coordination number while the red curve with
squares is the ratio of this quantity to the mole fraction of the anion.

in minority, to an extent which is much greater than its mole fraction. Figure 7.11

presents the coordination number of chloride ions around H2 as a function of chloride

mole fraction. The data is normalized with the value in pure [C4mim][Cl]. The

coordination number shows an excess over what is expected from a distribution of

chloride ions proportional to its concentration. The ratio of the above quantity (i.e.,

normalized H2-Cl coordination number) to the mole fraction of Cl is also plotted in
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the figure. It shows considerable deviation from the value of unity. When chloride

is in minority, it coordinates to the H2 site to a degree much above its mole fraction.

Naturally, this increased occupancy will have to be compensated by PF6 ions. The

fluorines of PF6 (also shown in the figure) are under-represented at the H2 site. Not

unexpectedly, in the PF6-BF4 system, both the anions are coordinated to the H2 site

to an extent that is nearly proportional to their mole fractions (Figure 7.12). Thus,

the difference in anion size plays a crucial role in their local organization around the

cation.

The overwhelming preference of chloride ions (when in minority) to associate

themselves with the H2 site of a cation does not lead, however, to their clustering.

The anion-anion partial structure factor can be employed to examine any heteroge-

neous distribution of anions. Shown in Figure 7.16 are these functions for the Cl-Cl

and PF6-PF6 pairs obtained from all-atom (AA) and coarse grained MD simulations.

7.3.3 Mean square displacement

In order to understand the dynamical behavior of the system, mean square displace-

ment (MSD) of the cation and anions were calculated. Figure 7.13 shows the MSD

plots for the pure RTIL systems. It is a well known fact that in the case of RTILs,

the cation despite being bulkier diffuses faster than anion [24]. MSD of cation and

anion directly varies as their individual strength to bind with each other. Since the

chloride ion has higher binding strength to the cation, in [bmim][Cl] system both

cation and anions diffuses slowest among the three pure RTILs. [BF4]
− has the least

binding affinity towards the cation and hence [bmim][BF4] system shows highest

MSD.

In case of binary mixture of RTILs, the MSD values are dependent on the

concentration of individual anions. MSD plots for [C4mim][PF6]-[C4mim][Cl] and

[C4mim][PF6]-[C4mim][BF4] systems are shown in Figure 7.14 and 7.15 respectively.
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Figure 7.13: Mean square displacement values for (a)[C4mim][Cl], (b)[C4mim][PF6] and
(c) [C4mim][BF4] obtained using all-atom MD simulations.
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Figure 7.14: Mean square displacement values for (a)[PF6]:[Cl]::25:75 and
(b)[PF6]:[Cl]::75:25 obtained using all-atom MD simulations.
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The diffusion of cation in the system decreases with increasing concentration of that

specific anion which has a higher binding affinity. In the case of anions, irrespective

of concentration, the anion with higher binding affinity to the cation always moves

slower.
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Figure 7.15: Mean square displacement values for (a)[PF6]:[BF4]::25:75 and
(b)[PF6]:[BF4]::75:25 obtained using all-atom MD simulations.

7.3.4 Partial structure factors

Structuring (if any) at low wave vectors can be probed with the CGMD simulations

as one can carry out simulations of large system sizes in a facile manner. The partial

structure factors shown in Figure 7.16 are featureless below 0.7 Å−1 implying the

lack of any clustering (or ordering) of like anions beyond this length scale. As a

corollary, it implies complete mixing of the two types of anions, both in the PF6-

Cl and in the PF6-BF4 systems. The latter is also confirmed through the PF6-Cl

partial structure factor shown in Figure 7.17. The functions, at all mole fractions,

are featureless below 1 Å−1 suggesting the complete mixing of anions irrespective of

the disparity in their sizes. Our results suggest a molecular level mixing of anions,

consistent with the infrared spectroscopic study of Baiker and coworkers [22], who

found no microscopic phase separation in binary mixtures of RTILs similar to those
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Figure 7.16: Partial structure factors of (a) Cl-Cl, and (b) PF6-PF6 obtained using
all-atom (AA) and coarse grain (CG) MD simulations. The 10:90 and 50:50 data are not
shown for clarity.

0.5 1 1.5
q (Å

-1
)

-0.5

0

0.5

S αβ
(q

)

[PF
6
] : [Cl] :: 10 : 90

[PF
6
] : [Cl] :: 25 : 75

[PF
6
] : [Cl] :: 50 : 50 

[PF
6
] : [Cl] :: 75 : 25

[PF
6
] : [Cl] :: 90 : 10

(a)

0.5 1 1.5
q (Å

-1
)

-0.6

-0.3

0

0.3

0.6

S αβ
(q

)

[PF
6
] : [Cl] :: 10 : 90

[PF
6
] : [Cl] :: 25 : 75

[PF
6
] : [Cl] :: 50 : 50

[PF
6
] : [Cl] :: 75 : 25

[PF
6
] : [Cl] :: 90 : 10

(b)

Figure 7.17: Partial structure factors between PF6-Cl obtained using (a) AA model and
(b) CG model.

studied here.

Our simulations point to subtle, but vital differences in the manner in which

anions organize themselves around the cation, depending on their radii. However,

the regions which exhibit such differences are not correlated in space.
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7.4 Conclusions

Binary mixtures of RTILs possessing a common cation were studied using atom-

istic molecular dynamics simulations in order to identify their microscopic mixing

characteristics. Our simulations conclusively point to molecular level mixing of the

chosen RTILs. Apart from the neat liquids, two binary mixtures, viz., [C4mim][PF6]-

[C4mim][Cl] and [C4mim][PF6]-[C4mim][BF4], each at five different concentrations

were examined. The anion sizes differed more in the former system than that in the

latter.

The chloride anion being much smaller than the hexafluorophosphate prefers to

strongly hydrogen bond with the most acidic proton (H2) of the imidazolium ring.

This preference increases with decreasing mole fractions of chloride. However, the

PF6 anion is largely located above and below the imidazolium plane and is able to

access the H2 site only when it is in majority concentration. The distinction in the

anion arrangement around the cation is negligible in the PF6-BF4 system as their

sizes are not too different. Further, the difference in the coordination behavior of Cl

and PF6 around the cation does not lead to their segregation or clustering. The ob-

servations from atomistic MD simulations were confirmed through large scale coarse

grained MD simulations of the [C4mim][PF6]-[C4mim][Cl] system as well. Analysis

of the anion-anion partial structure factors at various mole fractions of the anions

are featureless for wave vector values below 1 Å−1 implying the absence of like-ion

clustering.
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Appendix B

Figure B.1 represents the mapping scheme between all-atom (AA) and coarse grained

(CG) beads. The bead-bead interaction parameters were chosen from the coarse

grained model developed by us earlier [28] for [C4mim][PF6]. Correspondingly, the

charge of Cl was also scaled to 0.8. Non-bonded interactions of the 9-6 type Lennard-

Jones type were determined so that cation-anion pair correlation functions in neat

[C4mim][Cl] obtained from the CG simulations reproduced those from the AA run,

as well as the system density. The pair correlations between pairs of different bead

types obtained from AA and CG MD simulations are displayed in Figure B.2. These

validate the interaction parameters for the CG model adopted here. A real space

cutoff of 15 Å was applied for both LJ and Coulombic interactions. Table B.1

displays the parameters employed in our CG simulations for [C4mim][Cl]. Lorentz-

Berthelot mixing rules were employed for cross interactions. Spatial density maps

were created using software package VMD [30].

Lennard-Jones 9-6 interactions

Uij(rij) = 4εij

[

(

σij
rij

)9

−
(

σij
rij

)6
]

(B.1)
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Table B.1: 9-6 Lennard-Jones interaction parameters for the coarse grain model of
[C4mim][Cl].

Bead pair ǫ (kcal mol−1) σ ( Å )
I1 - I1 0.3757152 4.100
I1 - I2 0.3604245 4.050
I1 - I3 0.2739623 4.050

I1 - CM 0.3914031 4.340
I1 - Cl 0.0457049 4.570
I2 - I2 0.3457295 4.100
I2 - I3 0.2628021 4.050

I2 - CM 0.3754372 4.340
I2 - Cl 0.0557049 4.720
I3 - I3 0.0997725 2.850

I3 - CM 0.2853807 3.800
I3 - Cl 0.2988648 3.810

CM - CM 0.4690000 4.585
CM - Cl 0.2651688 4.243
Cl - Cl 0.0155586 3.150

Figure B.1: Schematic showing the mapping from all-atom to the coarse grained model
in [C4mim][Cl].
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Table B.2: Box length and fraction of ion pairs for RTILs with [C4mim] as cation. 800 and
24000 ion pairs were used in the all-atom (AA) and coarse grained (CG) MD simulations
respectively.

Anion Fraction (%) Box length (Å) Box length (Å)
(AA) (CG )

PF6 100 64.640 200.8515
Cl 100 59.940 186.0311

BF4 100 62.344 –
PF6 : Cl 10 - 90 60.514 188.0311

25 - 75 61.024 189.6157
50 - 50 62.220 193.3320
75 - 25 63.500 197.3093
90 - 10 64.211 199.5185

PF6 : BF4 10 - 90 62.652 –
25 - 75 63.020 –
50 - 50 63.400 –
75 - 25 64.195 –
90 - 10 64.389 –
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Figure B.2: Radial distribution functions betwen (a) I1-I1, (b) I2-I2, (c) I3-I3, (d) I1-Cl,
(e) I2-Cl, (f) I3-Cl and (g) Cl-Cl compared between that from AA and CG MD simulations
for pure [C4mim][Cl].
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Figure B.3: Radial distribution functions at various concentrations of anions in the
[C4mim][PF6]- [C4mim][Cl] system between (a) I1-I1, (b) I2-I2, (c) I3-I3, (d) I1-Cl and (e)
I1-PF6, compared between AA and CG MD simulations.
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Outlook

The work presented in the thesis can be classified into three major categories: (i)

Investigations of dissolution of lignocellulosic biomass (chiefly cellulose) in RTILs

(ii) Examination of organization of RTILs near charged mica surfaces and (iii) Un-

derstanding intermolecular structure in binary mixtures of RTILs.

(i) Dissolution of lignocellulosic biomass in RTILs

Results: The disruption of inter- and intra-molecular hydrogen bond network

present in lignocellulosic biomass is the key to its dissolution. Although the anion

plays a dominant role in the process, the cation too is implicated. A good sol-

vent should possess the following attributes (a) strong hydrogen bond acceptor (b)

moderate hydrogen bond donor and (c) absence of any electron withdrawing group.

Future prospects: Further efforts need to be made to investigate the role of

the cation on cellulose dissolution. In particular, covalent functionalization of the

cation so as to create hydrogen bonding sites which can add to the coordination of

cellulose can be explored. Also, the dissolution of lignin in RTILs can be studied,

and these are expected not to be dominated by hydrogen bonding. Solvation of

other biomolecular systems such as lipids in RTILs too can be studied.

(ii) Examination of organization of RTILs near charged mica surfaces

Results: Simulation studies reveal that RTILs self assemble near a charged mica

surface. Cations with short alkyl tails have their imidazolium rings perpendicular

and alkyl tails parallel to the mica surface which is converse to the behavior exhibited
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by cations with longer alkyl tails. Cations with symmetric alkyl substitutions are

more ordered as compared to their asymmetric counterparts.

Future prospects: Results presented in the thesis have been obtained for atom-

ically flat surfaces. It is a well known fact that surface roughness can drastically

change the organization behavior. Effect of surface roughness and defects on the

organization of RTILs can be examined in the future. Also, the organization of

RTILs in a confined environment (say, between two plates) can be studied.

(iii) Intermolecular structure of binary mixtures of RTILs

Results: Results presented in the thesis shows a molecular level mixing of two

RTILs, irrespective of their ionic radii and strength. Although the cation is seen to

exhibit a special preference for an anion with smaller radii and higher ionic strength,

the same does not give rise to any phase separation or clustering in the system.

Future prospects: Up to what disparity in anion radii and strength will the

homogeneous mixing is sustained needs to be investigated. Furthermore, properties

of binary mixtures of two RTILs with differing cation and same anions can be

studied.
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