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Preface

The thesis presents the results of investigations on complex molecular fluids using

computational methods, such as classical molecular dynamics simulations, ab initio

simulations and density functional theory (DFT) based quantum chemical calcula-

tions.

Chapter 1 presents a general introduction to heavy metal extraction and to room

temperature ionic liquids describing their physicochemical properties and applica-

tions. This chapter also contains a brief discussion on the classical molecular dynam-

ics simulation method, ab initio molecular dynamics method and density functional

theory (DFT).

In Chapter 2, the complex behaviour of an extractant (Tri-n-butyl phosphate)

used in the nuclear reprocessing industry is explored using classical molecular dy-

namics simulation. Aggregation of TBP molecules in n-octane up to a dimer is

observed.

In Chapter 3, ab initio studies have been performed to derive atomic partial

charges for imidazolium cation based room temperature ionic liquids, from their

crystalline phase. The total charge on the ions is found to be less than unity. The

current method is robust and provides a natural and amenable framework to derive

site charges which can be used in classical force fields to model the condensed state.

The charges are also correlated against experimentally determined polarities of these

liquids.

vii



In Chapter 4, the effect of cation-anion hydrogen bonding in modulating the

low frequency vibrational modes in ionic liquids is studied using quantum chemical

cluster calculations.
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Chapter 1

Introduction

Complex molecular fluids find enormous applications in chemistry. The organization

of molecules into self-assembled structures in certain contexts, leads to the emergence

of many novel properties which are absent or unthinkable at the single molecule

level. Complexity is thus tied to emergent behavior from the association of the

individuals. This thesis describes how complexity is a feature of organic solutions

used in heavy metal extraction in the nuclear processing industry. The thesis also

contains simulation results of room temperature ionic liquids, a class of salts which

have low melting points and exhibit interesting organized structures. The thesis

provides a robust framework to derive atomic partial charges for the ions in ionic

liquids using ab initio approaches. The final chapter describes how subtle hydrogen

bonding interactions between the cation and the anion in an ionic liquid modulates

the low frequency vibrational spectrum.

1.1 Nuclear Reprocessing

Nuclear reprocessing is the chemical treatment of spent fuel involving separation of

its various constituents. Nuclear reprocessing has been used for multiple purposes,

1



2 Chapter 1.

and their relative importance has changed over time. Principally, it is used to re-

cover useful actinides from the spent fuel. A variety of chemical methods have been

proposed and demonstrated for reprocessing of nuclear fuel.1,2 In aqueous repro-

cessing technology, nuclear fuel is dissolved into an acidic solution. The resulting

solution is then chemically processed to separate the metals of interest, typically

uranium and/or plutonium.

Liquid-liquid extraction (also called solvent extraction) can be described as the

partitioning of a species (solute) between two immiscible liquids. These immiscible

liquids most often consist of an organic and an aqueous phase. The organic phase

before extraction is called the solvent (hence the commonly used name solvent ex-

traction) and the aqueous phase containing the solute is called the feed. The solvent

always consists of a diluent, which is the bulk phase, and sometimes also of one or

more several extractants. The extractant is the component that is primarily respon-

sible for transferring the solute from one phase to another. One of the important

and most often used liquid-liquid extraction method is known as PUREX. PUREX,

the current standard method, is an acronym standing for Plutonium and Uranium

Recovery by EXtraction. It has been used to extract uranium and plutonium inde-

pendent of each other, from the fission product.

Tri-n-butyl phosphate, is an organophosphorus compound with the chemical

formula (CH3CH2CH2CH2O)3PO. It is commonly known as TBP. TBP is an ester

of orthophosphoric acid and butanol; it is a colorless, odorless liquid. TBP is a

commonly used extractant and phase modifier in solvent extraction.TBP, which

is considered to be a hard Lewis base, has a well-documented ability to extract

uranium and plutonium directly from dissolved used nuclear fuel. Metal extraction

with TBP follows the solvation extraction mechanism. The molecular structure of

TBP is shown in Figure 1.1.
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Figure 1.1: Molecular structure of Tri-n-butyl phosphate.134

1.2 Room Temperature Ionic Liquids

In our daily lives we come across several ionic salts; sodium chloride (NaCl) is one

of the most important among them, which is also known as common salt. These

ionic crystals have very large values of Madelung energy due to strong electrostatic

interactions. Such compounds are solids at room temperature and usually have very

high melting points that limits their use as solvents in most applications. For an

example, the melting point of NaCl is 1074 K.3

Room temperature ionic liquids (RTILs)4–9 are defined as liquids that are com-

posed entirely of ions and are fluid below 100 ◦C. RTILs possess both organic and

inorganic moieties. RTILs generally consist of bulky and asymmetric organic cations

based on methylimidazolium [Rmim], N-butylpyridinium [RNbupy], pyrrolidinium,

tetraalkylammonium and tetraalkylphosphonium. Some of these cations, such as

imidazolium possess an aromatic ring that is polar and nonpolar substituents side

groups that are predominantly alkyl chains. Figure 1.2 shows the chemical formu-

lae of some of these cations. Structures of some of the cations are presented in

Figure 1.3.

Compared to cation bases, anions are more in number. Some examples of those

anions are, halides, nitrate [NO3]
−, tetrafluoroborate [BF4]

−, hexafluorophosphate

[PF6]
−, alkylsulfates [RSO4]

−, alkylsulfonates [RSO3]
−, sulfate [NO3]

−, aluminium

chloride [AlCl4]
−, bis(trifluoromethylsulfonyl)imide [(CF3SO2)2N] or [Tf2N]

−, tri-

flate [CF3SO3]
−, perchlorate [ClO4]

− etc.10–13,15–18,27 Structures of some anions are
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Figure 1.2: Constituents of room temperature ionic liquids.

given in Figure 1.4. In general, the anions used in the ionic liquid can be broadly

divided as fluorous and non-fluorous anions. Tetrafluroborate [BF4]
−, hexafluo-

rophosphate [PF6]
− being the most prominent among the fluorous anions. Anions

influence the properties of ILs in a major way. For example, [bmim][BF4] is water

soluble4 whereas [bmim][PF6] is sparingly soluble in water.19 Similarly, we can ex-

pect large changes when a fluorous anion is replaced with a non-fluorous one. For

example, carbohydrates are sparingly soluble (< 0.5 g/L) in [bmim][BF4], whereas

[bmim][dca] that is based on the dicyanamide anion dissolves large amount of (≈

200 g/L) of carbohydrates such as glucose and sucrose.20

The R group of the cation can be varied, typical examples are alkyl chains such as

methyl, ethyl, butyl etc., but can also be any of a variety of other functional groups

(e.g., alkenyl, methoxy). Various researchers have added hydroxyl functionality to

it to increase water solubility or even amine functionality to increase the uptake

of carbon dioxide in the ionic liquid. Thus, the properties of the ionic liquids can

be tuned by adjusting the R groups in the imidazolium, pyridinium, pyrrolidinium,

ammonium or phosphonium cations. Therefore, the possibility arises to optimize

the ionic liquid for a specific application by stepwise tuning the relevant solvent

properties. For this reason, ionic liquids have been referred to as designer solvents.
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(a) 1-butyl-3-methylimidazolium

(b) Tetramethylammonium (c) Tetramethylphosphonium

(d) N-ethyl-methylpyrrolidinium

Figure 1.3: Some of the examples for cations of room temperature ionic liquids.
Colors: Nitrogen-pink, Carbon-black, Hydrogen-cyan, Phosphorus-yellow.
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(a) Acetate [CH3CO2]
− (b) Tetrafluoroborate [BF4]

−

(c) Dicyanamide [N(CN)2]
− (d) Perchlorate [ClO4]

−

(e) bis-trifluoromethylsulphonylimide [(CF3SO2)2N]
−

(f) Hexafluorophosphate [PF6]
− (g) Trifluoromethylsulphate [CF3SO3]

−

Figure 1.4: Some of the examples for anions of RTILs. Colors: Nitrogen-
pink, Carbon-black, Hydrogen-cyan, Phosphorus-yellow, Oxygen-red, Fluorine-blue,
Sulphur-tan, Chlorine-green, Boron-purple.
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Ionic liquids are used to have a better kinetic control on the reactions, because

they possess a wide liquidus range, ranging from 75 ◦C to 300 ◦C. The temperature

range between the normal freezing point and boiling points determines the liquidus

region of a solvent. Due to their narrow liquidus range, the common solvents which

we come across in daily life are relatively volatile at process conditions. On the con-

trary, as ionic liquid is a salt, it has a negligible vapor pressure. Furthermore, they

are nonflammable, can have a high thermal stability and a high ionic conductivity.

These properties permit their use in many fields. Ionic liquids have been used to

substitute volatile organic compounds (VOCs) as a reaction media, as homogeneous

catalysis, and as an extractive media in liquid-liquid extraction processes.4–13,15–18,27

1.2.1 Physical and chemical properties

Ionic liquids are well known for their suitability in numerous task-specific applica-

tions, because they possess a unique set of physico-chemical properties. The notable

characteristics of ionic liquidus are their negligible vapor pressure, nonflammability,

thermal stability, high electrical conductivity, large electrochemical window, low nu-

cleophilicity, capability of providing weakly coordinating environment and a good

set of properties to solvate a wide variety of organic, inorganic and organometallic

compounds. Further, we can design ionic liquids according to our choice; selecting

a proper anion or by tuning the side chain length on the cation, we can tune the

miscibility of ionic liquids with water or organic solvents. Increasing the length of

an alkyl chain tends to decrease water solubility by increasing the hydrophobicity

of the cation. In addition, the choice of anion can give rise to dramatic change in

chemical and physical properties. For example, imidazolium salts with anions such

as, acetate, nitrate, halide,trifluoroacetate are totally miscible with water, on the

contrary imidazolium salts with [(CF3SO2)2N]
− and [PF6]

− anions are immiscible.

[BF4]
− and [CF3SO3]

− based imidazolium salts can be totally miscible or immiscible
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depending on the substituents on the cation.21 The change in anion dramatically

affects the chemical behavior and stability of ionic liquids while, cations have their

profound effect on the physical properties. Hence, in general, the chemistry of ionic

liquids are controlled by anions,23 on the other hand the choice of cation determine

the physical properties.24

Melting point

Most of the ionic liquids are liquid at room temperature and they have been defined

to have melting points below 100 ◦C. Most often, it was found that the increase in

anion size leads to decrease in melting point.15 For example, the melting points of

1-ethyl-3-methylimidazolium type ionic liquids with different anions, such as [BF4]
−,

[Tf2N]
− and [C2H5SO4]

− are 15 ◦C, -3 ◦C and -20 ◦C, respectively.25,26 The melting

point of ionic liquids are greatly affected by the size and symmetry of the cations.

Melting point of ionic liquids get reduced with large and increased asymmetric sub-

stitution at the nitrogen sites.27 The decrease in the electrostatic energy caused by

the spread of the ion charge over a larger molecular volume leads to a lowering of

melting point.

Thermal stability

The stability of ionic liquids is crucial for optimum process performance in most

applications. The heteroatom-carbon and heteroatom-hydrogen bonds limits the

thermal stability of ionic liquids.15 Generally, ionic liquids are found to be stable up

to 500 ◦C. The ionic liquids 1-ethyl-3-methylimidazolium tetrafluoroborate, 1-butyl-

3-methylimidazolium tetraauroborate are found to be stable up to temperatures of

445 ◦C and 423 ◦C, respectively.28
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Viscosity

Generally, compared to common molecular solvents, ionic liquids are found to be

more viscous and at room temperature, their viscosities range from 10 mPa.s to

about 500 mPa.s. The hydrogen bonding and van der Waals forces determine the

viscosity of ionic liquids. Energy required for molecular motion in ionic liquids

increases with increase in the alkyl tail length, because of the stronger van der

Waals forces between cations. Therefore, viscosity of ionic liquids increase as the

alkyl tail length grows.26 Further, the hydrogen bond formation ability of anions with

the acidic proton makes an important impact on viscosity. Due to the formation

of hydrogen bond complex with hydrogen bonding donors, fluorinated anions such

as [BF4]
− and [PF6]

− form more viscous ionic liquids.29 Other factors which affect

viscosity of ionic liquids are the electrostatic interaction forces and the temperature.

Generally, it has been found that viscosity of ionic liquids decreases with raise in

temperature.21,24,30–32

Density

Density of ionic liquids decrease with increase in the length of the alkyl chain in

the cation50 and in general ILs are found to be more denser than water. Their

density values ranges from 1 to 1.6 gm/cc. For a particular cation in an ionic liquid,

the order of densities are like: [CH3SO3]
− ≈ [BF4]

− < [CF3CO2]
− < [CF3SO3]

− <

[C3F7CO2]
− < [(CF3SO2)2N]

−.33 Anions can also affect the density of ionic liquids.

The density of 1-butyl-3-methylimidazolium type ionic liquids with anions, such as

[BF4]
−, [PF6]

− and [Tf2N]
− are 1.20 gm/cc, 1.37 gm/cc and 1.43 gm/cc, respectively.

Vapor pressure

Most ionic liquids have negligible vapor pressure.34 A low vapor pressure is a direct

indication of the high cohesive energy. The main reason for the low vapor pressure
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of ionic liquids is the presence of very strong electrostatic interactions between the

ions.

Electrochemical window

Electrochemical window is the electrochemical potential range over which the elec-

trolyte is neither reduced nor oxidized at an electrode. The electrochemical stability

of a solvent is determined by this value. This property is very important in respect

that it plays the key role in using ionic liquids in electrodeposition of metals and

semiconductors. Water has a very low electrochemical window which is 1.2 V, due

to which the electrodeposition of elements and compounds is limited in water. In

contrast, the wide electrochemical window of ionic liquids have opened the door of

electrodeposition of metals and semiconductors at room temperature. Some exam-

ples of large electrochemical windows in ionic liquids are: 4.15 V for [bmim][PF6]

at a platinum electrode,35 4.10 V for [bmim][BF4]
35 and 5.5 V for [bmpyrr][Tf2N]

at a glassy carbon electrode.36 Elements, like Al, Mg, Si, Ge and the rare earth

elements can be electrodeposited in ionic liquids. Also the thermal stability of ionic

liquids allows to electrodeposit other elements, such as Ta, Nb, V, Se etc. at elevated

temperature.

1.2.2 Applications

Solvents and catalysis

The non-volatile nature of room temperature ionic liquids made them to be used

as environmentally friendly solvents for the chemical and pharmaceutical indus-

tries. They are the main candidates to replace the volatile organic compounds used

in synthetic applications. Many reactions have been performed in ionic liquids.

Diels-Alder reactions have been demonstrated in ILs, that makes the way for re-

placement of lithium perchlorate-diethylether mixtures.22 Other chemical reactions,
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such as alkylation of sodium β-napthoxide,37 Heck reactions,3 Friedel-Crafts acy-

lation,39 electrophilic substitution reaction40 etc. have also been demonstrated in

ionic liquids. Ionic liquids offer the advantage of both homogeneous and heteroge-

neous catalysis for some reactions. In industrial hydroformylation and hydrogena-

tion reactions,41 molten tetraalkylphosphonium and ammonium salts were used as

catalyst. Many homogeneous catalysis reactions have subsequently been demon-

strated.6,7,12,15,16,27,42–48

Biocatalysis

Enzymes being stable in ionic liquids open up the possibility for ILs to be used in

biological reactions, such as the synthesis of pharmaceuticals.45,51–58,60,87 It has been

found that the enzymes are relatively more stable in mixture of ILs and water, than

in conventional media. In ionic liquids, the enzyme displayed exquisite stability

and selectivity and their activity is equal to that observed in ethyl acetate-water.

These fundamental studies of enzymes in ionic liquids have opened up a new field

of nonaqueous enzymology.

Electrochemical applications

The wide electrochemical window and high electrical conductivity of ILs increased

the scope of electrochemical reactions. Combination of wide liquid range and ther-

mal stability in ILs, made them to be used as a replacement of traditional solvent-

based electrolytes for a wide range of metal purification, electroplating etc. IL-based

electrochemical devices, including batteries,25,61–64 capacitors65–67 and solar cells68–70

have been developed.
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Separations

Ionic liquids have also been used in many extraction processes. For example,

[bmim][PF6], [hmim][PF6] and other [PF6]
− based ILs and with [Tf2N] based ILs71–73

have been used to extract metal ions; separation of alcohols and alkanes or alkenes

was performed using [omim][Cl], [hmim][BF4] or [hmim][PF6],
74,75 [emim][ethyl sul-

fate] and [bmim][octyl sulfate] have been used in separation of trimethylamine

hydrochloride/AlCl3
76–79 etc.

1.3 Molecular Dynamics

Molecular dynamics80–83 is a numerical technique which is carried out by using a

model that, to a limited extent, mimics a real physical or chemical systems. It

is a numerical technique to solve the classical Newton’s equations of motion for

computing the equilibrium and transport properties of a classical many body system.

In this method particles are treated as classical particles, implies that the nuclear

motion of the particles obey the laws of classical mechanics. Only when we consider

the translational or rotational motion of light atoms or molecules (He, H2, D2) or

vibrational motion with a frequency ν such that hν > kBT should we worry about

quantum effects. The classical equations of motion for a simple atomic systems are

given by;

mir̈i = fi (1.1)

fi = −∂U
∂ri

(1.2)

where, fi is the force acting on the ith particle, ri is the position and mi is the

mass of ith particle. For a system consisting of N number of particles, we need to

be able to calculate the force fi acting on each particle, which is derived from the
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potential energy U(rN), where rN = (r1, r2, ..., rN ) represents the complete set of

3N atomic coordinates.

We can split the potential energy term U(rN) into two parts, namely, bonding

and non bonding interactions. U(rnon−bonded) represents the non bonding interac-

tions between atoms which is frequently split into 1-body, 2-body, 3-body ... terms;

Unon−bonded(r
N) =

∑

i

u(ri) +
∑

i

∑

j>i

v(ri, rj) + ... (1.3)

In the above expression, u(ri) term represents the potential that is applied from

externally source. The many-body interaction term generally needs to be studied

with more concentration. Most often the pairwise interaction potential v(ri, rj) =

v(rij) is given the most importance and three-body ( and higher order) interactions

terms have been neglected. The most commonly used pair potential is the Lennard-

Jones potential.

vLJ = 4ε

[

(σ

r

)12

−
(σ

r

)6
]

(1.4)

The Lennard-Jones potential has two important parameters: σ, the diameter,

and ε, the well depth. For molecular systems, we must also consider the intramolec-

ular interactions. These bonded interactions are the different bond stretches, angle

flexing and torsional terms. The intramolecular potential energy can be written as,

Uintramolecular =
1

2

∑

bonds

krij(rij − req)
2 +

1

2

∑

angles

kθijk(θijk − θeq)
2

+
1

2

∑

torsion

∑

m

kφ,mijkl (1 + cos(mφijkl − γm)) (1.5)

The electrostatic interactions are exploited using the Coulomb potential. Most

of the time, a single molecule quantum-chemical calculation is performed to have
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an estimation of the electron density throughout the whole system. These partial

charge distribution is then modelled as under:

vCoulomb(r) =
Q1Q2

4πε0r
(1.6)

Force field refers to the functional form and set of parameters that describe the

potential energy of a system to perform classical molecular dynamics simulations.

Hence, a force field will contain the exact form of Eq.(1.5), and the various strength

parameters k and the other constants, such as equilibrium bond length, equilibrium

angle etc. Once we have the precise form of potential energy function U(rN), next

step is to calculate the forces acting on each atom using Eq.(1.2).

Now, consider a system consist of N number of particles, with their atomic

coordinates rN = (r1, r2, ..., rN ) and the atomic momenta pN = (p1,p2, ...,pN ).

The kinetic energy would then be given by, K(pN) =
∑N

i=1 |pi|
2/2mi. Now, we

know energy or the Hamiltonian of a system is just the sum of kinetic energy and

potential energy, H = K+U . Therefore, the Hamiltonian H(rN ,pN) is represented

as,

H(rN ,pN) = U(rN) +
N
∑

i=1

|pi|2/2mi (1.7)

Then the Hamilton’s equations for this system is given as,

ṙi =
(∂H)

(∂pi

=
pi

mi

(1.8)

ṗi = −(∂H)

(∂ri
= fi (1.9)

Thus, given the initial positions and momenta of the particles, these coupled

equations of motion need to be integrated numerically to determine ri and pi as
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a function of time. Finite difference method is generally used to solve these set of

equations. The simple procedure is as follows. From the initial particle positions,

velocities at time t, we have to derive the position, velocities at a later time t+ δt.

The equations are solved on a step-by-step basis; the choice of the time interval δt

must be chosen relevantly. Most important criteria is that it should be much smaller

than the fastest process occurring in the system. While choosing larger time steps,

accuracy of numerical integration should not be lost. To handle systems involving

interactions of multiple time scales efficiently, multiple time step algorithms have

been developed. In these algorithms the short-range forces, which requires small

integration time step are treated very frequently in time. On the other hand, the

non-bonded interactions are treated with larger time step and less frequent force

evaluations.

To solve the equations of motion over time several algorithms have been devel-

oped. For example, position Verlet84,85 algorithm, Leap-Frog algorithm86 , velocity

Verlet87 algorithm, Gear predictor-corrector algorithm etc. Most simple and effi-

cient among these algorithms is the velocity Verlet algorithm. The velocity Verlet

algorithm can be represented as

p i(t+
1

2
δt) = p i(t) +

1

2
δtf i(t) (1.10)

r i(t+ δt) = r i(t) + δtp i(t+
1

2
δt)/mi (1.11)

p i(t+ δt) = p i(t+
1

2
δt) +

1

2
δtf i(t+ δt) (1.12)

In velocity Verlet algorithm, the volume of phase space is always conserved. It

permits long timesteps, because it is lower order in time. Most importantly, it is

least expensive as it requires only one force evaluation per step.
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1.3.1 Long-range interactions

For a n-dimensional system, the long-range potential is defined as one in which the

interaction decays slower than r−n. In this potential, significant contribution to the

total potential energy exist even for distances greater than the interaction cutoff

distance. The charge-charge interaction or the Coulombic interaction, which decays

as r−1 falls under this category. In a simulation of charged species, such as molten

salts, it is important to calculate these long-range forces properly. One way to solve

these problems is to increase the number of particles (N) resulting in a much larger

simulation cell, so that screening by neighbors could decrease the range of interac-

tion. But as we know that, the molecular dynamics simulation is a O(N2) problem,

the resulting computational cost would be very high. Hence, methods have been

developed to exactly treat the long-range nature of the electrostatic interactions.

Ewald summation method is very popular among the methods.

The Ewald sum is a lattice sum method, which includes the interaction of a

particle with all other particles in the system and their periodic images. For a

simulation box, which is positioned at a cubic lattice point n (= (nxL, nyL, nzh)

with nx, ny, nz being integers): the charge-charge contribution to the total potential

energy due to all pairs of charges in the central simulation box can be expressed as

:

V =
1

2

′
∑

|n|=0

N
∑

i=1

N
∑

j=1

qiqj
4πǫo|rij + n| (1.13)

Here, in this expression the interaction i = j for n = 0 has been neglected by the

prime on the first summation. This summation is conditionally convergent and also

it converges very slowly. We can convert the summation like the Eq.(1.14), such

that it converges much more rapidly.
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1

r
=
f(r)

r
+

1− f(r)

r
(1.14)

In the Ewald summation method, a neutralizing charge distribution of equal

magnitude but of opposite sign is considered around each point charge. Most often

a Gaussian charge distribution is used of following form.

ρi(r) =
qiα

3

π3/2
exp(−α2r2) (1.15)

Now the total sum is consists of interactions between the point charges plus the

neutralizing distributions. Hence, the real space summation becomes as;

V =
1

2

N
∑

i=1

N
∑

j=1

′
∑

|n|=0

qiqj
4πǫo

erfc(α|rij + n|)
|rij + n| (1.16)

where, erfc is the complementary error function, which is given by:

erfc(x) =
2√
π

∫ ∞

x

exp(−t2)dt (1.17)

In the Ewald method, erfc(r) replaces the function f(r) in Eq.(1.14). Now, this

new summation consisting of the error function converges very fast and beyond

some cutoff distance, its value is negligible. This series converges faster as the width

of the Gaussian (α) becomes wider. A second charge distribution is now added

to the system which exactly counteracts the first neutralizing distribution. The

contribution from this second charge distribution is:

V =
1

2

∑

k 6=0

N
∑

i=1

N
∑

j=1

1

πL3

qiqj
4πǫo

4π2

k2
exp

(

− k2

4α2

)

cos(k.rij) (1.18)

The real space summation now converges more rapidly with large α, whereas

in reciprocal space it converges rapidly for small value of α. Hence, there should

be some balance between them. There is one more term that takes care of the
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interactions between each gaussian with itself in real space.

V = − α√
π

N
∑

k=1

q2k
4πǫo

(1.19)

One more correction term is needed for accounting the medium surrounding the

simulation box. The correction term for a medium of relative permitivity of 1 is:

Vcorrection =
2π

3L3

∣

∣

∣

∣

∣

N
∑

i=1

qi
4πǫo

ri

∣

∣

∣

∣

∣

2

(1.20)

The Ewald sum is the summation of equations (1.16,1.18,1.19,1.20). This sum

is very expensive as it scales as N2. To speed up this summation FFT methods are

being implemented which requires a grid-based charge distribution. Various FFT

algorithm have been developed for this purpose. These include the particle-mesh

Ewald method88 and the particle-particle-particle-mesh approach.89

1.3.2 Periodic boundary condition

In a three-dimensional N-particle system with free boundaries, the fraction of molecules

which stays at the surface is proportional to N−1/3. To get rid off the surface effects

on the system, the simulation cell is replicated periodically in all dimensions. For

instance, particles in a cubic box are replicated in all directions to give a periodic

array. In three dimensions each box would have 26 nearest neighbors. During the

course of simulation, if a particle moves out of the cell, its periodic image from the

neighboring cell enters into it and in the central box the number density remains

conserved. Hence, the force calculation becomes of the order of N2 after imple-

menting the minimum image convention. Minimum image convention takes care

that every particle interacts with the closest atoms or the images from the periodic

array. The numbers of bonded terms, such as bond-stretching, angle-bending and

torsional terms are all proportional to the number of atoms in a simulation cell. But
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the non-bonded interaction terms (for a pairwise model) in a force field are propor-

tional to square of the numbers of atoms. In general, non-bonded interactions are

calculated between every pair of atoms in the systems. Therefore, in a molecular

dynamics simulation, the most time-consuming part is the calculation of the non-

bonded energies. When a cutoff distance is applied, the interactions between all

pairs of atoms that are separated than the cutoff value are set to zero, taking into

account the closest image. Under periodic boundary conditions, the cutoff distance

should not be so large that particle sees its own image. This has the effect of limiting

the cutoff to no more than half the length of the simulation cell.

1.4 Analysis

For a system with a given initial configuration, molecular dynamics simulation would

provide a trajectory (positions and velocities of all the atoms as a function of time)

in the phase space in the appropriate ensemble. We can study the structural and

dynamical properties of the system using this trajectory. For a liquid to study its

structure, the most useful technique to use is the radial distribution function or

the pair distribution functions g(r). It gives the probability of finding a particle

at a distance r from another particle compared to the ideal gas distribution.Thus,

it is thus. To calculate the g(r), configurations are read and the minimum image

separation rij of all the pairs of atoms are calculated. These separations are sorted

into a histogram where each bin has a width δr and extends from r to r+ δr. After

all the configurations have been processed, the histogram is normalized to calculate

g(r). Suppose there are τ steps on the tape, and a particular bin b of the histogram,

corresponding to the interval (r, r + δr), contains nhis(b) pairs. Then the average

number of atoms whose distance from a given atom lies in this interval, is

n(b) = nhis(b)/(N × τ) (1.21)
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The average number of atoms in the same interval in an ideal gas at the same

density ρ is

nid(b) =
4πρ

3
[(r + δr)3 − r3] (1.22)

By definition, the radial distribution function is

g(r +
1

2
δr) = n(b)/nid(b) (1.23)

1.5 Ab initio Molecular Dynamics

A wide variety of systems including gaseous and condensed phase systems have been

studied by using the classical molecular dynamics simulation. In these simulations,

for a particular system, the empirical potential has to be determined. The form

of the potential approximates the intermolecular interactions between the atoms,

that usually includes pairwise interactions, three body and many body interactions.

The experimental results and the ab initio calculations are used to determine these

potential parameters and also these parameters are fixed throughout the course of

simulation.

The main drawback of the classical molecular dynamics is that the results will

be as good as the model used. To obtain a very good result, one should have a

very good model of the system that could describe the system accurately. For a new

system with complex intermolecular interactions, the form of the interactions and

the potential parameters need to be determined. Transferability of these potentials

is also a main issue.

Ab initio molecular dynamics successfully combines the traditional molecular

dynamics and the electronic structure methods.90–100 These ab initio calculations

involves the quantum part that deals with electronic degrees of freedom and the
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classical dynamics of ions. Ab initio method relies on the Born-Oppenheimer ap-

proximation that separates the electronic and ionic degrees of freedom based on the

difference in the masses between the electron and the ions. These methods are based

on the Kohn-Sham formulation of DFT, and uses pseudopotentials to represent the

interaction of valence electrons with the core electrons and the nuclei. The poten-

tial of interaction between the ions continuously changes with time. Here, electronic

degrees of freedom are taken into account that gives a better microscopic picture of

the system.

According to the Blöch theorem,101 each electronic wave function can be ex-

pressed as a sum of plane waves

ψi(~r) =
∑

k

C i
ke

~k.~r (1.24)

where, the coefficients of expansion are C i
k’s. Thus the electronic configuration

can be expressed by a complete set of coefficients, (C1
k1, ..., C

1
kmax, ..., C

n
k1, ..., C

n
kmax

), denoted by C. Then the minimization process start searching in the space of all

possible C for Copt, such that E(Copt), the electronic energy, is minimum energy for

all C.

1.5.1 Plane waves

For solids, and in general condensed phases, Blöch’s theorem101 suggests that the

wave function is composed of a phase factor and a periodic part, such that it verifies

uk(r) = uk(r+ ai), where the lattice is ai. Here, the periodic potential is generated

by the underlying lattice and thus it imposes the same periodicity on the density.

Thus, in order to expand the periodic part of the orbitals, plane waves are prescribed

to be used as the generic basis set. Hence, this can be used to introduce naturally

the basis set of plane waves (PW).102–107

Any function in real space, in general, can be expressed as the Fourier transform
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of a function in reciprocal space,

uk(r) =

∫

eig.rũk(g)dg (1.25)

Here, the periodicity of uk(r) imposes the constraint on the values of g, the

values of g becomes those, that verify eig.aj = 1, i.e. g.aj = 2nπ for j = 1, 2, 3 -

the three lattice vectors. Therefore, the g vectors in the Fourier transform (1.25)

are restricted to the reciprocal lattice vectors G. The general expression of wave

function is:

ϕ(k)(r) =
eik.r√
Ω

∞
∑

G=0

Ck(G)eiG.r (1.26)

Here, the Fourier coefficients are Ck(G). Now, the plane wave basis functions

are defined as

φG(r) =
1√
Ω
eiG.r (1.27)

where the normalization is simply given by 1√
Ω
; Ω is the volume of the periodic

super-cell. Now, we can see that these plane waves are normalized in the supercell

〈φG|φ′
G〉 =

1

Ω

∫

Ω

ei(G−G′).rdr =
1

Ω
(ΩδG,G′) = δG,G′ (1.28)

so that plane waves becomes orthogonal those corresponds to different wave

vectors, G 6= G′. Also, the plane wave coefficients can be expressed in terms of the

real-space wave functions;

Cjk(G) =

∫

Ω

φk∗
G (r)ϕk

j (r)dr =
1√
Ω

∫

Ω

e−i(k+G).rϕk
j (r)dr. (1.29)

According to Blöch theorem, in periodic potential, we can expand the wave

function of an electron in a plane wave basis set. In the plane wave expansion the
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G vectors are the reciprocal lattice vectors, in principle, we need infinite number

of them to represent the wave functions with infinite accuracy. However, with the

increase in |k+G|, the Fourier coefficients Ck(G) of the wave functions decreases,

hence, we can effectively truncate the plane wave expansion at a finite number of

terms, i.e. limited to all waves with kinetic energy lower than some cutoff energy

Ecut:

~
2

2m
|k+G|2 < Ecut (1.30)

For the Γ-point (k = 0), the Gcut value is given by

|G| < Gcut =

√

2mEcut

~2
(1.31)

The computed physical quantities an be erroneous because of this truncation of

basis set. But we can easily get rid of this error by increasing the cutoff (Ecut). This

implies that, without the modification of the Hamiltonian there is an increase in

basis set. Hence, the energy should decrease variationally with increasing Ecut.

1.5.2 Pseudopotential

The electronic states of an atom can be classified into: (1) core states, a highly lo-

calized state that do not involve in chemical bonding, (2) valence states, these states

are mainly responsible for the chemical bonding, and (3) semi-core states, there are

no direct contribution from these states in chemical bonding, mostly localized and

polarizable states. Most of the chemistry is determined by the valence electrons,

whereas the core electrons are essentially inert. Hence, for the fundamental descrip-

tion of chemical bonding, it is not strictly necessary to have precise description of

valence wave function inside the core region. In practice, this means that, we can

take out the innermost electrons from the explicit calculations. In this approach,
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Figure 1.5: Comparison of a wavefunction in the Coulomb potential of the nucleus
(blue) to the one in the pseudopotential (red). The real and the pseudo wavefunction
and potentials match above a certain cutoff radius rc.

135

if we replace the inner solution (< cutoff radius) with a smooth, nodeless pseudo-

wavefunction, we are not going to lose any crucial information. Therefore, in a prac-

tical sense, it becomes pseudo-atomic problem, where a pseudopotential74,75,106–114 is

used to replace the true potential.

The pseudo wave function solution obtained from the pseudopotentials approaches

to the full wave function outside the chosen core radius rc. It is required that, the

pseudopotentials would be able to represent the long-range interactions of core elec-

trons correctly. In order to have a small plane wave cutoff, the pseudopotential

and the wave function should be as smooth as possible inside the cutoff distance.

Transferability of the pseudopotentials is also expected, thus in different chemical

environments the same pseudopotential would be able to produce same results of

comparable accuracy.
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The most practical and accurate pseudopotential was constructed once the norm

conservation in pseudopotential has been implemented. In a norm-conserving pseu-

dopotential, inside the core region the normalization of the pseudo wave function is

being conserved. Hence, outside the core state, this wave function resembles that of

the all-electron atom as closely as possible. The replacement of electronic degrees

of freedom in the Hamiltonian by pseudopotential leads to a considerable reduction

of the basis set as well as the number of electrons in the systems. Therefore, this

allows for faster calculation or the treatment of larger systems.

1.5.3 Atom-centered basis sets

For molecular systems, there appears electrostatic interaction between periodic im-

ages in adjacent cells if dipole moment exists for that system. Because the dipole-

dipole interactions decay as R−3, and in plane wave scheme the periodic boundary

condition are automatically embedded. Therefore, one has to choose a sufficiently

large simulation cell to minimize this effect, which in turn increases the number of

plane waves unnecessarily. Hence, plane wave methodology is not the most efficient

one for molecular systems. For these kind of systems localized basis set are much

better because they can be normally tuned to reproduce atomic wave functions.106,107

In quantum chemistry or molecular physics, it is very much popular of using

atomic orbitals (AOs) to expand one-electron wave functions, or the molecular or-

bitals (MOs). Basis functions with different functional forms can be used to represent

these AOs; most importantly these AOs are centered on the atomic nuclei. For a

single atomic center,it is easier to construct as orthogonal basis. Naturally a multi-

center expansion is always better choice, where basis functions centered on each

atom in the molecule are used to construct the basis sets. A natural consequence of

this approach is to have the information about the characteristics of the electronic

distributions.
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1.5.4 Hohenberg-Kohn’s theorem and Kohn-sham formula-

tion of DFT

Hohenberg-Kohn (HK) theorem117–119 is at the heart of DFT. According to this

theorem: in principle, it is possible to calculate the ground-state wave function

Ψ0(r1, r2, ..., rN) from a given ground-state density n0(r). It implies that, Ψ0 is a

functional of n0. Hence, all the other ground-state observables are also becomes

functional of n0. Both functions, Ψ0 and n0 are equivalent and contain exactly the

same information. Thus, the ground-state wave function Ψ0 reproduces the ground-

state density and also minimizes the energy. For a given ground-state density n0(r),

we can define this requirement as

Ev,0 = min
Ψ→n0

〈Ψ|T̂ + Û + V̂ |Ψ〉, (1.32)

where Ev,0 denotes the ground-state energy in potential v(r). The preceding

equation tells us that for a given density n0(r) the ground-state wave function Ψ0 is

that which reproduces this n0(r) and minimizes the energy. For an arbitrary density

n(r), we define the functional

Ev[n] = min
Ψ→n

〈Ψ|T̂ + Û + V̂ |Ψ〉, (1.33)

If n is a density different from the ground-state density n0 in potential v(r), then

the that produce this n are different from the ground-state wave function Ψ0, and

according to the variational principle the minimum obtained from Ev[n] is higher

than (or equal to) the ground-state energy Ev,0 = Ev[n0]. Thus, the functional Ev[n]

is minimized by the ground-state density n0, and its value at the minimum is Ev,0.

Kohn and Sham then showed that it is possible to map a many body problem by

an exactly equivalent set of self consistent one electron equations, known as Kohn-

Sham orbital. For a doubly occupied electronic states ψi the Kohn-Sham total
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energy functional can be expressed as;

EKS

[

{ψi(r)}
]

=
∑

i

fi

∫

ψ∗
i (r)

(−~
2

2m

)

∇2ψi(r)d
3r+

e2

2

∫∫

ρ(r1)ρ(r2)

|r1 − r2|
d3r1d

3r2

+

∫

εXC{ρ(r)}ρ(r)dr+ EeI([ψi(r)], {RI}) + UO
I ({RI}).

(1.34)

Here, on the right hand side, the first term is the kinetic energy of electrons, the

second term represents electron-electron Coulomb energy, the third term corresponds

to electron exchange correlation energy, the electron-ion interaction energy is given

in the fourth term and the last term stands for ion-ion interaction. The electron

density ρ(r) is given by

ρ(r) =
∑

i

|ψi(r)|2 (1.35)

The ionic potential energy for the electrons can be obtained once after the min-

imization of EKS with respect to single particle wave function. There are a large

number of optimization algorithm reported in literature. In our calculations, most

often we used the Broyden-Fletcher-Goldfarb-Shanno (BFGS)120–125 numerical op-

timization method.

1.6 Softwares used

All the classical molecular dynamics simulations reported in the thesis were carried

out using the LAMMPS80 software. The ab initio molecular dynamics calcula-

tions/simulations were performed by the extensive use of CP2K73 and CPMD33

softwares. During the course of research, codes were developed for the calculation
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of structural and dynamical properties presented in the thesis. Some of the struc-

ture optimization, vibrational analysis and computations of binding energies were

performed using the Gaussian0932 software. Xmgrace, qtiplot and g3data softwares

were used for plotting. Visualizations and some analysis were done with the visual-

ization softwares VMD,43 JMOL,41,42 Mercury.40 All the softwares used, except for

Gaussian are freely available.
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Chapter 2

Structure and dynamics of

tri-n-butyl phosphate/n-octane

mixtures : Molecular Dynamics

simulation study

2.1 Introduction

In the field of solvent extraction, liquid-liquid extraction is the most common tech-

nique to separate compounds. In this method, compounds are separated based

on their relative solubilities in two different immiscible liquids; most often the two

liquids happen to be water and an organic solvent. This technique is used to ex-

tract a substance from one liquid phase to another. The most common examples

where liquid-liquid extraction is used are nuclear reprocessing, ore processing, in the

production of fine organic compounds and in other industries. The theme of the de-

velopment of nuclear reprocessing technology was based on the chemical separation

and recovery of metal ions like plutonium, uranium, zirconium etc. from irradiated

39
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nuclear fuel.1 In the solvent extraction methods for nuclear fuel recycling, often the

organic phase consists of a mixture of an extracting agent and a diluent. An impor-

tant family of extractant molecules are the neutral organophosphorus ligands. They

bind the hard cations via their phosphoryl group. In the context of cation separa-

tion by liquid-liquid extraction technique, the most important species is tri-n-butyl

phosphate (TBP).2,3 It has been used to extract uranium,4–7 plutonium,8,9 zirco-

nium10 and other metal ions.11 In organic solvents such as chloroform,12 liquid TBP

is completely miscible, but its solubility in water (χTBP is rather low, a value of 2.6

× 10−5 at 298 K13). In acidic phases too, it is almost insoluble. After the discovery

by Warf,14 TBP has become the cornerstone of the industrial PUREX (Plutonium

Uranium Refining by Extraction) extraction process to separate uranyl and plutonyl

cations from nuclear waste solutions.15,16 In such a liquid-liquid extraction process,

the organic components gets separated into two phases, a light phase and a heavy

organic phase. The heavy organic phase consists of high concentration of U(VI),

Pu(VI) and TBP. This heavy organic phase is known as the third phase.38 Thus, in

prospect of this renewed interest in nuclear energy and waste management, a better

understanding of molecular processes involved in heavy metal extraction is needed.

At room temperature, TBP is a liquid (boiling point = 284 ± 5◦C, freezing point

≈ -80◦C, and density at 25◦C = 0.9727 g cm−3).26 All neutral organophosphorus

compounds exhibit a tendency to self-associate and TBP is not contrary to this gen-

eral trend.27–31 Its self-association has been brought out with a variety of techniques

including distribution experiments,33 infrared spectroscopy,34 nuclear magnetic res-

onance,27 calorimetry,29,30 and vapor pressure osmometry.35 These techniques have

also been used to explain the interaction between phosphate ester and the dilu-

ent.36 It was established that the ester exhibits positive non-ideality in hexane but

negative nonideality in CCl4, CHCl3 and benzene. In hexane, the positive nonide-

ality accounts for the self-association of TBP. On the contrary, in other diluents
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the negative nonideality refers to TBP-diluent interaction, i.e., interaction between

the phosphoryl oxygen and the π-electrons of benzene, hydrogen bonding between

phosphoryl oxygen and chloroform and the interaction of the vacant 3d-orbital of

chlorine and the phosphoryl oxygen.36 With the help of proton magnetic resonance

studies,37 the existence of hydrogen bonding between TBP and chloroform has also

been ascertained.

All these studies revealed that the dipole-dipole interactions between the P=O

groups of the phosphate ester is responsible for the self-association of TBP, leading

to the formation of TBP dimers and higher oligomers.26,27,32–34 Alcock et al. 39 have

studied the TBP-water system to explain the hydrogen bonding between phosphoryl

oxygen and water proton, which leads to the formation of monohydrate compound

such as TBP. H2O which exists in organic phase. In a review,40 Osseo-Asare exam-

ined the TBP-diluent/H2O-acid-metal ion extraction systems. On the basis of his

observations, Osseo-Asare proposed the existence of highly ordered assembly (such

as a micelle or microemulsion) of TBP-acid-metal ion complex in organic diluents.

The self-assembled framework consists of a hydrophilic core and a hydrophobic shell.

The former is polar in nature and is composed of P=O groups of TBP and hence is

capable of incorporating heavy metal ions. On the other hand, the hydrophobic shell

is composed of the larger butyl tails of TBP and that is swollen by the diluent. In

later years, progress was made to understand the formation, mechanism and struc-

ture (size, shape and aggregation number) of high-order assemblies in the organic

phase by small-angle X-ray and neutron scattering (SAXS and SANS) techniques.

Erlinger et al.41 investigated the microscopic structures of reverse micelles of malon-

amides in organic phases by using the Baxter sticky hard sphere model.42–44 They

suggested that the van der Waals interactions between the malonamide reverse mi-

celles in organic phase is the origin of third phase formation. Since then, Chiarizia,

Jensen and co-workers45 have studied the small-angle scattering profiles for organic
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phases containing TBP and heavy metal ions using the same hard sphere model.

Very recently, Motokawa et al.46 have studied the TBP/octane systems in dry con-

ditions (without water) to reveal the microscopic structure of TBP assemblies in a

dry diluent through analysis of the SAXS and SANS profiles. They proposed the

fact that the attractive interactions among TBP assemblies in octane is very less

and the shape of the TBP assembly is ellipsoidal.

In recent years, molecular modeling studies have been used to understand the

fundamental molecular level behavior for some extraction systems. Molecular dy-

namics studies have been carried out by Wipff and co-workers to study systems such

as TBP in vacuum and in chloroform,17 the stoichiometry of TBP complexation in

aqueous solution,18 TBP complexation with uranyl nitrate and dissolution in super-

critical CO2,
19 the effect of TBP concentration and water acidity at the water-oil

interface,20 and liquid-liquid extraction of pertechnetic acid by TBP.21 Almeida and

co-workers have performed a series of molecular dynamics simulations to illustrate

the aqueous phase complex formation process, interfacial migration and the effect of

interface in promoting the formation of various complex species and the migration

of neutral species into the organic phase.22–25

To our knowledge, no simulations have been carried out on a system such as TBP

in a dry diluent. In this work, we present a classical molecular dynamics simulation

study of TBP in a dry diluent, (n-octane) to provide an important glimpse into the

initial state of the organic phase prior to the extraction of heavy metal ions.

2.2 Computational Details

Classical molecular dynamics simulations were performed on three different systems:

(1) pure TBP (2) pure n-octane and (3) TBP/n-octane mixtures. Densities of pure

systems calculated from these simulations agree well with experiments.51,52 We took

a number of TBP/n-octane mixtures as a function of volume fraction of TBP. Initial
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simulations were carried out on small system sizes (containing a maximum of 400

TBP molecules and 1500 octane molecules) to try and understand the solution and

to identify the length scale of emerging intermolecular correlations. Larger system

sizes were required as TBP molecules were seen to aggregate in n-octane. Volume

fractions studied with the number of molecules employed are shown in Table 2.1.

Table 2.1: Summary of different systems studied.

Volume fraction Small system Large system
of TBP (%) TBP n-octane TBP n-octane

100 256 — 2000 —
90 — — 1800 334
80 400 167 — —
75 300 167 1500 835
60 300 334 — —
50 200 334 1000 1670
40 200 501 — —
25 200 1002 500 2505
10 100 1503 200 3006
0 — 500 — —

An all atom model based on the OPLS (Optimized Potentials for Liquid Sim-

ulations) force field developed by Almeida et al.47 was used for TBP whereas for

n-octane, the TraPPE united atom model81 was used. Initial configurations of dif-

ferent mixture systems as well as of the pure systems were generated using the

Packmol software package.49 Equations of motion were integrated with the velocity

Verlet algorithm with a time step of 0.5 fs. A cutoff of 15 Å was chosen for calculat-

ing pairwise interactions in real space for those atoms whose distance falls below this

value. Above this value, long-range electrostatic interactions were computed using

particle-particle particle-mesh solver with a precision of 10−5. Non-bonded inter-

action potentials calculated for pair of atoms which were separated by three bonds

were applied with scaling factors 1/2 and 1/1.2 for van der Waals and electrostat-

ics, respectively. The parameters for cross interactions between different molecular

species (atomic groups) were derived using the standard Lorentz-Berthelot rules.81



44 Chapter 2.

Figure 2.1: Schematic of tri-n-butyl phosphate. Colors: Phosphorus-blue, Oxygen
(O2)-red, Oxygen (OS)-pink, Carbon-black, Hydrogen-cyan.

Three dimensional cubic periodic boundary conditions were applied.

Classical molecular dynamics simulations at constant number of molecules and

constant temperature at 298 K were performed. Temperature and pressure of the

systems were maintained at 298K and 1 atm using Nose-Hoover thermostat and

barostat respectively, with a damping factor of 1 ps. Initial configurations were

relaxed using standard energy minimization methods. Constant pressure and con-

stant temperature ensemble (NPT) simulations were carried out on these energy

minimized configurations until the volume equilibrated. We thus obtained the aver-

age box length of a particular system from which densities were calculated. The final

coordinates of NPT run were taken to constant-volume and constant-temperature

(NVT) ensemble simulation for further equilibration over 2 ns. Finally, an analysis

run was generated for 5 ns in which configurations were stored every 500 ps. Simu-

lations were carried out using the LAMMPS80 software package. All systems were

visualized using VMD.53
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Partial pair correlation functions were obtained between all distinct pairs of atom

types, up to a distance of half the box length and a bin width of 0.02 Å was used.

These partial pair correlation functions were then used to obtain the isotropic partial

structure factors.

The isotropically averaged partial structure factor between a pair of atom type

α and β is given by,

Sαβ(q) = δαβ + 4π
√
ραρβ

∫ ∞

0

r2[gαβ − 1]
sin(qr)

(qr)
dr (2.1)

where ρα = Nα

V
. Nα is the number of atoms of type α and V is the volume of

the system, δ is the Kronecker delta function and g(r) is the partial pair correlation

function. The upper limit in the integral was replaced with half the box length. The

total X-ray structure factor is defined as

S(q) =
∑

α

∑

β

cαcβ
fα(q)fβ(q)

〈f(q)〉2
Sαβ(q) (2.2)

where cα is the concentration of atom type α in the system. fα is the form factor

of the atom type α and 〈f(q)〉 = ∑α cαfα(q).

The minimum value of q in our calculation was set by the linear dimension

of the simulation box. The box length for all of our large systems were in the

neighborhood of 96 Å. Therefore the lowest value of q was around 0.065 Å−1. The

X-ray form factors for all the atom types were obtained from NIST X-Ray Form

Factors, Attenuation and Scattering Tables.54 The values of form factors for each

atom type are needed at integral multiples of the smallest q, which depends on the

length of the simulation box. The values of form factors obtained from NIST were

linearly interpolated to obtain form factors at the desired q values.

The total neutron structure factor was also obtained from the partial pair cor-

relation functions. The coherent neutron scattering cross section is defined as
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(

∂2σ

∂Ω∂ω

)

coh

=
1

N

k

k0

n
∑

α=1

n
∑

β=1

bcohα bcohβ

√

NαNβS
αβ(Q,ω) (2.3)

Here bcohα and bcohβ are the coherent scattering lengths relative to isotopes α and β.

The coherent neutron scattering function (or the scattering length density) relative

to the atom types α and β is given by,

Sαβ(Q,ω) =
1

2π
√

NαNβ

∫ +∞

−∞

Nα
∑

iα=1

Nβ
∑

jβ=1

〈exp{iQ.Riα(t)}×exp{−iQ.Rjβ(0)}〉exp(−iωt)dt

(2.4)

where Nα and Nβ are the number of atoms of type α and β respectively. Here the

q-independent neutron scattering length of all the different atom types replaces the

form factors in the case of X-ray structure factor. Neutron scattering length of all

the different atom types were obtained from NIST Neutron scattering lengths and

cross sections table.54 Two factors play an important role here. Hydrogen possesses

a large incoherent scattering cross section. Thus, the presence of hydrogen atoms

generates an incoherent background which acts as a noise to the original scattering

profile. In the present case, scattering from hydrogen atoms comes both from the

butyl tails of TBP molecules as well as from octane molecules. Hence, to ensure

sufficient contrast in neutron scattering between TBP and n-octane, the hydrogen

atoms in n-octane should be replaced by deuterium. Because of these two reasons,

we have considered deuterated octane molecules in our calculations for the scattering

profiles, while maintaining hydrogens in case of alkyl tails in TBP.
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Figure 2.2: Density variation with volume fractions of TBP in the TBP/n-octane
mixtures at 298 K.

2.3 Results and Discussion

2.3.1 Mass density

All simulations described were carried out at 298 K. The mass density of the systems

were obtained from the converged volume during the constant NPT run. The density

of pure TBP converged to 0.9750 gm/cc as against the experimental value51 of 0.9708

gm/cc, whereas for n-octane it was 0.7043 gm/cc as against the experimental value52

of 0.7032 gm/cc. Densities of the mixture systems were also calculated and plotted

as a function of the concentration of TBP in Figure 2.2. Values are provided in

Table 2.2.
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Table 2.2: Calculated density values of TBP/n-octane mixture systems at 298 K.

System (% TBP) Density (gm/cc)
100 0.982
90 0.952
80 0.927
75 0.914
60 0.872
50 0.845
40 0.818
25 0.778
10 0.735
0 0.708

2.3.2 Radial distribution function

The radial distribution functions between atoms belonging to different molecules

were calculated. These are useful tools to obtain a deep insight into the microscopic

structure of TBP/n-octane mixtures. Most of the radial distribution functions cal-

culated involves the atoms on the phosphoryl group and between phosphorus and

other atoms in the polar part of the TBP molecule. The polar core of TBP consists

of phosphorus, a doubly bonded oxygen (O2 type) and three singly bonded oxy-

gens (OS type) with the butyl tails. The butyl tail forms the non-polar part of the

molecule while the P=O vector defines the polar region. Thus the pair correlation

functions between phosphorus-phosphorus, phosphorus and the two different oxygen

types can aid us with an understanding of the organization of these molecules. An-

other pair correlation function between phosphorus and the last carbon (of type Cd)

of butyl tail was also calculated in order to see how the butyl tails are distributed

around the phosphorus atom. Let us look at the radial distribution functions be-

tween these pairs.

The P-P radial distribution function is shown in Figure 2.3. It shows a broad

peak starting around 6 Å running to about 11 Å. A close examination reveals the
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Figure 2.3: Intermolecular pair correlation function between the pairs of atoms P-P
on two TBP molecules. Features beyond 12Å are not shown for clarity.

2 4 6 8 10 12

r (Å)

0

0.25

0.5

0.75

1

1.25

g
P

-O
2 

(r
) 100%

90%
80%
75%
60%
50%
25%
10%

Figure 2.4: Intermolecular pair correlation function between the pairs of atoms P-O2
on two TBP molecules.
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Figure 2.5: Intermolecular pair correlation function between the pairs of atoms P-OS
on two TBP molecules.
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Figure 2.6: Intermolecular pair correlation function between the pairs of atoms P-Cd

on two TBP molecules.
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Table 2.3: Coordination numbers in the first neighbor shell. These distances cor-
respond to the minimum of the first peak in the corresponding pair correlation
function.

System (% TBP) Coordination number
100 2.19
90 1.72
75 1.68
50 1.10
25 0.55
10 0.21

existence of a shoulder at 4.5 Å whose intensity increases with TBP concentration.

It thus appears that near neighbour phosphorus atoms are distributed around a

phosphorus atom in two different orientations. Because of the presence of large butyl

tails, it is very difficult for two phosphorus atoms on two different TBP molecules to

approach each other from the hydrophobic side. Instead, they approach each other

from the P=O direction; it is likely that intermolecular dipole-dipole interactions

between two P=O group aids in this process. We shall discuss the orientational

preferences further in the next section. The integral of the P-P g(r) up to the first

coordination shell provides the coordination number which are listed in Table 2.3.

A maximum of two TBP molecules can be present within the first neighbor

shell; however, its propensity decreases rapidly with decreasing TBP concentration

in octane. Thus if TBP self-associates in dry octane, it can only form up to dimer,

not more than a dimer. Experimental findings also supports our simulated results.46

The P-O2 radial distribution function is shown in Figure 2.4. Three main features

can be observed within the first coordination shell. The closest distance between

phosphorus and oxygen (O2) is determined by the first shoulder in the phosphorus-

phosphorus rdf which was present at 4.5 Å. Given that the P=O bond length is 1.48

Å, we can expect a similar shoulder in the P-O2 g(r) at around 3 Å. Indeed, such

a feature is present at 3.1 Å in Figure 2.4. Following the same line of thought, we
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can see the subsequent shoulder in the P-O2 RDF at around 4.5 Å which is likely

to be related to the peak present in the P-P RDF at 6 Å. These observations hint

at the likely orientation of the P=O bond vectors which we take up in detail later.

Figure 2.5 shows how the oxygen atoms (OS) are distributed around the phos-

phorus atom in two different TBP molecules. There exist three OS type oxygen

atoms in a single TBP molecule which are attached to the large butyl tails. These

butyl tails are free to rotate and they can fold as well. As mentioned earlier, the

butyl tails inhibit the phosphorus atoms to approach directly along their direction.

However, as we saw earlier, the P=O vector can have two different orientations, per-

pendicular and anti-parallel. When the P=O vectors lie perpendicular to each other,

the distance between phosphorus and oxygen atom (OS) can exhibit two different

distributions. Due to this, phosphorus-oxygen (OS) pairs have their closest distance

at around 4 Å and another clear shoulder around 5.5 Å. But, in the perpendicular

orientations of P=O vectors, the double bonded oxygen atoms (O2) came close to

each other, while, the single bonded oxygens (OS) atoms containing the butyl tails

remains separated by a large distance. Hence, the distance between phosphorus

and oxygens (OS) atoms became largest in this orientation. So, when P=O vectors

remains anti-parallel to each other we obtain a broad peak at around 9 Å distance

in the P-OS radial distribution function.

The intermolecular P-Cd radial distribution function is shown in Figure 2.6.

Compared to other radial distribution functions it is having very sharp peak for each

coordination shell. The first peak appears at 4.7 Å and first neighbor shell ends up

at around 7 Å. After that, other coordination shells are also defined by clear and

sharp peaks. After integrating the radial distribution function at the distance where

the first neighbor shell ends, we obtain the coordination number of tail carbon atoms

around a phosphorus atom. The maximum value of this coordination number is for

the pure TBP system, where two tail carbons were found to be distributed around a



2.3 Results and Discussion 53

phosphorus atom. For other systems its value decreases with decrease in the volume

fraction of TBP. From these observations, it is evident that only two TBP molecules

are self-associating and not more than a dimer forms either in pure liquid TBP or

in TBP-octane solutions.

2.3.3 Small angle scattering

We have calculated the total X-ray and neutron scattering intensities for all the

systems studied here. The intensities were taken to be the square of total structure

factors for both the X-ray and neutron scattering and no other correction factors

were not included in our calculation. Due to this, we did not provide much impor-

tance to the intensities for different systems, instead our main focus was the peak

positions and the microscopic origin of the peaks.

At low wave vectors, the simulation data is limited by the system size. However,

structural details up to a distance of around 25 nm−1 are well reproduced by our

simulations. With a box length of around 96 Å the wave vector resolution is limited

in our simulations to around 0.6 nm−1. A finer resolution would necessitate a much

larger box length which is beyond the scope of the present work.

Figure 2.7 compares the total X-ray intensity calculated from our simulations

with experimentally obtained X-ray intensities at various compositions, while Fig-

ure 2.8 exhibits the same for neutron scattering. At TBP concentrations of 10 and

20%, no peak can be found at q = 6.5 nm−1, consistent with the experimental data.

However, a feature appears at this wave vector for concentrations beyond 50% vol-

ume fraction of TBP in the mixture systems whose intensity increases with TBP

fraction. At this point, we can observe another interesting feature in the position

of the main peak at 6.6 nm−1. With increasing TBP concentration, this peak shifts

slightly to larger wave vector values. What is the origin of this peak? Let us attempt

this question through an examination of the weighted partial structure factors for
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Figure 2.7: Comparison between the total X-ray intensity calculated from simulation
(above) and experiment (below) for TBP/n-octane systems.46

Copyright: Experimental scattering profile has been reproduced with permission
from J. Phys. Chem. B, 116, 1319 (2012) Copyright 2012 Americal Chemical
Society.
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Figure 2.8: Comparison between the total neutron intensity calculated from simu-
lation (above) and experiment (below) for TBP/octane-d18 systems.46

Copyright: Experimental scattering profile has been reproduced with permission
from J. Phys. Chem. B, 116, 1319 (2012) Copyright 2012 Americal Chemical
Society.
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both X-ray and neutron scattering.

Figure 2.9 shows the X-ray and neutron weighted partial structure factors for

TBP/octane systems at the small q range. We can clearly see that most of the

interactions which were responsible for the small q (6.5 nm−1) peak arise from in-

teractions between different pairs of atoms which constitute the polar core of TBP.

They appear to originate from the intermolecular dipole-dipole interactions involving

P=O groups of the phosphate esters of two different TBP molecules. Interactions

including other three oxygens also contribute to this peak. The low wave vector

peak demonstrates the inhomogenous distribution of TBP molecules in n-octane.

A weak assembly can also be said to be formed between TBP molecules primarily

through dipole-dipole interactions between P=O groups. This result is consistent

with the previous literature which suggest formation of TBP dimer in dry octane.

Two more peaks are present, at 14.5 nm−1 and at 29.5 nm−1 in case of both X-ray

and neutron scattering. Both these peaks are present at all TBP fractions. These

arise from intramolecular geometry of TBP and octane and hence are unimportant

in the current study.

2.3.4 Orientation of TBP molecules

As discussed earlier, a small shoulder at around 4.5 Å along with a broad peak

starting from 6.5 Å and running up to 11 Å was observed in the P-P g(r). This

observation suggests two different ways by which two TBP molecules approach each

other. Based on this idea, we have calculated the angle distribution between P=O

vectors of two neighboring TBP molecules which is shown in Figure 2.10.

The P=O vectors of two neighboring TBP molecules are seen to be distributed

in two different orientations. A large number of neighbors are oriented with their

P=O vector perpendicular to each other, while a significant but smaller quantum

are oriented with this angle being around 145◦. Figure 2.11 shows snapshots of TBP
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Figure 2.9: X-ray (a) and neutron (b) weighted partial structure factors calculated
from simulation for TBP/octane systems.
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Figure 2.10: Angle distribution between two P=O vectors of two different TBP
molecules separated by distance of 4.5 Å or less than that.

molecules taken from the simulations at these two orientations.

Figure 2.11: Two most probable orientations of P=O vectors in two different TBP
molecules.

We have also calculated the distance between two TBP molecules in TBP as-

semblies. The distance between two phosphorus atoms was calculated for all the
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Figure 2.12: Volumetric density map of 50% and 75% TBP/n-octane mixture sys-
tems. Colors: TBP-blue, n-octane-yellow.

configurations and then an ensemble average has been taken over all the configu-

rations. The average distance between two TBP molecules in TBP assemblies was

found to be 9 Å.

2.4 Conclusions

We have performed classical molecular dynamics simulations to understand the mi-

croscopic structure of TBP/n-octane mixtures. Wide and small angle X-ray and

neutron scattering functions were calculated and compared to available experimen-

tal data. The computed results match experiments closely and offer microscopic

insights into the organization of TBP molecules in octane. In particular, we observe

the formation of weak TBP assemblies, each containing two TBP molecules oriented

such that their P=O bond vectors are oriented nearly perpendicular to each other.

Two volumetric density maps containing 50% and 75% TBP in octane are shown in

Figure 2.12 to illustrate their distribution in the solution.

The small angle X-ray and neutron profiles exhibit a peak at 6.5 nm−1, whose

intensity grows with increasing TBP fraction. This peak originates from the polar
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core of TBP molecules, the dipole-dipole interactions between intermolecular P=O

groups of two different TBP molecules contributing the most. Further, correlations

between the other three oxygens attached to the butyl tails too contribute to this

feature.

These results indicate that the attractive interactions between TBP molecules

in dry octane is contrary to the results obtained for TBP reverse micelles including

water, nitric acid or heavy metal ions in their cores. In the absence of water, TBP

molecules do not form aggregates larger than a dimer. These structural features

of TBP/n-octane mixtures should be useful for future investigation of structure of

TBP reverse micelles incorporating heavy metal ions.
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Chapter 3

Ab initio derived charges to refine

force field for ionic liquids

3.1 Introduction

In recent years, room temperature ionic liquids (ILs) have sparked widespread in-

terest as fluids with wide ranging applications. Due to their unique properties such

as low melting points, negligible vapor pressure, non-flammability and good ionic

conductivity, the resulting possibility of manifold applications including catalysis,1

electrochemistry,2 separation technologies,3 molecular materials,4 or performance

chemicals5 has stimulated extensive study on this group of compounds during the

past decade.6 From a physical point of view, ILs are a subclass of molten salts,

which have a melting point below 100 ◦C, that often consist of bulky organic cations

and inorganic anions. A combination of an imidazolium-based cation containing a

methyl group at one of the nitrogen and a long alkyl side chain at the other nitro-

gen, is a common component of ILs. The properties of ILs can be changed in two

different ways. First, varying the alkyl tail length allows the possibility to tune the

solvent and the second way to influence the solvent properties is the choice of anion.

67
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Most often, these anions are heteroatomic, few examples are BF4
−, Tf2N, PF6

− or

SCN etc.

The most powerful tool to obtain an atomic-level understanding of complex sys-

tems is molecular simulation. Molecular simulation methods at various theoretical

levels have been widely used to examine ILs, these range from ab initio calcula-

tions,7–9 ab initio molecular dynamics (AIMD),10–20 to classical molecular dynamics

simulations. Ab initio and density functional theory (DFT) calculations of ILs

provides accurate intra- and intermolecular interaction information. But, these cal-

culations demand huge computational cost, because of this fact application of these

methods are usually limited to small size systems and to short time scales. Molecular

dynamics simulations on the other hand, have been performed on systems consists of

hundreds or thousands of ILs pairs over nanosecond or even microsecond time scales.

The classical molecular dynamics approaches employed various kinds of force fields,

such as OPLS,21 AMBER,22 GROMACS,23 CHARMM,24 Lopes,25–29 Wang,30 in-

cluding polarizable ones,31 and multiscale coarse-graining models32,33 also. These

simulation studies revealed that the dynamics of the ILs modelled using these force

fields are consistently too slow, relative to experiments.

Ionic liquids are characterized by the interplay of different physical and chemical

interactions which have been identified with Coulomb, van der Waals, π stacking

interactions as well as hydrogen bonding. Hydrogen bonds and van der Waals forces

are weaker and short-ranged while, Coulomb interactions are stronger and long-

ranged. In simple salts like sodium chloride, Coulomb interactions dominate over

the van der Waals interactions; on the contrary, in molecular solvents with neutral

building blocks, such as water, van der Waals forces as well as hydrogen bonding

dominates over the Coulomb interactions. But in the case of ILs, all the three

different kinds of interactions play crucial roles giving rise to their unique properties.

The electrostatic interaction in ILs determines their unique properties such as low
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vapor pressure and good ionic conductivity. We know there is a large probability of

charge transfer and polarizability in ionic species. Because of this, the effective

charges on cations and anions in the bulk phases are smaller than unity.34,39,40

Experimental findings also supports this phenomenon in ILs.41,42 Charge transfer

and polarizability are treated implicitly in ab initio or DFT calculations. But in case

of classical MD simulations, traditionally atomic charges were derived from quantum

chemical calculations of an ion or an ion pair studied in gas phase. Condensed phase

polarization will not be captured in such calculations, leading to erroneous estimates

of effective charge on the ions. Typically, the cation and anion possess unit charges

in such an approach, which enhances the stability of the crystalline or liquid phase

in condensed phase calculations. Such approaches also were found to diminished

values of diffusion coefficients of ions relative to experimental measurements.

The first remedy to handle the effect of electronic polarizability in ILs was the

introduction of polarizable force fields. Voth et al.38 came up with polarizable force

fields, which gives a much faster diffusive behavior by a factor of three compared

with the nonpolarizable model. This is because in the polarizable force field reduces

the cage effect responsible for trapping ions in a local cage. Recently Borodin58 has

developed polarizable force fields for more ionic liquids. But polarizable force fields

are very difficult to develop and they are much more computationally expensive

than the fixed charge models. A possible alternative treatment of charge trans-

fer and polarizability for standard nonpolarizable force fields consists of an overall

charge scaling of the atomistic partial charges, which gives rise to an ionic charge

deviation from ±1 e. The dynamics of the liquid gets speeded up because of the

lower electrostatic binding and this technique has been implemented for ionic liquids

force fields by several groups.34,59,61 Most of force fields were obtained by applying

a uniform scaling factor to the unit charges. A liquid phase AIMD simulation,40

fit to experimental density or other system properties62 has been the way for most
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of the cases to determine this scaling factor. Most often within each molecule, the

atomic charge distribution were left unchanged from those derived from gas phase

quantum chemical calculations.

Kossmann et al.63 have used second-order Møller-Plesset perturbation theory

(MP2) and density functional theory (DFT) techniques to study [DMIM][Cl] clusters

and they found a reduced charge of the chloride of about -0.823 e. An ab initio

molecular dynamics simulation of [DMIM][Cl] followed by a Mulliken population

analysis performed by Bühl et al.11 also gives a reduced charge between -0.7 and -0.8e

for the chloride. However, the shortcomings of methods such as Mulliken, Löwdin or

natural population analysis (NPA) are known to be highly basis set dependent and

unpredictable with marked fluctuations in the partial charges.64 There is a different

method also to calculate charges which is based on the fitting of the electrostatic

potential (ESP) in the vicinity of a molecule. In this procedure, the potential at

some points around the molecule are chosen and atomic charges are adjusted such

as to reproduce the ESP. There are three major algorithms used for calculating

RESP atomic charges: ChelpG,65 Connoly,66 and Geodesic.67 The main difference

stems from the way these algorithms select the points on the ESP surface for the

fitting procedure. As a simple point charge cannot replace a charge density when

approaching the respective atom, points that are too close to the molecule have to

be excluded in this method. Hence, this is a good method for isolated molecules

but an insufficient one for the bulk. A relatively recent approach for calculations

of charge distribution is that of Richard Bader’s; referred to as Atoms-in-Molecules

(AIM) theory68 which uses zero-flux surfaces to divide atoms. This procedure also

becomes more tedious for bulk systems than for ion pairs.

The bulk phase environment is affected by the charge transfer and polarization.

In this regard, Delle site and co-workers have suggested a new method to calculate

atomic charge distribution from liquid phase AIMD simulation directly.69–71 They
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have used the Blöchl72 method for snapshots derived from a CPMD trajectory to

derive atomic charges. In this way the liquid phase charge distribution gets au-

tomatically involved but it depends on the proper sampling of the configurational

space. In the Blöchl method, atomic charge is derived from the analysis of recip-

rocal space charge density and hence, there is no need of exclusion of real space

points. Therefore, this method is perfectly suited for use under periodic boundary

conditions.

In spite of these efforts, the development of atomic charges for ILs is still a subject

under intense development. In the present work, we present a simple, effective and

systematic method to derive atomic charges for ionic liquids. The atomic charges

of ionic liquids were derived from AIMD simulation on their crystal phase. These

charges were compared with the charges obtained from liquid phase classical MD

simulation. In both the cases we obtain a set of reduced atomic charges for ionic

liquids. In cases where the experimental crystal structure is unknown, we propose

that liquid state configurations can be obtained from a classical MD trajectory

generated with any reasonable force field. DFT calculations on snapshots of such

configurations too can yield the correct set of atomic charges.

3.2 Computational Details

The complete procedure developed by Blöchl,72 was for electrostatic decoupling of

periodic images within a plane-wave based density functional theory (DFT) code.

The basic idea of this procedure is to use the multipole moments of separated charge

densities to express the interaction between them. In the following, we provide a

brief description of the method as discussed in Refs.72 and Refs.69

We know that under periodic boundary conditions, the electrostatic interactions

can be treated efficiently in the reciprocal representation. Hence, the charge den-

sity n(r) is always available in both real and reciprocal space in a plane-wave-based
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calculation. In reciprocal space, the multipole moments of a charge density is ex-

pressed by the derivatives of the charge density around the lattice vector G = 0.

It is difficult to derive atomic partial charges because the basis functions cannot

easily be assigned to certain atoms. However, it was proposed that a model charge

density69 ñ which is composed of Gaussian functions gi(r), centered at each atomic

site can be constructed as,

ñ(r) =
∑

i

qigi(r) (3.1)

The interactions between the original density and surrounding charges have to

represented correctly, i.e., their multipole moments have to be reproduced by ñ.

This is done by fitting the reciprocal density around G = 0. The parameters of ñ

and qi values are obtained from extremum condition of

F (qi, λ) =
V

2

∑

G 6=0

w(G) | n(G)−
∑

i

qigi(G) |2 −λ[n(G = 0)V −
∑

i

qigi(G = 0)V ]

(3.2)

where w(G) is a weighting function which rapidly decays with increasing G, V is

the volume of simulation box, and λ is a Lagrangian multiplier. The desired atomic

partial charges are obtained by summing all qi values for the considered atom once

the model density is optimized. There is no need to exclude any real space points in

this method (which is necessary in other methods) and the actual fitting is carried

out in reciprocal space. For bulk systems, this method is appropriate as they are

usually simulated under periodic boundary conditions. Blöchl suggested using 3-4

Gaussians per atomic site to get very accurate charges. In the present work, we used

four Gaussians per atomic site and the cutoff value was set to 3.5Eh (7 Ry). The

smallest radius of the Gaussian used in our calculation was set to a value of 0.5a0 or

0.2645 Å. Radius of all other Gaussians were obtained by multiplying the previous
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decay length with progression factor of 1.5.

Atomic charges were derived from AIMD calculations. Density functional the-

ory (DFT) calculations were carried using CP2K software.73 All valence electrons

were treated with triple-zeta double-polarized basis and a density cutoff of 280 Ry

was used. Exchange and correlation effects were considered through the Perdew,

Burke and Ernzerhof (PBE) functional. Geodecker-Teter-Hutter (GTH) pseudopo-

tentials74 were used to consider the effect of core electrons and nuclei. Initial cell pa-

rameters and atomic positions were taken from Cambridge structural database.37–39

Depending on the magnitude of the cell parameters, two replicas in the correspond-

ing direction were used for building a supercell. A description of all the systems

studied here is provided in Table 3.1. Each of them was optimized by varying the

cell parameters and coordinates iteratively until an energy minimum was found.

Convergence criteria of 10−7 and 10−4 were employed for the gradient of the wave

functions and for the force on the nuclei respectively. On the final geometries, atomic

charges were calculated using the Blöchl72 approach implemented in CP2K. This set

of charges will be referred to as charge-a.

Table 3.1: Summary of the cell parameters and supercell dimension of all the systems
being studied.

System
Cell parameter

Supercell
a, Å b, Å c, Å α β γ

[MMIM][Cl] 8.652 7.858 10.539 90.0 106.34 90.0 (2x2x1)
[MMIM][PF6] 11.254 9.361 17.986 90.0 90.0 90.0 (1x2x1)
[BMIM][PF6] 8.755 8.904 9.013 95.810 114.955 103.061 (2x2x2)

[BMIM][CH3SO3] 7.934 8.480 10.278 103.404 99.567 111.620 (2x2x1)
[BMIM][CF3SO3] 10.222 12.534 22.541 90.0 93.281 90.0 (1x1x1)

[BMIM][Cl] 10.113 11.411 8.328 90.0 90.0 90.0 (1x1x2)
[EMIM][PF6] 8.627 9.035 13.469 90.0 101.92 90.0 (2x2x1)
[EMIM][HCO3] 7.448 7.602 8.164 90.627 101.339 109.740 (2x2x2)
[EMIM][BF4] 8.762 9.396 11.425 90.0 98.720 90.0 (2x2x1)
[EMIM][NO3] 4.540 14.810 13.445 90.0 95.74 90.0 (3x1x1)
[EMIM][NO2] 7.870 6.752 8.517 90.0 114.21 90.0 (2x2x2)
[EMIM][PCl6] 7.698 12.266 15.018 90.0 101.447 90.0 (2x1x1)

In order to check for charge transferability between the crystalline and liquid
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phases of the same compound, we also calculated the site charges for liquid configu-

rations generated from classical molecular dynamics runs. Two systems, [MMIM][Cl]

and [MMIM][PF6], containing 42 and 30 ion pairs respectively, were chosen for this

purpose. The force field developed by Lopes25 group was used in the classical MD

simulations and they were carried out using the LAMMPS80 software package. Ini-

tial positions of all atoms were generated by placing the molecules randomly in a

box of length 20 Å. Equations of motion were integrated with the velocity Verlet

algorithm with a time step of 1 fs. To use this large time step, all C-H covalent

bonds were constrained using the SHAKE algorithm as implemented in LAMMPS

software.80 A cutoff of 10 Å was chosen for calculating pairwise interactions in real

space for those atoms whose distance falls below this value. Long range electrostatic

interactions were computed using the particle-particle particle-mesh solver with a

precision of 10−5. As prescribed by the Lopes force field, a multiplication factor

of 0.5 was used to scale down the non-bonded interactions calculated for pair of

atoms which were separated by three bonds. The parameters for cross interactions

between different molecular species (atomic groups) were derived using the standard

Lorentz-Berthelot rules.81 Cubic periodic boundary conditions were applied.

Initial configurations were relaxed using standard energy minimization methods.

Constant-pressure and constant-temperature ensemble (NPT) simulations were car-

ried out until the convergence of volume. Temperature and pressure of the system

were maintained at 300K and 1 atm using Nóse-Hoover thermostat and barostat

respectively, with a damping factor of 1 ps. The final coordinates of the NPT run

were taken to the constant-volume and constant-temperature (NVT) ensemble for

a further equilibration for 5 ns under constant NVT conditions. Finally, an analysis

run was generated for 10 ns. Configurations at every 1 ns were chosen for charge

calculation using ab initio methods. All systems are visualized using Mercury40 and

VMD.43



3.3 Results and Discussion 75

C1

N2

C2 C3

N1

C5

H3H2

C4

H4

H5

H6

H9

H8

H7
H1

Figure 3.1: Atom labeling in imidazolium ring.

In the ab initio calculations, the wave functions and the force were optimized

every step with convergence criteria of 10−7 and 10−4 respectively. Atomic charges

were calculated using the Blöchl approach implemented in CP2K before and after

geometry optimization for all the configurations. The charges thus obtained were

averaged over all ions and the configurations. These set of atomic charges are here-

after referred to as charge-b and charge-c respectively. The nomenclature used to

describe sites on the imidazolium ring is shown in figure 3.1.

3.3 Results and Discussion

3.3.1 Comparison of crystal and liquid charges

For both the systems, the total charge on an ion obtained before and after the

optimization of geometry were different. For [MMIM][Cl], the mean values of the

charge distribution were ±0.70 and ±0.61 whereas the corresponding values for

[MMIM][PF6] were ±1.01 and ±0.91 respectively. The charges obtained from the

liquid simulation after geometry optimization within DFT are closer to the values
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for the crystal; however, charges obtained before the geometry optimization (i.e.,

charges calculated for configurations derived from the force field) exhibit significant

differences from those of the crystalline state. These are compared in Table 3.2 for

the two systems.

Table 3.2: Comparison of crystal and liquid charges in [MMIM][Cl] and
[MMIM][PF6].

Atom
charge-a charge-b charge-c

[MMIM][Cl] [MMIM][PF6] [MMIM][Cl] [MMIM][PF6] [MMIM][Cl] [MMIM][PF6]

N1 0.181 0.209 0.122 0.269 0.210 0.256
C1 -0.154 -0.123 0.142 -0.151 -0.144 -0.162
N2 0.140 0.164 0.124 0.254 0.202 0.247
C2 -0.147 -0.193 0.027 -0.189 -0.163 -0.194
C3 -0.073 -0.114 0.024 -0.177 -0.177 -0.182
H1 0.198 0.244 0.040 0.249 0.186 0.251
H2 0.158 0.199 0.041 0.236 0.183 0.237
H3 0.079 0.223 0.047 0.235 0.198 0.234
C4 -0.158 -0.458 -0.111 -0.473 -0.334 -0.454
H4 0.075 0.182 0.059 0.208 0.129 0.187
H5 0.022 0.208 0.059 0.206 0.129 0.191
H6 0.113 0.231 0.059 0.208 0.130 0.190
C5 -0.194 -0.334 -0.110 -0.482 -0.328 -0.458
H7 0.113 0.142 0.059 0.204 0.130 0.188
H8 0.101 0.131 0.059 0.208 0.127 0.189
H9 0.064 0.148 0.058 0.210 0.129 0.193

Cl/PF6 -0.520 -0.856 -0.701 -1.016 -0.607 -0.916

Now, if we compare these three charge distributions, we can see that the ion

charges obtained from liquid phase classical simulation after geometry optimization

within DFT (charge-c) were comparable to those obtained from the crystal simula-

tion (charge-a). In fact, in many a case, charge-a and charge-b have opposite signs,

while the sign of charge-c is identical to that in charge-a. This behavior is reflected

in the total ion charges as well. The anion charge of charge-b is farther from that

of charge-a, while that of charge-c is comparable to that in charge-a. It reflects the

fact that configurations accessed by the force field are not quite representative of

the liquid state, and the near neighbor arrangements are improved with the DFT

approach. In figure 3.2 we have plotted the distribution of the total charge on all the
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ions obtained from the liquid phase classical simulation (after geometry optimiza-

tion within DFT). The data is averaged over all the ions and configurations. The

interesting part of this plot is the mean value of this charge distribution. For both

the systems, we found that the ion charges obtained from the crystal simulation is

very close to the mean value of the charge distribution in the liquid state. This

observation opens a window of opportunity. If the crystal structure of a particular

salt (IL) is undetermined, we can still obtain the site charges for the ions present

therein. We can carry out simulations of its liquid state using a reasonable force

field, select configurations from its trajectory, quench them to their local minima

within periodic DFT (geometry optimization) and derive the Blochl charges.

Based on the argument presented above, we chose eight different ILs for which

the crystal structures are not known. We followed the same procedure as described

for [MMIM][Cl] and [MMIM][PF6] in these calculations. Since the geometry opti-

mization of the bulk liquids within DFT cannot be carried out for large system sizes,

liquids containing 30 to 40 ion pairs were considered in these simulations. Again, the

Lopes-Padua force field25 was employed. Furthermore, since the interaction cutoff

has to be less than half box length, we have used a pairwise cutoff distance of 10Å in

these classical MD simulations. The densities of the systems compared well against

experimental data. The wave functions and the force were optimized every step with

convergence criteria of 10−6 and 10−3 respectively, in all the ten configurations gen-

erated from liquid simulation for all the systems. Later, the chargeswere calculated

using the Blöchl approach as discussed earlier. Details of these calculations and the

charges obtained are summarized in Table 3.3.
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Figure 3.2: Distribution of total ion charges obtained from liquid phase classical
simulation for (a) [MMIM][Cl] and (b) [MMIM][PF6].
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Table 3.3: Charges calculated for snapshots obtained from liquid phase classical
simulations.

System No. of ion pairs in the liquid Charge-b [e] Charge-c [e]
[MMIM][BF4] 36 ±0.918 ±0.799
[MMIM][NO3] 45 ±0.821 ±0.645
[MMIM][NTf2] 25 ±0.815 ±0.730
[EMIM][Cl] 40 ±0.686 ±0.587

[EMIM][NTf2] 21 ±0.771 ±0.667
[BMIM][BF4] 28 ±0.879 ±0.774
[BMIM][NO3] 30 ±0.780 ±0.631
[BMIM][NTf2] 18 ±0.802 ±0.696

3.3.2 Radial distribution functions

We have calculated the radial distribution functions for two different systems, [MMIM][Cl]

and [MMIM][PF6] using two set of configurations. Those configurations were same

as used for calculating charges, generated from liquid phase simulation; before and

after geometry optimization. Radial distribution functions (RDFs) for these two

systems are given in Figure 3.3 and Figure 3.4.

For all the cases the cation is represented by the center of imidazolium ring,

HA represents the acidic proton (H2) and the non-acidic protons (H3 and H4) are

represented by H. In both the systems, we observed a slight increase in the intensity

in cation-anion RDF obtained from the configurations after geometry optimization.

The anion-anion RDF obtained from configurations after quenching also exhibit

difference with that from configurations before quenching. The anions approach

each other closer in the after geometry relaxation. These effects were also observed

by Bhargava et al.,60 they performed CPMD run for [BMIM][PF6] and compared

with the results obtained from classical simulation for same system and found this

differences.

Crucial differences were noticed in the RDFs between acidic proton (H2) and
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Figure 3.3: Radial distribution function derived for [MMIM][Cl] using configurations
before and after geometry optimizations.

chlorine ([MMIM][Cl]) or fluorine ([MMIM][PF6]) in the two systems. After relax-

ation, there was a clear shift towards smaller distances was observed in the position

of first peak. Thus it is evident that the acidic proton forms a hydrogen bond with

the chlorine or fluorine atom of anion. This hydrogen bond can be characterized as

“weak” hydrogen bond on the basis of distance between the two atoms. This was

also observed in previous literature reports.59,60

3.3.3 Crystal densities

The cell parameters of all the systems were optimized to the energy minimum. The

cell parameters obtained from DFT compare extremely well against experiment.

Given that ionic liquids exhibit varied interactions including electrostatic, van der
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Figure 3.4: Radial distribution function derived for [MMIM][PF6] using configura-
tions before and after geometry optimizations.

Waals, hydrogen bonding, π stacking etc., the good match demonstrates the ro-

bustness of the calculations and the protocols to describe the interactions in ionic

liquids precisely. Results from computation are compared with experimental data

in Table 3.4. Except for a few systems, the predicted density from DFT match the

experimental values.

3.3.4 Atomic charges

Charge transfer between ions : We know that the basicity and polarizability

of anions are related, i.e., as the basicity of anions increases, their polarizability too

increases.89 Now, if an anion becomes more polarizable, then the electron density

around it gets distorted easily by the electron withdrawing character of cations

surrounding that anion. Thus, we can expect a greater charge transfer between a
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Table 3.4: Comparison of the cell parameters and crystal densities.

System
Cell parameter Density (g/cc)

∆a(%) ∆b(%) ∆c(%) ∆α(%) ∆β(%) ∆γ(% ) ρExp ρSim ∆ρ(%)

[MMIM][Cl] 0.02 0.42 0.13 0.0 0.04 0.0 1.28143 1.288 0.55
[MMIM][PF6] 0.0 0.22 0.31 0.0 0.0 0.0 1.69844 1.706 0.47
[BMIM][PF6] 0.69 0.51 0.28 0.04 0.11 0.07 1.56045 1.58 1.2

[BMIM][CH3SO3] 0.87 0.64 1.54 0.02 0.04 0.12 1.29646 1.33 2.4
[BMIM][CF3SO3] 0.7 0.11 0.36 0.0 0.03 0.0 1.32847 1.34 0.90

[BMIM][Cl] 1.71 2.46 0.88 0.0 0.0 0.0 1.20748 1.27 5.2
[EMIM][PF6] 1.14 2.38 1.72 0.0 0.81 0.0 1.65649 1.58 4.7
[EMIM][HCO3] 0.25 1.21 0.16 0.2 0.08 0.19 1.34550 1.365 1.45
[EMIM][BF4] 0.65 0.76 0.13 0.0 0.04 0.0 1.41447 1.435 1.4
[EMIM][NO3] 0.59 0.202 0.07 0.0 0.396 0.0 1.27951 1.289 0.782
[EMIM][NO2] 0.953 3.58 0.67 0.0 0.13 0.0 1.26551 1.33 5.14
[EMIM][PCl6] 0.42 1.11 0.323 0.0 0.51 0.0 1.69652 1.735 2.29

cation and an anion. The charge transfer leads to a reduction in the total charge of

the ions.

Our calculations reveal a clear trend in the atomic charges for three different

ionic liquids possessing a common anion, ([PF6]). The systems investigated were

[MMIM][PF6], [EMIM][PF6] and [BMIM][PF6]. The charges of the five ring atoms

and the three hydrogens directly attached to the imidazolium ring exhibit the trend

which can be seen in Table 3.5.

Table 3.5: Comparison of atomic charges.

Atom
Charges in different systems

[MMIM][PF6] [EMIM][PF6] [BMIM][PF6]
N1 0.201 0.360 0.450
C1 0.164 0.065 0.110
N2 -0.114 -0.183 -0.207
C2 -0.124 -0.241 -0.311
C3 -0.193 -0.069 -0.141
H1 0.244 0.241 0.228
H2 0.199 0.191 0.298
H3 0.223 0.183 0.158

The nitrogen connected to the longer alkyl group is referred to as N2. As the

chain length increases, we expect a larger electron cloud near this nitrogen atom,
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because of the strong positive inductive effect of the alkyl tail. As a result, the total

positive charge on imidazolium ring would decrease, as can be seen by summing

the charge on the five atoms constituting the imidazolium ring. Further, we can

observe that the charge on all the three carbon atoms of the imidazolium ring are

negative. So, the charge imbalance within the ring increases with increasing alkyl

group length. To compensate this decrease in charge of the ring and to maintain the

total positive charge on the ring, we may expect an increase in positive charge on

the other nitrogen (N1) of the ring, on which a single methyl group is attached for

all the three systems. Our calculations show the same trend in the nitrogen atom

(N1) charge as surmised; the positive charge on the nitrogen (N1) atom increases as

the alkyl tail length increases and the difference between charges on two nitrogens

increases in the same manner.

Based on the previous reasoning, we may also expect an effect on the charge

of the carbon and hydrogen atoms, which are close to the larger alkyl tail. These

atoms are C1, C2, H1 (acidic proton) and H2. Our results show that the negative

charge increases for the two carbon atoms whereas the positive charge on the acidic

proton decreases as the alkyl tail length increases. These can also be explained by

the same positive inductive effect of the alkyl tail. However, this trend was not

found in case of the other hydrogen (H2). This may be due to some other reason

which is still unknown to us.

3.3.5 Ion charges

Kamlet-Taft parameter: In the previous section, we discussed some trends in the

atomic site charges for few ionic liquids having a common anion. Now, we would like

to better understand the total charge on the ions. For this purpose, we studied the

crystals of different ionic liquids keeping the same cation and varying the anion. The

total charge on the ions of these systems were compared against the spectroscopically
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(experimental) determined Kamlet-Taft parameter of the ionic liquids. Kamlet-

Taft87–89 is one of the most comprehensive and widely used solvent scales for the

understanding and prediction of solvent behavior. There are three parameters in the

Kamlet-Taft scale. Those are the hydrogen bond donating ability α, the hydrogen

bond acceptor ability β, the dipolarity-polarizability π∗ and a correction term, δ, to

the dipolarity-polarizability to account for variations in solvent polarizability within

a given solvent class.

The Kamlet-Taft parameter π∗ is calculated by measuring the wavelength of

maximum absorbance, υmax in kK (kilokeyser, 10−3 cm−1), of the dye N,N-diethyl-

4-nitroaniline:

π∗ =
υmax − υ0

s
(3.3)

here υ0 is the regression value for a reference solvent system and s is the sus-

ceptibility of the intensity of spectral absorption due to changing solvent dipolar-

ity/polarizability.

Kamlet-Taft parameter α is obtained by:

α =
(ET (30)− 14.6(π∗ − 0.23)− 30.31)

16.5
(3.4)

α is a measure of a solvent’s hydrogen bond donating acidity.

The Kamlet-Taft parameter β is determined by measuring the relative difference

of solvatochromism between 4-nitroaniline (1) and N,N-diethyl-4-nitroaniline (2):

β =
(1.035υ(2)max − υ(1)max) + 2.64

2.8
(3.5)

where υ(1)max and υ(2)max are the wavelengths of the maximum absorbance of dis-

solved 4-nitroaniline and N,N-diethyl-4-nitroaniline, respectively. The β parameter

gives a measure of a solvent’s hydrogen bond accepting basicity.
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Figure 3.5: Variation in total ion charge against β value for ionic liquids having
[EMIM]+ and [BMIM]+ as common cation with different anions.

Among all these parameters, the one that determines the hydrogen bond acceptor

ability, which is β, is extremely important for the prediction of anion behavior. We

have examined many crystals in which the cations were either [EMIM]+ or [BMIM]+,

with different kinds of anions. The ion charges in the crystalline state were calculated

as before and are plotted against the experimentally determined β value for the liquid

state of the corresponding salt.

From Figure 3.5, it is clear that there is a correlation between the ion charge

and the β parameter for the two classes of ionic liquids having different cations. In

both the cases, the ion charge decreases as the value of the β parameter increases

and hence, a linear relationship is found between the computed ion charge in the

crystalline state and the experimentally determined β of the corresponding liquid.

There is an another series in ions known as the Hofmeister series,90,91 which is

a classification of ions based on their ability to decrease or increase the solubility of

non-polar molecules. In particular, in aqueous salt solutions, solubility is intricately
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Figure 3.6: Variation in total ion charge along the Hofmeister series anions for
[EMIM]+ and [BMIM]+ based ionic liquids.

tied to the hydrophobicity of the solute. Among the anions studied herein, the

following ranking of solubility in water is known from literature:

CH3SO
−
3 > Cl− > CF3SO

−
3 > NO−

3 > BF−
4 >> PF−

6 .

Given a cation (either [EMIM]+ or [BMIM]+), we can also examine the total

ion charge obtained in the crystalline state against the position of the anion in the

Hofmeister series. The same is shown in Figure 3.6.

From the Figure 3.6 it is clear that the total ion charge is increasing along

the Hofmeister series. Hence, the fact what we can understand from these two

comparison is that, an ionic liquid for which we don’t have the ion charge, we can

easily have guess value or we can estimate it comparing with these two series.
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3.3.6 Density

The crystal phase of few ionic liquids was simulated using the new set of atomic

charges at the temperature at which the crystal structure was measured. We took

the force field developed by Lopes,25 with change in the atomic charges only, all other

parameters were kept original as in that force field. In all the cases, crystal structures

were found to be stable. The equilibrium lattice parameters are summarized in

Table 3.6. For all the ILs, the new set of charges predicted lower density than

the experimental results. Thus, although the charges obtained are realistic of the

condensed state, the non-bonded interaction parameters of the Lopes-Padua force

field need to be refined to take into account the new set of charges.

Table 3.6: Calculated lattice parameters and density for ILs (Length in Å and Angle
in degree), using new set of charges and the rest of the force field the same as in
Ref.25

System
Cell parameter Density

a b c α β γ ρExp ρSim
[EMIM][NO3] 4.633 15.116 13.723 89.999 95.739 89.99 1.27951 1.202
[EMIM][PF6] 8.805 9.3940 13.776 89.999 103.04 89.99 1.65649 1.532
[BMIM][Cl] 10.563 11.748 8.5790 89.999 89.999 89.99 1.20748 1.089
[BMIM][PF6] 8.948 9.101 9.212 95.809 114.95 103.0 1.56045 1.461

[BMIM][CH3SO3] 8.048 8.602 10.426 103.40 99.567 111.6 1.29646 1.241

In a similar approach, i.e., using the new set of charges with the original non-

bonded and intramolecular parameters, we have also simulated few ILs in their

liquid phase. The densities were calculated during a constant-NPT run post the

convergence of the volume. As observed in the case of crystalline phase, the den-

sities of the liquid phase too modelled likewise were lower than the experimental

values. The same are provided in Table 3.7. It should be noted that the Lopes25

force field predicts the liquid densities rather accurately (which we have confirmed

as well); however, subtle interactions, including the cation-anion hydrogen bonding

have been demonstrated to be lacking in that force field. The current approach of

partial charges obtained from ab initio calculations of the crystalline phase holds
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considerable promise in reproducing such intricate interactions. However, the de-

viation in the density points to the need for refining the non-bonded interactions

which have been illustrated earlier by Bhargava and Balasubramanian59 as well.

Table 3.7: Comparison of liquid phase densities obtained from reduced set of charges
(and original non-bonded parameters) against that from experiments and the origi-
nal Lopes force field.

System
Density (gm/cc)

Exp. Lopes Reduced charge
[EMIM][BF4] 1.28053 1.099 1.010
[EMIM][PF6] 1.55854 1.380 1.308
[BMIM][Cl] 1.07555 1.045 0.919
[BMIM][PF6] 1.36056 1.340 1.305

[BMIM][CF3SO3] 1.29457 1.358 1.267

3.3.7 Liquid phase structure

The liquid phase structure of [BMIM][PF6] was studied in terms of radial distri-

bution functions (RDFs) using both the original Lopes force field as well as with a

combination of the new set of charges and Lopes non-bonded and intramolecular pa-

rameters. The cation-anion g(r) exhibits a sharp peak at about 5.0 Å and a shoulder

at 6.8 Å which indicates a well organized liquid structure. The ordering exists up

to 20 Å because of the presence of long-range electrostatic interaction. The height

of the first peak decreased slightly and the shoulder structure at 6.8 Å became less

clear in case of reduced charges compared to the original Lopes parameters. Further,

the peak position was slightly shifted towards higher distances, upon the reduced

charge. Earler literature results too suggested decreased structuring in the liquid

when simulated with reduced atomic charges.83 Hence, our result is consistent with

the reported ones. The cation-cation and anion-anion RDFs show differences go-

ing from original Lopes parameters to Lopes parameters with reduced charge. This

happens because of the presence of different packing structures between cations and

anions when they are simulated with different charges. We also saw the difference
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in the relative heights of the split peaks of the first neighbor shell in the anion-anion

RDFs, when charges were reduced. In case of RDFs between acidic proton and any

fluorine of anion, the results are almost similar to the cation-anion RDFs. Here

too, peak heights were found to be less and slightly right shifted when we move

from full charges to reduced charges. These radial distribution functions are given

in Figure 3.7.
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Figure 3.7: Radial distribution function derived from NVT ensemble simulation for
[BMIM][PF6] using Lopes original parameters with reduced charges.

3.3.8 Heat of vaporization

One of the most important properties that is used to characterize ILs is vaporization

enthalpy. It is almost an order magnitude higher than for molecular liquids because

of strong electrostatic interaction between the ions.84 It is very much important to

properly reproduce the heats of vaporization, ∆Hvap, in addition to densities for
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ionic liquids as they both serve as key properties, representative of molecular size

and intermolecular interactions.85 Heat of vaporization is calculated as:

∆Hvap = ∆Hgas −∆Hliquid = Etotal(gas)− Etotal(liquid) +RT (3.6)

The average intra- and intermolecular energy for the ion pair in the gas phase

from each ionic liquid combination gives the value of Etotal(gas) term. Etotal(liquid)

is computed from the total potential energy of the liquid consisting of both the

average intramolecular energy, Eintra(liquid), and the average intermolecular energy,

Einter(liquid). In enthalpy, the PV -work term is replaced by the RT term.

Table 3.8: Heat of vaporization values computed using reduced set of charges and
compared with literature reported values. aPredicted values taken from Ref.92
bPredicted values taken from Ref.93 cPredicted values taken from Ref.94

System
∆Hvap (kcal/mol)

Lit. Reduced charge
[EMIM][BF4] 24.00a 24.17
[EMIM][PF6] 38.24b 33.67
[BMIM][Cl] 32.00a 19.55
[BMIM][PF6] 45.80c 45.48

[BMIM][CF3SO3] – 33.48

Comparison between the computed and experimental heats of vaporization ∆Hvap,

values is very difficult because of the large deviations in reported experimental values

obtained from different techniques. We have calculated the enthalpy of vaporization

values for few ionic liquids using the reduced set of charges and Lopes parameters.

They were compared with literature reported values and are given in Table 3.8.

These calculated values match well with experiments except for [BMIM][Cl], for

which computed value was little less than experimental value. In any case, we

believe that the non-bonded parameters have to be refined.
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Figure 3.8: The computed center of mass mean square displacement in liquid
[BMIM][PF6] at 300 K.

3.3.9 Mean squared displacement

Translational properties of [BMIM][PF6] was quantified through the mean square

displacement of ion center of mass:

MSD(t) = 〈(ri(t)− ri(0))
2〉 (3.7)

where ri(t) is the center of mass of ion at time t. The calculated MSDs are

given in Figure 3.8 at 300 K. The reduced charge model yields much larger diffu-

sion of ions. One of the serious drawbacks of the Lopes force field documented by

many researchers is the nearly an order of magnitude difference between the diffu-

sion coefficients obtained from it compared to experiment (the model underpredicts

diffusion). Thus, the reduced charge model proposed in a systematic manner in

the current chapter is a welcome improvement over the unit charge model which

overbinds the ions.
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The self-diffusion coefficients are calculated from from the MSD using the Ein-

stein relation:

Ds =
1

6
lim
t→∞

d

dt
〈(ri(t)− ri(0))

2〉 (3.8)

The self-diffusion coefficients were estimated from the slope of the MSD versus

time in the diffusive region. In [BMIM][PF6], the ion diffusion was significantly

underestimated compared to experimental values by the full charges used in Lopes

original force field. But, when we used the reduced set of charges, we found that the

experimental self-diffusivities for both the cation and anion were reproduced very

well. Hence, it is evident that the dynamic properties of ionic liquids are sensitive

to the atomic charge distribution as well as to the total ion charges also.

3.4 Conclusions

In this work, we have come up with a way of deriving atomic charges of ionic liquids

in a systematic manner by using density functional theory and plane wave basis set

calculations on their crystalline phase. Previous efforts were also made where atomic

charges of ionic liquids were calculated from AIMD run on the liquid phase59,69–71

and also from AIMD calculations on crystal phase.86 It is very much important to

include the charge transfer and polarization effect for ionic liquids in their condensed

phase, in the calculation of the atomic charges in ILs. In our calculations, with

periodic boundary conditions, these were included in a direct manner. We have

applied this method to a number of ILs, interestingly for all the ILs we obtained the

total charge on the ions to be less than unity. The requirement of a crystal structure

as input is the main difficulty or drawback of this procedure. Site charges in systems

for which the crystal structure is unknown can also be obtained by performing

classical MD simulations of their liquid phase using a reasonable force field, followed
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by geometry optimization (with 3-d periodic boundary conditions) within DFT.

This procedure can be performed on several snapshots chosen from the classical

MD trajectory. Interestingly, the charges obtained from this procedure match that

obtained from the crystal, demonstrating that (a) the geometry optimized liquid

structure is quite representative of the real system and (b) polarization and charge

transfer effects are also captured using this simple but effective procedure. It is also

further demonstrated that one does not need to carry out expensive ab initio MD

simulations of the liquid state to obtain the site charges. Hitherto, this was the

only approach used by researchers. The current study thus opens a new route to an

inexpensive, robust and reliable way to obtain site charges in the condensed state.

Molecular dynamics simulations were carried out for a few ionic liquids using the

new reduced set of charges combined with the rest of the force field developed by

Lopes et al.25 A few system properties were calculated to see the performance of this

new set of reduced charges and these compared with results obtained from original

Lopes parameters as well as experimental data. Static properties such as density,

liquid phase structure in terms of radial distribution functions were calculated from

the two different simulations. Calculated liquid densities using the new reduced set of

charges underestimate the experimental densities by about 8%, whereas the densities

obtained from original Lopes parameters were in better agreement with experimental

results. In case of liquid phase structure, all the radial distribution functions was

found to be shifted a little towards right side going from full charge to reduced

charge. This is because, when the atomic charges get reduced, the electrostatic

interactions between the ions also decreases; resulting in the appearance of peaks

in radial distribution functions at larger distance. Also the height of those peaks

get reduced using the reduced charges. The differences in density and in the pair

correlation functions should not come as a surprise or as a dampener. They point

to the increasing necessity of the refinement of the torsional and the non-bonded
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interaction parameters in the force field, an opinion shared by many researchers.86

However, reduced set of charges gave a good agreement for the heat of enthalpy

(∆Hvap) values with the experimental results. The full charge significantly underes-

timated the self-diffusivities of the ions; however, this property was well reproduced

by simulations using the reduced charges.

Compared to static properties, dynamic properties are more sensitive to the

magnitude and atomic charge distributions in ILs. The performance of this reduced

set of charges can be improved by adjusting other parameters in the force field,

for example, by tuning the vdW parameters. The short range interactions of the

original force field contain also effective Coulomb interactions, an adaption to our

proposed new set of partial charges is also necessary. Due to the connection with the

1-4 interactions, the dihedral interaction parameterization also get directly affected.

Thus, it also needs to be refitted with respect to our new charge distribution and

the LJ potentials. These will be attempted in the near future.
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Chapter 4

Vibrational signatures of

cation-anion hydrogen bonding in

ionic liquids: A preliminary study

4.1 Introduction

Among the multitude of interactions prevalent in molten salts (ionic liquids), the

predominant one is the electrostatic. The Coulombic interactions lead to strong

binding energies, of the order of 500 kJ mol−1 or more. Thus, at room temperature

most of the inorganic molten salts are found to be at solid state. As discussed in the

previous chapter, ionic liquids (ILs) are a class of molten salts which have melting

point below 100 ◦C. At room temperature, many ionic liquids are found to be liquid,

and some of them even freeze only at -90 ◦C. One of the most interesting proper-

ties of ionic liquids is their negligible vapor pressure up to very high temperatures.

These ionic liquids show promising applications in various fields, such as in electro-

chemistry, analytics, nanomaterials processing, and engineering fluids.1–3 Research

on ionic liquids has been spurred by both academic interest as well as aimed at such
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applications.

An important subset of ionic liquids are the protic ionic liquids (PILs), which

can be synthesized by combining an equimolar amount of a Brønsted acid and a

Brønsted base.4–9 An important property of protic ionic liquids is the presence of

proton-donor and proton-acceptor sites, through which the protons are transferred

from the acid to the base. These proton-donor and proton-acceptor sites are used to

build up the hydrogen-bonded network in protic ionic liquids. This key characteristic

distinguishes protic ionic liquids from their aprotic counterparts. Besides this, protic

ionic liquids possess a number of unique properties such as complete proton transfer,4

protein stabilization,6 eutectic mixtures of PILs are liquid below 100 ◦C etc. Thus,

protic ILs serve as perfect models to study the presence and strength of hydrogen

bonding, number of hydrogen-bond donors, the interaction strength and the network

formation in the liquid state.

Hydrogen bonding is an extensively studied topic in chemistry and biology be-

cause of its influence on chemical and biological systems. Hydrogen bonding is

mainly attributed to electrostatic interaction, whereas electron correlation effect

contributes to the dispersion character also. The structure of hydrogen bonded

complex is dictated by the chemical structure of individual moieties. Generally, hy-

drogen bonding is known to be a directional interaction, of type X-H· · ·Y, where X

is the donor and Y is hydrogen bond acceptor and R(X· · ·Y) is less than the sum

of van der Waals radii of X and Y. Therefore, in a hydrogen bonded complex, it

appears to be an orbital overlap between the orbitals on both electronegative atoms

X and Y. The strength of this interaction is determined by three main contributions:

Coulomb, induction forces due to the dipole-dipole interaction and the dispersion

forces due to electron correlation effects. Systems where the bonds involved are hav-

ing non-negligible dipole moment, Coulomb and induction interactions dominates

over the dispersion interactions. In ionic systems, the leading interaction becomes
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that of the ion-dipole (induced dipole) type. Dispersion forces decay very fast with

distance (∼ R−6), hence it can have role only at short distances between species.

However, Coulomb and induction forces change much more slowly, they are stronger

and long-range forces. For example, with distance ion-dipole interactions decay as

R−2; dipole-dipole interactions as R−3; and ion-induced dipole interactions as R−4.

Many experimental techniques have been used to study the intermolecular inter-

actions between molecules and ions. These interactions cover the frequency range

between 1 and 300 cm−1. The ionic motions in ionic liquids have been charac-

terised by experimental methods which include terahertz spectroscopy,10,11 dielectric

spectroscopy,12–14 nuclear magnetic resonance spectroscopy,14 heterodyne-detected

Raman-induced Kerr effect,13,15–17 infrared spectroscopy18,19 etc. Recently, Ludwig

et al. have shown that terahertz (THz) and far-infrared (FIR) spectroscopy can be

used to study the frequency range in aprotic ionic liquids which includes vibrational

bands describing the strength of cation-anion interactions.20 In a molten salt, the

cation rattles within a cage of the anion and vice versa. The rattling frequency typ-

ically is in the far infrared region and can be studied using vibrational spectroscopy.

This frequency carries the signature of cation-anion interaction and the band posi-

tion is proportional to the strength of the interaction. Naturally, hydrogen bonded

ion partners will exhibit a far-IR band at a higher wave number than one which

do not have the hydrogen bonding. Ludwig et al.21 report such an observation by

examination of a series of protic ionic liquids in which cations can form multiple

(including zero) number of hydrogen bonds with the anions. Thus, there is a dire

need of theoretical modelling to interpret the resultant low-frequency spectra; to

explain the origins of spectral absorptions and to assign intra- and intermolecular

vibrational modes. Ab initio quantum chemical calculation or density functional

theory (DFT) calculations have been performed on ion-pair clusters of ionic liquids;

also classical as well as ab initio molecular dynamics simulations have been reported
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in this respect.22–28

Despite these developments, there are still some problems in evaluating the low-

frequency spectra. Different kinds of intermolecular interactions contribute to this

part of frequency, hence it is difficult to distinguish them properly. Some research

groups have suggested that long-range electrostatic interactions attribute to these

bands rather the hydrogen bonding.29,30 Sarangi et al.28 proposed that in room

temperature ionic liquids, the low frequency band arises primarily from interionic

interactions and they showed by their calculations that short range interactions

can reproduce the low frequency band. Recently, Ludwig et al. have studied few

protic ionic liquids at room temperature.31 They have measured the FIR spectra

of tetramethylammonium nitrate [(CH3)4N][NO3] and trimethylammonium nitrate

[(CH3)3NH][NO3]. For [(CH3)3NH][NO3], they observed a distinct vibrational mode

at 171 cm−1, which was not present in the case of [(CH3)4N][NO3]. They also have

performed zero temperature, density functional theory (DFT) calculations of small

clusters of neutral ion pairs in the gas phase. Coupled with NMR results on these

ionic liquids, they conclude that this band represents vibrations associated with

anion-cation interaction and can easily be assigned to the +N-H· · ·NO3
− hydrogen

bond.

In the current study, we attempt to obtain a better understanding of the low

frequency modes in ionic liquids. We performed ab initio quantum chemical calcu-

lations (within density functional theory) on both isolated ion pairs as well as on

clusters of ion pairs. We also plan to carry out vibrational spectral calculations on

crystals of these compounds and analyze the atomic displacements corresponding to

the low frequency modes. The current set of calculations (essentially gas phase ones)

are thus preliminary in nature. Results from all the calculations and simulations are

hoped to offer a clear view of the origin of this low frequency band.
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4.2 Computational Details

We have examined three alkylammonium salts: dimethylammonium bromide [(CH3)2NH2][Br];

trimethylammonium bromide [(CH3)3NH][Br] and tetramethylammonium bromide

[(CH3)4N][Br]. As can be seen, the anion is the same in these three; however the

cations have different number of methyl groups. More the number of methyl groups,

less is their capability to form hydrogen bonds with the anions. While we plan to

carry out ab initio MD simulations and vibrational calculations of the crystalline

phases of these compounds, currently we provide results on gas phase calculations.

In the gas phase, the geometries and vibrational spectra of models of these salts were

obtained at PBE/6-31++G(d,p) level of theory using the Gaussian09 code.32 In or-

der to have a complete description of electron correlation, geometry optimizations

of all the salts were also performed at MP2/aug-cc-pvdz level of theory. Harmonic

vibrational analysis was carried out at the MP2 level and those spectra were com-

pared with those obtained at PBE/6-31++G(d,p) level. Gaussview was used to

model the initial geometries of the salts. A tight optimization was performed in all

the cases by employing the keywords “Opt=verytight” and “scf=verytight” during

optimizations. In this approach, the convergence criteria for the root mean square

of force on the nuclei and on the wave function became 10−6 and 10−8 a.u. respec-

tively. In addition to this, in the DFT calculations, an ultrafine grid has been used.

Normal mode calculations of these systems at the harmonic level showed no imagi-

nary frequencies, indicating that they were indeed in their true energy minima. We

also considered clusters of two and three ion pairs for all these salts. All the clusters

have been optimized at the MP2/aug-cc-pvdz level of theory by the inclusion of

“Opt=verytight” and “scf=verytight” keywords during optimizations. Optimized

geometries of these clusters were used to perform the normal mode calculations at

the harmonic level. No imaginary frequency was found for any of these clusters as

well.
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(a) Dimethylammonium bromide

(b) Trimethylammonium bromide (c) Tetramethylammonium bromide

Figure 4.1: Different alkylammonium salts which have been studied here. Colors:
Nitrogen-pink, Carbon-black, Hydrogen-cyan, Bromine-red.
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Ab initio molecular dynamics simulations were performed using the CPMD-

3.13.2 package.33 A plane wave basis set was used to expand the wave function of

the valence electrons. The energy and density cutoff used were 150 Ry and 900 Ry

respectively. The norm conserving Troullier-Martins pseudopotentials34 were used to

consider the effect of all the core electrons and of the nucleus on the valence electrons.

The effect of exchange and correlation effects were considered by using Perdew,

Burke and Ernzerhof (PBE) functional.35 The effect of van der Waals interactions

(vdW) was considered through empirically determined Grimme’s van der Waals

correction.36 In the gas phase for isolated molecules (or complexes), the gradient

on the wave functions and on the nuclear positions were optimized every step with

convergence criteria of 10−7 and 10−5 respectively. The minimized structure was used

to obtain the vibrational spectra. For the crystal systems, initial cell parameters and

atomic positions were taken from Cambridge structural database.37–39 Depending on

magnitude of cell parameters, two replicas in each direction were used for building

supercell. Each of these systems was optimized by varying the cell parameters and

coordinates iteratively until a energy minimum was found. On the final geometries,

normal mode analysis have been performed at the harmonic level.

All the systems were visualized using Gaussview,32 Mercury,40 Jmol41,42 and

VMD.43

4.3 Results and Discussion

Normal mode analysis was performed for three alkylammonium salts in gas phase.

The frequencies which were above 400 cm−1 can be attributed to intramolecular

interactions and hence are not of interest here. The calculated spectra exhibit bands

at sub-200 cm−1 which are usually attributed to unspecified librational motions. For

the three different systems, the band positions decrease in wave number going from

dimethyl based cation to the tetramethyl based one. It implies that the far-infrared



110 Chapter 4.

absorption red shifts with decreasing propensity for the formation of cation-anion

hydrogen bond.

Vibrational spectra obtained at PBE/6-31++G(d,p) level for [(CH3)2NH2][Br]

showed the characteristic frequency at about 220.75 cm−1, whereas for [(CH3)3NH][Br]

and [(CH3)4N][Br], it was at 196.42 cm−1 and 150.38 cm−1 respectively. On the

other hand, in the MP2/aug-cc-pvdz level, these frequencies were present at about

220.28 cm−1, 193.05 cm−1 and 146.05 cm−1 respectively for the three systems. Vi-

brational spectra obtained from gas phase calculations using the plane wave basis

set (i.e., within CPMD) always showed the appearance of the characteristic band at

marginally higher frequencies than ones calculated with localised basis set. The cor-

responding frequencies for the three salt clusters calculated with CPMD were found

to be: 245.38 cm−1, 201.33 cm−1 and 148.09 cm−1 respectively. The calculated

spectra (up to 300 cm−1) of these alkylammonium salts are plotted in Figure 4.3.

Let us examine the data in terms of the cation-anion hydrogen bonding. In

dimethylammonium bromide, there are two acidic protons on the nitrogen atom,

whereas in trimethylammonium bromide only one acidic hydrogen is present on the

nitrogen atom. Further, in tetramethylammonium bromide there are no acidic pro-

tons depriving it of any hydrogen bonding interaction with the anion. In trimethy-

lammonium bromide, we can expect a single hydrogen bond between anion and

cation, however, the bromide anion can form hydrogen bond with either or both

of the acidic protons in dimethylammonium bromide. The interaction strength be-

tween the anion and the cation influences the position of vibrational band to a

large extent. Going from the dimethyl- to the tetramethylammonium cation, hy-

drogen bond formation ability decreases, implying a decreasing order in interaction

strength. One more factor, which is the well known “inductive effect” also plays a

crucial role here. In a molecule, the transmission of charge through a chain of atoms

by electrostatic induction is known as inductive effect. Inductive effect can be either
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Figure 4.2: Calculated FIR spectra of alkylammonium salts at the PBE/6-
31++G(d,p) level.
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Figure 4.3: Calculated FIR spectra of alkylammonium salts at the MP2/aug-cc-pvdz
level.
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(a) Dimethylammonium bromide

(b) Trimethylammonium bromide (c) Tetramethylammonium bromide

Figure 4.4: The atomic displacement vectors corresponding to the inter-ion low fre-
quency mode. Colors: Nitrogen-blue; Carbon-grey; Hydrogen-green and Bromine-
red.

positive or negative in nature. From the dimethyl- to the tetramethyl- group the

electron releasing character increases. This would lead to lesser charge transfer into

the N-H antibonding orbital as the electron density at ammonium nitrogen increases

– indicating a weaker hydrogen bond. Thus, it is evident that the red shift in the

frequency band appears as the hydrogen bond weakens. Therefore, it is clear that

the characteristic frequency band represents anion-cation interaction and can easily

be assigned to +N-H· · ·Br− hydrogen bond. Visualisation of these characteristic

vibrational mode showed the displacement vectors between the cation and anion in

particular. Those atomic displacement vectors corresponding to the +N-H· · ·Br−

hydrogen bond mode in three different salts have been shown in Figure 4.4.
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Figure 4.5: Stick pattern of calculated FIR spectra from crystalline phase simulation
of dimethylammonium bromide.
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Figure 4.6: Stick pattern of calculated FIR spectra from crystalline phase simulation
of trimethylammonium bromide.
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Figure 4.7: Stick pattern of calculated FIR spectra from crystalline phase simulation
of tetramethylammonium bromide.

Up to now we saw the different comparisons in gas phase single ion pair vibra-

tional analysis. In order to observe the correlation between gas phase and bulk

phase vibration spectra, we performed the hessian calculations on the crystal phase

of these three salts also. The vibrational spectra obtained from the crystal phase

simulations of these three different salts, showed a group of frequencies in some spe-

cific regions. Among those group of frequencies, there were few vibrational modes

noticed, which corresponds to the interactions between cation and anion in the salts.

In those collection of modes, we observed that all the ion pairs were not showing

the displacement vectors in every frequency. In a particular mode, only one or two

ion pairs were involved in the harmonic motion. In those group of frequencies, each

vibrational mode were separated by few cm−1 (1-2 cm−1). Here, the group of vibra-

tional band for dimethyl-, trimethyl- and tetramethylammonium bromide, started

appearing from 248 cm−1, 198 cm−1 and 150 cm−1 respectively. Therefore, it is ev-

ident that the trend we observed in the gas phase vibrational analysis, is also quite
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present in the bulk phase of these ammonium salts. As we move from dimethyl- to

tetramethylammonium bromide, the interaction strength between anion and cation

decreases, leading to the low wavenumber appearance of the vibrational band corre-

sponding to anion-cation interaction. This phenomenon also suggests the presence

of low frequency bands due to presence of hydrogen bond between in protic ionic

liquids. The frequencies obtained from these bulk phase simulations are plotted

against an arbitrarily chosen intensities as we CPMD calculation do not produce

the intensity values explicitly. For all the three different alkylammonium salts,

these frequency profiles are given in Figure 4.5, Figure 4.6 and Figure 4.7.

4.4 Conclusions

In protic ionic liquids, we have observed that the H-bond vibrational modes can be

located in the 140-220 cm−1 region of the far infrared spectra. Vibrational analysis

from cluster calculations are have provided rich information on the nature of these

modes. Specifically, we find a clear blue shift in the far-IR mode with increasing

number of hydrogen bonding sites on the cation. Our endeavor now will be to study

these systems in the condensed phases – both crystalline and the liquid. The former

are easier to study and inexpensive. The modes too can be visualized and assigned

in an uncomplicated manner for the crystalline phase. The liquid phase simulations

will be performed for a direct comparison to experiments. Attention will be paid

to the strength and geometrical characteristics of the cation-anion hydrogen bonds

and how these aspects influence the far-infrared vibrational spectra.
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