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Synopsis

Density functional theory (DFT) has played significant role in predicting and

explaining novel functional materials and properties in chemistry, materials

science as well as in condensed matter physics in the last few decades. DFT

has been used to shed light on problems which is hard and expensive to ac-

complish experimentally.

In the recent years discovery of a new class of exotic materials known as Topo-

logical insulator (TI) has led to the discovery of very interesting quantum

states of matter like robust surface states, anomalous Hall effect, Majorana

fermion etc. Hence these materials are good candidates not only for research

but also for many practical applications like quantum computation. So far,

only few TI have been discovered and realized, therefore it’s necessary to find

new materials which has topologically protected non-trivial states of matter.

In my research, I have extensively used DFT to find so-called TI materials.

With the help of state-of-the-art ab-initio calculations and theoretical model

based analysis, we have been able to show that Sb2Se3 which is a band insu-

lator, can be transformed into topological insulator by applying pressure on

the single crystal of Sb2Se3.

My thesis is divided into three chapters. In the first chapter I have discussed

v
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the importance of total energy calculations with a brief introduction to band

and topological insulators, topological invariants, consequences of relativis-

tic effects in solids and electron-phonon coupling. Theoretical background

of the method used to study the material is given concisely in the second

chapter. The third chapter includes pressure dependent investigations and

results of Sb2Se3 along with dynamical corrections to phonon frequencies

which require analysis beyond adiabatic Born-Oppenheimer approximation.

Group theoretical techniques have been discussed in appendices.
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Chapter 1

Introduction

1.1 Total energy calculation

Every material consists of electrons and ions. Microscopic investigations of

various macroscopic properties of a material reveal that most of the proper-

ties arise due to the interaction between the electrons and the ions and the

interaction among themselves. The behavior of these atomic and subatomic

particles can best be described by quantum theory very accurately. This rev-

olutionary theory, which evolved in the beginning of the twentieth century

to explain the hidden nature of an atom, was successfully applied to many

problems in physics. The most successful example being the explanation of

fine structure splitting of the spectral lines of H atom. With the help of

quantum theory, the experimental results for the fine structure constant was

reproduced very accurately [1]. The success of quantum theory leads scien-

tist to apply it in solid state physics to explain and predict various physical

properties of a material.

1
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Nearly all physical properties of materials are related to total energies or

difference between total energies [2–5]of the electrons and ions. For example

equilibrium lattice constant of a material is the lattice constant at which

total energy is minimum, the spring constant of a material is related to sec-

ond derivative of total energy with respect to atomic displacement. From

the elastic constant we can calculate the phonon frequencies. Total energy

techniques have also been used successfully to predict dielectric constant,

piezo-electric constant, Born dynamical charges, magnetic susceptibility and

many more physically measurable quantities of materials. To get the to-

tal energy of a system containing electrons and ions, we need to solve the

Schrödinger equation. But solving the Schrödinger equation is not very easy

as electrons interact with the ions via electromagnetic field and hence elec-

tronic degrees of freedom are coupled to ionic degrees of freedom which give

rise to a coupled differential equation. On the other hand, as the system be-

comes complex containing many electrons and ions, solving the Schrödinger

equation become practically impossible. To get rid of these difficulties, we

need good approximations, new theoretical algorithms and powerful com-

puters. In literature, there exist many methods to calculate the total energy

of a system like Hartree-Fock method, orthogonalized plane wave (OPW)

method, augmented plane wave (APW) technique, tight binding or linear

combination of atomic orbital (LCAO) method etc. But among all these

methods, pseudopotential theory based density functional theoretical (DFT)

calculation turns out to be most widely used in the scientific community. It

simplifies the computation of total energy even for a complex system contain-

ing few hundreds to thousand atoms to a great extent. We call this method
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ab-initio because it requires only the specification of atomic number and

no other parameters. This thesis contains several applications of ab-initio

density functional theory.

1.2 Insulators

One of the most fascinating states of matter, which is known to mankind al-

most over two centuries, is the insulating state of material. According to the

mean field description of band theory [6–8], insulators are characterized by

a gap in the single particle energy spectrum of the periodic Hamiltonian of a

solid where the Fermi level lies in the gapped region and as a consequence it

has zero conductivity when the temperature approaches absolute zero tem-

perature. If the Fermi level lies elsewhere instead of the gap and crosses

any band, then it is said to be a metal. The linear response of a system in

an external electric field also identifies insulator from that of the metals. If

the electric field induces an electric polarization in the system without any

conduction of current, then the system is said to an insulator. The modern

classification of any insulators, inspired from the historic work byW. Kohn [9]

who discriminates insulators from metal with their non-overlapping localized

wave functions (very similar to localized Wannier function) in many-particle

configuration space, are based on the geometrical properties (Berry phase,

Berry curvature, Chern number etc.) of the many-body wave function. The

geometrical features of a wave function also allow us to define macroscopic

properties of such systems. As an example, according to the modern the-

ory of polarization, Berry phase is crucial in determining the macroscopic
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polarizability of an insulator [10–12]. It is the geometric phase of the wave

functions which distinguish band insulator, Mott insulator, Anderson insu-

lator, Chern insulator and Topological insulator from each other [13]. Here

I will provide a short description of topological insulator which is the prime

topic of this thesis.

1.2.1 Topological insulator

Topological insulator is a novel quantum state of matter in the sense that the

interior of the material has a bulk band gap behaving perfectly like an insu-

lator but having metallic properties in its surface. Until the late twentieth

century every phase in condensed matter physics was classified to be associ-

ated with a spontaneous broken symmetry of the system, but the discovery of

quantum spin Hall effect [14–16] embark on a different classification based on

the topological order of the material. Quantum spin Hall effect arises in cer-

tain materials like HgTe quantum wells even in the absence of any magnetic

field with symmetry protected topological state [17]. Topological insulator is

a kind of exotic material which has distinct ordered topological state with-

out any spontaneous broken symmetry. Theoretical model based analysis

and electronic structure calculations on the surface of a topological insulator

reveal that electronic bands of the surface states are spin polarized and they

form Dirac cones in the time reversal invariant momenta (TRIM) points in

the Brillouin zone which reside within the bulk gap of that material. Topo-

logical insulators are classified as strong or weak depending on whether they

have odd and even number of Dirac cones on the surface respectively. The
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surface states, which are protected by strong spin-orbit coupling by virtue of

Kramer’s theorem from any time-reversal invariant perturbation, possesses

chiral spin textures. Because of this helical spin textures at the edge states,

the spin of the electron is locked with its momentum and thus it is different

from conventional quantum Hall insulators. This spin-momentum locking

behavior paves the way to host Majorana fermion, an elusive quasi-particle

which is their own anti-particle, on the surface of a topological insulator if

it is proximity-coupled to a bulk superconductor [18,19]. Majorana fermions

follow neither fermionic statistics nor bosonic statistics, instead it obeys non-

abelian quantum statistics and so it can be used for many practical purposes

like fault tolerant conduction of current [20]. As the behavior of the elec-

tronic charge carriers on the surface of a topological insulator is described

by relativistic Dirac equation, they are often called as Dirac fermion which

are massless and obey relativistic principles. Due to this massless-ness, elec-

tronic dispersion relation becomes linear and hence when the top of the

valence band and bottom of the conduction band touch with each other to

give rise to metallic state on the surface, it forms a cone which is known as

Dirac cone. Inclusion of relativistic effect in electrons ensures the nature of

strong spin-orbit coupling in topological insulators which play a major role in

topological phase transition in these materials. A guiding principle to search

for topological insulator would be to find a material where top of valence

and bottom of conduction bands have opposite parities and the inversion of

those bands occur with respect to any internal or external parameters e.g.

spin-orbit coupling, dc electric field [21], stoichiometry of a compound [22],
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pressure [23], electron-phonon coupling [24] etc.. In centro-symmetric ma-

terial the quantum phase transition between topological trivial phase and

topological non-trivial phase occurs when the sign of the Dirac fermions’

mass get inverted at the TRIM points in the bulk Brillouin zone.

Since topological insulator possesses single particle energy gap in the bulk and

electron-electron interaction does not effect the energy states in an essential

way, single particle quantum mechanical approach can be used to describe

the electrons in a topological insulator and thus can be treated within the

band theory of solid. It is this reason which allow us to treat topological

insulator within the framework of density functional theory (DFT). In the

second chapter we will see the technical details of DFT calculations.

1.2.2 Topological invariants

The main purpose of topology in mathematics is to classify spaces. For ex-

ample, 2D surfaces can be topologically classified by the number of holes in

them. Mathematically, the quantity which is used to classify 2-D surfaces,

is related to the genus g of that surface. For instance, a sphere and a donut

are classified by g = 0, and g = 1 respectively. In topology, we consider two

objects to be topological invariant if they can be transformed into another

by a smooth continuous deformation. Quantifying the topological invariant

quantity mathematically is not very easy but in two-dimensional cases, the

problem is greatly simplified by Gauss-Bonnet theorem which states that

the integral of the Gaussian curvature over a closed surface is a quantized

topological invariant and is related to g as defined earlier.
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3D topological insulators belong to Z2 invariant class [25] which is charac-

terized by the second Chern number. The Chern number of a topological

insulator can be defined as the total Berry flux associated with the Berry

phases acquired by the Blöch wave function um(k), when k is transported

across a closed loop in the Brillouin zone [26]. So clearly topological invariant

is related to the geometry or topology of the object under study, here it is

the insulator and hence the name topological insulator is justified.

Unlike Hall insulators, the topological non-trivial state exists even in the

presence of time reversal symmetry, which is due to spin-orbit coupling in

the system [26]. All the eigenstates of a time reversal invariant insulators are

at least two-fold degenerate which is a consequence of Kramer’s theorem. In

the absence of spin-orbit coupling up spins and down spins form Kramer’s

degenerate pair. But in the presence of spin-orbit coupling, however, it has

non-trivial consequences. The Hamiltonian of a time reversal invariant insu-

lator must satisfy ΘH(k)Θ−1 = H(-k), where Θ is the time reversal operator.

The second Chern number of a topological insulator remains invariant under

any continuous deformation of H as long as no level crossing occurs at Fermi

level.

Topological insulators can further be divided into two classes strong topo-

logical insulator and weak topological insulator based on the values of four

Z2 topological invariants (ν0; ν1ν2ν3). Those four invariants can be under-

stood by bulk-boundary correspondence. The surface Brillouin zone of a 3D

topological insulator contains four TRIM points- Γ1,2,3,4 [27,28]. The surface

states are degenerate owing to Kramer’s theorem at those special points in

the Brillouin zone, but away from these points, the degeneracy of surface
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states are lifted by spin-orbit coupling. Now depending upon how the sur-

face states connect with each other between any pair of Γ1,2,3,4 points, we will

define strong and weak classification of topological insulators. If the surface

states cross even number of time, then the metallic surface state is not pro-

tected under any disorder or time reversal invariant perturbation. We call

this type of insulators as weak topological insulator. On the other hand for

strong topological insulator the surface states connect the Fermi level odd

number of time and the metallic state is protected under any time reversal

invariant perturbation and strong disorder. Since time reversal symmetry

requires electronic wave functions with k and -k have opposite spins, the

spins must rotate with k in the Fermi surface giving rise to a helical spin

orientation (see Fig. 1.1).

Figure 1.1: Fermi circles in the surface Brillouin zone for (a) a weak topo-
logical insulator and (b) a strong topological insulator. In the simplest type
of strong topological insulator, the Fermi circle encloses a single Dirac point.
(c) Kramer’s degeneracy at the TRIM points in the Brillouin zone. This
figure has been taken from M. Z. Hasan and C. L. Kane, Rev. Mod. Phys.
82, 3045 (2010). “Copyright (2010) by the American Physical Society.”
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This helical arrangements of spins help the electrons to acquire a non-

trivial Berry’s phase of 0 or π. The π Berry’s phase leads to weak anti-

localization [29] in a strong topological insulator due to the destructive in-

terference of the backscattered electrons from any disorder in the system as

long as the bulk energy gap remains finite and intact [30].

1.3 Relativistic effects in solid

According to the (special) theory of relativity, the mass of an object varies as

m = m0√
1−(υ2/c2)

, where υ is the velocity of the electrons and c is the speed of

light in vacuum. Now if the velocity of the electrons becomes comparable to

that of the speed of light, then mass of the electron increases and radius of an

electron orbital which is inversely proportional to its mass, shrinks compared

to what it would have been without the relativistic effect. The relativistic

effect is more pronounced for the inner orbitals of an atom. As a result, the

screening effect on the outer orbitals become more stronger and the energy of

the outer shells go up. This may have severe consequences on various prop-

erties of a solid, for example, in the bond lengths, spectroscopic properties

(Lamb shift) etc. As a practical example, in Hg atom, the orbital radius of

1S-shell electrons, whose υ/c = 0.58, shrink by 23% [31]. From elementary

quantum mechanics we know that, velocity of an electron is proportional

to Z (atomic number) of an atom. So, the relativistic effect becomes more

prominent for heavy elements. Another important aspect of relativistic effect

is the spin-orbit coupling which has very significant role in molecules (e.g.

fine structure splitting of spectral lines in H atom) and solids (e.g. lattice
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parameter [32] and optical properties [33] of gold ) especially in topological

insulators. Important aspect of spin-orbit coupling on topological insulator

will be discussed later in this thesis. Now we will discuss about spin-orbit

coupling.

One of the greatest triumphs of the twentieth century science is to success-

fully combine special theory relativity and quantum mechanics to unravel

many hidden mysteries in physics. After the initial efforts of Gordon &

Klein, it was the British physicist P. A. M. Dirac who was able to give a

successful and elegant theory of relativistic quantum mechanics. The Dirac

Hamiltonian for a free particle is given by,

H = cα.p+ βmc2, (1.1)

where p = −i~∇ is the momentum operator and c is the speed of light in

vacuum. It can be shown that, to get the solution of the Dirac Hamiltonian,

minimum order of α and β would be four [34]. Among the infinite number

of possible solutions, the standard form of α and β are give below.

α =







0 σ

σ 0






β =







I2×2 0

0 −I2×2






(1.2)

Where σ is the Pauli spin matrices. Three component of Pauli spin

matrices σ are given by,

σ1 =







0 1

1 0






σ2 =







0 −i

i 0






σ3 =







1 0

0 −1






(1.3)
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I2×2 is a unit matrix of order 2.

The Dirac Hamiltonian for a charged particle q in the presence of an

electromagnetic field (A, φ) can be written as [35],

H = cα.(p− qA) + qφ+ βmc2, (1.4)

where A is the magnetic vector potential and φ is the scalar electrostatic

potential. Eq. (1.4) can be put into the form as,

[(E − qφ)− cα.(p− qA)− βmc2]ψ(r) = 0, (1.5)

where ψ(r) is the four component spinor wave function for the Dirac equa-

tion. The four component spinor wave function can be written in terms two

component function φ(r) and η(r) as follows,

ψ(r) =







φ(r)

η(r)






(1.6)

For central field (Coulomb potential near the nucleus) A = 0 and qφ =

−eφ = V (r). In terms of two component functions using Eq. (1.6) in Eq.

(1.5), we have,
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Eφ(r) = c(−i~∇− qA).ση(r) + (qφ+mc2)φ(r)

Eη(r) = c(−i~∇− qA).σφ(r) + (qφ−mc2)η(r)

(1.7)

So, in a Coulomb field of a nucleus and in the non-relativistic limit of the

Dirac equation, from Eq. (1.7), we can write,

η(r) =
1

E ′ + 2mc2 − V (r)
c(−i~σ.∇)φ(r), (1.8)

where E = E ′ + mc2. This is written to separate the non-relativistic con-

tribution in Dirac equation. |E ′| and |qφ| are much smaller than mc2 term.

Substituting Eq. (1.8) in the first equation of Eq. (1.7) and expanding

[E ′ + 2mc2 − V (r)]−1 to lowest order we get,

E ′φ(r) =

[

− ~
2

2m
∇

2 + V (r) +
~
2

2m

E ′ − V (r)

2mc2
∇

2 +
1

2m2c2
1

r

dV

dr
L.S

− ~
2

4m2c2
dV

dr

∂

∂r

]

φ(r)

(1.9)

where the third term represent the spin-orbit coupling, denoted as HSO.

HSO =
1

2m2c2
1

r

dV

dr
L.S. (1.10)
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While arriving at Eq. (1.9), we have used the following relations,































[E ′ + 2mc2 − V (r)]−1 ≃ 1
2mc2

[1− E′−V (r)
2mc2

]

L = r× p = r× (−i~∇)

S = i~σ/2

(1.11)

Here L and S represent total orbital angular momentum and spin angular

momentum of an atom respectively. So, we see that the spin-orbit interac-

tion is captured automatically in relativistic quantum mechanics through the

Dirac’s equation. Physically the origin of spin-orbit coupling can be described

as follows. Being a charged particle, an electron in an atom sees a magnetic

field because of its own orbital motion. Apart from that, it has intrinsic spin

magnetic moment. Interaction between these two magnetic contributions

give rise to spin-orbit coupling. The effect of spin-orbit interaction is to split

the atomic energy levels and the degeneracy in energy bands in solids. As

an example the spin-orbit interaction lifts the degeneracy of the electronic

structure in topological insulator like Bi2Se3 in any k-point in the Brillouin

zone other than the four TRIM points where degeneracy is preserved owing

to Kramer’s theorem. A schematic diagram for effect of spin-orbit interac-

tion on the energy band of topological insulator is shown in Fig. 1.2. The

magnitude of spin-orbit interaction is roughly proportional to Z3 or Z4. The

physical reasoning behind this is that, as Z increases the number of elec-

trons also increase, thereby the electron experience more and more stronger

internal magnetic field. Hence the interaction energy also becomes larger. In

crystalline solids the spin-orbit interaction is k-dependent. For example in
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cubic materials, at L-point in the Brillouin zone the spin-orbit splittings are

typically 2/3 order of magnitude smaller than at Γ-point [36].

Figure 1.2: Schematic band diagram of the evolution from the atomic px,y,z
orbitals of Bi and Se into the conduction and valence bands of Bi2Se3 at
the Γ point. The three different stages (I), (II) and (III) represent the effect
of tuning on chemical bonding, crystal field splitting and SOC respectively.
The blue dashed line represents the Fermi energy. This figure has been taken
from H. Zhang, C. X. Liu, X. L. Qi, X. Dai, Z. Fang and S. C. Zhang,
Nature Physics 5, 438 (2009). “Copyright (2009) by the American Physical
Society”.

1.4 Electron-phonon interaction

At finite temperature every material has spontaneous vibration of its con-

stituent ions, regardless of how small it becomes. The quantization of lattice
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vibration is called phonon. When a phonon disturbs a lattice by moving

some atoms away from its equilibrium sites, the electrons also change their

positions. Thus the electrons are liable to be deflected or scattered. The

local deformation in the lattice caused by the phonons or the vibration of

ions change the effective electrostatic potential acting on the electrons and

thereby creates a possibility of the electrons to be scattered from their usual

course. This phenomenon where the change in effective potential force the

electron to interact with the lattice vibration is called electron-phonon in-

teraction. Like in the case of phonon-phonon scattering, the principle of

conservation of wave vectors is also obeyed in electron-phonon interaction

and whenever an electron is scattered, a phonon must be absorbed or emit-

ted.

When an atom moves in crystal due to lattice vibrations, it does not carry

with it all the electrons. Instead, the ions move through the background of

an electron gas which is made up of the wave functions of all the electrons

extending all over the crystal. This electron gas is not static but capable of

collective motion to shield out any variation in electrostatic potential caused

by the ionic motion. In the long wavelength limit, when the phonon wave

vector is much greater than the screening length of the electrons, we can

separate out the electronic motion from that of the ionic part in the total

Hamiltonian of the system. This approximation is often called as adiabatic

Born-Oppenheimer approximation. The total Hamiltonian of a system can

be written as,
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H =
∑

I

P2
I

2MI

+ V (RI) +
∑

i

p2
i

2m
+
∑

i,I

u(ri,RI) +
∑

i 6=j

e2

|ri − rj|
, (1.12)

where PI and MI are the momentum and mass of I-th ions. pi and m are

the momentum and mass of the electrons. V (RI) = e2

2

∑

I

∑

J 6=I
ZIZJ

|RI−RJ |

and e2

|ri−rj |
are inter-nuclear and inter-electronic interactions respectively.

u(ri,RI) = e2
∑

I=1

∑

i=1
ZI

|RI−ri|
is the electron-ion interaction potential.

Here ZI is the atomic number of the I-th ion. In the adiabatic approxi-

mation, we calculate the total energy EeRI
of the electrons with a frozen-in

configuration of the ions {RI}. The corresponding Hamiltonian for the elec-

trons can be written as,

HeRI
=

∑

i

p2
i

2m
+
∑

i,I

u(ri,RI) +
∑

i 6=j

e2

|ri − rj|
(1.13)

Now let us denote the wave function for the electronic part, at some ionic

configuration RI , to be ΦRI
(ri) which satisfies the following equation,

HeRI
ΦRI

(ri) = EeRI
ΦRI

(ri) (1.14)

Now we can write the total wave function which consists of both electronic

part and ionic part for Eq. (1.12) as,
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Ξ(RI , ri) = Ψ(RI)ΦRI
(ri), (1.15)

where Ψ(RI) is the nuclear wave function. Putting Eq. (1.15) and Eq. (1.14)

in Eq. (1.12) and rearranging the terms we find,

HΞ(RI , ri) = −
∑

I

~
2

2MI

∂2

∂R2
I

Ψ(RI)ΦRI
(ri) + V (RI)Ψ(RI)ΦRI

(ri)

+EeRI
Ψ(RI)ΦRI

(ri),

(1.16)

which upon simplification and regrouping, turns out to be [37] ,

HΞ(RI , ri) = ΦRI
(ri)

[

−
∑

I

~
2

2MI

∂2

∂R2
I

+ V (RI) + EeRI

]

Ψ(RI)

−
∑

I

~
2

2MI

[

2
Ψ(RI)

∂RI

ΦRI
(ri)

∂RI

+Ψ(RI)
∂2ΦRI

(ri)

∂R2
I

] (1.17)

We can verify that, Eq. (1.15) is the total wave function for the system

within the adiabatic principle provided that the second part of Eq. (1.17)

vanishes and Ψ(RI) satisfies,

[

−
∑

I

~
2

2MI

∂2

∂R2
I

+ V (RI) + EeRI

]

Ψ(RI) = EΨ(RI), (1.18)
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where E is the total energy corresponding to the Hamiltonian H. The adia-

batic approximation thus gives a reliable estimate of total energy of a system

and it dictates that electrons simultaneously follow the ionic motion always

remaining in single state, namely the ground state. Now from the last term

Eq. (1.17), we can define the electron-phonon coupling Hamiltonian as,

−
∑

I

~
2

2MI

[

2
∂Ψ(RI)

∂RI

∂ΦRI
(ri)

∂RI

]

= Hel−phΨ(RI)ΦRI
(ri), (1.19)

which was dropped from the adiabatic Hamiltonian Eq. (1.17) because the

expectation value of this term in any state such as Eq. (1.15) gives zero

value. This term operates on both the electronic wave function as well on

the phonon state and therefore corresponds to coupling between them. If

electron-phonon coupling is large, then both the electronic configuration as

well as the ionic configuration are altered. The adiabatic approximation

which allow the electronic wave function to remain unaltered must be modi-

fied to allow for these transitions because the electronic wave function which

are continuously deformed by the ionic motions may shift their orbital as

a consequence of electron scattering. Generally, modification of electronic

states are not necessary when the period of lattice vibration is smaller than

the electronic relaxation time τ . In this situation, a given electron should

be known to persists in the same state for many oscillations of the ions and

hence the change of electronic states are not viable.

The matrix elements for electron-phonon scattering can be calculated with

the help of time-dependent perturbation theory. To simplify the problem,
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we assume single particle wave function ψki(r) which can be scattered from

state k to k’ and assume a phonon state ηq,p of lattice wave vector q and

polarization p. The matrix element can now be written as [37],

M(k,k’) = 〈ηq,p|
∫

ψk∗jHel−phψk’idr |ηq,p − 1〉 (1.20)

The action of the Hamiltonian operator Hel−ph is made simple by Blöch

function. When the ions moves with the lattice vibration in a crystal, the

potential energy as seen by the electron is changed by δu. This change in

potential act as a perturbation and has the effect to scatter the electrons into

new states due to electron-phonon interaction. So we can write,

δu =
∑

ηl,b.
∂u(r)

∂ηl,b

, (1.21)

where ηl,b is the ionic displacement operator which acts on phonon states

and is a function of ions position at (l,b). l is the reciprocal lattice vector

and b is the ionic coordinate. Using Eq. (1.21) in Eq. (1.20), we can write

the matrix element in Dirac’s Bra-ket notation as follows,

M(k,k’) = 〈k+ q, i|∆uq,p |k, j〉 , (1.22)
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where the derivative of the potential is with respect to ionic displacement of

the lattice. We will see consequences of this equation in later chapter of this

thesis. As said earlier, the crystal momentum will be conserved in any such

scattering phenomena and the relation is expressed by the condition,

q = k’ - k -g

Where g is an arbitrary vector of the reciprocal lattice. When g is not zero,

we call it Umklapp scattering.
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Chapter 2

Theoretical methodologies

In this chapter I will briefly discuss the theoretical background involved in the

density functional theory. First I will give a formal description for calculating

the total energy as prescribed within the density functional theory with and

without the inclusion of relativistic effect. Then I will discuss about the pseu-

dopotential approach with an emphasis on the norm-conserving pseudopo-

tentials which form the basis of all the calculations performed in preparing

this thesis. Finally, I will spent few minutes on frozen phonon approach

and density functional perturbation theory (DFPT) which have been used to

calculate the vibrational frequencies.

2.1 Simplifying the structure of a matter

The full Hamiltonian of a material consisting of electrons and ions as given

in Eq.(1.12) can be rewritten in a more elaborative way as,

25
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H = −
∑

I

~
2

2MI

∇2
I −

∑

i

~
2

2m
∇2

i +
e2

2

∑

I

∑

J 6=I

ZIZJ

|RI −RJ |

+
e2

2

∑

i

∑

j 6=i

1

|ri − rj|
− e2

∑

I=1

∑

i=1

ZI

|RI − ri|

(2.1)

Given this total Hamiltonian of any system, we can write the time-independent

Schrödinger equation as,

HΞ(RI , ri) = EΞ(RI , ri), (2.2)

where Ξ(RI , ri) is the total wave function as discussed earlier. All the prop-

erties (ground state) can be derived if we can solve the Eq. (2.2). But

as a material has a very large number of ions and electrons and their de-

gree of freedoms are coupled to each other, we will have a very complicated

coupled differential equation which will be impossible to solve, no matter

how powerful a computer we have, unless we resort to some reasonably good

approximations.

2.1.1 Adiabatic approximation

As already discussed earlier, the adiabatic approximation (Born-Oppenheimer

approximation [1]) is the most important assumption made to simplify the

calculation of electronic structure of matters. This assumption has been

made observing the fact that time scale associated with the motion of the
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nuclei (ions) are much slower than that associated with electrons. Therefore

electrons instantaneously follow the motion of the ions while remaining in

the same stationary (adiabatic) state (ground or excited) without causing

non-radiative transition by the nuclear dynamics. If this condition is fol-

lowed then the dynamics is said to be adiabatic. The first quantity in the

second expression of Eq. (1.17) which is responsible for the non-adiabatic

effects in the system, is inversely proportional to energy difference between

the adiabatic electronic eigenstates (i.e. band gap) and thus can be ignored

if the energy gap is large. Thus in those large band gap systems adiabatic

Born-Oppenheimer approximation holds good. But in systems with smaller

band gaps, the Born-Oppenheimer approximation may break down. One ex-

ample of such systems is graphene [2]. We will see consequences of broken

adiabaticity in the third chapter in the case of Sb2Se3.

The electronic Hamiltonian of a system can be written in a short notation

as,

He = Te + Uee + u(ri,RI) = H− Tn − V (RI), (2.3)

where Te, Tn are the kinetic energies of electrons and nuclei respectively.

Uee(=
∑

i 6=j
e2

|ri−rj |
) and V (RI) are electron-electron and nuclear-nuclear in-

teraction potential respectively. u(ri,RI) is the interaction potential between

the electrons and nuclei. H is the total Hamiltonian of the system.
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2.1.2 Classical nuclei approximation

The nuclear masses are quite heavy as compared to electrons, so the wave

functions for nuclei are much more localized. Therefore one can harmlessly

assume that quantum phase coherence of the nuclear wave functions is very

less or doest not exist at all and we can safely treat nuclei as classical par-

ticles. This is known as classical nuclei approximation which is the second

most important assumption made in simplifying the electronic structure of

a matter. Within this approximation, we can write the total nuclear wave

function as the product of all individual nuclear wave function and therefore

we can neglect the exchange and correlation interactions among them.

The dynamics of the mean values of position and momentum operators can

be obtained through Ehrenfest’s theorem as follows,

i~
d〈R〉
dt

= 〈[H,R]〉 = i~
〈P〉
M

⇒M
d〈R〉
dt

= 〈P〉 (2.4)

i~
d〈P〉
dt

= 〈[H,P]〉 = −i~〈∇Ee(R)〉, (2.5)

where R and P are position and momentum operators respectively. Ee is the

total energy corresponding to the electronic Hamiltonian Eq. (2.3). Combin-

ing those above two equations, we can arrive at the very familiar Newton’s

equation of motion,
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M
d2〈R〉
dt2

= −〈∇Ee(R)〉 (2.6)

From the Hellmann-Feynman theorem [3], we know that the variation of the

electronic energy with respect to any external parameter λ coupled to the

electrons, can be computed as,

∂Ee(λ)

∂λ
=

〈

φRI
(r)

∣

∣

∣

∣

∣

∂He(λ)

∂λ

∣

∣

∣

∣

∣

φRI
(r)

〉

, (2.7)

where φRI
(r) is the electronic wave function for the nuclear configuration

{RI}. If EPES(RI) = Ee(RI) + V (RI) can be defined as the potential

energy surface (PES) of any system for some ionic configurations {RI}, then

together with the help of Eq. (2.6) and Eq. (2.7), we can write for λ = RI ,

MI
d2〈RI〉
dt2

= −
〈

φRI
(r)

∣

∣

∣

∣

∣

∂He(λ)

∂λ

∣

∣

∣

∣

∣

φRI
(r)

〉

− ∂V (RI)

∂RI

. (2.8)

The solution of the stationary problem i.e. ∇EPES(RI) = 0 to find the min-

imum force on each ion through Eq. (2.7) is known as geometry optimization

of a system. But first of all, we have to determine the total electronic energy

Ee(RI) of the system. Solving the time independent Schrödinger equation

to get Ee(RI) is known by the name of electronic structure calculation.
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2.1.3 Independent electron approximation

There are two basic independent-particle approaches that may be catego-

rized into ”non-interacting” or Hartree method and Hartree-Fock method.

In Hartree method, only the classical electrostatic Coulomb interaction en-

ergy is taken into account while neglecting the exchange and correlation

effect. But in Hartree-Fock method, in addition to the electrostatic interac-

tion energy, the exchange effect due to Pauli principle and correlation effect

are taken into account. In modern DFT, the electronic Hamiltonian is taken

to be non-interacting like in Hartree approach and electrons are assumed

to move in an effective external potential chosen so as to incorporate the

exchange-correlation effect approximately which is always present in a true

many-body wave function. In the next section I will discuss about the ex-

change and correlation effect.

2.1.4 Exchange and correlation effect

exchange-interaction is a quantum mechanical interaction between identical

particles. For the electrons which obey Fermi-Dirac statistics, exchange in-

teraction arises due to Pauli principle. For example, let us assume that an

spin-up electron stays at the origin of a system. Pauli principle forbids the

presence of another spin-up electron at that place but tells nothing about

spin-down electron which is perfectly allowable. This phenomena is known

as exchange interaction and it can be taken care of by writing the many body

wave function in Slater determinant.

Within the Hartree-Fock theory, the wave function for a many body system
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can be written in terms of single particle waves in Slater determinant while

keeping in mind the antisymmetry nature of the electronic orbitals. A single

Slater determinant, however, could not capture the true Coulomb interaction

among the electrons. Thus, this approach assumes some kind of separabil-

ity of the Schrödinger equation, implying that the probability of finding an

electron at some points in space is independent of the location of other elec-

trons. So, it neglects the electron-electron repulsion which is always present

in a realistic system. The probability of finding an electron at position r

depends on the location of other electrons. This phenomenon is known as

the correlation effect.

2.2 Density functional theory

There exist many methods in the literature for calculating the electronic

structure of a system. Among the existing most popular ones, physicists pre-

fer density functional theory over other approaches like Hartree-Fock method

which is mostly favored by the chemists, because of its many computational

advantages. Here I will concentrate only on density functional theory which

I have used in all the calculations. The main idea of density functional the-

ory is that it casts the interacting many-body problem into single particle

problem via the particle density with the many-body effects included in the

exchange-correlation functional. It is based on two powerful theorems given

by Hohenberg & Kohn [4] and Kohn & Sham [5] which state that the total

energy of a system is a unique functional of its ground state electron den-

sity. The development of density functional theory began with the idea of L.
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H. Thomas and E. Fermi who, at about the same time of Hartree, thought

the full electronic density as a fundamental variable in many body prob-

lems rather than the many-body wave function itself. This approximation is

known as Thomas-Fermi approximation. Although it was too crude to be

used in actual problems because of its many limitations, it sets up the basis

of modern density functional theory (DFT).

2.2.1 Thomas-Fermi theory

Thomas and Fermi constructed the total electronic energy of an inhomoge-

neous system as a functional of electron density ρ as given below,

Eα[ρ] =

∫

ρ(r)ǫα[ρ(r)]dr, (2.9)

where ǫα[ρ(r)] is the energy density which consists of the contributions (α)

from kinetic, exchange and correlation energy of a homogeneous electron gas

for which good approximations already exist. This energy density is calcu-

lated locally at every point and integrated over whole space. In some sense,

this is a kind of local density approximation (LDA). The above expression in

the square bracket of Eq. (2.9) is called a functional which depends on some

function (here it is the electron density ρ(r)). For a homogeneous electron

gas, we know that the electron density (ρ) and kinetic energy density (t[ρ])

are given by,
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ρ = 1
3π2

(

2m
~2

)3/2

ǫ
3/2
F

t[ρ] = 3
5

~
2

2m
(3π2)2/3ρ2/3,

(2.10)

where ǫF is the Fermi energy. Therefore the total kinetic energy (TTF ) ac-

cording to local density approximation of Thomas & Fermi can be written

as,

TTF = Ck

∫

ρ(r)5/3dr, (2.11)

with Ck = 3(3π2)2/3/10.

The exchange and correlation were introduced in the same local spirit by

Dirac [6] and Wigner [7] respectively and are given by,

EX [ρ] = −CX

∫

ρ(r)4/3dr (2.12)

EC [ρ] = −a
∫

ρ(r)4/3dr

b+ ρ(r)1/3
, (2.13)

where CX = 3(3/π)1/3/4. a, b are numerical constants. When exchange inter-

action is included, the theory is called Thomas-Fermi-Dirac approximation.

Finally the total electronic energy according to the Thomas-Fermi-Dirac the-

ory as a functional of electron density can be written as,
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ETFD[ρ] = Ck

∫

ρ(r)5/3dr+

∫

ρ(r)νext(r)dr

+
1

2

∫∫

ρ(r)ρ(r’)

|r− r’| − CX

∫

ρ(r)4/3dr+ EC [ρ],

(2.14)

where
∫

ρ(r)νext(r)dr = Vext is the external field–a generalization of the

electron-nuclear interaction defined in the previous chapter.

2.2.2 Hohenberg-Kohn theorem

The modern density functional theory stands upon two powerful theorems

given by Hohenberg & Kohn [4] who formulated DFT as an exact many-

body theory of a many-body system. The formulation of DFT applies to

any interacting system whose particles are assumed to move in an external

potential Vext(r). The Hamiltonian of such systems can be written as,

He = Te + Vext(r) + Uee(r) (2.15)

First Hohenberg-Kohn theorem - For any system of interacting particles

in an external potential Vext(r), the potential Vext(r) is uniquely determined

by the ground state electronic density ρ0(r) of the system within the ambi-

guity of an additive constant.

Second Hohenberg-Kohn theorem - A universal functional of energy

E[ρ] can be defined corresponding to any external potential Vext(r). The

ground state energy of a system is the global minimum of this functional.
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The electronic density ρ(r) which minimizes the functional is called ground

state density ρ0(r) of the system.

2.2.3 Kohn-Sham approach

Having established the basic formulas, the problem arises in casting the

many-body theory in a tractable scheme based on the Hohenberg-Kohn the-

orems where the total energy is an unknown functional of density. The

problem, however, was solved by Kohn & Sham [5] who assumed the sys-

tem consisting of non-interacting electrons in an external potential. This

is the central theme of Kohn-Sham approach to density functional theory.

In their approach, the unknown Hohenberg-Kohn functional is nothing but

the kinetic energy of the electrons. The idea of Kohn-Sham was that if one

can find any non-interacting electronic system that produces the same elec-

tronic density as that of the interacting system, then the kinetic energy of

the electrons can be calculated through one electron orbitals. Though the

kinetic energy calculated in this way will not be exactly same as that of

the kinetic energy obtained from a many-body wave function. The missing

fraction is due to the correlation among the electrons which can be approx-

imately included in the exchange-correlation functional. The ground state

density matrix, in terms one electron orbital, can be written as,

ρ(r, r’) =
∑

i

fiφi(r)φ
∗
i (r’), (2.16)
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where fi are the occupations of the one electron orbitals φi(r). So the kinetic

energy of the non-interacting system can be cast into form,

Te = − ~
2

2m

∑

i

fi 〈φi| ∇2 |φi〉 (2.17)

Let us assume that the reference potential for the non-interacting system be

νR(r) with one electron orbital φi(r). The electron density of this system

(non-spin polarized) becomes ρ(r) = 2
∑

i |φi(r)|2, while the kinetic energy

is

Te = −~
2

m

∑

i

〈φi| ∇2 |φi〉 (2.18)

The Kohn-Sham one electron Hamiltonian can then be written as,

He = − ~
2

2m
∇2 + νR(r), (2.19)

where νR(r) is the potential for the reference system and will be defined

shortly. With the above equations for the non-interacting reference system,

the Kohn-Sham functional can be written as,

EKS[ρ] = TR[ρ] +

∫

ρ(r)νext(r)dr+
1

2

∫∫

ρ(r)ρ(r’)

|r− r’| drdr’+ EXC [ρ], (2.20)
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where TR[ρ] is the kinetic energy of the electrons in the non-interacting ref-

erence system. The minimization of the Eq. (2.20) with respect to density ρ,

subject to the constraint that electron density integrates out to total number

of electron in the system, will lead to ground state energy of the system.

After few lines of mathematical derivations, the reference potential can be

written as,

νR(r) = νext(r) +

∫∫

ρ(r’)

|r− r’|dr’+ µXC [ρ(r)]

with, µXC [ρ(r)] =
dEXC [ρ]

dρ(r)

(2.21)

This equation has to be solved self-consistently making sure that the den-

sity used to construct the reference potential matches (i.e. self-consistent)

with that obtained from solving the Kohn-Sham Hamiltonian Eq. (2.19) via

ρ(r) = 2
∑

i |φi(r)|2.

2.2.4 Approximation to exchange & correlation

One of the main difficulties in density functional theory is to formulate a

correct exchange-correlation functional. Among all the existing functionals ,

local density approximation (LDA) and generalized gradient approximation

(GGA) are the most popular and widely used.

In LDA, the effect of exchange and correlation are considered to be local in

nature as it was assumed by Kohn & Sham in their seminal paper [5]. In this

approach, the inhomogeneous system is thought to be locally homogeneous

and exchange-correlation energy can be obtained simply by integrating the
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exchange-correlation energy density at each point over all space. This density

is known very accurately for homogeneous electron gas [6] and considered to

be same at each point in the system. The exchange-correlation energy in

LDA is thus given by,

ELDA
xc [ρ] =

∫

d3rρ(r)ǫhomo
xc [ρ(r)] (2.22)

The LDA approximation proves to be very successful for many systems espe-

cially for those whose electron density is quite uniform such as bulk metals,

ionic crystals etc. But it fails to produce some properties (e.g. band gap) in

semiconductors, strongly correlated systems due to fact that the excitation

spectrum of homogeneous electron gas is gap-less and exchange-correlation

energy is regular [8]. LDA also fails to capture weak inter-molecular bonds,

hydrogen bonds etc.

The improvement of LDA leads to the development of GGA where several

aspects which were not present in LDA like inhomogeneity of electrons, non-

local exchange correlation effect, complete cancellation of self-energies of elec-

trons are taken into account. In general the exchange-correlation energy in

GGA can be written as [9],

EGGA
xc [ρ] =

∫

d3rρ(r)ǫxc[ρ(r), |∇ρ|, |∇2ρ|, ...] (2.23)
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The GGA method turns out to be better than LDA in the sense that it im-

proves binding energies, bond lengths. Semiconductors are better described

in GGA than LDA. GGA also improves the band gap of semiconductors over

LDA. For all these reasons, we throughly use GGA as exchange-correlation

functional in all the ab-initio calculations described in this thesis.

2.2.5 Pseudopotentials

The wave function for free electrons can be expanded in terms of plane waves

and without the presence of any atomic potential these plane waves are the

exact solutions to the Schrödinger equation. But the situation in a real

crystal is far different than the case of free electrons. Due to presence of

inter-nuclear potential, the wave function for an atom shows oscillatory be-

havior in the core region. As the interaction between the core ionic state and

the valence electrons increases, the wave function in the core region become

more oscillatory with more number of nodes. Then, to express a true wave

function with plane waves, we need in principle an infinite number of plane

wave components. This makes the diagonalization of the Hamiltonian matrix

almost impossible. To recover from this problem a number of recipes were

proposed like augmented plane wave (APW) [10] method where the plane

wave expansion was augmented with the solutions of the atomic problem in

a spherical region around the atoms and the potential outside this sphere

is assumed to be zero. Another approach, called orthogonalized plane wave

(OPW) method was proposed by Herring [11] who expanded the valence

states as a linear combination of plane waves and the core states and choose
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the coefficients so as to make the resultant wave function orthogonal to that

of the core states.

Pseudopotential approximation is one step further modification of the OPW

method. Identifying the fact that in a material it is the valence electrons

which take part in bonding and other chemical activity and core electrons

sit idle, one can replace the interaction between the core region (which con-

sists of nuclei and core electrons) and the valence electrons with a smooth

effective potential which can accurately produce the bonding properties of

the true potential. In this smooth potential region one can construct a node-

less wave function (pseudo wave function) which needs very small number of

plane waves to be expanded and thus rendering the diagonalization of the

Hamiltonian very easy.

The modern pseudopotential theory is due to Philips & Kleinman [12] who

showed that one can construct a valence wave function φ̃v which is not or-

thogonal to the core wave states (φc) by combining the core and true valence

wave function (φv) in the following way,

|φ̃v〉 = |φv〉+
∑

c

αcv |φc〉 , (2.24)

where αcv = 〈φc|φ̃v〉 6= 0. This pseudo wave function satisfies the following

pseudo Hamiltonian which has same eigenvalue as the original Hamiltonian.
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[

H +
∑

c

(ǫv − ǫc) |φc〉 〈φv|
]

|φ̃v〉 = ǫv |φ̃v〉 , (2.25)

where H = T + V , V = (ZC/r) is the bare Coulomb potential. Now we can

define the pseudopotential as,

VPS =
Zc

r
+
∑

c

(ǫv − ǫc) |φc〉 〈φc| (2.26)

2.2.6 Norm-conserving pseudopotential

Norm-conserving pseudopotential is very important among all the ab-initio

pseudopotentials. It makes calculation more accurate as well the makes the

pseudopotential more transferable. The definition of a norm-conserving pseu-

dopotential as give by Hamann, Schlüter & Chiang [13] are following,

i) The eigenvalues of the pseudo-wave function match with that of all-electron

wave function for a chosen configuration of the atom.

ii) All-electron wave function and pseudo wave function are identical outside

a chosen cut-off radius rc

iii) The norm of the true wave function and all-electron wave function are

the same inside the pseudized region (r < rc).

iv) The logarithmic derivative of the all-electron wave function and the

pseudo wave function agree for r ≥ rc.

The last condition has very important implications. The small change in
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the eigenvalues due to external potential (i.e when environment of a partic-

ular atom changes from one system to another) produce only second-order

changes in the logarithmic derivatives. This implies that the electronic eigen-

values are shifted from their atomic values in a different environment but the

transferability property ensures that all-electron and pseudo wave function

still coincide outside the cut-off radii.

One frequently encountered problem with norm-conserving pseudopotential

is that its hard-ness. The norm-conserving constraint ensures that the pseudo

charge has to match with all-electron charge thus requiring a large number

of plane waves making the pseudopotential hard for any practical calcula-

tion. To get rid of this “hard-ness”, another type of pseudopotential has

been created which is called ultrasoft pseudopotential (USPP) [14].

2.3 Phonons

In solid state physics, very often we describe a material as a gas of collective

excitations. For example, to explain the electrical conductivity of a material

we describe it consisting of electron gas. The thermal conductivity of ma-

terial is explained through collective excitations of lattice vibrations and so

on. In fact, to explain any physical phenomena in a very small time scale, we

need to consider collective behavior arising from all particles inside a matter

instead of individual particle model. An example of such successful collective

particles model is the Einstein model in which thermal conductivity of solid

is assumed to be distributed among all the normal modes of vibrations in

the whole crystal. Einstein model can accurately predict the specific heat in
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solid. These normal modes in solid arise due to the vibration of the atoms in

their lattice sites. As quanta of electromagnetic radiation is called photon,

the quanta of lattice vibration is similarly called phonon. Another impor-

tant aspect of phonon is that if we want to compute any thermodynamical

quantity of a crystal from first-principles calculation at finite temperature,

then we have to approximately calculate the vibrational entropy or energy

from the phonon density of states. Thus the phonon frequencies of a crys-

tal can reveal very interesting physics and insightful dynamical informations

in a system. Now-a-days, with the availability of powerful computers and

sophisticated algorithms, the phonon dispersions of materials are routinely

studied.

Here we will discuss two such approaches to calculate the phonon frequen-

cies of a system within the adiabatic density functional theory- frozen phonon

approach and density functional perturbation theory.

2.3.1 Frozen-phonon approach

Frozen-phonon approach is a very easy and computationally inexpensive

practical method to calculate the normal modes of lattice vibrations (or

phonon frequencies). In this approach, we displace each atom in the unit

cell of the crystal to some extent and calculate the force on them with the

help of density functional theoretical calculation using the Hellman-Feynman

theorem. We construct the force constant matrix collecting forces from all

the atoms and convert it to dynamical matrix with the help of Fourier trans-

formation which, then, can be solved at any q point in the Brillouin zone to
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get the phonon frequencies.

Another very accurate method, based on the linear response theory exists to

calculate the frequencies of lattice vibration, is the density functional pertur-

bation theory which will be discussed in the next subsection.

2.3.2 Density functional perturbation theory

Lattice-dynamical properties of a system are not only related to the lattice

vibrations but also it has some profound electronic connections. The mod-

ern theory of lattice vibrations are firmly based on the linear response theory

formulated by Pick et el. [15]. The combination of state-of-the art density

functional theory and linear response theory gives rise to what is known as the

density functional perturbation theory [16,17]. Now we will discuss the basic

mathematical formulations of this theory. Adiabatic Born-Oppenheimer ap-

proximation helps in decoupling the electronic degrees of freedom from that

of the vibrational degrees. The equation which arises due to this theorem is

written in Eq. (1.18) as,

[

−
∑

I

~
2

2MI

∂2

∂R2
I

+ V (RI) + EeRI

]

Ψ(RI) = EΨ(RI), (2.27)

The lattice-dynamical properties of any system is given by the eigenvalue E

and eigenfunction Ψ(RI) of this equation. The energy EeRI
is the ground

state energy of the interacting electrons moving in the field of fixed nuclei

and is often referred to as Born-Oppenheimer energy surface. The Hamil-

tonian corresponding to this energy surface acts on the electronic variables
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which depend parametrically on the nuclear coordinatesRI . The equilibrium

geometry of the system or geometry optimization is given by the condition

that force acting on each atom should be minimum and this is written math-

ematically as,

FI = −∂EeRI

∂RI

(2.28)

The vibrational frequencies of a system is obtained from the Hessian of the

EeRI
after being scaled properly by the nuclear masses. The Hessian matrix

can be written as,

det

∣

∣

∣

∣

∣

1√
MIMJ

∂2E

∂RI∂RJ

− ω2

∣

∣

∣

∣

∣

= 0 (2.29)

The forces on the atoms or the first order derivative of energy can be obtained

accurately by the Hellman-Feynman theorem with the help of Eq. (2.7) and

Eq. (2.8). The Born-Oppenheimer Hamiltonian depends on the nuclear

coordinates through the electron-nuclear interaction and it couples to the

electrons through electronic charge density. In terms of electronic charge

density Eq. (2.7) can be written as,

FI = −
∫

ρRI
(r)

∂u(ri,RI)

∂RI

dr− ∂V (RI)

∂RI

, (2.30)
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where ρRI
(r) is the ground state electronic density corresponding to nuclear

configuration {RI}. The double derivative of EeRI
yields,

∂2ERI

∂RI∂RJ

= − ∂FI

∂RJ

=

∫

∂ρRI
(r)

∂RJ

∂u(ri,RI)

∂RI

dr+

∫

ρRI
(r)

∂2u(ri,RI)

∂RI∂RJ

dr+
∂2V (RI)

∂RI∂RJ

,

(2.31)

where u(ri,RI) is the electron-nuclear interaction and V (RI) is nuclear-

nuclear interaction. From the above matrix we see that, the Hessian matrix

or the force constant matrix requires ground state electronic charge density

ρRI
(r) as well the linear response of it under under the perturbation of nu-

clear geometry. Hence the name linear response theory.
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Chapter 3

Prediction of electronic

topological transition in Sb2Se3
∗

3.1 Introduction

The search for three dimensional topological insulators (TI), a novel quan-

tum state of matter, continues to persist among the materials scientists as it

possesses potential importance in many technological applications like spin-

tronics, quantum computation [1–3] because of the fact that the surface of

such materials have polarized spins which exhibit spin-locking behavior, the

result of which is helical spin arrangement on the surface. The direction of

propagation of these spins on the surface of topological insulator is strongly

dependent on their orientation [4–6] and can be manipulated in various ways

∗Most of the works presented in this chapter has been published in Phys. Rev. Lett.:
Achintya Bera, Koushik Pal, D. V. S. Muthu, Somaditya Sen, Prasenjit Guptasarma,
Umesh V. Waghmare and Ajay K. Sood, 110, 107401 (2013).
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e.g. with photons [7] for practical applications. Recent study on topolog-

ical insulators have drawn more attentions because of the proposed elusive

particle-Majorana fermion, the manipulation of which may become the epit-

ome for quantum computation [4,8] In condensed matter physics every phase

of a material is associated with spontaneous broken symmetry of the system

but topological insulator is a novel state of matter in the sense that it pos-

sesses topologically protected non-trivial phase even in the absence of any

spontaneous symmetry breaking.

Topological insulators are a new class of insulators with topologically non-

trivial electronic structure exhibiting a band gap in their bulk form [4,9]. The

nontrivial topology of the electronic structure of bulk has interesting conse-

quences to electronic states on their surfaces; for example, one-dimensional

edge spin states in 2-dimensional quantum spin Hall systems. When a 3-

dimensional TI is invariant under time reversal [5, 10], they exhibit gap less

surface states that are robust because no time reversal symmetric perturb-

ing potential can open up a gap at the surface. The nontrivial topology of

electronic structure also gives rise to an intrinsic magneto-electric coupling

through orbital magnetic polarization [11–13] and is expected to give rise

to interesting and measurable response of a bulk TI. Topological insulators

are characterized by topological invariants [4,14], which are determined from

the geometric properties of their electronic states as a function of Blöch vec-

tor. This links them naturally to the theory of electric polarization based

on geometric or Berry phases Polarization, expressed as geometric phase, is

non-unique and can be determined only within the ambiguity of an integer

quantum polarization [15] associated with transport of an electronic charge
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across the unit cell of the crystal. This quantum change in polarization

can be shown to arise from a cyclic evolution of the insulator along a path

that encloses a metallic state [16,17]. Thus, nontrivial topology of electronic

structure is intimately linked with the presence of a metallic state, which is

expected to be relevant to an electronic topological transition (ETT).

Among all other binary semiconductors, Bi2Se3, Bi2Te3 and Sb2Te3 are

predicted to be topological insulators whether Sb2Se3 is said to be a band

insulator [5, 10].

Though in recent years, many topological insulators have been exten-

sively studied both theoretically [5,10] and experimentally [18–21], a detailed

pressure dependent study of electronic and vibrational properties is quite

sparse [22]. Here we present bulk and surface electronic structures along

with bulk vibrational properties of Sb2Se3 as a function of pressure and re-

veal that there exists an interesting electronic phase transition in Sb2Se3.

By examining the band inversion of the highest occupied molecular orbital

(HOMO) and lowest unoccupied molecular orbital (LUMO) at the Γ point

in the Brillouin zone, we predict that Sb2Se3 undergoes ETT from band

to topological insulator at Pc = 2 GPa. Though the change in electronic

topology in the bulk properties may be very subtle, the ETT in these mate-

rials can be concluded from closing-reopening of the gap i.e. band inversion

and parity reversal [6, 8, 10] of the bulk wave function at the time reversal

invariant momenta (TRIM) point of the bulk Brillouin zone.
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3.2 Crystal structure

All materials of type A2B3 with (A = Sb,Bi;B = Se, Te) has a layered

rhombohedral structure in the bulk having space group R3̄m withD5
3d crystal

symmetry [5,11]. The bulk unit cell has five atoms with B(1)−A−B(2)−

A − B(1) atomic plane arrangement along the 〈111〉 direction which is the

closed packed direction for this crystal structure (see Fig. A.2). These five

atomic layers make a quintuple layer (see Appendix A) which is stacked one-

by-one along z-axis to create a layered structure. Among the five atoms in the

unit cell, there are two inequivalent atoms-B(1) and B(2) which occupy the

outermost and the third (central) layer in a quintuple layer (see Fig. A.3).

The third B(2) atom acts as the inversion center in the crystal unit cell. The

crystal structure of A2B3 family of compounds can be cast into hexagonal

form (see Fig. 3.1) which comprises of quintuple layers (QLs) stacked along

the c-direction. Usually the semi-infinite surface of those materials consisting

of three QLs are required in the surface unit cell to get a metallic surface

state. [5] In our calculations we take three QLs in the surface unit cell unless

otherwise specified.

3.3 Electronic structure methods

We use density functional theory based first-principles technique as imple-

mented within the Quantum ESPRESSO (QE) code [23]. We adopt fully

relativistic norm-conserving pseudopotentials to represent the interaction be-

tween the frozen core and the valence electrons of an atom facilitating the



3.3 Electronic structure methods 53

 (a) (b)

Figure 3.1: Crystal structure of Sb2Se3 family of compounds for (a) surface
and (b) bulk unit cell. The bulk rhombohedral unit cell consists of five atoms
in A(Se1)−B(Sb)−C(Se2)−A(Sb)−B(Se1)−C(Se1)... arrangement along
the z-direction. Se2 acts as the inversion center. The hexagonal supercell
contains three quintuple layers stacked along c-axis. As each QL contains
five atomic plane, the semi-infinite surface as shown in (b) contains total
fifteen atomic layers with the inter and intra-quintuple layer distances being
different.

inclusion of spin-orbit coupling through Dirac equation in all ab-initio calcu-

lations presented here. The generalized-gradient approximation (GGA) [24]

to the exchange-correlation functional as prescribed by Perdew, Burke and

Ernzerhof (PBE) [25] is used while constructing the pseudopotentials. Unless

otherwise specified, the electronic wave functions are expanded in plane wave

basis with a cut-off energy of 80 Ry and for the charge density, the cut-off

energy is chosen to be 360 Ry. The integration and sampling of the Bril-

louin zone are performed according to the Monkhorst-Pack [26] scheme with

a dense k-mesh of 9× 9× 9 and 12× 12× 1 for the bulk and surface unit cell

respectively. Occupation numbers are treated according to the Fermi-Dirac
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smearing method with a broadening of 0.003 Ry. At each pressure, the bulk

unit cell is fully relaxed using the Broyden-Fletcher-Goldfarb-Shanno scheme

while keeping the c/a ratio fixed at the experimental value and varying the

lattice constant a. While constructing the unit cell for surface calculations,

we take the bulk atomic coordinates as the relaxation of atoms on the surface

are very small. The vibrational frequencies are determined using both the

frozen-phonon and linear response techniques. The details of the parameters

for surface calculations and vacuum thicknesses of the slabs are given in Ta-

ble 3.1 & 3.2 where c is meant to be the thickness of the slab without the

vacuum.

Pressure (GPa) a(Å) c(Å) V acuum(Å)
0 4.09 29.96 15
3.5 3.99 29.29 15
4.0 3.96 29.11 15
5.0 3.89 28.50 14
7.2 3.85 28.20 14

Table 3.1: Lattice constants and vacuum thicknesses for the hexagonal super-
cells of Sb2Se3 used for surface state calculations at different pressures. c is
the thickness of the unit cell without the vacuum.

No. of QL plane wave(Ry) charge density(Ry) c(Å) V acuum(Å)
3 60 300 29.11 15
4 60 300 36.00 18
5 80 360 45.00 22
6 80 360 55.00 28
7 80 360 66.00 34

Table 3.2: Cut-off energies for plane wave and charge density are given along
with the vacuum thicknesses for Sb2Se3 at P = 4.0 GPa (a = 3.96Å) for
different number of quintuple layers in the surface unit cell.
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3.4 Results and analysis

At ambient pressure Sb2Se3 is so far known to be a semiconducting material

with a band gap of 0.13 eV and having the topology of a trivial band insulator.

Here, we report that Sb2Se3 undergoes an electronic phase transition at

Pc = 2 GPa from band insulator to a topological insulator which has non-

trivial topology in its electronic structure.

P (= 0 GPa) < Pc

(a)

HOMO    LUMO

(b)

HOMO LUMO

P (= 4 GPa) > Pc

Figure 3.2: Band inversion of Sb2Se3 across the critical pressure (Pc =
2 GPa). Iso-surfaces of charge densities associated with the top of the va-
lence (HOMO) and bottom of the conduction (LUMO) band at a pressure (a)
before (P = 0 GPa) and (b) after(P = 4 GPa) the critical pressure Pc.

Our theoretical estimate of the lattice constant is a = 4.09Å, at which

a direct energy gap at the Γ point separates valence band states with odd

parity from the conduction band states with even parity, as was shown by
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Zhang et al. for a band insulator [5]. The odd parity of the state at the top of

the valence band is evident in the involvement of the p orbitals of Se atoms

present at the inversion center. A strong hybridization between p states of

Sb and Se is evident in the electronic eigenstates across the gap (see Fig.

3.2). Band gap vanishes precisely at Pc = 2 GPa and opens up for P > Pc

with energies varying linearly with P near Pc . This involves an inversion of

bands (see Fig. 3.2) and reversal of the parity (see Fig. 3.3) of valence and

conduction bands across Pc marking a transition from a band insulator to a

topological insulator.

As hydrostatic pressure is applied on the single crystal of Sb2Se3, the lay-

ers within the unit cell come closer to each other and thereby the interaction

among themselves increases. This enhanced chemical interaction increases

the strength of spin-orbit coupling between the central Se atoms and nearest

Sb atoms which leads to inversion of HOMO (highest occupied molecular or-

bital) and LUMO (lowest unoccupied molecular orbital) across the transition

pressure (Pc = 2 GPa).

This increase in chemical interaction (strong hybridization between the

p-orbitals of Sb and Se) can be noticed by visualizing the charge densities

associated with the bands near the Fermi level around the critical pressure

(2 GPa) (see Fig.3.2). From the charge distributions of electronic states in

Fig. 3.2, it is worth noting that intra-quintuple layer interaction or chemi-

cal bonding is stronger than inter-quintuple layer interaction in this layered

material.

We use semi-infinite hexagonal supercell of Sb2Se3 containing three QLs
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(P = 0 GPa) < P
(a) (b)

(c) (d)

(P = 4 GPa > P

HOMO LUMO

HOMO LUMO
C

C

Figure 3.3: Parity reversal of the bands of Sb2Se3 across the critical pres-
sure (Pc = 2 GPa). Iso-surfaces of charge densities associated with the
x-component of spinor wave function of valence (HOMO) and conduction
(LUMO) band of Sb2Se3 having definite parities. HOMO of Sb2Se3 which has
odd parity (Fig. 3.3a) at P (0 GPa) < Pc becomes of even parity (Fig. 3.3c)at
P (4 GPa) > Pc and the LUMO of Sb2Se3 which has even parity (Fig.3.3 b)
at P (0 GPa) < Pc becomes of odd parity (Fig. 3.3d) at P (4 GPa) > Pc.
The parities can be identified by the color of the orbitals involved in the above
charge distributions. The middle layer of atoms in the above quintuple layer
(see Fig. A.3 in Appendix A) i.e. Se(2) atoms are at the inversion center of
the unit cell as described in the text. Brown and blue colors represent posi-
tive and negative iso-surfaces of charge densities respectively (indicated with
+ and - signs in the figures)
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Figure 3.4: Evolution of electronic bands and the bulk band gap near the
critical pressure Pc(= 2 GPa). Electronic band structures of Sb2Se3 at (a)
P (= 0 GPa) < Pc (b) P = Pc and (c) P (= 4 GPa) > Pc.(d) Closing and
reopening of bulk band gap across the critical pressure causing the inversion
of bands across Pc.

for slab calculation and calculate the surface electronic structures as a func-

tion of pressure (see Fig. 3.5) which ranges from a point below Pc and extends

above it. We found that there is a band gap in the surface electronic states

below the critical pressure as anticipated. But to our surprise, above Pc the

surface band gap does not close and no metallic state appears on the surface

of Sb2Se3 in any of the TRIM points (see Fig. 3.5). One explanation behind
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Figure 3.5: Surface electronic structures of Sb2Se3 at different pressures and
for different number of quintuple layers (QLs). (a) Surface states of Sb2Se3
before (P = 0 GPa) and (b) after (P = 4 GPa) the critical pressure (Pc) for
3-QL surface unit cell. Note that the surface band gap is not zero at 4 GPa
even if Sb2Se3 has entered into topological insulating phase. (c) Surface state
of Sb2Se3 for 5-QL unit cell showing a reduced band gap than the 3-QL unit
cell at P = 4 GPa. (d) Surface band gap of 3-QL Sb2Se3 slab as a function
of pressure.

this behavior of the surface band gap could be the weak spin-orbit coupling

interaction [11]. To increase the strength of the spin-orbit coupling, we in-

crease the number of quintuple layers in the surface unit cell and examine the

behavior of surface states upto seven QLs at a value of pressure (P = 4GPa)
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which is above Pc. The dependency of surface band gap on quintuple layers

is shown (see Fig. 3.6).

3 4 5 6 7

No. of quintuple layer (N)

0.05

0.1

0.15

0.2

B
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n
d

g
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 (

e
V

)

(a) (b)

Figure 3.6: Surface band gap of Sb2Se3 at 4 GPa for different slab thick-
nesses. (a) Dependency of surface band gap of Sb2Se3 on the number of
quintuple layers (QLs) in the surface unit cell. (b) Surface band gap of
Sb2Se3 plotted with inverse of the number of the QLs. The linear fit tells
that the surface band gap should go to zero for eleven quintuple layers. Lin-
ear interpolation (not shown here) on the actual data points in the rightmost
figure also predict that same number of QLs (i.e. eleven) are required to have
a gapless surface state for Sb2Se3.

We fit a linear curve (see Fig. 3.6 b) as well as performed linear interpo-

lation technique on the actual data points of the QL-dependent surface band

gap values which reveal that eleven quintuple layers are needed to have a

gap-less surface state. This value of required quintuple layers is higher than

what is reported in literature [11]. The detail investigation of the peculiar

behavior of the surface states of Sb2Se3 is one of our future agendas.

Now we will discuss the vibrational properties of Sb2Se3 as a function of

pressure. The bulk primitive unit cell for A2B3 type of compounds contain
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five atoms. So according to group theory, the phonon modes of Sb2Se3

at the Γ point in the Brillouin zone are characterized by the irreducible

representations of the rhombohedral point group D5
3d i.e. fifteen vibrational

modes which are given by, 2(A1g +Eg) + 3(Eu +A2u). Among these modes,

two E2u and one A2u modes are acoustic in nature whose frequencies are zero

at the zone center and the rest twelve modes are non-zero optical modes.

The displacement of the atoms in all optical modes vibration are shown in

Fig. 3.8. In all the Raman active modes (A1g, Eg), the displacement field

involves the vibration of the two top most and two bottom most atomic planes

within a quintuple layer while the middle layer which is at the inversion

center remains fixed. In case of Infrared active (IR) modes (A2u, Eu), all

the atoms in a quintuple layer vibrate. The direction of atomic vibrations

are longitudinal (along c-axis) for A1g, A1u modes, whereas the vibration of

Eg, Eu modes occur in lateral direction (in ab-plane).

Figure 3.7: Phonon frequencies of Sb2Se3 at the Γ point in the Brillouin
zone. Frequencies of all the twelve optical modes vary linearly with pressure
near Pc(= 2 GPa) showing no anomaly.
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The phonon frequencies are calculated with the help of two highly accu-

rate techniques-linear response and frozen phonon method within the adia-

batic density functional theory. Both the method yield phonon frequencies

within few cm−1. Phonon frequencies of Sb2Se3 vary linearly (see Fig. 3.7)

with pressure at the Γ point in the Brillouin zone near Pc. The Nominal

frequencies of Sb2Se3 are given and compared with other topological insula-

tors in Table 3.3. From this table we can see that the frequencies for Sb2Se3

are higher than other componds because of the lighter masses of Sb and Se

atoms as compared to Bi and Te atomic masses.

A2
1g A1

1g E2
g E1

g A2
2u A1

2u E2
u E1

u
aSb2Se3 211.5 78 138.3 53.2 190.9 149.8 131.4 94.6

[18],bSb2Te3 169 67 117 49 146 109 100 77
[19],cSb2Te3 165 69 112 67
[20],bBi2Se3 166.3 63.8 123.9 38.8 155.4 136.7 126.8 64.7
[21],cBi2Se3 175.3 73.3 132.6 39.9 159.9 128.9 124.9 67.9
[20],bBi2Te3 127.2 53.8 95.9 35.4 118.6 95 91.2 48.4
[22],cBi2Te3 134.1 62.0 101.7 34.3

a this work, b theoretical calculation and c experiment.

Table 3.3: Vibrational frequencies of twelve optical modes 2(A1g+Eg+A2u+
Eu) of topological insulator materials having D5

3d crystal symmetry. All fre-
quencies are in the unit of cm−1 The vibrational frequencies of Sb2Se3 are
given here at P = 3.5 GPa in its topological insulating phase. For other ma-
terials which are already TI in ambient pressure, the above frequencies are at
equilibrium lattice constant i.e at zero pressure. g and u denote Raman (R)
and Infrared (IR) active modes respectively.



3.5 Going beyond adiabatic approximation 63

A 1g
A

2u
A2u E g

E u E u A1g E g

 2

 2  2  2 1

 1  1  1

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.8: Optical phonon modes of Sb2Se3. (a)-(c), (g) are singly degen-
erate . (d)-(f), (h) are doubly degenerate mode. A1g and Eg are Raman
active, A2u and Eu are infrared active. Displacements of the atoms are in
the direction of the arrowhead marked in the figures. Larger arrow signifies
larger displacement of the atoms.

3.5 Going beyond adiabatic approximation

As Sb2Se3 passes through the metallic state with zero bulk band gap at

Pc, the time scale associated with the electronic motion near Pc becomes
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Figure 3.9: (a) The electronic bands of Sb2Se3 at Pc near the Γ point for the
undistorted crystal structure. First-principles evidence of electron-phonon
coupling obtained by distorting the crystal structure along the direction of
displacement of atoms for (b) A2

1g, (c) A
2
2u and (d) E1

u mode. The form of
electron phonon coupling for A2u mode (see text) yields splitting of bands
near the gap obtained within the 4-band model, which has been verified using
first-principles calculations. Evidence of electron-phonon coupling for rest of
the phonon modes are presented in the Appendix B.

comparable with that of the phonons and the adiabatic Born-Oppenheimer

approximation may break down very close to the ETT at Pc and one may

need to include dynamical corrections. Thus the resulting slow dynamics of

the electron is expected to interact with the phonons giving rise to anomaly

in vibrational frequencies.

But no anomaly is observed in vibrational frequencies as calculated within
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DFT (Fig. 3.7). This suggests that the mean field behavior of the vibra-

tional frequencies near the transition pressure (Pc) are beyond the adiabatic

description of density functional theory [27]. Thus investigations of phonon

anomaly near Pc requires going beyond the adiabatic approximation.

An occurrence of broken adiabaticity has been seen in graphene, also char-

acterized by a vanishing band gap: explanation of vibrational signatures of

doping in graphene probed by Raman spectroscopy required going beyond

the Born-Oppenheimer (adiabatic) approximation [28,29].

We now present theoretical analysis beyond the adiabatic approximation

and determine dynamical [28, 29] corrections to phonon frequencies to un-

derstand the observed Raman anomalies as seen in experiment by our col-

laborators [27]. To this end, we build on the universal four band model

developed by Zhang et al. [5,30] written in terms of Dirac matrices. To cap-

ture the pressure dependence of electronic structure in the neighborhood of

Pc (see Fig. 3.9), we note that states at the top of the valence and bottom of

the conduction bands are doubly degenerate, and their energies are given by

C0±M0, where C0 andM0 are the parameters of the model Hamiltonian [30],

and M0 < 0 for a topological insulator. Treating M0 = −κ(P − Pc) with

a positive κ, we reproduce the electronic structure near the Γ point close to

the transition from a band insulator to a topological insulator (see Fig. 3.9)

as reflected in the reversal of bands of opposite parity. Electron-phonon cou-

pling is needed to estimate dynamical corrections to vibrational frequencies,

and we now derive their form at the lowest order within the four-band model,

expressing them in terms of Dirac matrices (see Appendix E for a discussion

on Dirac matrices). Symmetry properties of the Dirac matrices (irreducible
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representations for the symmetry group of Sb2Se3) have been derived by Liu

et al. [30]. We note that Raman-active and IR-active modes have even and

odd parity, all of them are invariant under time reversal. An electron-phonon

coupling term in the Hamiltonian can be expressed as a product of phonon

degree of freedom and a Dirac matrix (or its commutator)(see Appendix C

for a detailed discussion). A symmetry-invariant electron-phonon coupling is

obtained by projecting this term onto identity representation of the double

group of D5
3d. For the Raman-active A2

1g mode, which has the full symmetry

of the system, the electron-phonon coupling can have all the terms in the

four-band electronic Hamiltonian multiplied by the mode displacement uA1g
.

We pick the leading term that gives changes in band structure obtained by

distorting the structure with this mode (see Fig. 3.9 b):

HA1g
= AA1g

uA1g
Γ5, (3.1)

where Γ5 is a Dirac matrix. Similarly, coupling of an IR-active mode A2
2u

with electrons takes a form:

HA2u
= AA2u

uA2u
Γ45, (3.2)

where Γij is a Dirac matrix commutator [Γi,Γj]/2i. Finally, symmetry

consideration of the lowest order coupling of the E2
g mode with electrons

requires one to have a quadratic form of Dirac matrices:

HEg
= AEg

(uxEg
Γ15 + uyEg

Γ25)Γ35, (3.3)
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where x and y denote Cartesian components of displacements of the dou-

bly degenerate E2
g mode. In this term, each of matrix Γ35 and the expres-

sion uxEg
Γ15 + uyEg

Γ25 transform according to Γ−
1 irrep and is even under

time reversal, and their product is symmetry-invariant. Since the product

of two non-commuting Hermitian operators is not Hermitian, we construct a

symmetry-invariant Hermitian form:

HEg
= AEg

[(uxEg
Γ15 + uyEg

Γ25)Γ35 −H.c.]/2i, (3.4)

where H.c. means Hermitian conjugate. Similarly, there are other forms

of electron and E2
g phonon couplings possible:

BEg
[(uxEg

Γ24 − uyEg
Γ14)Γ34 −H.c.]/2i+ B

′

Eg
[(uxEg

Γ24 − uyEg
Γ14)Γ12 −H.c.]/2i

+CEg
(kxu

x
Eg

− kyu
y
Eg
)Γ4,

where the term with coupling B and B
′

(C) involves products of Γ+
2 (Γ−

2 )

representations, each of which is odd under time-reversal.

We validate the form of electron-phonon coupling by comparing the elec-

tronic structure of the model with that obtained from first-principles for the

lattice distorted with each mode of Sb2Se3 (see Fig. 3.9) for the case of A2
2u

and A2
1g modes). For a frozen A2

1g mode at P = Pc, band gap opens up in a

way similar to how it opens up at infinitesimally small deviation in pressure

or strain. For a frozen A2
2u mode, band splitting is more interesting: each

of the doubly degenerate valence and conduction bands of definite parity

split up as this mode breaks the parity symmetry. The minima or maxima

of bands shift away from the Γ point. However, the splitting or changes
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in the model band structure associated with the electron-phonon coupling

of E2
g (AEg

) mode are not captured within first-principles calculations (see

the figures in Appendix B), suggesting that the physics of this coupling is

beyond the formal mean-field description of density functional theory used

here. Thus, in the analysis below, we use the symmetry invariant form with

A-coupling as a free parameter as the other terms are not needed to capture

the essential aspects of the observed phonon anomalies.

We obtain the dynamical corrections to phonon frequencies as a function

of pressure using these forms of electron-phonon couplings (keeping strength

of the coupling as free parameters) in first-order time dependent perturbation

analysis [28] (see Appendix D) of the four-band model of Bi2Se3 derived by

Zhang et al. [5] with pressure dependent M0 (see Fig. 3.10). To simplify

our analysis, we make use of the layered nature of Sb2Se3 and carry out

Brillouin zone integrations only in the ab-plane. It is evident that dynamical

corrections to frequencies of Raman active modes change sharply below Pc

and asymmetrically around Pc. Indeed, the sharp drop (see Fig. 3.10) in

frequencies of E2
g and A

2
1g modes just below Pc, and a gradual increase in their

frequencies for P > Pc are consistent with the pressure-dependent behavior

of the modes seen in experiment [27]. In contrast, dynamical corrections to

IR-active mode exhibit a sharp jump above Pc!

The line-width i.e FWHM (full width at half maximum) of E2
g mode

estimated from our analysis (see Fig.3.10d and Eq.(D.4) of Appendix D)

peaks asymmetrically near the transition pressure, quite consistent with the

observed line-width anomaly seen in experiments [27]. This further cor-

roborates our theoretical analysis, and allows us to determine the origin of
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Figure 3.10: Dynamical corrections to frequencies of phonon modes (a) A2
1g,

(c) E2
g and (c) A2

2u as a function of −M0 (i.e. ∝ (P − Pc)). The corrections
are negative and make the modes softer near the transition; their asymme-
try allows differentiation between the trivial and the nontrivial topology of
electronic structure on the two sides of the transition. Fig.3.9 show how elec-
tronic structure changes when atomic displacements of a given phonon mode
are frozen to distort the structure based on first-principles calculations, and
are reproduced using electron-phonon coupling (see text) within the 4-band
model. (d) The calculated linewidth (FWHM) of the mode E2

g as a function
of M0 i.e. pressure.

asymmetry in phonon anomalies. It can be traced to the parity reversal of

occupied and unoccupied bands in immediate vicinity of the ETT. Using

the form of electron-phonon coupling for the IR-active mode in perturbative
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analysis, we predict that (i) dynamical corrections should lead to anomalies

in IR-spectra of Sb2Se3 in narrow neighborhood of the transition pressure Pc,

and (ii) the asymmetry in anomaly of the IR-active mode will be in contrast

to that in the Raman mode–with a jump in frequency above Pc.

3.6 Conclusion

In conclusion, we reveal a pressure-induced electronic topological transition

(ETT) in single crystal of Sb2Se3, a band insulator. A combination of first-

principles calculations and theoretical model-based analysis presented here

show a breakdown of adiabatic approximation at the ETT. We established

that electron-phonon coupling of nontrivial forms leads to anomalies as ob-

served in the experimental Raman spectra [27]. These ideas are applicable

to electronic transitions in other topological insulators too, and expected to

stimulate experiments for exploring anomalies in IR vibrational spectra, and

guide materials scientists in transforming a normal insulating materials to a

topological insulator.
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Appendix A

Structural relationship between

the rhombohedral and

hexagonal cell of Sb2Se3

Among all three closed packed crystal systems (trigonal, hexagonal and cu-

bic), crystal structures belonging to the the trigonal class can have either

rhombohedral lattice or hexagonal lattice. Primitive unit cell of hexagonal

lattice has a = b 6= c;α = β = 90 ◦ 6= γ = 120 ◦ and for the rhombohedral

unit cell a = b = c;α = β = γ 6= 90
◦

. Both the lattice can be referred to ei-

ther the rhombohedral or the hexagonal axes. When a rhombohedral lattice

is specified by hexagonal axes, then the hexagonal cell becomes non-primitive

and the vice versa. In Fig. A.1 the primitive unit cell is the rhombohedral

one with lattice constants (a = b = c) and the hexagonal cell being the non-

primitive (a1 = b1 6= c1). Unit cell vectors of a rhombohedral cell can be

listed with hexagonal lattice constants as follows,
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c b
a

a

b

1

1

c 1

Figure A.1: Relation between the hexagonal and rhombohedral crystal struc-
tures shown in a prototype crystal cell. Unit cell of rhombohedral lattice with
lattice constants (a,b, c) and the corresponding hexagonal crystal structure
with (a1,b1, c1) lattice parameters are shown here. The hexagonal lattice is
highlighted in bold lines.































~r1 = (1/2 a1, 1/
√
12 a1, 1/3 c1)

~r2 = (1/
√
3 a1, 0, 1/3 c1)

~r3 = (−1/2 a1,−1/
√
12 a1, 1/3 c1)

(A.1)

The relations between the hexagonal and rhombohedral lattice constants

are given by,
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a1 = 2a Sin(θ/2)

c1 = a[3{1 + 2Cos(θ/2)}]1/2
(A.2)

The hexagonal unit cell of a rhombohedral lattice which has n layers,

is made up of three elementary stacking of n/3 layers that are related to

each other either by anti-cyclic shift (A → C → B → A) or cyclic shift

(A→ B → C → A).

<111>

Figure A.2: Schematic demonstration of how the closed packed direction of
the rhombohedral unit cell coincides with the 〈111〉-direction of the fcc unit
cell.

The relationship between the face centered cubic (fcc) and the primitive

rhombohedral unit cell is shown in Fig. A2. The trigonal axis of the rhom-

bohedral unit cell coincides with one of the 〈111〉 directions of the cubic unit

cell and thus the layers are stacked along {111} planes in the cubic closed

packing.
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Se(1)

Sb

Se(2)

Sb

Se(1)

Figure A.3: Layered structure of Sb2Se3. A quintuple layer with Se(1) −
Sb−Se(2)−Sb−Se(1) atomic plane arrangements is indicated within the box.
The middle layer i.e. Se(2) atoms are at the inversion center.The smaller
sphere (yellow) and larger sphere (grey) denote Se and Sb atoms respectively

A quintuple layer of Sb2Se3 is shown in Fig. A.3, where the layers orient

themselves in A(Se1) → B(Sb) → C(Se2) → A(Sb) → B(Se1) → C(Se1)

fashion as discussed above. The middle layer (i.e. Se(2)) is at the inversion

centre of the quintuple layer.
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Appendix B

Electron-phonon coupling from

first-principles

To see how the topology of electronic band changes due to electron-phonon

coupling, we distort the equilibrium crystal structure of Sb2Se3 at P = Pc

with the corresponding mode displacement vectors and calculate the elec-

tronic band structure for each mode.
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Figure B.1: Change in electronic structure of Sb2Se3 due to electron-phonon
coupling for (a) A1

2u (b) E2
u (c) E2

g and (d) A1
1g vibrational mode as calculated

within the density functional theory.
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Figure B.2: Form of electron-phonon coupling as obtained with DFT calcu-
lation for the E1

g mode of Sb2Se3 showing no change in the electronic band
structure.



Appendix C

Electron-phonon coupling

Hamiltonian

We now derive the electron-phonon coupling (EPC) Hamiltonian using pro-

jection operator technique. Projection operator [1] can be written as P̂Γ̃±
n
=

1
g

∑

RAΓ̃±
n
(R)P̂R, where P̂R is the symmetry operator corresponding to sym-

metry operation R and AΓ̃±
n
(R) is the character of Γ̃±

n irreducible repre-

sentation (irrep) of the symmetry group and sum is over all the symmetry

operations of the group (D5
3d) and g is its order. ± sign represent even and

odd parity respectively of the irreps. The phonon eigenmodes A1g, A2u and

Eg have the symmetry of the irreducible representations given respectively

by Γ̃+
1 , Γ̃

−
2 and Γ̃+

3 [1]. We first considered direct product representation ob-

tained from a multiplication of an irrep of a phonon mode and each irrep

of D5
3d. From these, we pick the ones that contain identity representation of

D5
3d. We write the electron-phonon coupling term by projecting the product
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of the suitable Dirac matrix and u mode displacement onto identity rep-

resentations [2]. For A1g mode, picking only the leading terms which give

significant change in band structure, the EPC Hamiltonian can be written

as,

HA1g
= P̂(Γ̃+

1
≡A1g)

.[uA1g
Γ5] ≃ AA1g

uA1g
Γ5 (C.1)

Similarly for A2u mode the EPC Hamiltonian is given by the following

expression,

HA2u
= P̂(Γ̃−

2
≡A2u)

.[uA2u
Γ5] ≃ AA2u

uA2u
Γ45, (C.2)

where we note that each of uA2u
and Γ45 belongs to Γ̃−

2 irrep. Here Γm

is a Dirac matrix and uA1g
, uA2u

are the displacement of the A1g and A2u

phonon modes respectively.

For Eg mode,

P̂(Γ̃+

1
).[{uxEg

, uyEg
} ⊗ {Γ15,Γ25}].Γ35 ≃ AEg

(uxEg
Γ15 + uyEg

Γ25)Γ35 (C.3)

where Γmn = [Γm,Γn]/2i. u
x
Eg

and uyEg
are the x and y component of the

displacement of the Eg phonon mode. However, this form is not Hermitian

and we construct a Hermitian operator with the same symmetry properties

using:
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HEg
≃ AEg

(uxEg
Γ15 + uyEg

Γ25)Γ35 −H.c.

2i
, (C.4)

where H.c. means Hermitian conjugate.

Similarly other symmetry allowed lowest order terms for EPC Hamilto-

nian of HEg
mode are,

BEg

(uxEg
Γ24 − uyEg

Γ14)Γ34 −H.c.

2i
+B

′

Eg

(uxEg
Γ24 − uyEg

Γ14)Γ12 −H.c.

2i

+CEg
(kxu

x
Eg

− kyu
y
Eg
)Γ4 (C.5)
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Appendix D

Dynamical corrections

Following the procedure Lazzeri et al. [1] and Pisana et al. [2] used in their

work on graphene, self energy of phonon with wavevector q and frequency

ων is given by,

∑

(q, ων + iδ) =
2

Nk

∑

kij

|gνki,(k+q)j|2(fki − f(k+q)j)

ǫki − ǫ(k+q)j − (~ων + iδ)
, (D.1)

where k is the Blöch wave vector of the electronic state, Nk is the to-

tal number of k vectors, fki is the Fermi-Dirac distribution function and i, j

denote band indices. gki,(k+q)j is the matrix element of electron-phonon cou-

pling between states ψki & ψ(k+q)j and δ is a small real number. At q = 0

the real part of the
∑

gives the dynamical correction to phonon frequency

~∆ω [2]. In our analysis, we treat a single layer of Sb2Se3 and carry out

integration over k in the Brillouin Zone in 2-D plane. For a phonon ν at Γ

point and four-band Hamiltonian, [3]
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∆ωΓν
= Re[

∑

(0, ων)] =
2A

(2π)2
P
∫ ∞

−∞

d2k

4
∑

i,j=1

|gνki,kj|2(fki − fkj)

ǫki − ǫkj − ~ων

(D.2)

where P is the principle part of the integral.

Here, gki,kj is given by 〈ki|HA1g
|kj〉, 〈ki|HA2u

|kj〉 and 〈ki|HEg
|kj〉 respec-

tively for A1g, A2u and Eg phonon modes. ki & kj are the eigenvectors of

the effective four-band Hamiltonian H(k) as given by equation (1) by Zhang

et al. [4] .

At the Γ point the effective four-band Hamiltonian is given by the follow-

ing expression,

HΓ =



















C0 +M0 0 0 0

0 C0 −M0 0 0

0 0 C0 +M0 0

0 0 0 C0 −M0



















(D.3)

To model the electronic structure across the electronic transition seen in the

DFT calculations, we treat M0 is function of pressure M0 = −k(P − Pc),

where k is a positive number and Pc is the critical pressure.

The linewidth of a phonon mode in a crystal having strong electron

phonon interaction is mainly determined by electron-phonon coupling (EPC)

term in the Hamiltonian. The EPC contribution to FWHM (γν) of a phonon
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mode ν is given by the following expression [3],

γν =
4π

Nk

∑

k,i,j

|gνki,(k+q)j|2(fki − f(k+q)j)× δ(ǫki − ǫ(k+q)j + ~ων), (D.4)

where δ is the Dirac delta function. Other terms in this expression have been

explained in the previous sections.
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Appendix E

Dirac matrices

Dirac matrices or Dirac gamma matrices (Γn) are a class of 4 × 4 matrices

which often arise in relativistic quantum mechanics through the Dirac equa-

tion in the description of 4-component spinor wave functions. These matrices

are Hermitian and satisfy the following anti-commutating relation [1],

1

2
(ΓnΓm + ΓmΓn) = δnmI, (E.1)

where δ is the Kronecker delta function and I is a 4× 4 unity matrix.

The five original matrices as given by Dirac are following [2],
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Γ1 =



















0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0



















Γ2 =



















0 0 0 −i

0 0 i 0

0 −i 0 0

i 0 0 0



















(E.2)

Γ3 =



















0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0



















Γ4 =



















1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1



















(E.3)

Γ5 =



















0 0 −i 0

0 0 0 −i

i 0 0 0

0 i 0 0



















(E.4)
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