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Preface

Colloidal systems are used to investigate a multitude of fundamental condensed matter phe-
nomena like liquid-solid phase transitions, nucleation and growth of crystals, super heating of
crystals and solid-solid phase transitions. Their large sizes(∼ µm) and slow dynamics (∼ms)
make them ideal test beds to probe dynamics with single-particle resolution and hence gain
insight into the microscopic underpinnings of various processes. In this thesis, using colloids as
model systems, we address questions pertaining to nature of the glass transition, deformation
of amorphous solids and defect dynamics in polycrystals. The organization of the thesis is as
follows.

Chapter 1 presents a general introduction to the glass transition, theories developed to
understand it, amorphous solids and polycrystals. This chapter also contains an overview of the
how colloids have served as models to understand these phenomena.

Chapter 2 consists of colloid synthesis protocols followed by a description of the techniques
used, which include confocal microscopy, confocal-rheometery and holographic optical tweezers.

Chapter 3 aims at understanding the nature of the glass transition, one of the oldest yet
unresolved puzzles of condensed matter physics. Over the last few decades there has been a
growing debate on whether glass transition is associated with an underlying thermodynamic
phase transition or it is a purely kinetic process. Here, by freezing an amorphous wall of
particles using a holographic optical tweezers in a 2D colloidal glass-forming liquid, we provide
direct evidence for a few key predictions of Random First Order Transition Theory (RFOT),
a popular thermodynamic theory of glass transition. We have successfully extracted a growing
static length scale vis-a-vis amorphous order on approaching glass transition. Remarkably, we
observe a non-monotonicity in dynamic correlations with increasing supercooling. We show
that this non-monotonicity arises as a result of the change in the morphology of cooperatively
rearranging regions (CRRS), manifestations of relaxation events, from string-like to compact.
Strikingly, such a change in the morphology of CRRS is also consistent with the fuzzy sphere
model which explains relaxation mechanisms within RFOT. Together, our observations suggest
a thermodynamic paradigm of glass transition.

In chapter 4 we provide a direct evidence for a non-equilibrium phase transition associated
with yielding of an archetypal soft solid - a colloidal glass. From hard to soft systems, most
materials yield and flow plastically when subjected to stresses beyond a threshold namely, the
yield stress. By combining confocal microscopy with rheometery, we simultaneously quantified
single-particle dynamics and bulk rheological response and established direct connections be-
tween microscopic processes and macroscopic mechanical properties. Quantifying single particle
dynamics reveal that the fraction of local irreversible events behave as an order parameter for
this transition. The time taken for the system to reach a steady state also diverges in the vicin-
ity of the yield strain. Accompanying this diverging time scale, we identified a length scale,
associated with the clusters of particles having high local Debye-Waller factor, which exhibits a
maximum in the vicinity of the yield strain. Collectively, these observations show that yielding
shows signatures of a phase transition.

Chapter 5 discusses our results where we show that the dynamics of grain boundaries share
similarities with supercooled liquids. Grain boundaries (GBs) are thin disordered interfaces
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which separate two adjacent crystallites in a polycrystal. A GB is characterised by its misorien-
tation angle, the angle with which one crystallite is rotated with respect to the other. It is well
known that the properties of a GB depend crucially on its misorientation angle. Further, over
decades there exists a debate if high angle grain boundaries (HAGBs), GBs with mosorientation
angle greater than ∼ 15◦, posses characteristics of supercooled liquids. By probing single parti-
cle dynamics at GBs, we reveal that HAGBs indeed display hallmark features of glass forming
liquids such as slowing down of particle dynamics, non-Gaussian probability distribution of dis-
placements and the existence of string-like cooperative rearrangements. We observe that with
increasing misorientation angle the width of the boundary increases and hence the dynamics be-
comes faster. Thus, our studies show that GBs behave as confined supercooled liquids and their
misorientation angle dependent properties stem from misorientation angle dependent geometric
confinement.

Chapter 6 gives a brief summary and future outlook about the work discuused in this thesis.
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Chapter 1

Introduction

1.1 Disordered Materials

In Nature, disorder is more prevalent than order. In the realm of condensed matter, the most

common form of disorder we encounter is structural disorder. The epitome of structural disorder

is a glass, although crystals also possess some degree of disorder in the form of point defects,

dislocations and grain boundaries. In crystals, however, scientists have developed methods

to intelligently utilize these imperfections to enhance the functionality of materials. One such

striking example is the development of super plastic materials (Nieh et al. 2005). These materials

are achieved by engineering the architecture of grain boundaries, thin disordered interfaces that

separate crystallites of different orientations in a polycrystal. The characteristic attributes of

any material stem from its structure. For instance in the context of crystallization, at high

temperature the system is a fluid and does not posses any long-range order. However, once

it crystallizes, the onset of long range order leads to the development of rigidity. Further, the

degree of disorder dictates the mechanical properties of crystals. But as always, Nature surprises

us by providing exceptions to a general premise. One such popular example of matter is ‘glass’

which possess a liquid like structure but is rigid like a crystal. Despite decades of research very

little is known about glasses, how they form and what gives rise to rigidity. Numerous theories

have been formulated to understand amorphous solids. In this process, many new concepts arose

which have significantly contributed to other fields like protein folding (Bryngelson & Wolynes

1987) and computer science (Kirkpatrick et al. 1983) as well. However, the lack of understanding

of glasses did not hinder their utility. About 500 years ago, it was discovered that glasses offer

useful properties like high wear resistance, high fracture toughness, high porosity and many

more. Amorphous solids are therefore used routinely for numerous applications ranging from

window panes to artificial implants . Their extensive use has also provoked scientists to discover

new glassy materials. One such recent development is ultra stable glasses (Swallen et al. 2007;

Daisman et al. 2013; Singh et al. 2013). As the name suggests, unlike ordinary glasses, they are

ultra stable in the sense that they posses very high strength and toughness. Most importantly,

the study of such glasses is expected to shed light on mechanisms that lead to glass formation,

one of the unsolved puzzles of condensed matter physics. Interestingly, existence of structural

disorder is not just limited to hard materials like silica and metallic glasses, it is also found in

soft materials like emulsions, gels and foams. Most products we use in our day-to-day life from

food items (van der Sman 2012; Ubbink et al. 2008) to cosmetics (Genzer & Groenewold 2006)

are soft materials (Quake & Scherer 2000; Bates & Fredrickson 2008). Given the wide range of

applications of disordered materials, it is imperative to develop a unified understanding of these

systems. Moreover, it is possible that knowledge gained from studying amorphous solids can

help understanding disorder in crystals as well.
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2 Chapter 1.

The holistic understanding of any phenomenon is attained from a synergistic combination of

experiments, simulations and theoretical approaches. Knowledge about the bulk properties like

elasticity or yield strength can be estimated by measuring stress-strain curves either by com-

pressing or extending materials or more recently by nanoindentation. With regard to structure,

it can be probed on a global length scale using X-ray diffraction and locally using techniques

like Transmission Electron Microscopy (TEM). In fact, experiments on crystals have revealed

collective motion of dislocations at the onset of plasticity (Miguel et al. 2001) and cooperative

rearrangement of particles at grain boundaries (Merkle et al. 2002). In spite of these advances in

atomic experiments, there exists limitations in probing dynamics with atomic resolution. These

limitations are compounded in amorphous solids, where disorder precludes the characterization

of local packing and hence hinders the development of structure-property relations. Therefore

for such studies one relies on computer simulations, in particular for glasses, to gain insights into

the local structure as well as to study dynamics. While our understanding of many phenomena

has greatly benefited from simulations, they are also limited to small system sizes and small

time scales. One way to circumvent these limitations, is to use colloidal suspensions as models

to investigate atomistic phenomena. This is possible mainly because colloidal systems exhibit

phase behaviour similar to that of atomic and molecular systems. Moreover, unlike atoms, col-

loidal particles owing to their large size and slow dynamics enable study of motion down to

the single-particle level in real-space. In addition, colloidal particles can be easily manipulated

by external forces like shear, magnetic and electric fields. More importantly, the size, shape as

well as their interactions can be tuned with exquisite precision. This combination of properties

make colloidal suspensions valuable model systems and hence powerful probes to understand

fundamental condensed matter phenomena (Poon 2004). Over the last few decades, studies on

colloidal systems have contributed immensely to the understanding of crystals as well as glasses.

More recently, synthesis of inorganic active particles has led to developments where these active

colloids are used to model biological systems from bacterial suspensions to bird flocks (Schweitzer

2007; Romanczuk et al. 2012; Golestanian 2012).

1.2 Colloids

Colloids belong to a class of materials known as soft matter (Jones 2002; Israelachvili 2010) which

also include gels, emulsions and polymers. Colloidal suspensions consist of particles of sizes

raging from ∼100nm to ∼5µm dispersed in a solution. The defining property of these systems

is that they exhibit Brownian motion. Common examples of colloidal suspensions include milk,

blood, paints, etc. Colloids find applications (Cosgrove 2010) in ink-jet printing, e-book readers

and are used for making protective coatings and photonic band gap materials (Singh et al. 2010;

Kim et al. 2011; Vlasov et al. 2001). The use of colloids is not restricted to industries, they also

form excellent model systems to probe the microscopic underpinnings of numerous statistical

mechanical phenomena (Poon 2004). Colloidal suspensions are therefore instrumental even from

a purely academic perspective. This field of using colloids as models started with suspensions

of simple spherical colloidal particles with isotropic short-range repulsive or nearly hard-sphere

like interactions. Currently, owing to the enormous strides in colloidal chemistry, there exists

protocols through which the size, shape and interaction of particles can be controlled accurately
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(Glotzer & Solomon 2007; Sacanna & Pine 2011; Li et al. 2011) and few such examples are shown

in Fig. 1.1. Over the last decade, scientists have successfully synthesized particles with different

shapes such as ellipsoids (Snoeks et al. 2000), cubes (Rossi et al. 2011), dimples (Sacanna et al.

2010), rods (van Kats et al. 2004), clusters of spheres (Meng et al. 2010) and many more (Johnson

et al. 2005; Kraft et al. 2008; Hong et al. 2008; Ahmadi et al. 1996; Greyson et al. 2006; Zhang

et al. 2005). In addition to the shape, strategies to introduce directional interactions have also

been developed. Examples for this include patchy particles (Pawar & Kretzschmar 2010; Hong

et al. 2006; Pawar & Kretzschmar 2009; Kraft et al. 2009; Cayre et al. 2003) and coating particles

with DNA (Huo et al. 2006; Xu et al. 2006). More recently, Pine and co-workers (Wang et al.

2012a) have devised methods for synthesizing colloids with valence which are more analogous to

atoms. Here, they achieved directional interaction using DNA patches. Further they have shown

that these colloids can assemble into structures that resemble molecules with different multivalent

sp hybridized orbitals such as methane and ethylene molecules. Such systems are particularly

useful to realize complex phase transitions like liquid-liquid phase transition (Smallenburg et al.

2014) as well as to study protein crystallization (Fusco & Charbonneau 2013). This precise

control over various properties make colloids potential building blocks to realize exotic self-

assemblies and model complex molecular systems. While there exists well established approaches

to make complex colloids, utilizing them to model molecular processes is still limited and in-fact

is one of the future directions of the field. Nevertheless, even using simple isotropic spherical

colloids scientists have provided insights into a large number of atomistic phenomena such as

nucleation, growth (van Blaaderen et al. 2003), pre-melting (Alsayed et al. 2005), super heating

(Wang et al. 2012b) and crystal-crystal transitions (Peng et al. 2015).

The property of colloids which make them ideal to model the atomistic phenomena is the

similarity in the interaction potential they share with Hard-sphere (HS) systems. HS potential,

UHS, is given by

UHS = ∞ if 0 < r < σ (1.1)

UHS = 0 if r > σ (1.2)

This potential is used extensively in simulations to investigate a multitude of atomistic

phenomena. Here, r is the distance between the colloids and σ is the diameter of the particles.

In contrast to the Lennard-Jones potential (Fig. 1.2a), which best describes the interactions

between neutral atoms in real atomic systems, the HS potential is a steep repulsive interaction

(Fig. 1.2b). Despite ignoring long range attractions, systems with just HS interactions are known

to exhibit striking similarities with real systems, in particular at high densities. This is because of

the fact that in dense systems, it is the rapidly changing short range repulsive forces that govern

the structure and dynamics and not the slowly varying long range ones (Andersen et al. 1976;

Weeks et al. 1971). In dense systems, each particle be it atoms, molecles or colloids is surrounded

by many particles and hence any local rearrangement is governed by the short-range repulsive

part of the potential. Since long rang attractive interactions vary slowly with distance it can be

thought of as a mean-field contribution. It is therefore possible to use just nearest-neighbour or

short range repulsive forces to model realistic systems. The importance of the interactions due
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Figure 1.1: Representative examples of colloidal particles with various shapes and interactions.
Particles are classified in rows based on their anisotropy type. The first three rows correspond
to particles of various shapes and the last row consists of examples of patterned particles. The
last row from left to right include striped spheres, biphasic rods, patchy spheres with valence,
Au-pt nanorods and Janus spheres. Adopted from (Glotzer & Solomon 2007).
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r

rr=σ 

Figure 1.2: (a) Schematic of Lennard-Jones potential as a function of r distance be-
tween the particles. The solid curve represents the net potential and the dotted
curves correspond to the repulsive and attractive parts of the potential. Adopted from
http://www.cmbi.ru.nl/redock/Glossary.php (b) Schematic of Hard-Sphere potential (red lines)
as a distance between the particles r. σ corresponds to the diameter of the particles.

to the repulsive part of the potential was realized as early as van der Waals, and around 1960’s

computer simulations (Alder & Wainwright 1957, 1960) and theoretical calculations (Percus

& Yevick 1958; Thiele 1963; Wertheim 1963) were able to verify this premise. Estimation

of the structure factors for systems with both kind of interactions indeed confirmed that HS

interactions are sufficient to model the dynamics of dense real systems. Owing to its analytical

tractability and a fewer parameters needed to describe the system, the HS potential is invaluable

in theory and simulations that probe various condensed matter phenomena. However, the real-

space experimental realization of a truly HS like system came into light from the experiments

by Pusey and van Megen (Pusey & van Megan 1986). This triggered the burgeoning field of

colloids as model atoms which is also the driving force behind using complex colloids to model

molecules.

From the above discussion, it is evident that it is the nature of interactions between colloidal

particles that make them invaluable as model systems, we will now focus on the forces present

between colloidal particles in a suspension.

Forces at Work

Typically the force between two colloidal particles is attractive due to van der Waals interaction.

This attractive force can result in aggregation when two particles collide either due to gravity

or Brownian motion or other forces. It is therefore necessary to stabilize the particles against

coagulation by introducing some form of counteracting forces. One way to realize this is by using

charged colloidal particles where the electrostatic forces provide the necessary repulsive forces

and the other is to modify the surface by adsorbing polymers on to it where steric interactions

prevent aggregation of colloidal particles.

Electrostatic Stabilization: The interaction potential between two charged colloids is

well described by Derjaguin, Landau, Verwey and Overbeek (DLVO) theory (Fig. 1.3a) (Is-

raelachvili 2010). According to DLVO theory, the stability is a result of balance of van der
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Figure 1.3: (a) Schematic of DLVO potential W . Inset shows the variation of W with the salt
concentration. Adopted from (Israelachvili 2010). Image showing (b) Electrostatic stabilization.
The left side image demonstrates the distribution of counter ions around a charged spherical
particle. (c) Steric stabilization. In (b) and (c), the filled circles correspond to the particles. In
(c) the curves represent the polymers tethered to the sphere.

Waals attraction and electrostatic repulsion. Given two spherical colloids of size R separated by

a distance D the net interaction is given by

W =WAtt +WRep = −
AR

12πD
+

64πkBTnoRγ
2

κ
e(−κD) (1.3)

Here, A is called Hamaker constant, κ is known as the Debye screening length, kB is the Boltz-

mann constant, no is the ion density, and γ is the surface potential.

In Eqn. 1.3, WAtt is the van der Waals attractive contribution to the force. WRep is the re-

pulsive part of the potential which is obtained by using a linearized Poisson-Boltzmann equation

for describing electrostatic interaction at the mean-field level and the Gouy-Chapman model ap-

proximations for spherical particles. From Eqn. 1.3, it is clear that the parameter which governs

the range of interaction. Further, κ is given by

1

κ
=

(

kBT
∑

2e2Z2no

)1/2

(1.4)

To understand this, consider charged objects dispersed in an electrolyte. It is now well known

that when charged particles are suspended in an electrolyte, the surface charge is balanced by

the counter ions present in the solvent which will result in a concentrated double layer of charges

around the particle (Fig. 1.3b). Physically, κ is a measure of the thickness of this double layer.

Therefore, the stability of the suspension is also governed by κ. From Eqn. 1.4 it can be seen

that κ solely depends on the number of ions present in the solvent and hence κ can be easily

tuned by changing the salt concentration in the suspension (Inset Fig. 1.3a). Examples of charge

stabilized colloidal suspensions include silica and polystyrene suspensions to name a few.
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Figure 1.4: (a) Phase Diagram of a system with Hards Sphere potential. Adopted from
(Hunter & Weeks 2012). (b) Experimental observation of phase diagram of colloidal suspensions.
Adopted from (Pusey & van Megan 1986).

Steric Stabilization:

Another way to introduce repulsive forces is by attaching small polymers either physically or

chemically on the surface of the particles (Fig. 1.3c). The overlap of these adsorbed polymers

gives rise to a steric repulsion either due to osmotic repulsion or entropic repulsion thus resulting

in stable suspensions. The stability in this case is controlled by thickness as well as the density

of the adsorption layer. This interaction is typically short-ranged. Examples of colloidal sys-

tems which are stabilized in this manner include Poly methyl methacrlyate (PMMA) colloidal

suspensions.

Regardless of the way colloidal suspension are stabilized, these particles exhibit nearest

neighbour interactions and are the closest mimics of the HS potential. Thus like in HS system,

the parameter which controlled the phase diagram is volume fraction, φ (Fig. 1.4).

For a HS potential,

φ =
4

3
πσ3

N

V
(1.5)

Here, σ is the radius of the particle, N is the number of particles and V is the volume of the

suspensions.

Phase Diagram of HS systems Given UHS (Eqn. 1.2), Helmholtz free energy, F is

F = U − TS = −kBT lnZ (1.6)

Z =
∑

config.

exp



−
∑

i,j bonds

Ui,j

kBT



 (1.7)

(1.8)
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Figure 1.5: Schematic of (a) Perfectly Hard Sphere potential. (b) Nearly Hard Sphere potential.
(c) Soft Sphere potential. Here, r is the distance and a is the size of the particle. Adopted from
(Liu 2003).

exp

(

−
∑

i,j bonds

Ui,j

kBT

)

= 0 if 0 < r < σ (1.9)

exp

(

−
∑

i,j bonds

Ui,j

kBT

)

= 1 if r > σ (1.10)

(1.11)

where T is the temperature, U is the internal energy and S is the entropy. F (Eqn. 1.7) clearly

shows that phase diagram is controlled by S which is in-turn governed by density or equivalently

φ.

Although colloidal suspensions and HS systems share striking similarities in their phase

behavior, in reality colloidal suspensions are not perfect hard spheres (Royall et al. 2013) (Fig.

1.5a). They posses intrinsic softness and therefore they are conventionally called as nearly

Hard-Sphere like (Fig. 1.5b). In steric interactions, the polymer attached on the surface makes

them nearly HS like. On the other hand in electrosaticaly stabilized system, typically κ > σ.

Moreover, tuning κ also enables one to tune the softness of the potential. Thus, charge stabilized

systems can be used as nearly HS like as well as soft sphere like depending on κ (Fig. 1.5b).

For the experiments discussed in this thesis, we use nearly hard sphere electrostatically

stabilized colloids to study nature of the glass transition, and microgel particles which are soft

sphere like to investigate deformation of glasses and dynamics of grain boundaries. The rest of

Chapter 1 gives a comprehensive introduction to each of these topics.

1.3 Glasses and Glass Transition

In a vast majority of liquids that are cooled rapidly to temperatures below their melting point,

TM , crystallization is suppressed and the liquid enters the supercooled regime (Fig. 1.6 red lines)

(Debenedetti & Stillinger 2001; Cavagna 2009). In this regime, while the liquid-like structure is

preserved the relaxation time (τ) increases by many orders of magnitude even for small changes
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Figure 1.6: Temperature dependence of volume or enthalpy. TM is the melting temperature.
Lines a and b correspond to glasses obtained by different cooling rates. The red line corresponds
to crystallization path. Adopted from (Debenedetti & Stillinger 2001).

in temperature (Berthier & Biroli 2011; Biroli & Garrahan 2013). For instance, in molecular

glasses τ at TM is of the order of picoseconds but it increases by about 14 orders of magnitude to

about 100s when the temperature decreases to only 2/3TM . Eventually beyond a characteristic

temperature, Tg identified as the experimental glass transition temperature, τ becomes larger

than any observable time scale. Below Tg, the liquid does not flow and the system develops a

finite yield stress. This amorphous state is termed as ‘glass’. Intriguingly, unlike crystallization,

where the development of the yield stress is associated with the development of long range

order, the liquid-glass transition is not associated with any apparent change in the structure.

Although the system behaves as a solid at temperatures below Tg, unlike equilibrium phase

transitions, Tg itself depends on the cooling rate (Fig. 1.6 red lines a and b). This mixture of

solid and liquid like properties of glasses make the development of a holistic understanding of

this transition a formidable task. Any theory developed to explain the glass transition should

explain satisfactorily the four characteristic features listed below, termed as ‘stylized facts’ by

Biroli and Garrahan (Biroli & Garrahan 2013).

• Slowing down of dynamics with increasing supercooling without any apparent change in

the structure (Fig. 1.7a).

• Heterogeneous dynamics - fast moving regions are spatially separated from slow moving

regions (Fig. 1.7b).

• Anomalous thermodynamic response such as the difference in the temperature variation

of specific heat in the heating and the cooling cycle (Fig. 1.7c).

• Onset of rigidity - developments of a yield stress while still being disordered (Fig. 1.7d).

While a precipitous increase in τ on approaching Tg is common to all glass forming liquids,

the rate of change of τ with T is material dependent. This material dependent property called

fragility is best captured by a plot of logτ or viscosity(η) versus Tg/T (Fig. 1.8). Such a
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Figure 1.7: Stylized Facts. (a) relaxation time τ versus inverse temperature T−1. The symbols
correspond to the data taken from (Richert & Angell 1998). The blue and the red lines are
VFT and parabolic fits to the data.The green line is the MCT fit. (b)Dynamic Heterogeneities.
The particles are colour coded based on their mobility with maroon being particles with dis-
placement greater than their diameter and dark blue corresponds to regions that did not move.
(c) Temperature variation of heat capacity of ortho-terphenyl in heating and cooling cycles. (d)
Jamming at zero temperature. The system is fluid like below jamming density φJ , mechanically
stable at φJ and particles would overlap for densities greater than φJ . Adopted from (Biroli &
Garrahan 2013).

classification of materials based on fragility was put forth by Angell and hence is known as

Angell plot (Angell 1995; Richert & Angell 1998). From Fig. 1.8, it is clear that some glass

formers exhibit Arrhenius dependence and are termed as strong glasses while others show super

Arrhenius behaviour and are known as fragile glasses. Fragility index, m, defined as m =
d(log τ)
d(Tg/T ) quantifies the deviation from the Arrhenius behaviour. For fragile glass formers, the τ

dependence with T is captured by the empirical Vogel-Fulcher-Tammann, (VFT) relation (Vogel

1921; Fulcher 1925; Tammann & Hesse 1926).

τ(T ) ∝ τo exp

(

E

T − T0

)

(1.12)

Here, T0 is the temperature at which τ diverges and T0 < Tg and E is the activation energy

barrier. The VFT relation can be reconciled within the thermodynamic theories such as Random

First Order Transition theory (RFOT) and Adam Gibbs (AG) theory which advocates a finite

temperature ideal glass transition.

Surprisingly, the dependence of τ on T can also captured by other forms such as Bässlers

law (Bässler 1987) which yields a divergence only at T = 0K.

τ(T ) = τo exp

[

K

(

Tonset
T − Tonset

)2
]

(1.13)

Here, Tonset is the onset temperature for supercooling. Interestingly, this parabolic form is

motivated by a purely kinetic theory namely, Dynamic facilitation theory (Elmatad et al. 2009).

Interestingly, both thermodynamic and kinetic approaches predict functional forms that

describe the dependence of τ on T with reasonable accuracy. From Fig. 1.7a it is clear that just

from these observables it is impossible to predict the nature of the glass transition. Discovering

the true nature of the glass transition is mainly hindered by the range of temperatures that
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Figure 1.8: Viscosity, η, as a function of T/Tg for various glass formers. Adopted from
(Debenedetti & Stillinger 2001).

can be accessed in simulations and experiments. Thus, the postulated critical behavior which

occurs at T < Tg cannot be tested. This makes it immensely difficult to understand the glass

transition and hence it continues to remain one of the long standing puzzles in condensed matter

physics. In spite of these difficulties numerous theoretical approaches have been proposed which

successfully explain various attributes of the glass transition phenomenon. Before we go further,

we will give a brief introduction to the various theories of glass transition that are relevant to

the results discussed in this thesis.

1.3.1 Theories of the Glass Transition

Adam Gibbs Theory

The Adam-Gibbs theory (AG) put forth in the 1960’s is one of the first thermodynamic theories

of glass transition (Adam & Gibbs 1965). A key assumption here is that at low temperatures

relaxation proceeds through correlated motion of a localized region of particles, namely the

cooperatively rearranging regions (CRRs). As per AG theory, a CRR can rearrange independent

of its surroundings with the only constraint being that it must exist at least in two configurations.

As per AG theory, different CRRs interact only weakly. Thus, ifN is the total number of particles

and n the number of particles in a CRR then the number of states in which the system can

exist, is given as N = Ω(N/n). Here, Ω is the number of states each CRR can exist and does not

depend on temperature. Accordingly, the configurational entropy of the system, Sc, is

Sc =
1

N
log(N ) =

1

n(t)
log Ω (1.14)

hence Sc(T ) =
log Ω

n(t)
(1.15)



12 Chapter 1.

According to this theory, the system undergoes a thermodynamic transition into a glassy state

at a characteristic temperature TK , namely the Kauzmann temperature (Kauzmann 1948). TK

is the temperature at which supercooled liquid’s configurational entropy goes to zero. It is clear

from Eqn. (1.15) that at the transition, the vanishing of Sc is associated with a diverging size

of CRRs. This is yet another important postulate of AG theory.

AG theory also assumes that the energy barrier for a CRR to rearrange solely depends on

the size of the CRR i.e, the number of particles n(t) and consequently, the activation energy

barrier is given by ∆ ∼ n ∼ 1
Sc
. Using these postulates in combination with the Arrhenius

dependence gives τ to be

τ = τo exp

(

B

TSc(T )

)

where B consists of all constants factors (1.16)

This relation between τ and Sc is one of the most important outcomes of this theory. Further,

to obtain precise dependence of Sc on T at low T , Sc(T ) is identified with the excess entropy

Sexc(T ). Sexc(T ) is the liquid entropy minus the crystal entropy at a given temperature. Using

the relation between entropy and specific heat capacity, cp, we can get

∆Sc = ∆(Sliquid − Scrystal) = ∆cp (1.17)

Sc(T )− Sc(TK) =

∫ T

TK

∆cp
T

dt (1.18)

Within the approximation that the liquid-crystal specific heat capacity is independent of tem-

perature and using Sc(TK) = 0, we have Sc(T ) = ∆cp log
T
TK

. Expanding the logarithm finally

gives Sc(T ) = ∆cp
T − TK
TK

. Substituting this in Eqn 1.16 gives

τ = τo exp

(

B

T − TK

)

(1.19)

Identifying TK in Eqn (1.19) with T0 in Eqn (1.12), it is clear that the VFT relation can be

recovered from the AG equation. While the AG theory successfully captures the T dependence

of τ observed in simulations as well as experiments, this theory contains a few draw backs.

To enumerate a few, it proposes the existence of CRRs but does not provide a prescription to

identify them. The assumption that CRRs rearrange independent of each other is also repeatedly

questioned and in fact interaction between them is one of the aspects of Random First Order

Transition theory. Also, the assumption regarding the number of configurations each CRR can

take has also been questioned (Dyre et al. 2009; Bouchaud & Biroli 2004).

Mode Coupling Theory

Mode Coupling Theory (MCT) is one of the most popular dynamic approaches that is used

to explain the slow dynamics of supercooled liquids (W. Götze & Zinn-Justin 1991; Götze &

Sjogren 1992; Götze 2008; Bengtzelius et al. 1984; Leutheusser 1984). Unlike AG theory, where

slowing down is due to thermodynamics, within MCT the non-linear feedback mechanisms in

microscopic dynamics at low temperatures results in the structural arrest of the system. MCT

aims at solving the equations of motion for density fluctuations with appropriate approximations
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whose time dependent solutions correctly describe the dynamics of supercooled liquids.

The dynamics of the liquid is usually described by the self-intermediate scattering function,

Fs(q, t) defined as follows

Fs(q, t) =
1

N

N
∑

i=1

〈exp{iq. [ri(t+ to)− ri(to)]} (1.20)

Here, r̄i(t) is the position of ith particle at time t and q is the wave vector. The starting equation

of motion for F (q, t) for an isotropic system is given by

F̈ (q, t) + Ω2(q)F (q, t) +

∫ t

0

[

M0(q, t− t′) + Ω2(q)m(q, t− t′)
]

Ḟ (q, t′)dt′ = 0 (1.21)

Here, Ω2(q) = q2kBT/mS(q) where S(q) is the structure factor, m is the mass and kB is the

Boltzmann’s constant. The kernal M0(q, t) gives relevant contribution only at temperatures in

the vicinity of triple point and hence only m(q, t) becomes important for supercooled liquids. In

order to solve these equations, they were simplified by neglecting a few terms (Bengtzelius et al.

1984) which were thought to be irrelevant at low temperatures and by using a quadratic function

of Fs(q, t) for m. The form of m used is m(Φ) = λ1Φ+λ1Φ with λi > 1 and Φ = F (q0, t)/S(q0).

The self consistent equations with these approximations are called mode-coupling equations. In

m(Φ) used, λ is the coupling parameter whose strength governs the behaviour of the solution.

Here, λ corresponds to temperature in real systems. From the graphical representation of the

numerical solutions of the mode-coupling equations (Götze & Sjogren 1988) as shown in Fig.

1.9a, it is clear that if λ is increased beyond a certain value the function does not decay and

this characteristic value of λ and the equivalent temperature (TMCT ) is identified as the glass

transition temperature in the context of this theory. Thus, the full solutions of these equations

give the relevant temperature dependent dynamics of supercooled liquids just by using structure

factor as the input. Owing to the complexity in solving these equations, here we do not go into

the details and we refer the reader to the following review articles (Kob 1997; Reichman &

Charbonneau 2005; Das 2004), but below we state the key predictions of this theory.

Predictions of MCT

• One of the most important predictions of this theory is the power-law divergence of the

relaxation time, τ , at temperatures close to mode coupling transition temperature TMCT .

TMCT is the characteristic temperature across which there is a transition from an ergodic

state to a non-ergodic state.

τ ∝ (T − TMCT )
−γ where γ is a system dependent constant. (1.22)

Interestingly, the predicted power-law behaviour of τ with T is observed in simulations

and experiments on supercooled liquids (Kob & Andersen 1995; Kob 1999; Zheng et al.

2011; Mishra et al. 2013).

• The other remarkable prediction of this theory is the existence of three relaxation processes

(Fig. 1.9b). The short time behaviour (regime I) is relaxation on the microscopic time
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Figure 1.9: (a) Numerical solutions for MCT equations for supercooled liquids. φ(t) versus
ln(t) and it is to be noted that φ(t) exhibits a behaviour analogous to Fs(q, t). Curves A-G
correspond to supercooled liquid for T > TMCT and B’, D’ anf F’ correspond to T < TMCT .
Adopted from (Kob 1997). (b) Schematic of a typical Fs(q, t) profile showing three relaxation
regimes. Adopted from (Reichman & Charbonneau 2005).

scale and hence depends on the microscopic details of the system. For instance, it is

ballistic for atomic liquids and diffusive for colloidal glass formers. The intermediate time

regime (II) (Fig. 1.9b) is the one where particles are caged by their neighbours which

results in the development of a plateau and is known as the β-regime. Here, according to

MCT predictions the initial decay of plateau (IIa) can be described using a Critical power

law given by

Fs(q, t) = fq + hq
t

tσ
(1.23)

where fq and hq are plateau height and the amplitude and tσ = t0
|σ|1/2a

with t0 being a

system dependent constant, a is the power-law exponent and σ is the separation parameter

given by

σ = C(T − TMCT ) (1.24)

The final decay of the plateau (IIb) is characterized by von Schweilder law which reads as

Fs(q, t) = fq − hqt
b (1.25)

where b is the von Schweilder’s exponent. Moreover, γ = 1
2a + 1

2b . Furthermore at

long times, namely the α-regime, the decay is well described by a stretched exponential

(Kohlrausch 1854; Williams & Watts 1970)

Fs(q, t) ∝ exp
(

− (t/τ)β
)

(1.26)

with τ being the relaxation time and β being the characteristic exponent.

Thus, simply by plotting Fs(q, t) and fitting the above stated functional forms various parameters

like a, b, τ and γ can be determined. Knowing these parameters at different T s, one can plot

τ
1/−γ
α versus T whose X-intercept gives an estimate of TMCT . Thus far, this theory has been used

extensively in simulations as well as in experiments to extract TMCT and understand relaxation
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processes. Moreover, the stretched exponential at long times in Fs(q, t) is an indirect evidence for

heterogeneous dynamics, a characteristic property that is unique to supercooled liquids (Ediger

2000). Later, simulations have provided direct evidence for such heterogeneities and also insights

into their structure and cooperative nature as predicted by the AG theory.

The two step relaxation captured by Fs(q, t) is also captured by the mean squared displace-

ment, MSD, which is defined as follows (Kob 1999)

MSD = 〈r2(t)〉 =
1

N

N
∑

i=1

〈|ri(t)− ri(o)|
2〉 (1.27)

Analogous to Fs(q, t), at intermediate times, MSD starts developing a plateau which is a signa-

ture of caging of particles by their neighbors. The height of the plateau provides an estimate

for the cage size. With time, the MSD shows an upturn indicating escape of the particles from

their respective cages, followed by diffusive behavior at long times. This happens typically in

the vicinity of τα. Since the long time behavior is related to τα, the time at which MSD becomes

diffusive increases with 1/T . Moreover, the fourth moment of r(t), α2, can also be used to

characterize heterogeneous dynamics (Kob et al. 1997).

α2 =
〈r4(t)〉

3〈r2(t)〉2
− 1 for d = 2 (1.28)

α2 quantifies the deviation from Gaussian dynamics and hence the time corresponding to the

maximum in α2(t) is the characteristic time, namely cage breaking t∗, where the dynamics is

maximally heterogeneous.

To conclude, MCT has been exceptionally successful in describing the relaxation mechanisms

of real glass formers in the supercooled liquid regime. Additionally, the solutions of MCT

equations are fully consistent with what is observed in simulations and experiments (Kob &

Andersen 1994, 1995). More importantly, it can predict novel glass transitions. Striking example

of which include the existence of reentrant glass transitions in colloidal systems with short range

attractive interactions (Dawson et al. 2000; Pham et al. 2002; Mishra et al. 2013). Although this

theory predicts a transition into a non-ergodic state at TMCT , it is to be noted that TMCT > T0,

T0 being the ideal glass transition. Therefore MCT best captures the dynamics in the supercooled

regime T > TMCT . In the vicinity of TMCT it is now believed that hopping process become

important and hence idealized version of MCT cannot be used. Instead an extended version

of MCT which takes these hopping processes into account has to be used (Kob 1997; Götze &

Sjögren 1987; Das & Mazenko 1986). Moreover, parameters a, b, and β which are predicted to

be constant is completely valid only when
T − TMCT

TMCT
≪ 1. Care should be taken when applied

in the limit where
T − TMCT

TMCT
is not small (Reichman & Charbonneau 2005; Kob 2003).

Dynamic Facilitation Theory

Dynamic Facilitation (DF) theory is another important dynamic approach towards understand-

ing the glass transition (Garrahan & Chandler 2002, 2003; Whitelam et al. 2004; Berthier &

Garrahan 2003; Chandler & Garrahan 2010). One of the primary postulates of DF theory is that
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system relaxes solely through the propagation of mobile defects termed as ‘Excitations’. A key

assumption of this theory is that defects cannot emerge spontaneously anywhere in the space

but will only be created in the vicinity of the existing defects due to transfer of mobility. Thus in

DF these defects or excitations trigger mobility and facilitate relaxation in their neighborhood.

In addition, these defects are localized in space and time and hence any long time relaxation

event like a cooperative rearrangement of particles is purely due to facilitated dynamics.

The main predictions of the DF theory are captured by a class of dynamical models called the

kinetically constrained models (KCM) (Ritort & Sollich 2003; Jäckle & Eisinger 1991). KCMs

were first introduced by Fredrickson and Andersen and have been studied in the context of glasses

with an aim to explain the dynamical features of glass forming liquids (Fredrickson & Andersen

1984). The characteristic feature of these models is that they have a trivial Hamiltonian which

is free of a thermodynamic phase transition but the constraints on their dynamics give rise to

a dynamic transition. Also, these models exhibit complex behavior reminiscent of glass forming

liquids like slow dynamics and dynamic heterogeneities. Another interesting feature displayed

by these models is that, some KCMs exhibit a strong glass like behavior while other show

fragile or super Arrhenius dependence of τ on T . All in all, there are many possible KCMs and

each of which has its own set of constrains with dictate their dynamics. Two basic models of

KCMs include the one dimensional Fredrickson-Anderson spin model (FA) model (Fredrickson

& Andersen 1985) and the East model (Evans 2002). Both these models are lattice models with

N sites and each site ni can be 1 or 0 depending on whether it is occupied by an excitation

or not. It has been recently demonstrated by Chandler and co-workers that East like KCMs

are a good model for studying atomic glass formers. Therefore here we will discuss briefly the

dynamics of the East model. In this model there is no interaction between two sites and hence

the Hamiltonian is simple and is given by

E =

N
∑

i=1

ni (1.29)

and using the detailed balance one can find the equilibrium concentration of excitations, c, to

be

c = 〈ni〉 =
1

1− eβ
with β being the inverse temperature (1.30)

It is clear from the Eqn (1.30) that c decreases with decreasing T which consequently gives

rise to a large relaxation time. Now we move on to dynamics, where the FA and East model

differ. In the East model (Fig. 1.10) an excitation ni = 1, can facilitate relaxations only to a

neighbour to its east, i.e, ni+1 where i = 1, 2, ...N . Interestingly, this simple constraint is enough

to gives rise to slowing down of dynamics with decreasing temperature with τ dependence on T

described by Bässlers law with a dynamic transition at T=0.

Although DF can explain slowing down dynamics observed in KCMs, owing to the lack of

an appropriate definition for identifying a mobile defect or an excitation in particulate systems,

its application to atomic glass formers has been hindered. It was only in 2011 that Chandler

and co-workers devised a protocol to identify excitations in particulate systems and validated
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Figure 1.10: Shematic of 1D East model. The dotted squares correspond to the ones that can
be excited.

this picture for atomic glass formers (Keys et al. 2011). These predictions have also been tested

experimentally in colloidal glass formers (Gokhale et al. 2014). In ref (Keys et al. 2011), an

event is defined to be excitation depending on the displacement made by the particle. A particle

is said to be associated with an excitation of size ’a’ if it makes a displacement a in a time ∆t

and persists in its initial and final position for at least a time interval ∆t (Fig. 1.11a). Here, ∆t

is called the instanton time. Further, by studying excitation dynamics Chandler and co- workers

have observed that atomic glass formers exhibited many features similar to those displayed by

East like KCMs.

Firstly, they found that these excitations are localized in space and time and are hierarchical.

They observed that the concentration of excitations increases with decreasing T (Fig. 1.11b)

following

ca ∝ exp

[

−Ja

(

1

T
−

1

To

)]

for T > To (1.31)

with To being the onset temperature. Further, the authors have shown that CRRs emerge

hierarchically over time from facilitated dynamics with excitations being the primary objects.

Analogous to the size of CRRs, they have extracted a dynamic length scale la = c
1/df
a where

df is the fractal dimension of the clusters of excitations of size a. However, a direct connection

between la and the size of CRRs is yet to be established. More importantly, they have shown

that the relaxation time for an excitation of size a (τa) obeys

τa = τo exp

[

J2

(

1

T
−

1

To

)2
]

for T > To (1.32)

here, J = Ja

√

γ

df
(1.33)

Furthermore they showed that relaxation times thus estimated, for an excitation of size a = σ, σ

being the particle diameter, are in excellent agreement with those obtained from the conventional

self-intermediate scattering function Fs(q, t) for q = σ. Remarkably, they have validated their

predictions by probing five different glass formers which include both 2D and 3D as well as glass

formers of different fragility indices (Keys et al. 2011).

To summarize, DF can reproduce many striking features of glass forming liquids like growing

dynamic correlations (Chandler et al. 2006), relaxation times and even the anomalous behavior

of specific heat (Keys et al. 2013). However, like other theories DF also has a few limitations.

One of the questions is about how the first excitation is created. More importantly, the presence

of growing non-trivial static correlations with relaxation time which are seen in simulations and

experiments are not intrinsic to facilitation picture.
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Figure 1.11: (a) Representative trajectory of a particle with the protocol for identification of an
excitation. a is the excitation size and ∆t is the instanton time and ta = 3∆t. (b) Visualization
of excitation concentration dependence on T . The particles are colour coded based on their
displacement. Here, maroon corresponds to displacement larger that a and blue represent no
motion over ∆t. Increasing maroon regions with increasing T is a signature that ca decreases
with T . Adopted from (Keys et al. 2011).
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Random First Order Transition Theory

Random First Order Transition theory (RFOT) (Kirkpatrick et al. 1989; Lubchenko et al. 2007;

Biroli & Bouchaud 2012; Xia & Wolynes 2001), unlike DF is a thermodynamic theory of the

glass transition. RFOT is qualitatively similar to AG but offers a much more detailed theoretical

description of the glass transition. Within RFOT, there exists an ideal glass transition at a

finite temperature T0 which is of thermodynamic origin. As per RFOT, at low temperatures

the systems can be described as a mosaic of metastable states. In such a scenario, the glass

transition is associated with a diverging length scale which is of entropic origin and is related to

size of mosaic. In addition to a thermodynamic transition, there also exists a dynamic transition

which shares similarities with the one predicted by MCT, at a temperature larger than the ideal

glass transition temperature(Kirkpatrick & Thirumalai 1987a). Further, in finite dimensions

the divergence associated with the dynamic transition becomes a cross over. Moreover, through

analytical calculations it has been shown that activated events dominate relaxations close to ideal

glass transition and also the mechanism of relaxation changes across TMCT , which is manifested

in the shapes of cooperatively rearranging regions.

RFOT is motivated from spin-glass physics (Binder & Young 1986) and specifically a class

of spin models namely, the p-state Potts model. In 1987, Kirkpatrick, Thirumalai and Wolynes

discovered that p-spin glass models share striking similarities with the structural glass transition

(Kirkpatrick & Wolynes 1987a,b; Kirkpatrick & Thirumalai 1987a,b). This model has two

phase transitions, one at a high temperature Ts, which is now identified with TMCT , where

Fs(q, t) plateaus implying that system remains in stable states for extended periods of time.

The number of these states decreases with decreasing T and finally below a critical temperature

now identified with ideal glass transition temperature, T0, only a nonextensive number of them

remain and hence the configurational entropy vanishes. It is this picture that inspired the real

space thermodynamic description of supercooled liquids and glass transition.

Going from spin-glass systems to structural glass theory, Wolynes and coworkers hypoth-

esized that for T0 < T < TMCT the system consists of mosaic of sub-regions each of which

is characterized by a metastable state (Lubchenko et al. 2007; Biroli & Bouchaud 2012). As

suggested by Bouchaud and Biroli (Bouchaud & Biroli 2004), a very small sub-region will not

have enough internal degrees of freedom to make a transition to another metastable state and

on the other hand a very large one will break into smaller ones. Therefore the mosaic will have

a characteristic size (ξ) at a given T and the time it takes to transform is assumed to be the

structural relaxation time τ . To explain this better and estimate ξ and τ , they used a formula-

tion based on nucleation of entropic droplets of metastable states. Accordingly, the critical size

of the domain is given by the competition between surface tension and bulk free energy. If there

exists two states α and β then the energy cost for the interface is given by

∆F = Y Rθ (1.34)

Here, R is the linear dimension of the droplet size and θ ≤ d−1 where d is the spatial dimension

and Y is the generalized surface tension. Given that the correct order parameter for this transi-

tion is not known and the nature of interface between amorphous states is unknown, θ could be



20 Chapter 1.

less than d − 1. Thus the only assumption is that if two surfaces are in contact there is a free

energy cost given by Y . The difference between a conventional first order transition and this

transition is that, in the former there is an energy mismatch between the states but in the latter

the two states can have roughly the same free energy. Since the state β is unspecified i.e., there

could be multiple metastable states of same energies, the droplet gains entropy from the number

of possible states it can exist which is the driving force. Thus, the free energy contribution is

from the total configurational entropy available to that region which is given by

∆Fgain = −TScR
d (1.35)

The critical size of the droplet is obtained by balancing these two energies (Eqn 1.34 and 1.35)

which is given by

ξ =

(

Y (T )

TSc(T )

)

(

1

d− θ

)

(1.36)

For super cooled liquids although the value of θ cannot be determined experimentally, renor-

malization group theory have suggested this value to be 3/2 for d = 3 (Kirkpatrick et al. 1989;

Villain 1985). This reduces Eqn 1.36 to the one which is similar to that of AG equation for the

length scale. Using the free energy barrier, once again obtained from two competing forces, and

the Arrhenius relation the relaxation time comes out to be

τ = τo exp











Y (T )

d

d− θ

T [TSc(T )]

θ

d− θ











(1.37)

Further, by substituting Sc ∼ T −TK and θ = 3/2 for d = 3 the AG relation or VFT relation

for relaxation time can be retrieved.

To sum up, some of the main predictions of RFOT are as follows:

• There exist an ideal glass transition at a temperature TK where the configurational entropy

goes to zero with VFT like increase in relaxation time with 1/T .

• The mosaic size or ξ is the characteristic static length scale which quantifies the growing

amorphous order on approaching the glass transition. Interestingly, Biroli and Bouchaud

have shown analytically that point-to-set correlations can give an estimate of ξ (Bouchaud

& Biroli 2004) which was also computed in recent simulations by Biroli and coworkers

(Biroli et al. 2008).

• Dynamics of supercooled liquids can be explained by MCT equations for T > TMCT and

for T < TMCT activated hops become important (Stevenson & Wolynes 2010). In addition

analytical studies have also shown that there is a change in the relaxation mechanism

across this dynamical cross over, TMCT (Stevenson et al. 2006).

From the brief summary of various theories it is clear that some general phenomenology

can be rationalized within all of them. Most theories can rationalize the observed qualitative

trends in the observables that characterize the transition and reproduce quantitative features
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at the expense of adjustable parameters. From an experimental or simulation perspective, the

difficulty in investigating the nature of the glass transition is because the observed experimental

glass transition is undoubtedly a kinetic one and other striking properties of supercooled liquids

which include slowing down of dynamics, cooperative dynamics are also attributes of dynamics.

Nevertheless, this does not rule out the existence of a thermodynamic transition at the ideal

glass transition temperature as predicted by thermodynamic theories. Although lack of a clear

evidence for a diverging static length scale thus far supports that dynamic nature of the glass

transition, these theories overlook the rapid decrease in the configurational entropy which on

the other hand is intrinsic to thermodynamic theories. Thus, despite enormous efforts that have

been put in understanding the glass transition, even today the underlying mechanism for this

transition is not clear and continues to remain a central issue of condensed matter physics. As

stated by G Tarjus “Predictions that do not involve any additional assumptions and could be

crisply checked in experiments” are necessary to unambiguously validate different theories of

glass transition (Berthier et al. 2011).

1.3.2 Colloids as Models to Study Glass Transition

Over the course of time, numerous theories have been formulated to solve the glass transition

puzzle (Berthier & Biroli 2011; Biroli & Garrahan 2013). Decades ago, methods and concepts

developed were predominantly based on complex energy landscapes in configuration space (An-

gell et al. 2000; Debenedetti & Stillinger 2001). However, with the observation of dynamic

heterogeneities (Ediger 2000; Glotzer 2000; Andersen 2005) the importance of real space fluc-

tuations was realized and from then the development of real space concepts and methods has

taken precedence (Lubchenko et al. 2007; Chandler & Garrahan 2010; Berthier & Biroli 2011;

Biroli & Garrahan 2013). The fact that real space predictions can be directly tested in sim-

ulations and experiments is also responsible for this paradigm shift in the perspective. While

atomic experiments can provide indirect evidence of dynamic heterogeneities through the decay

in Fs(q, t), investigating properties such as their structure and spatial arrangement necessitates

access to single particle dynamics. Quantification of dynamics down to single particle resolution

in experiments is possible only in colloidal systems and hence they are ideal to study and test

predictions of various theories of the glass transition (Hunter & Weeks 2012; Duplantier et al.

2011).

For colloidal systems, increasing the volume fraction, φ, beyond the melting volume fraction,

φM , gives rise to a glass (Duplantier et al. 2011). For φ > φM , the system becomes crowded

which results in caging of the particles by their neighbours which hinder the relaxation processes.

This results in increasing relaxation time with φ. The existence of a glass in hard sphere systems

was originally suggested by sphere packing experiments by Scott (1960) (Scott 1960) and Bernal

and Mason (1960) (Bernal & Mason 1960). However, it was only after mode coupling theory

calculations by Gotze and Sojlender (Götze & Sjögren 1987) and experiments on hard-sphere

like colloids (Pusey & van Megen 1989, 1987) that the study of colloidal glasses started gaining

attention. Experiments on colloidal systems composed of PMMA particles have witnessed the

existence of a supercooled liquid state for 0.46 < φ . 0.58 and an experimental glassy phase

beyond φ & 0.58. Measuring relaxation times from the decay of Fs(q, t) using light scattering
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Figure 1.12: (a) Representative images of dynamic heterogeneities for φ = 0.56. The blue and
red spheres correspond to CRRs. (b) Average CRRs size 〈Nc〉 as a function of φ. Adopted from
(Whitelam et al. 2004).

techniques at various supercoolings revealed that the system has indeed undergone a transition

from an ergodic state to a non ergodic one across φ >∼ 0.58 (Pusey & van Megen 1987).

Slowing down of dynamics was also demonstrated by real space video microscopy experiments

on colloidal glass forming liquids by Weitz and coworkers where they have computed MSD

from individual particle positions at various times (Weeks et al. 2000). Remarkably, these

experiments provided the first real-space visualization for heterogeneous dynamics in the form of

cooperatively rearranging regions (Fig. 1.12a) (Weeks et al. 2000) . Further, with slowing down

of dynamics they observed a concomitant increase in the size of these cooperatively rearranging

regions with supercooling (Fig. 1.12c).

Numerous real space studies directed towards the understanding of the glass transition fol-

lowed this seminal work (Pham et al. 2002; Ghosh et al. 2010; Nugent et al. 2007; Zhang et al.

2011; Fris et al. 2011). One interesting study in this regard is the realization of fragile and

strong glass formers even in colloidal systems (Mattsson et al. 2009). By simply tuning the

interaction systematically from soft sphere to hard sphere like, the fragility of colloidal liquids

increases systematically (Fig. 1.13). This is captured in a plot of η versus φ which shows that

soft colloids behave like strong glasses whereas hard colloids form fragile ones.

All the studies discussed thus far are for spherical colloids. However, recent advances in

chemistry led to development of protocols for synthesis of particles with complex shapes and in-

teractions. These systems provide an opportunity to study glasses which mimic real glass formers

more closely. In this context, works by Zheng et.al (Zheng et al. 2011, 2014) led to experimental

visualization of orientational glass transition in addition to the translational one in systems of

ellipsoidal particles. More interestingly, using ellipsoids of aspect ratio 2.1, Mishra et.al showed

that there exists a re-entrant transition with increasing attraction in translational degree of free-

dom and no such re-entrace in dynamics is found in the orientational degree of freedom (Mishra

et al. 2013). However, most recent studies were aimed at quantifying various dynamic length

scales, cooperative rearrangements and understanding glasses with exotic shapes and interac-

tions. There exist very few studies which focus on testing predictions of various theories which

might help in distinguishing theories of glass transition. In this context, only recently Gokhale

et al. (Gokhale et al. 2014) have provided first experimental verification for a few aspects of

DF theory by using the procedure developed by Chandler and Garrahan for particulate systems
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Figure 1.13: Relaxation time scaled by the stiffness of the particle kτα versus Normalized effective
volume fraction ζ/ζg. ζg is the volume fraction of the system for which τα = 100s. Different
symbols correspond to different stiffness values. Stiff particles (⋄), intermediate stiffness (◦, �)
and soft microgel particles (X , △). Adopted from (Mattsson et al. 2009).

(Fig. 1.14a-b) (Keys et al. 2011). Consistent with simulations, they have shown that excitations

exist and are localized in time and space. Remarkably, the authors observed a decrease in the

concentration of excitations with subsequent increase in the facilitation volume with increasing

area fraction leading to a slowing down of dynamics (Fig. 1.14b). Interestingly, they showed

that even in the presence of random pinning, the concentration of excitations systematically de-

creased with increasing pinning i.e, on approaching the random pinning glass transition. Most

remarkably, by extending the formalism to more complex colloids like ellipsoids, the authors

have shown that facilitation theory can also be used to predict re-entrant transition in ellipsoids

with attractive interactions (Mishra et al. 2013). These studies clearly tilts the balance in favor

of DF theory.

However, in facilitation studies on spherical particles, the authors observed that maximum in

mobility transfer function (Mmax), parameter which quantifies the importance of facilitation as

a mechanism for relaxation, increases at low area fractions but starts decreasing beyond a given

area fraction (Fig. 1.15). The peak in Mmax is thought to be either due to finite size effects or

due to dominance of activated events over facilitated dynamics (Gokhale et al. 2014; Elmatad &

Keys 2012) and activated hoping is a primary mechanism of relaxation close to glass transition

is one of the key predictions of RFOT. Given that proof for neither of these reasons exist, it is

crucial to test predictions of RFOT in experiments before drawing conclusions about the nature

of the glass transition. In this thesis (Chapter 3, Nagamanasa et al. (2014a)), we provide direct

evidence for a growing static length scale and a change in morphology of CRRs on approaching

the glass transition, two key microscopic predictions of RFOT (Biroli et al. 2008; Stevenson et al.

2006). More importantly, our studies suggest that facilitation might be an important mechanism

of relaxation upto TMCT beyond which activated events, primary relaxation processes according

to RFOT, dominate structural relaxation (Stevenson et al. 2006; Stevenson & Wolynes 2010).

Thus our studies provide evidence in favor of thermodynamic nature of glass transition.



24 Chapter 1.

Figure 1.14: (a) Representative trajectory of an excitation from colloid experiment. Here, a is
the size of the excitation and ∆t is the instanton time. (b)- (d) Experimental visualization of
decreasing concentration of excitation with increasing volume fraction. The particles are colour
coded based on the displacement as shown by the colour bar. Maroon corresponds to particles
which made a displacement greater than a. Adopted from (Gokhale et al. 2014).

Figure 1.15: Maximum in Mobility Transfer Function Mmax as function of area fraction φ for
small (△) and big particles (•). Adopted from (Gokhale et al. 2014).



1.4 Deformation of Glasses 25

1.4 Deformation of Glasses

Glass transition is associated with the onset of rigidity. Like crystals, glasses also yield and

flow plastically when subjected to a stress beyond a threshold value, namely the yield stress

(Fan et al. 2013). Despite having disparate structural attributes, the bulk mechanical response

of crystals and glasses share remarkable similarities (Fig 1.16 a & b). This similarity is not

limited to atomic crystals and glasses i.e, hard solids, the ones characterized by large elastic

moduli such as metals, it extends to soft materials as well (Fig 1.16 c & d). If differences

in the absolute value of applied stresses to deform soft and hard materials are neglected, the

bulk mechanical response of hard and soft solids also share striking similarities (Berthier et al.

2011). Conventionally, study of flow behaviour of soft materials is called Rheology (Deshpande

et al. 2010). Given the ubiquity of yielding and plasticity, it is necessary to develop a holistic

understanding of these phenomena.

Figure 1.16: (a) Stress-Strain curve from MD simulation results on a glassy systems. (b) Stress-
Strain curve from MD simulations on Al single crystal. (c) Yield stress behaviour of a colloidal
suspension. (d) Yield stress behavior in copper. Adopted from (Fan et al. 2013).

When compared to amorphous plasticity, crystal plasticity is relatively well understood owing

to their ordered structure. In crystals, it is now well established that deformation proceeds via

the motion and interaction of the well-defined topological defects such as dislocations and grain

boundaries (Alava et al. 2014). Experimental studies on crystal plasticity have observed that the

local plastic events do not occur independently but occur collectively. This is demonstrated by
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intermittent dislocation bursts or avalanches which eventually lead to the formation of complex

dislocation patterns like cellular structures (Fig. 1.17a) (Miguel et al. 2001). This collective

behavior was originally quantified experimentally through acoustic emission experiments, where

energy signals showed large fluctuations and the size distribution of these avalanches showed

a power-law behaviour with exponent 1.5 (Fig. 1.17b) (Miguel et al. 2001; Weiss & Grasso

1997; Weiss & Marsan 2003; Richeton et al. 2005). Such a power-law behaviour is an evidence

for the presence of spatio-temporal correlation between events. However, whether these power-

laws are universal or system dependent is yet to be understood. On a macroscopic scale, these

intermittent bursts of plastic events manifest themselves as steps in the stress-strain curves,

plots used to quantify the flow behaviour of materials. Thus, if the phenomenon is universal,

one would expect that the power law exponents for stress size distributions should be identical to

the ones obtained from acoustic emission experiments. While stress-strain curves of macroscopic

samples can give rise to smooth profiles due to incoherent superposition of deformation bursts,

the step profile can be visible for samples of small sizes (Alava et al. 2014; Uchic & Dimiduk 2005;

Uchic et al. 2004; Dimiduk et al. 2005; Brinckmann et al. 2008). Exploiting this fact, Dimiduk et

al. performed compression experiments on micron scale samples using a nano indentation device

(Dimiduk et al. 2006). Remarkably, they observed step profiles in stress-strain curves and more

interestingly the distribution of stress bursts turned out to be a power-law with an exponent of ∼

1.5 (Fig. 1.17c). More strikingly, even experiments with colloidal crystals show that dislocations

occur as intermittent bursts and form cellular structures when deformed plastically (Fig. 1.17d).

By quantifying the motion of individual dislocations, they have estimated the velocities of these

bursts and have observed that the distribution of velocities once again follows a power-law with

an exponent that is identical to the one observed for atomic crystals (Fig. 1.17d) (Pertsinidis

& Ling 2005). All these results clearly demonstrate the universality associated with crystal

plasticity (Tsekenis et al. 2013). Apart from experimental studies, even theoretical studies

propose that yielding transition has features reminiscent of a self-organized critical behaviour

(SOC). On the other hand, it is known that in general SOC can be connected to a non-equilibrium

critical phenomenon if a steady state can be attained (Dickman et al. 2000). Taking these

into account, there are propositions that yielding transition could be associated with a non-

equilibrium phase transition. In-fact there are theoretical studies which suggest that yielding in

crystals can be thought of as a pinning and depinning transition (Ispánovity et al. 2014; Zaiser

et al. 2005).

Now we move to amorphous plasticity whose study is difficult due to lack of well defined

defects. Since the macroscopic deformation of these solids share similarities with crystals, it

is natural to quantify stress-strain curves and check for the universality in exponents. In this

regard, compression experiments performed on amorphous solids exhibit phenomenology similar

to that of crystals (Shan et al. 2008; Wang et al. 2009; Antonaglia et al. 2014; Demkowicz &

Argon 2005). In addition atomistic simulations of amorphous materials displayed strain bursts

similar to those observed in crystalline materials (Maloney & Lemaitre 2004; Lin et al. 2014).

However, consensus on the universality class associated with the scaling is yet to emerge (Alava

et al. 2014; Budrikis & Zapperi 2013; Salje & Dahmen 2014).

Stress-strain relations emerge from a homogeneous continuous medium description. However,
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Figure 1.17: (a)-(c) Results from experiments probing atomic crystal plasticity. (a) Visualization
of cellular structure of dislocations from experiments on ice crystals. (b) Power-law behaviour
of dislocation avalanches resulted from acoustic emission experiments. (a)-(b) Adopted from
(Miguel et al. 2001). (c) Power-law behaviour of stress distributions from nano indentation
experiments on micron sized crystals. Adopted from (Uchic et al. 2004). (d)-(e) Results from
experiments on colloidal crystals. Adopted from (Pertsinidis & Ling 2005). (d) Video microscopy
image of dislocation bursts. Cellular structures are outlined by dotted blue lines (e) Power-law
behaviour of velocities of dislocation bursts. Different symbols represent data from different
parts of the image.
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from a microscopic perspective, one of the important aspects is identification of local events

which play the role of dislocations in crystals and hence underly the macroscopic behaviour. It

is now believed that there exists elementary events ‘shear transformations’ which govern plastic

deformation in amorphous materials (Argon & Kuo 1980; Falk & Langer 1998). Most modern

theories are based on the idea that plasticity is a result of accumulation of these local events

which are nothing but weak regions of about ∼ 10 particle diameters which are susceptible to

collective rearrangements when subjected to external stress, analogous to dislocation in crystals.

Before going further, we will give a brief overview of the development of microscopic theories of

amorphous plasticity (Berthier et al. 2011).

1.4.1 Theories of Amorphous Plasticity

Early theories on sheared amorphous solids were developed by Eyring (Eyring 1936), Turnbull

and Cohen (Turnbull & Cohen 1970) and Argon (Argon 1979; Argon & Kuo 1980; Argon 1982).

According to Eyring’s theory, the flow proceeds through hopping of individual molecules across

energy barriers to the free spaces created by their adjacent ones which eventually gives rise

to a macroscopic strain. In theories which followed this, the individual hops were replaced by

collective motion of particles. According to Argon, these collective events called as shear zones

are like inclusions that are weakly coupled to the surrounding medium. For the weak zone to

make a rearrangement, it has to over come a small free energy barrier. His model is based on the

idea that zone flips are thermally activated and the effect of the external stress is to reduce the

free energy barrier thus causing more rearrangements. In addition, a zone can flip if the zone is

deformed upto a critical strain, namely yield strain. The main draw backs of these theories are

that they assume these zone flips or hops are independent and also ignore the fact that energy

barriers could be broadly distributed instead of being a constant for all zones. Nevertheless,

Argon’s theory introduced the notion of weak zones which is the basis of most theories now.

But this theory does not focus on where these flips occur and it relies on them only weakly.

Accordingly, plasticity is because of large number of such local rearrangements which can occur

anywhere in the systems. On the other hand, the theoretical formulation which is based on the

dynamical equations for the density of these weak zones is the Shear Transformation Theory

developed by Falk and Langer (Falk & Langer 1998, 2011). It is after the development of

this theory that these weak zones are termed as ‘shear transformation zone (STZ)’. The major

difference between STZ theory and the above mentioned theories is that this theory takes STZs in

a important way. According to this theory STZs are well defined objects and hence one can write

dynamical equations for their densities. One of the main additions made by Falk and Langer

to the preceding theories is that STZs have internal degrees of freedom. Using these postulates,

without going into the details, we wish to mention that many features of a deformation process

could be explained by the mean field theory of Falk and Langer. However, simulations revealed

that there exists phenomena which can be rationalized only by considering correlations between

STZs. These were taken into account in the elasto-plastic theories developed by Bulatov and

Argon (Bulatov & Argon 1994a,b,c,d). They postulated that these zones are embedded in an

elastic medium and whenever an STZ transforms, it modifies the stress field at long distances

which in-turn can given rise to a new STZ. They also pointed that the transformation happens
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via a mechanism similar to that of Eshelby inclusions (Eshelby 1957) and this is the key for

modern theories of plasticity. Remarkably, the presence of STZ and the accompanying Eshelby

like quadrupolar fields has been shown in simulations by Lemâitre and co-workers (Maloney &

Lemaitre 2006; Lemâıtre & Caroli 2009). More interestingly, they have seen correlations in the

strain fields which eventually give rise to avalanches of flips (Bailey et al. 2007), consistent with

elasto-plastic theories. All the aforementioned theories are developed mostly in the context of

hard amorphous solids, the theory which is used extensively to study rheological properties of

soft materials is soft glassy rheology (SGR) (Sollich et al. 1997; Sollich 1998). According to

SGR model, the system is collection of elements l each of which is trapped in a state of energy

E. When the system is strained each element can deform upto a critical value ly and each local

element yields when the strain energy 1/2kl2y becomes equal to the energy of the trap. Here, k

is the spring constant. Once an element yields, l is reset to zero. The first important ingredient

of this theory is that all elements do not have same E but have a distribution of energies, that

is each yield event has an energy of its own. After yield the element picks a new E from the

distribution. The second ingredient is the concept of effective temperature. This is primarily to

take into account interactions between elements. Thus, yielding here is governed by the effective

temperature. Taking these two features into account and solving dynamical equations for strain

distribution functions P(E, l, t), probability of an element having yield energy E and a local

strain l at a time t, this theory can explain various rheological features like flow curves, stress

overshoots, rejuvenation and overaging observed in experiments on soft systems. While it could

successfully explain many features of deformation of soft materials, it does not offer any spatial

information about stress distribution or non-affine displacement. Also, it does not explain how

effective temperature is linked to material parameters. Further it does not offer any information

on the length scale of the elements.

1.4.2 Experimental Studies on Deformation of Soft Glasses

While the existence of local plastic events is predicted by amorphous plasticity theories and

are shown by simulations, their experimental evidence came from colloidal glasses (Schall et al.

2007). Unlike crystalline defects, these ‘shear transformations’ do not possess a specific structure

and hence they are usually identified by measuring local strain fields or local elastic moduli.

However, there is no universal prescription for the same. First experimental evidence for the

existence of shear transformation zones was provided by Weitz and co-workers (Schall et al.

2007). By quantifying the strain fields in a 3D sheared colloidal glass they have revealed the

presence of localized regions which possess large negative and positive strain fields as compared

to their neighboring regions and more importantly these are the regions which undergo flips

(Fig. 1.18a). Remarkably, studies by Schall and co-workers have shown that the strain fields

around an STZ indeed possess a quadrapolar symmetry with Eshelby-like inclusions (Fig. 1.18b)

(Chikkadi et al. 2011; Chikkadi & Schall 2012). Computing spatial correlations of the strain

field further show power-law correlations which span system sizes at plastic deformation which

is consistent with simulations (Fig. 1.18c). Similar results were also observed in experiments on

indenting colloidal glasses (Rahmani et al. 2013, 2014). All the above discussed experimental

results and simulations strongly suggest correlations in local yield events analogous to the ones
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Figure 1.18: (a) Experimental evidence for shear transformation zones (STZ) in a 3D colloidal
glass. Reb and Blue spheres corresponds to particles associated with negative and positive strain,
respectively. Adopted from (Schall et al. 2007) (b) Evidence for quadrapolar fields around an
STZ in a 3D colloidal glass. The image is colour coded based on the strain fields with red for
extreme positive and blue for extreme negative. (c) Long range strain correlations observed in
3D colloidal glass. Adopted from (Chikkadi et al. 2011).

observed in crystalline materials indicating the presence of a non-equilibrium phase transition.

However, no direct evidence for such a transition and hence the nature of the transition exist.

Towards this end, recently there is a large volume of work trying to establish the existence

and hence the nature of the phase transition underlying yielding of amorphous solids. It is to

be noted that most of these studies are motivated by recent experiments on periodically driven

non-Brownian suspensions by Pine and co-workers (Pine et al. 2005; Corte et al. 2008; Corté

et al. 2009). Briefly, through a set of experiments and simulations on dilute non-Brownian

suspensions, in ref (Pine et al. 2005) they have observed that for these suspensions there exists

a threshold strain for the onset of irreversibility. Using a periodic strain has enabled them to

probe steady states at all applied strains which in-turn allowed them to extract the time taken

to reach a steady state, τ . By plotting τ as a function of applied strain γ, they observed a

divergence in τ close to the γ associated with the onset of irreversibility. Accompanying this

diverging τ , they have observed an order parameter like behaviour for fraction of irreversible or

active particles fA. Similar results were also obtained from their simulations (Corte et al. 2008).

More interestingly, from the relaxation time exponent and the order paramter exponent, they

conclude that this transition falls into a category of non-equilibrium critical phenomena called

Absorbing-phase transitions (Corte et al. 2008).

Absorbing Phase Transitions (APT) Absorbing Phase Transition is a non-equilibrium

phase transition where the systems goes from an inactive steady state to an active steady state

beyond a critical driving force (Hinrichsen 2000; Jensen 1993). Such transitions are typically

associated with a critical-like behaviour. Examples of such transitions are found in epidemics

(Dickman 2002), heterogeneous catalysis (Ziff et al. 1986), flow through porous media (Bouchaud

1990) and turbulence (Pomeau 1986) to name a few. In the context of experiments with non-

Brownian suspensions, below the critical strain (γy) the system settles into a steady state which

does not undergo any irreversible rearrangements, even on the application of strain cycle. Such

a steady state is termed as ‘absorbing state’ (Fig. 1.19a). On the other hand for γ > γc, the
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Figure 1.19: Simulations of 2D model. Snapshots of particle distributions for different cycle
numbers for (a) γ < γc and (b) γ < γc. The black filled particles correspond to active particles
and the hollow circles represent irreversible particles. Adopted from (Corte et al. 2008)

system settles into a steady state which has a finite number of active or irreversible events and

this state is termed as ‘active’ state (Fig. 1.19b). Also, the steady state fraction of active or

irreversible events increase with increasing strain (Corte et al. 2008). More interestingly, in ref

(Pine et al. 2005), the authors observed that the threshold strain for the onset of irreversibility

decreases with increasing volume fraction of the non-Brownian suspension.

Colloidal glasses do not posses quenched disorder and hence it is unlikely that yielding in

these systems would be associated with pinning-depinning like crystals but simulations suggest

the existence of SOC like crystals (Sun et al. 2010; Salje & Dahmen 2014). Given that an Ab-

sorbing phase transition is one of the paths towards self-organized criticality (Dickman et al.

2000) it is tempting to speculate that yielding here is associated with an underlying absorb-

ing phase transition. Furthermore, since yielding is associated with the onset of irreversibility

(Hébraud et al. 1997; Petekidis et al. 2002) and also studies suggest the existence of phase tran-

sition in its vicinity (Budrikis & Zapperi 2013), it is natural to use methods developed by Pine

and co-workers to probe this transition.

Applying the protocols developed by Pine and co-workers to amorphous solids, Keim et al.

(Keim & Arratia 2013) and Fiocco et al., as well as Mohan et al.(Mohan et al. 2013; Fiocco

et al. 2013) via experiments and simulations, respectively, have provided evidence suggesting the

existence of critical phenomenon associated with plasticity. Nevertheless, the nature of the phase

transition and the proof that it is associated with bulk yielding is yet to be established. In this

thesis (Chapter 4, Nagamanasa et al. (2014b)) we discuss experiments, where by simultaneously

quantifying the bulk mechanical response as well as single particles dynamics in periodically

driven prototypical amorphous solid - colloidal glass, we have investigated yielding phenomenon.

Our studies provide evidence for an absorbing phase transition underlying yielding and also

establish a direct connections between microscopic and macroscopic irreversibility.

In this section we have discussed studies where insights originating from studying crystals

were used to investigate amorphous solids. On similar lines, since crystals have disordered

interfaces - grain boundaries, we attempt to understand these amorphous interfaces using the
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concepts developed for glasses. We provide the details of the results in Chapter 5 but here we

give an overview of polycrystals and how colloids can be used to investigate them.

1.5 Grain Boundaries and Polycrystals

Most metals when cooled slowly from a high temperature to a low temperature crystallize (Fig.

1.6 blue line) (Kelton & Greer 2010; Callister & Rethwisch 2007). However, entropic effects favor

the formation of imperfections and hence perfect single crystals are rare and most often annealing

results in the formation of polycrystals. A polycrystal is a collection of crystallites of different

orientations separated by disordered interfaces namely grain boundaries (GB). The thermal and

mechanical properties of polycrystalline materials are governed by their microstructure which is

composed of defects such as dislocations and grain boundaries.

1.5.1 Crystal Defects

Crystal defects are typically classified based on their geometry as point, line and surface defects

(Fig. 1.20) (Mrowec & Marcinkiewicz 1980).

Point Defects

In a perfect crystal, all lattice sites contain atoms, however, in reality there could be missing

atoms namely vacancies or an atom may occupy a non-lattice site called as self-interstitial (Fig.

1.20a). In addition, a lattice position and an interstitial site can also be replaced by a foreign

atom (Fig. 1.20b). All such imperfections are termed as point defects.

Line Defects

Dislocations (Fig. 1.20c) are missing half-plane of atoms which causes lattice distortion in their

vicinity (Hull & Bacon 1984; Nabarro & Duesbery 2002). The nature of the lattice distortion

is best described by a Burgers circuit and a Burgers vector (b). b is the additional vector

needed to complete the Burgers circuit, obtained by joining atoms around a dislocation when

compared with a similar circuit in a defect free crystal. Based on the relative directions of b

and the dislocation line, dislocations are classified as edge and screw type. In the former, b

and the dislocation line are perpendicular to each other whereas in the latter they are parallel.

Fig. 1.20c shows schematic of a edge and a screw dislocations along with b and dislocation

lines. While there exists two kinds of dislocations, in reality more often one observes mixed

dislocations which are partly edge and partly screw type. The motion of the dislocations play a

key role in deformation of single crystals. In-fact the preliminary evidence for the existence of

dislocations is a result of attempts to reconcile theoretical and experimental values of the shear

stress needed to deform single crystals.

Grain Boundaries

Grain boundaries (GB) are thin disordered interfaces which separate two adjacent crystallites of

different orientations in a polycrystal (Howe 1997; Lejcek 2010; Gottstein & Shvindlerman 2009;

Rollett et al. 2004) (Fig. 1.20d). GBs are characterized by five parameters. These parameters

essentially give a quantitative measure of how much one crystallite is rotated with respect to the
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Figure 1.20: Point Defects (a) Schematic of vacancy and self-interstitial (b) Substitutional im-
purity atom and interstitial impurity atom. (a)-(b) Adopted from (Callister & Rethwisch 2007)
(c) Edge and Screw dislocations with respective Burgers vector, Burgers circuit and dislocation
line. Adopted from https://courses.eas.ualberta (d) Grain Boundaries both LAGB and HAGB.
Adopted from http://homepages.cae.wisc.edu

other. Out of these five crystallographic parameters, three correspond to the angles of rotation

with respect to the three orthogonal axes (Φ1,Φ2, π), termed as misorientation angles, and the

remaining two correspond to the vectors normal (n1, n2) of the two crystal surfaces. Angles

Φ1 and Φ2 which are in the plane of the grain boundary and are called tilt angles and π is the

rotation about an axis normal to the GB plane and is known as a twist angle.

Classification of GBs

If two adjacent grains of a GB are mirror images of each other, such boundaries are termed as

symmetrical GBs. GBs are typically categorized based on the misorientation angles. A GB is

called a tilt boundary if π is zero, a twist boundary if Φ1 and Φ2 are zeros and mixed boundary

if all three angles are non-zero. In addition to the aforementioned classification, they are also

divided based on their atomic structure, which in turn depends on the value of the misorientation

angle as Low and High angle boundaries (Fig. 1.20d). This classification of GBs is important,

since the characteristic properties like boundary energy and mobility depend crucially on value

of Φ1,Φ2 or π (Fig. 1.21b) (Gottstein & Shvindlerman 2009).

Low angle boundaries Low angle boundaries (LAGB) also known as small angle bound-

aries, are GBs for which the misorientation angles are small and hence are composed of a periodic

array of discrete dislocations (Fig. 1.20d). Edge dislocations result in tilt boundaries and twist

boundaries are formed from screw dislocations. For LAGBs, the number of dislocations per unit

area or the dislocation density, n, can be directly estimated from the value of θ. Here, θ could be

Φ1,Φ2 or π. If b is the Burgers vector, and D is the distance between two adjacent dislocations,

sin θ
2 = |b|

2D . For small θ, sin θ
2 = θ

2 and hence n = 1
D = θ

|b| . Further, the energy also depends
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on the misorientation angle and is given by the Read-Shockley model (Read & Shockley 1950).

According to this model, grain boundary energy (γGB) is

γGB = Eoθ (Ao − ln θ) (1.38)

with Eo =
Gb

4π(1− ν)
and Ao = 1 + ln

b

2πro

Here, G is the shear modulus, ν is Poisson’s ratio and ro is the radius of the dislocation core.

The dependence of GB energy on θ as estimated by Read-Shockley model is shown in Fig. 1.20a.

Remarkably, the estimated values were found to be in good agreement with the measured values.

However, this dislocation model fails for boundaries with θ & 15◦, where individual dislocations

loose their identity and the dislocation cores start overlapping.

High angle boundaries: High angle boundaries, (HAGBs), unlike LAGBs, are continuous

interfaces and typically have θ & 15◦ (Fig. 1.20d). Owing to the difficulty in quantifying

their structure, there exist no universal theory to describe the energy or the mobility of these

boundaries and therefore HAGBs are relatively less understood. HAGBs can be further divided

into special or Σ boundaries, vicinal and general grain boundaries. Special boundaries are ones

which are composed of a repeating structural unit. These boundaries are described using the

coincidence site lattice model (CSL). Coincidence sites are the ones where the atomic positions of

the grain boundary coincide with the ideal positions of the two adjacent crystals. GBs for which

all its atoms are at the coincidence site possess repetitive structural units and such boundaries

are termed as special or CSL boundaries (Brokman & Balluffi 1981). The basic unit of CSL is

a polyhedra and is larger than unit cell of the lattice. The CSL boundary is characterized by

density of its coincidence sites, defined by Σ.

Σ =
volume of elementary CSL cell

volume of elementary unit of crystal lattice
(1.39)

General boundaries are the ones which contain more than one repetitive structural unit over-

lapped and hence do not posses a well-defined structure. On the other hand vicinal boundaries

consist a structural unit combined with one or more sets of dislocations. Interestingly, the ener-

gies of HAGBs do not show a monotonic dependence on θ as in the case of LAGBs but contains

a few cusps (Yip 2007; Gottstein et al. 2001). It is now well understood that the minima cor-

respond to the special boundaries which owing to a defined structure posses lower energy (Fig.

1.21b). However, only a few specific θs result in Σ boundaries. A complete understanding of

dynamics of other types of HAGBs is still lacking.

It is to be noted that GB architecture and its migration govern processes such as plastic

deformation, grain growth and recrystallization (Lejcek 2010; Gottstein & Shvindlerman 2009;

Rollett et al. 2004). Given that HAGBs are poorly understood and possess complex structure,

one of aims of materials research is to understand the dynamics and migration of HAGBs (Randle

2010; Yip 2007).
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Figure 1.21: (a)-(b) Read-Shockley model for a low angle boundary. Here, θ is the misorientation
angle and λ is the lattice constant. Adopted from (Read & Shockley 1950). (c) Grain Boundary
energy, γ, as a function of misorientation angle, φ. Adopted from (Goux 1974)
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1.5.2 Colloidal Crystals as Models for Atomic Crystals

Colloidal systems have been used as models to understand a wide variety of processes in crystals

including dislocation dynamics (Schall et al. 2004, 2006), pre-melting (Alsayed et al. 2005),

grain growth (Palberg et al. 1995; Gokhale et al. 2012), impurity segregation (Yoshizawa et al.

2011; Ghofraniha et al. 2012) and super heating (Wang et al. 2012b). After the discovery of a

liquid-crystal transition in simulations on hard sphere systems by Wood and Jacobson (Wood &

Jacobson 1957) and Alder and Wainwright (Alder & Wainwright 1957) in 1957, the experimental

evidence for the same was provided only in 1986 by using colloidal systems (Pusey & van Megan

1986; Pusey et al. 1989). Numerous studied followed this seminal work where colloids were

used to realize complex self assembled structures (Velikov et al. 2002; Shevchenko et al. 2006;

van Blaaderen et al. 2003; Dziomkina & Vancso 2005) as well as to investigate microscopic

underpinnings of physical processes (Ganapathy et al. 2010; Kaya et al. 2010; Peng et al. 2015).

In the context of complex crystal structures, for example, by using a mixture of positively

and negatively charged particles van Blaaderen and co-workers have achieved self-assembled

structures analogous to NaCl and CsCl crystals (Leunissen et al. 2005). Even more compli-

cated structures, like Kagome lattice were also realized experimentally by Chen et.al. using

tri-block Janus particles, particles with three patches (Chen et al. 2011). In addition, using

micropatterend templated surfaces in combination with sedimentation, one can direct crystal-

lization (Vogel et al. 2012; Yin et al. 2001; Dziomkina & Vancso 2005). Such a technique was

used to grow crystals of different lattice constants and crystal symmetries (Ramsteiner et al.

2010; Savage et al. 2013). On the other hand, pioneering work using colloids to investigate mi-

croscopic processes in crystals was carried out by Weitz and co-workers (Schall et al. 2004, 2006;

Suresh 2006). By combining laser diffraction microscopy and confocal microscopy, a real space

visualization of dislocation, nucleation and their dynamics (Fig. 1.22a-c) has been achieved. In

a following work, by indenting a colloidal crystal with a sewing needle, a technique analogous

to nano indentation technique used for atomic crystals, they have studied the formation of dis-

locations, mapped the associated strain field and also quantified the dislocation nucleation rate

(Fig. 1.22d-f)(Schall et al. 2006). Remarkably, these works have provided evidence that the

defects dynamics in these systems can be well described by the continuum approach which is

used to describe defect dynamics in atomic crystals (Cotterell 1953; Frank 1950). These studies

have set the stage for using colloids to probe phenomena that are prohibitively difficult to study

in atomic experiments.

Colloids are also used routinely to explore polycrystals (Gokhale et al. 2013). The first

systematic study of grain growth was carried out by Palberg et al (Palberg et al. 1995). far,

systems have been developed where the average size of a crystallite or a grain can be tuned by

changing the inter particle interactions (Palberg et al. 1995), external fields like electrical and

shear (Palberg et al. 1992, 1995; Gokhale et al. 2012), addition of impurities (de Villeneuve et al.

2005, 2009; Yoshizawa et al. 2011; Ghofraniha et al. 2012) as well as cooling rate (Gokhale et al.

2012). In addition to growth, one can also address issues regarding melting of crystals. The

mechanisms by which crystals melt has been predicted over a century ago (Dash 1999; Dash

et al. 1995; Löwen 1994) and simulations and theoretical studies suggest that melting begins

from defects (Lipowsky 1986; Pluis et al. 1987; Dahmen et al. 2004). Strikingly, Yodh and co-
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Figure 1.22: (a) Schematic of Laser Diffraction Microscopy (LDM) set-up. (b) LDM image of
colloidal crystal. The dark regions correspond to dislocations. (c) Schematic of the indentation
configuration. (a)-(c) Adopted from (Schall et al. 2004) (d) LDM image showing dark region
that correspond to dislocation nucleated because of indentation. (e) Final dislocation structure
after 600 min. (d)-(e) Adopted from (Schall et al. 2006)

Figure 1.23: Pre-melting of crystal at GB (a) and (B) Bright field image of the GB at different
temperatures. Pre-melting from dislocation (b) and (d) Bright field image of Shockley partial
dislocation at different T s. Adopted from (Alsayed et al. 2005)
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workers using temperature tunable colloids have provided experimental evidence for pre-melting

at dislocations and grain boundaries (Alsayed et al. 2005). They have also shown that the extent

of pre-melting also depends crucially on the nature of the defects (Fig. 1.23).

Given that GBs play a crucial role in grain growth and melting, it is necessary to study them

down to the single particle level which is feasible only in colloidal polycrystals. In this regard,

Skinner et al. (Skinner et al. 2010) and Gokhale et al (Gokhale et al. 2012) have quantitatively

extracted parameters like stiffness (Γ), quantity related to interfacial tension, and mobility (M)

from GB interface fluctuations using capillary fluctuation method (Foiles & Hoyt 2006; Trautt

& Upmanyu 2005).

Thus far we discussed studies where the emphasis is on grain growth and GB interfaces.

In this thesis, by studying dynamics of particles in GBs, we have shown that HAGBs exhibit

properties that are strikingly similar to that of supercooled liquids (Chapter 5, Nagamanasa

et al. (2011)). Later, it was shown that these results are independent of the dimensionality of

the system (Skinner et al. 2011).
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Experimental Details

The development of novel instrumentation techniques and protocols to synthesize colloidal par-

ticles of various shapes, sizes and interactions have helped unraveling the microscopic under-

pinnings of diverse phenomena. In this chapter, we discuss protocols followed for synthesizing

various colloidal particles used for our studies. We also describe the experimental set-up de-

veloped to probe the nature of the glass transition, yielding of glasses and dynamics of grain

boundaries.

2.1 Synthesis Protocols

2.1.1 Synthesis of PNIPAm Particles

PNIPAm particles are charge stabilized soft microgel particles. Microgel particles generally

contain a network of cross-linked polymers with the interstitial spaces filled with solvent. The

characteristic property of these polymers is that they undergo a transition from a lyophilic

to lyophobic state in water across a critical temperature namely the lower critical solution

temperature (LCST) (Alsayed 2006). This transition on the particle scale manifests as a change

in its size with temperature i.e. the particles deswell at high temperatures and with decreasing

temperature below LCST their size increases. In addition, the size of these particles can also be

varied by changing the pH of the solution with particles being in their swollen state at neutral

pH and going to their shrunken state in acidic pH (Wu et al. 2003). To synthesize these particles

we employed a protocol based on the free-radical polymerization technique. All the chemical for

the synthesis were procured from Sigma Aldrich.

The protocol we followed is described below (Wu et al. 2003) . We first dissolved 3.8 g of

monomer N-isopropylacrylamide (NIPA), 0.066 g of cross-linker N,N′-methylenebisacrylamide

(BIS) and 0.11 g of acrylic acid (AA), each in 50 ml of water. These solutions were added

into a 500 ml 3 necked round bottom flask (RB), in the same order as mentioned above and

subsequently the solution was diluted to 250 ml with water (TQ instruments, 18MΩ). Prior

to stating the reaction, the RB was purged with excess nitrogen to remove traces of air. The

RB was then left for stirring at 300 rpm under Nitrogen atmosphere at 70 ◦C. Then 0.166 g

of 1% aqueous solution of initiator potassium persulphate (KPS) was added. The solution was

then left for stirring for 4 h. Care should be taken that the nitrogen is supplied continuously,

rpm is constant at 300 and the temperature is kept at 70 ± 1 ◦C. The particles thus obtained

were purified using dialysis membranes (Spectra/Por Mol.Wt. 10,000) in aqueous environment

for one week to remove unreacted chemicals. The water was changed every 10-12 h. To enable

confocal imaging, we have added aqueous solution of flurophore Rhodamine 6G externally.

The size of these particles can be varied by adding various amounts of surfactant, sodium

39
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salt of dodecyl sulphate (SDS), along with the NIPA monomer. We find that with increasing

concentration of SDS the size of the particles decreases (Table. 2.1). We also observe that

a decrease in concentration of AA decreases LCST and increases the intake of Rhodamine 6G

(Table. 2.1). To estimate the particle size, the colloids were allowed to crystallize using depletion

interaction and subsequently the lattice constant was measured. For crystallizing as synthesized

dilute suspension, we used the following composition

NIPA: 100µl in 1ml

Dye: 40µl of 2mg/ml in 1ml

Depletant: 20µl of 2mg/ml in 1ml

We have used sodium carboxyl methyl cellulose (NaCMC, Fischer Scientific, Mol.Wt. 700,000)

as the depletant.

Table 2.1: Protocols for Synthesizing PNIPAm Particles

S.No NIPA BIS AA SDS KPS Total Size LCST
monomer Reaction Volume

(gm) (gm) (gm) (gm) (gm) (ml) (nm) (◦C)

1 3.8 0.066 0.11 0.1 - 250 1000 60

2 3.8 0.066 0.11 0.1 0.166 250 600 -

3 3.8 0.066 0.11 0.14 0.166 250 440 -

4 3.8 0.066 0.022 0.016 0.166 250 620 34

5 2.5 0.043 0.0144 none 0.109 164.5 780 34

6 2.5 0.043 0.0197 none 0.036 164.5 890 34

7 2.5 0.043 0.0197 none 0.012 164.5 950 34

The volume fraction φ of as synthesized suspensions is ∼ 20% − 30% and hence we have to

concentrate them to φ ∼ 70% at T=26 ◦C, where the particles self-assemble into hexagonally

closed packed crystal structure. Unlike silica or polystyrene particles, PNIPAm particles are

density matched with water. Therefore, these suspensions were concentrated by evaporating the

excess water at T∼ 60 ◦C. However, the particles do not swell to their original size even after

cooling the suspension to room temperature. In-order to regain the original size of the particles,

small volumes of aqueous sodium hydroxide (NaOH, Merck) solution was added. It is to be

noted that the amount of NaOH added should be optimized for individual synthesis. For our

system, the optimized samples’ composition to get polycrystals is as follows:

PNIPAm : 48 µl of φ ∼ 70% at T=26 ◦C

Rhodamine 6G : 1 µl of 2mg/ml

NaOH : 1 µl of 100mM

The optimized sample is fluid at T=38 ◦C and polycrystalline at T=26 ◦C. Here, φ can be

tuned in-situ by changing the temperature. Interestingly we observe that, analogous to atomic

crystallization, the annealing rate governs the average grain size (Fig. 2.1). Given that average

grain size is crucial in dictating the properties of crystalline materials (Hansen 2004; Chok-
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Figure 2.1: (a)-(c) Average grain size for three different annealing rates (a) 5.5 ◦C/min, (b) 0.09
◦C/min (c) 0.001 ◦C/min. (d) Single confocal slice of a polycrystal with three grain boundaries
and a triple junction. Images in (a)-(c) were obtained by tiling ∼ 300 such images. The solid
curves represent grain boundaries.

shi et al. 1989), this system is best suited for investigating grain size dependent properties of

polycrystalline materials.

2.1.2 Synthesis of Fluorescent PNIPAm Particles

While PNIPAm particles obtained using the above protocol enable confocal imaging, the dye

absorbed by them is insufficient to image particles deep into the sample for long times, in par-

ticular, in dense disordered systems. To circumvent this problem, we synthesized particles using

protocols developed to attach dye during synthesis itself (Lawrence et al. 2007). To synthe-

size these particles, we have added polyfluor 570 (methacryloexethyl thiocarbonyl rhodamine B,

Polysciences) in addition to the components mentioned in Table. 2.1. The synthesis protocol

followed is identical to the one described above. Here, by varying the concentrations of AA,

SDS and dye, we have synthesized particles of different sizes and dye concentrations (Table.

2.2). Inorder to maximize the flurophore molecules that are incorporated into the particles, we

also performed syntheses where dye saturated solution of water (∼50mg/ml) was used as the

reaction medium. The particles obtained were once cleaned using dialysis membrane (Section

2.1.1). Unlike PNIPAm particles, fluorescent PNIPAm can be concentrated using centrifugation.

We want to use these particles to investigate glasses under shear. To avoid crystallization,

a binary system of 1 µm and 2.5 µm fluorescent PNIPAm were used. The composition of the

sample used is as follows:



42 Chapter 2.

Table 2.2: Protocols for Synthesizing Fluorescent PNIPAm Particles

S.No NIPA BIS AA SDS Dye KPS Volume Size
monomer of water

(gm) (gm) (gm) (gm) (mg) (gm) (ml) (nm)

1 2.5 0.044 0.31 0.0065 0.65 0.109 157.9 600

2 2.5 0.043 0.0197 - 32.5ml of 0.012 164.5 2500
0.65 mg/ml slightly

polydisperse

3 1.9 0.033 0.0149 0.01 - 0.0091 125 2500
dye saturated

solution

4 1.9 0.033 0.0149 - - 0.06825 125 polydisperse
dye saturated

solution

5 1.9 0.033 0.0149 0.0013 - 0.0091 125 1200
dye saturated polydisperse

solution

6 1.9 0.0335 0.24 0.005 - 0.027 125 1050
dye saturated

solution

Composition for big particles:

PNIPAm : 160 µl of φ ∼ 64% at T=26 ◦C

Rhodamine 6G : 8 µl of 2mg/ml

NaOH : 4 µl of 100mM

Composition for small particles:

PNIPAm : 105 µl of φ ∼ 64% at T=26 ◦C

Rhodamine 6G : 9 µl of 2mg/ml

NaOH : 4 µl of 100mM

For realizing a binary glass, the big and the small particles of the above suspensions were mixed

in the ratio 1:1.38 (Fig. 2.2).

2.1.3 Synthesis of PS-PNIPAm Core-Shell Particles

In addition to the above described PNIPAm particles, we have also synthesized core-shell par-

ticles where the core is polystyrene particle the shell is composed of PNIPAm. The core was

synthesized following the protocol given by Hellweg et al. (2004). It is to be noted that to

grow a PNIPAm shell using PS particles as seeds, it is necessary to use PS particles which con-

sist of small amounts of PNIAm as well. We have used 450 nm PS particles as seeds and have

grown PNIPAm shell around them following the procedure given by Berndt & Richtering (2003).

Core-shell particles synthesized in the lab are listed in Table. 2.3. These core-shell particles are

particularly suited to study melting in the presence of pinning. Here, PNIPAm shell provides
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Figure 2.2: Confocal slice of binary glass composed of fluorescent PNIPAm particles.

the temperature sensitivity and PS particles facilitate pinning using optical tweezers.

Table 2.3: Protocols for Synthesizing Core-Shell Particles

S.No PS-PNIPAm NIPA BIS AA Dye KPS Volume Size
core monomer of water
(gm) (gm) (gm) (gm) (mg) (gm) (ml) (nm)

1 1.2 0.76 0.0134 0.096 - 0.0108 50ml 1600

2 1.2 0.76 0.0134 0.016 8ml of dye 0.0108 50ml 1600
saturated
solution
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2.2 Instrumentation

2.2.1 Holographic Optical Tweezers

Optical tweezers are one of the important tools used to probe soft systems at the microscopic

level non-invasively. As the name suggests, it uses the electro-motive force of a focused laser

beam to hold and manipulate particles. This was demonstrated for the first time by Arthur

Ashkin in 1970 (Ashkin 1970). A focussed Argon laser was used to push micron sized latex

spheres. During the course of experiment it was realized that some particles were being pulled

towards the center of the laser beam. Exploiting this pulling force, a single beam gradient trap

was realized for the first time in 1986 (Ashkin et al. 1986). Further, this technique was used to

even trap single cells (Ashkin et al. 1987). Since then, this technique is being applied to a variety

of interdisciplinary fields. In a very short span of time, optical tweezers have gained immense

popularity and have been used to study biopolymers (Brower-Toland et al. 2002; Kerssemakers

et al. 2003), chromosomes (Ojeda et al. 2006), bacteria (Ashkin et al. 1987), yeast cells (Ashkin

et al. 1987), motor proteins (Fazal & Block 2011) and colloidal (Grier 1997) as well nano (Hansen

et al. 2005) particle systems to name a few. The applications of this technique are many-fold.

Tweezers are not just limited for trapping particles, it is also used extensively to measure and

apply local forces (Smith et al. 1996; Nugent-Glandorf & Perkins 2004). Forces as small as

piconewton (pN) can be applied and measured with great precision making this tool important

for applications in biology, chemistry and physics. In order to understand the principle behind

trapping and to calculate the forces numerous theories have been developed (Harada & Asakura

1996; Ashkin 1992; Mazolli et al. 2003; Neto & Nussenzveig 2000).

Figure 2.3: Schematic of the set-up for assembling a single trap optical tweezers. Adopted from
(Rodrigo et al. 2004).

Schematic for single-trap optical tweezer is shown in Fig. 2.3 (Rodrigo et al. 2004). Here,

the beam steering mirror is used to change the position of the trap laterally. However, increasing
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use of tweezers has led to the development of novel techniques to manipulate multiple particles

simultaneously (Grier 2003; Moffitt et al. 2008; McGloin 2006). This can be achieved by using

single beam combination techniques, scanning or holographic techniques. The first attempt to

trap multiple particles was by using single beam combination techniques where one laser beam

is split into two using a beam splitter cube thus generating dual traps (Fällman & Axner 1997).

Another way to create multiple traps is to time share a single trap. Here, by scanning the laser

beam rapidly across different trap positions, by spending only a fraction of time at each of them,

multiple particles can be trapped. To use this technique, the time taken for the beam to return

to a given trap position should be much smaller than the diffusive time scale of the particle.

Thus, this technique necessitates devices like acousto-optic deflectors (AOD) which can scan at

kilohertz (kHz) rates (Vossen et al. 2004). More recently, three dimensional holographic optical

tweezers based on diffractive optics, have been developed to trap multiple particles. Here, a

hologram or a diffractive element is placed in the conjugate plane to back focal plane of the

microscope. This produces an intensity distribution in the focal plane of the sample, which is

a Fourier transform of the pattern imposed by the element. This gives rise to multiple beams

at required positions. Trapping particles using a diffractive element in the path of the light was

pioneered by Fournier et.al (Fournier et al. 1995). Fournier et.al used a static glass hologram to

generate multiple traps. However, this technique gained momentum following the work done by

Grier’s group where they used glass etched holograms to study dynamics of colloids (Dufresne

& Grier 1998). Further, replacing the diffraction element by spatial light modulator (SLM) led

to the development of dynamically movable computer controlled traps (Reicherter et al. 1999;

Liesener et al. 2000; Rodrigo et al. 2004; Eriksen et al. 2002; Schmitz et al. 2005). Holographic

optical tweezers (HOT) have been used to create crystal structures (Ganapathy et al. 2010),

dislocation in a crystal (Irvine et al. 2013), microfludics (Ladavac & Grier 2004; Padgett &

Leonardo 2011), optical potential landscapes (Lee et al. 2005) and to hold cell assays (Rodrigo

et al. 2004) to name a few.

Spatial Light Modulator, SLM

One of the primary components of the modern day HOT set-up is the Spatial Light Modulator

(SLM). SLM is a device which can change the phase or the intensity of the light. SLM when

used with optical tweezers allows the users to dynamically create and manipulate multiple traps.

SLMs typically contain liquid crystalline molecules (LCs) which control the output phase or

intensity of the light. The optical anisotropy of liquid crystals, the refractive index dependence

on the axes of the molecule, is exploited to modulate intensity or phase of the light. There exists

a variety of LC molecules but typically ferro electric LCs and nematic LCs are used in SLMs.

While ferroelectric LC devices are known to have high operating speeds, nematic ones offer better

dynamic range and hence allow complex holograms. In addition, these devices can be operated

either by using electric fields or optical fields and can work in a reflective or transmissive mode.

Here, we have used an electrically addressed phase controlled, nematic LCs, reflective SLM (XY

phase series 512 X 512 pixels) from Boulder Non-linear systems (BNS) (Fig. 2.4a).

Electrically controlled SLMs contain LC molecules sandwiched between a transparent elec-

trode and a silicon substrate (Fig. 2.4b). SLMs are mostly computer controlled and hence the

silicon substrate is manufactured as an array of electrically-addressable pixels (Fig. 2.4c). The
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Figure 2.4: (a) Picture of a BNS SLM. (b) Schematic of pixel representation on the SLM (c)
Cross section of the SLM. Adopted from http://bnonlinear.com

pixel value in an 8-bit gray scale image is appropriately converted to the voltage that needs to

be applied across each pixel. Applying a voltage sets up an electric field which subsequently

rotates the LC molecules which eventually result in a change in the effective refractive index and

hence the effective path length. This further manifests as a phase change thereby creating traps

at the required positions. While SLMs facilitate computer control of the traps, being pixelated

devices one of their main limitations is a finite resolution.

To use an SLM to create multiple traps, one also needs to generate holograms that are to

be fed into the SLM. Thus, using SLMs efficiently also necessitates development of efficient

algorithms to produce holograms.

Algorithm for Generating the Hologram

Since there is a Fourier relation between the plane of hologram on SLM and the focal plane, the

desired geometry of traps at the focal plane can be reconstructed using Fourier transform of the

hologram at SLM. Analogously, the hologram can be obtained by an inverse Fourier transform

of the trap patterns. If optical beam incident is

ui = a exp (iφ) (2.1)

with a being the amplitude and φ being the phase, the beam exiting out of the SLM will be

uh = a exp [(φ+ φh)] (2.2)

All algorithms used to generate holograms precisely generate the phase pattern φh. A number

of iterative and non-iterative algorithms have been developed over the last few years (Leach et al.

2006; Leonardo et al. 2007; Curtis et al. 2002; Meister & Winfield 2002; Liesener et al. 2000).

Examples include gratings and lenses, direct binary search and Gerchberg-Saxton algorithm.

For the purpose of our experiments we have used gratings and lenses algorithm to generate

phase only hologram in order to create desired trap patterns.

Gratings and lenses is one of the simplest algorithms. It is non-iterative and hence it is

computationally faster when compared to iterative algorithms like Gerchberg-Saxton. In this,

the inverse Fourier transform of the trap pattern is determined using mathematical analogues of
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optical components which include gratings or prisms and lenses (Leach et al. 2006). The lateral

shift in the traps is achieved by gratings and the axial one using lenses. While this algorithm

is fast, it becomes increasingly slower for large number of traps. Also, it is known that this

algorithm can produce uneven intensity between traps and ghost traps which result from higher

order diffraction peaks produced by the grating. The problem of ghost traps and unintended

intensity variations can be reduced using iterative algorithms for calculating phase holograms.

However, for the the purpose of this thesis, gratings and lenses algorithm efficiently trapped

the colloidal particles in a desired geometry. Having discussed the SLM and algorithm used for

trapping, we now discuss the construction of our HOT set-up.

Construction

The basic elements for assembling a HOT are similar to the ones needed for single trap optical

tweezers (Fig. 2.5). The main difference is that, for HOT, the steering mirror in Fig. Fig. 2.3

is replaced by an SLM. For our HOT set-up (Fig. 2.5), we have used an Excelsior diode pump

solid state linearly polarized continuous wave laser (Spectra Physics) of wavelength λ = 1064 nm,

TEM00 mode profile with M2 < 1.1 and power 800 mW. M2 gives a measure of the deviation

of the output beam profile from an ideal Gaussian shape beam. The wavelength chosen is

well separated from the excitation and emission wavelengths of the fluorescent dyes which can

be used with our confocal microscope. However, for the work reported in this thesis we have

used only an optical microscope. Further, since absorption at this wavelength is minimum for

water, it best suited for biological and water based samples. Therefore, laser of λ = 1064 nm

is routinely used with tweezer set-up. The laser is first aligned such that it is along the optic

axis of the microscope. Once the height, tilt and the position of the laser are fixed, we arrange

other components in between the laser and the microscope as describe hereafter. The collimated

infrared laser beam is first passed through a half wave plate,W . Half-wave plate is used to rotate

the plane of polarization of the linearly polarized light thereby changing the relative power of

the vertically and the horizontally polarized light. The output from W is directed using mirror

M1 on to the beam expanding optics. For this, we used lenses L1 & L2 of focal lengths f1 =5 cm

and f2 =10 cm, respectively. This combination of focal lengths expands the beam such that it

slightly overfills the mirror of the SLM. The expanded beam is then directed into the polarizing

beam splitter cube C, which separates the horizontally and the vertically polarized light. Thus,

W and C together help in controlling the power of the traps. C is placed such that the vertically

polarized light coming out from it impinges on to the SLM. The light reflected from the SLM is

now directed into the back aperture of the microscope and subsequently into the objective. The

horizontally polarized light, the light transmitted through C, is stopped using a beam blocker.

To further direct the beam into the microscope, we have used a pair of mirrors M2 and M3

and two lenses L3 & L4 of focal lengths f1 =50 cm and f2 =40 cm, respectively. The distance

between SLM and the objective is twice f1 + f2 which is the 4f arrangement. The 4f imaging

system ensures that the SLM is imaged onto the back focal plane of the objective lens. The

lenses L3 & L4 also expand the beam such that it fills the back aperture of the microscope. This

beam finally goes through a 100X, oil immersion objective of NA 1.4. A high NA objective lens

is used to ensure that the gradient force is larger than the scattering force.

Using this tweezers set-up, we have trapped particles in an amorphous wall configuration
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Figure 2.5: Image of the Holographic optical tweezers set-up.

along one side of the field of view. To freeze the particles in an instantaneous configuration of the

dense colloidal liquid, the trap positions were obtained from the particles coordinates extracted

from the bright field image captured just then. In addition to the traps created along the wall,

there exists a central trap (zeroth order diffraction spot) which precludes study of dynamics at

different distances from the wall. Further, owing to large number of traps (∼100) needed, the

laser powers used are high. This further increases the region influenced by the central trap.

Hence, to eliminate the influence of the central trap, we moved it away from the field of view

and blocked it using a beam blocker. Our beam blocker consists of 5 to 6 pencil leads (0.7 mm

diameter) glued along the longer side on a coverslip (Electron Microscopy Sciences). Thus, we

trapped ∼100 particles along a wall in a given configuration and were able to study dynamics

at different distances away from the wall. This enabled us to probe the nature of the glass

transition, the results of which are discussed in Chapter 3.

2.2.2 Confocal Microscope

The size of the colloids used is such that they can be viewed using simple optical microscopy

techniques. Confocal microscopy is a slightly advanced optical imaging technique, when com-

pared to bright field optical microscope, which provides increased contrast and allows for a 3D

re-construction of the volume. These additional features of the confocal microscope are because

the illumination and collection/detection are limited to a point. The principle of confocal mi-

croscopy was developed by Marvin Minsky in as early as 1957 (Minsky 1988), however it was
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Figure 2.6: Ray optics representation of the confocal microscope set-up used by Minsky. The
dotted lines represent the out-of-focus light and the solid line corresponds to the light in the
focal plane.

only after the development of lasers that the technique of laser scanning confocal microscopy

became commercially available (Sheppard & Shotton 1997; Semwogerere & Weeks 2005). For a

long time, this technique was used extensively only for biological samples but now it is widely

used to study other soft systems such as colloids. The principle behind the working of a con-

focal microscope can be easily understood from ray optics representation of the set-up used by

Minsky (Fig. 2.6). The point source of the light is produced by using a pin hole in front of the

source. This light is focused by an objective lens onto the specimen. The light coming from the

sample is then focused by another objective lens to a second pinhole which is at the same focal

distance as the first one implying that the pinholes are confocal. This confocality ensures that

only the in-plane light enters the detector and blocks the light from all the other out-of-focus

planes which results in enhanced contrast.

Modern confocal microscopes retain the main elements of Minsky’s microscope. However,

owing to the advances in optics, electronics and chemistry, developments have been made in the

methods employed to illuminate and scan the specimen as well as to store the data. One of the

main differences between Minsky’s microscope and the present day is the scanning procedure.

Minsky moved the specimen to illuminate the whole sample and get a 2D optical section, whereas

current day confocal scan the laser beams across the sample (Fig. 2.7a). Thus, it is the scanning

speed which governs the frame rate at which the data can be acquired. For the experiments

discussed in this thesis, we have used a VisiTech VT-eye confocal scanner with a Leica DMI

6000B inverted optical microscope. This confocal scanner can scan as fast as 300 fps at a field

of view of 340 X 340 pixels. This system uses a galvanometer mirror for scanning in Y-direction

and an acoustic-optic deflector (AOD) for the orthogonal direction. It is this scanning technique

that facilitates high frame rates. Moreover, present day confocal scanners use fluorescence to

image the samples. Here, the incident and the emitted light have different wavelengths and they

are separated using dichroic mirrors. Therefore, unlike in Fig. 2.6, the present day confocal

scanners use only one objective to illuminate and well as to collect the fluorescence from the

sample (Fig. 2.7a). Moreover, since only one objective is used, conventionally scanning and

de-scanning are done by same optical components (Fig. 2.7a). Since AODs are sensitive to the

wavelength of the light incident on them, only the galvanometer mirror is used for de-scanning.

Therefore, the pin hole in the path of the emitted light is replaced by a slit. This emitted light
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Figure 2.7: (a) Schematic of a basic confocal set-up. The blue and the green light correspond
to the incident and the fluorescence light from the sample. The sample is scanned by the
two oscillating galvanometer mirrors. Adopted from (Prasad et al. 2007). (b) Picture of the
confocal laser scanner with the optical microscope which was used to investigate grain boundary
dynamics.

from the slit is collected by the photo multiplier tube. The picture of the instrument used to

study grain boundary dynamics (Chapter 5) is shown in Fig. 2.7b.

2.2.3 Confocal Rheometer

More often than we think, we subject materials to external mechanical forces which eventually

lead to their deformation. The study of the relation between applied force and its mechanical

response is called rheology (Macosko & Larson 1994; Larson 1998). Rheological properties of

complex fluids like colloidal suspensions and polymers are all the more complex because of their

viscoelastic nature i.e. their mechanical properties are in between Hookean solid and that of a

Newtonian fluid.

For these materials, shear stress σ is given by

σ = Gγ + ηγ̇ (2.3)

where the first term corresponds to the elastic component and the second one to the viscous

component. Here, G is the elastic modulus, γ is the strain, η is the viscosity and γ̇ is the shear

rate.

The mehanical properties, stress-starin relations, of these materials are probed using a

rheometer by applying either a steady or an oscillatory shear. Since oscillilatory rheology allows

one to quitifiy both viscous-like and elastic-like properties of materials in different time regimes,

it is best suited to quantify the structural and the dynamical properties of these materials. For

an oscillatory measurement, a sinusoidal shear deformation γ(t) is applied and the corresponding

stresses are measured.

γ(t) = γ0 sin (ωt) (2.4)
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Figure 2.8: Phase relation between stress and strain for different materials.

Here, γ0 is the amplitude of the applied strain and ω is the oscillation frequency which determines

the probing time scale. While for a Hookean solid the applied stress is in phase with strain

(σ(t) = Gγ0 sin (ωt)), for a Newtonian fluid it is out of phase by π/2
(

σ(t) = ηγ0ω sin
(

ωt+
π

2

))

.

However for a viscoelastic material, the phase shift between γ and σ could be in range 0 ≤ δ ≤

π/2 (σ(t) = γ0 sin (ωt+ δ)) (Fig. 2.8). This equation on expansion gives,

σ(t) = γ0
[

G′(ω) sin (ωt) +G′′(ω) cos (ωt)
]

(2.5)

From above equations it is clear that while G′(ω) is the elastic contribution to the stress and

is termed as storage modulus, G′′(ω) is the viscous contribution and is called as loss modulus.

From the Eqn. 2.4, it is clear that two kinds of oscillatory measurements can be performed,

one where ω is held constant and γ0 is be varied or vice versa. Conventionally, the former is

called an amplitude sweep (Fig. 2.9a) and the latter is called a frequency sweep (Fig. 2.9b). In

any oscillatory rheological measurements we measure G′ and G′′ to charecterize the mecahnical

response of soft systems.

It is well known that change in mechanical properties can lead to changes in the microstruc-

ture. To probe these structural changes in-situ while shearing, originally light scattering tech-

niques were integrated with rheology (Panine et al. 2003; Sasa et al. 2010; Porcar et al. 2011).

Scattering techniques investigate only average structural properties like phase behavior in micel-

lar systems (Ganapathy & Sood 2006; Liberatore et al. 2006) but do not provide any information

about the local structure. This information can be obtained by combining a shearing device with

real-space imaging techniques like optical or confocal microscope. This has driven many scien-

tists to couple home-made shearing devices with microscopy (Wu et al. 2009; Cheng et al. 2011;

Boitte et al. 2013). However, to enhance the precession and the resolution with which mechanical

responses can be quantified and to estimate stress and strain simultaneously, we have coupled

a commercially available rheometer (Anton Paar MCR 301) with the confocal microscope (Vis-
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Figure 2.9: Examples of oscillatory strain measurement (a) Amplitude sweep measurement
which clearly shows a change from elastic-like (G′ > G′′) behaviour to viscous-like behaviour
(G′ < G′′). (b) Frequency Sweep measurement. This shows the relaxation time of the system
which exhibits a soft glassy rheological behaviour. Adopted from (Jaishankar & McKinley 2013)

iTech VT-eye confocal scanner with a Leica DMI 6000B optical microscope) (Dutta et al. 2013).

This combination enables simultaneous quantification of bulk elastic modulus (G′) and viscous

modulus (G′′) as well as the local structure. The picture of the set-up used is shown in Fig 2.10.

For coupling these two instruments, a movable aluminum stage was fabricated in-house on

which the rheometer was mounted. A steel rod is attached to the optical table along which the

rheometer can slide. This design allows us to use the rheometer independently or in combination

with the microscope. As shown in Fig 2.10, to combine the two instruments, the rheometer is

moved such that the axis of the rheometer is aligned with the objective. To enable this coupling,

we have used a customized rheometer such that the conventional front control panel was relocated

to one side and the bottom of the front section is detachable. Since our rheometer bottom plate

does not allow for microscopy imaging, we have designed a sample chamber with coverslip at the

bottom as shown in Fig. 2.11a. In addition, we have attached metal tubes at the bottom and

top of the glass plate which allows us to regulate the temperature by circulating water through

them as seen in (Fig. 2.11b-c).

In order to do a measurement it is necessary to ensure that the bottom plate is parallel to

the plane of the rheometer. For this we exploited the normal force exerted by the rheometer

spindle itself. We fabricated a holder with a pointed tip which can be attached to the spindle

and is off-centered (Fig. 2.11d). Now, by bringing the rheometer down such that the tip just

touches the coverslip we measure the normal force. Measuring the normal force at different

positions on the coverslip gives an estimate of the tilt. This tilt can be adjusted by using the

three screws (Screws A, B and C Fig. 2.11a) present on the top of the sample chamber. Thus,

we align the bottom plate parallel to the rheometer plane. Using this set-up (Fig. 2.10), we

have investigated grain growth under shear (Gokhale et al. 2012) and yielding of colloidal glasses

(Chapter 4, Nagamanasa et al. (2014b)).
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Figure 2.10: Picture of the confocal rheometer set-up used for shearing colloidal glasses.

Figure 2.11: (a) Image of the sample chamber. Screws A, B and C used to adjust the tilt of the
bottom glass plate. (b) Top view of the glass pate with coverslip attached at the center. (c) Side
view of the glass pate which clearly shows arrangement for controlling the sample temperature.
(d) The holder with a pointed tip used for aligning the bottom plate.





Chapter 3

Experimental Evidence for Growing

Amorphous Order and

Non-Monotonic Dynamic

Correlations in Colloidal

Glass-Forming Liquids

3.1 Introduction

While the transformation of flowing liquids into rigid glasses is omnipresent, it is as yet unclear

whether the glass transition has a thermodynamic or a dynamic origin (Berthier & Biroli 2011;

Debenedetti & Stillinger 2001). Numerous theoretical perspectives such as Random First Order

Theory (RFOT) (Kirkpatrick et al. 1989; Biroli & Bouchaud 2012; Lubchenko et al. 2007), Dy-

namic Facilitation Theory (DF) (Chandler & Garrahan 2010; Keys et al. 2011), Mode Coupling

Theory (MCT) (Götze & Sjogren 1992) and Geometric Frustrated models (Tarjus et al. 2005)

have been developed to understand the glass transition problem. Both thermodynamic and

kinetic approaches predict increasing dynamic correlations in the form of size of cooperatively

rearranging regions (CRRs), dynamic susceptibility ξ4 and various other measures on approach-

ing the glass transition. However, according to thermodynamic theories, the growing dynamic

length scale is due to an underlying growing static length scale. Unfortunately, the routinely

used two-point measures of structure such as the structure factor S(q) with q being the wave

vector or the radial pair correlation function which is a Fourier transform of S(q), do not show

any change across the glass transition. Therefore, one of the primary aims of the thermodynamic

theories is to find the right static measure associated with this transition, if there exists any.

Hence, a variety of growing static length scales have been identified and computed in numerical

simulations. Some of them depend on the inherent structure of the system under study (Tanaka

et al. 2010; Malins et al. 2013a,b) and others are measures of amorphous order (Cammarota

& Biroli 2012b; Dunleavy et al. 2012; Karmakar et al. 2012). Of these different length scales

proposed thus far, the one which is consistent with one of the well developed thermodynamic

theories, RFOT, and is order agnostic is the point-to-set length scale, ξPTS (Berthier & Kob

2012; Hocky et al. 2012). Within RFOT, the supercooled liquid freezes into a mosaic whose

domains correspond to configurations of the metastable minima and ξPTS is thought to follow

directly from the mosaic size. A systematic procedure to extract the mosaic size from point-

to-set correlations has been established by Bouchand and Biroli (Bouchaud & Biroli 2004) and

55
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hence ξPTS is crucial and is thought to serve as a direct measure of the mosaic size. In addi-

tion, it has been shown analytically that a diverging relaxation time is indeed associated with

diverging ξPTS (Montanari & Semerjian 2006). Practically, ξPTS can be extracted by freezing

a subset of particles in the liquid’s equilibrium configuration and examining their influence on

the remaining free particles. This method was first implemented by Biroli and coworkers (Biroli

et al. 2008) where they extracted ξPTS by freezing particles outside a spherical cavity and ex-

amined the configurations of the free particles inside the cavity. This ξPTS is thought to provide

an estimate of domain size or mosaic size. Subsequently, simulations have shown the existence

of a growing ξPTS for various other pinning geometries and glass formers as well (Berthier &

Kob 2012; Hocky et al. 2014). More importantly, in addition to the growing static length scale,

different pinning geometries were also useful in testing other predictions of RFOT. The exis-

tence of a finite temperature ideal glass transition, one of the important predictions of RFOT,

was shown by randomly pinning particles (Cammarota & Biroli 2012a). In this work it was

shown that the glass transition can also be driven by biasing the thermodynamics by randomly

pinning particles instead of increasing supercooling. They observe that for a moderately super-

cooled liquid, with increasing pining density the relaxation time grows and at a critical pinning

density the systems freezes into an ideal glass. The authors also propose that probing the tran-

sition by freezing a part of the system might be a promising avenue of research and might help

distinguishing between various theories of the glass transition. Another interesting and useful

geometry is pinning particles along a single amorphous wall and examining the dynamics of free

particles at different distances from the wall (Kob et al. 2012). In recent simulations on this

geometry in addition to ξPTS, dynamic length scale, ξdyn was also computed. Intriguingly, they

have shown a non-monotonic evolution of ξdyn before the mode coupling theory (MCT) cross

over (Kob et al. 2012). This behavior of ξdyn is consistent with the dynamic cross over which

is thought to occur within RFOT around MCT cross over temperature. It was surmised that

this also reflects a change in morphology of CRRs from sting-like to compact on approaching

the glass transition which is yet another important prediction of RFOT (Stevenson et al. 2006;

Stevenson & Wolynes 2010). However, these predictions remain untested in experiments.

Here, we set out to test the predictions of RFOT by using holographic optical tweezers to

freeze a wall of particles in an equilibrium configuration of the supercooled liquid in a 2D binary

colloidal glass-former.

3.2 Experimental Section

We performed optical video microscopy experiments on a binary mixtures of polystyrene colloidal

particles of diameters σS = 1.05 µm and σL = 1.4 µm, respectively. The size ratio σL/σS =

1.33 and the number ratio NS/NL = 1.23 were chosen to provide sufficient frustration against

crystallization or phase separation. Dilute samples of both sizes were loaded into a wedge shaped

cells and desired area fraction was attained by sedimentation of particles into a monolayer thick

region of the cell. Since large particles sediment faster, the relative concentrations of the small

and the large particles that are to be loaded into the cell should be determined carefully to

avoid phase separation and crystallization of either of the species. After loading the sample,

the particles were left for sedimentation for about 4− 5 days so that the monolayer thick region
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Figure 3.1: Schematic of the set-up.

attains a desired area fraction φ. Before collecting the data, we observed a waiting time of about

10 − 12 hrs. This waiting time ensures that the sample is equilibrated for the φs studied and

also minimizes the sample drift. We observed that over the experimental duration the typical

drift is as small as ∼ 0.5σL in x-direction and ∼ 0.1σL in z-direction. It is to be noted that the

presence of the wall does not allow for sample drift corrections and hence minimizing the drift

is necessary for these experiments. For all these experiments, we also glued the sample cell to

the stage plate of the microscope. We observed that this further helps in reducing the drift.

Moreover, since a wedge shaped cell is used, the thickness is different at different regions and

hence to ensure that all the experiments are performed at the same thickness, it is important

to collect the data in the same 2D region of the cell. Gluing the cell and not moving the stage

through out the experimental duration, indeed ensures that we are imaging the same region of

the cell for all φs.

To measure ξPTS and ξdyn, it is necessary to freeze particles in an equilibrium configuration

of the supercooled liquid. We have pinned multiple particles simultaneously using a holographic

optical tweezers (Chapter 2, Gokhale et al. (2014); Irvine et al. (2013)). To pin the particles

in a nearly equilibrium configuration, we first captured a bright field image of the sample and

extracted particle coordinates within a strip of width ∼ 2σL along the longer dimension of the

field of view. These coordinates were used to compute the necessary hologram. This hologram

was then fed onto to the spatial light modulator (SLM) which in turn created traps at the

desired positions (Fig. 3.1). The time taken for the whole process is about 30s which ensures

that configuration pinned is nearly in an equilibrium configuration. To check if the particles

are indeed a part of the liquid’s equilibrium configuration, we superimposed the coordinates of

these particles on time averaged images of the sample in the presence of the amorphous wall,

for two different area fractions φ (Fig. 3.2). Particles forming the wall owing to their negligible
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mobility appear brighter in the time-averaged images and can be easily identified. Further, we

have computed the distance between the initial set of input particle coordinates and the centres

of pinned particles acquired from the time averaged images. It is evident from (colored spheres

in Fig. 3.2) these distances are smaller than the cage size, which shows that particles forming

the amorphous wall are pinned in an equilibrium configuration of the colloidal liquid.

For each experiment, we have pinned an amorphous wall following which images were cap-

tured at 3.3-5 fps for 1-1.5 hours depending on the value of φ. The size of the viewing region

is 44σ X 33σ with σ = (σS + σL)/2. In addition, for every φ, we have captured images in the

absence of the pinning, immediately after capturing the data in the presence of a pinned wall.

Standard Matlab algorithms were used to generate particle trajectories and subsequent analysis

was performed using codes developed in-house. The particle tracking resolution is 0.08µm and

the mean squared displacement curves for all φ lie above the tracking resolution (Fig. 3.3)

confirming that the results are not affected by tracking resolution.

3.3 Results and Discussion

3.3.1 Static Length Scale

We first extracted ξPTS by calculating the total overlap function, qc(t, z), at various distances

z from the pinned wall (Kob et al. 2012). Here, we have used a two-dimensional analogue of

qc(t, z) developed for three-dimensional systems. We divided the field of view into boxes of size

0.25σS and computed qc(t, z) at different z using the following equation

qc(t, z) =

∑

i(z)〈ni(t)ni(0)〉
∑

i(z)〈ni(0)〉
(3.1)

where 〈〉 correspond to time averaging, i is the box index, ni(t) = 1 if the box contains a particle

at time t and ni(t) = 0 otherwise. The box size 0.25σS was chosen to be larger than the cage

size, ∼ 0.14σS , to avoid spurious overlap fluctuations due to cage rattling. Moreover, the chosen

size is small enough to provide sufficient spatial resolution for the computation of ξPTS. qc(t, z)

at various z for φ = 0.74 is shown in Fig. 3.4a. qc(t, z) is intensive to particle exchanges and

measures the overlap between configurations at two different times at a given distance away

from the wall. Thus, in the long time and long distance limit it should attain a finite asymptotic

bulk value qrand = qc(t → ∞, z → ∞). As shown in Fig. 3.4a, consistent with simulations we

observe that for each z, qc(t, z) exhibits a decaying profile with time and attains an asymptotic

value qc(t → ∞, z) labeled as q∞(z). q∞(z) is estimated by averaging the saturation value of

the overlap function over a 5-10 min time window (Charbonneau & Tarjus 2013). We find that

within the experimental duration, asymptotic value is not reached for a few zs very close to the

wall and hence we have not considered these zs to compute the length scale. As expected, we

observe that q∞(z) decreases with increasing z and does not show any perceptible change beyond

a particular value of z (Fig. 3.4a). q∞(z) corresponding to these z gives an estimate of the bulk

overlap value identified as qrand. We find that, consistent with simulations, q∞(z) - qrand decays
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b
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Figure 3.2: Visualization of amorphous wall. The underlying grey scale images have been
generated by time-averaging snapshots over 30τα for φ = 0.68 (a) and φ = 0.76 (b). The
red circles correspond to the coordinates of the trapped particles that form the amorphous
wall. The spheres at the top of the images in (a-b) constitute the pattern whose fast Fourier
Transform was fed into the spatial light modulator (SLM). Spheres are colour coded according
to the displacement between the input coordinates for creating traps and time-averaged particle
positions in units of σL.
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Figure 3.3: Mean squared displacement, MSD. MSD for φ = 0.68 (◦), φ = 0.71 (⊳), φ = 0.74
(▽), φ = 0.75 (⋄), φ = 0.76 (�) and φ = 0.79 (△). The horizontal dotted line corresponds to
the tracking resolution.

exponentially with z (Fig. 3.4b). This allowed us to extract ξPTS using the following relation

q∞(z)− qrand = B exp(−z/ξPTS) (3.2)

q∞(z) can also be estimated by fitting a stretched exponential to qc(t, z) (Kob et al. 2012).

To ensure that the value of q∞(z) and hence ξPTS do not depend on the protocol chosen, we

have extracted q∞(z) also by fitting a stretched exponential to qc(t, z).

qc(t) = A
(

exp [−t/τ ]−β
)

+ q∞(z) (3.3)

Here, A, τ, β, q∞(z) are fitting constants. Since we do not have data at very short times we only

fit the long time limit and estimated q∞(z) (Fig. 3.5 solid symbols). For the low φs, where the

fits are reasonable, we observe that ξPTS thus obtained is nearly identical to the one extracted

using the procedure described above (Fig. 3.5 hollow symbols). Since the functional form used

for fitting has four free parameters and we have data only for a limited duration, the fits become

progressively worse for large φs as well as regions close to the wall. Hence, we could not estimate

q∞(z) from the fits for the two largest φs studied, nevertheless we estimated q∞(z) for all φs by

averaging the saturation value.

3.3.2 Dynamic Length Scale

Next, we computed ξdyn from the self-part of the overlap function, qs(t, z)

qs(t, z) =

∑

i(z)〈n
s
i (t)n

s
i (0)〉

∑

i(z)〈n
s
i (0)〉

(3.4)
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Figure 3.4: Total overlap function. (a) The total overlap qc(t, z) for φ = 0.74. Different colours
represent different z. The black dashed lines indicate q∞(z), the value at which qc(t, z) saturates.
(b) q∞(z) − qrand versus z for φ = 0.68 (◦), φ = 0.71 (⊳), φ = 0.74 (▽), φ = 0.75 (⋄), φ = 0.76
(�) and φ = 0.79 (△). The solid lines are exponential fits of the form given in Eqns 3.2.

Figure 3.5: q∞(z) − qrand obtained by fitting a stretched exponential to qc(t, z) (solid symbols)
and from the saturation value of qc(t, z) (hollow symbols) for φ = 0.68 (black circle), φ = 0.71
(blue left triangle), φ = 0.74 (brown down triangle), φ = 0.75 (yellow diamond). The dashed
lines are exponential fits to the data represented by hollow symbols whereas the solids lines are
exponential fits to the data represented by solid symbols.
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Figure 3.6: Relaxation time. (a) The self overlap qs(t, z) for φ = 0.74. Different colours
correspond to different z. (b) log(τs(z)/τ

bulk
s ) as a function of z, for φ = 0.68 (◦), φ = 0.71 (⊳),

φ = 0.74 (▽), φ = 0.75 (⋄), φ = 0.76 (�) and φ = 0.79 (△). The solid lines are exponential fits
of the form given in Eqn 3.5. In (b) for φ = 0.76 (�), ξdyn was extracted from the asymptotic
slope (Kob et al. 2012). The red dashed line is a guide to the eye.

Here, nsi (t) = 1 if the box is occupied by the same particle at time t and nsi = 0 otherwise (Kob

et al. 2012). Unlike qc(t, z), qs(t, z) is sensitive to particle exchanges and reaches zero at long

times, when all the particles undergo a displacement larger than the box size. qs(t, z) is similar

to the self-intermediate scattering function calculated for the wave vector corresponding to the

box size. Owing to its similarity with the self-intermediate scattering function, qs(t, z) yields

relaxation times τs(z) at different distances z from the wall (Kob et al. 2012). Due to the limited

temporal resolution in our experiments, we defined τs(z) as the time taken for qs(t, z) to decay

to 0.2 (Starr et al. 2013). Fig. 3.6a shows qs(t, z) at various z values for φ = 0.74. As expected,

τs(z) approaches its bulk value τ bulks for large z. In accordance with simulations (Scheidler et al.

2002; Kob et al. 2012), we find that the dynamic length scale ξdyn (Fig. 3.6b) can be extracted

from the equation

ln(τs(z)) = ln(τ bulks ) +Bsexp(−z/ξdyn) (3.5)

.

Having extracted ξPTS and ξdyn for various φs, we have investigated their dependence on

φ. In complete concord with simulations, we observe that ξPTS increases with φ over the entire

range of φs studied (Fig. 3.7). From Fig. 3.4b it is clear that the prefactor B also changes with

φ. To ensure that the trend is ξPTS is not influenced by this variation in B we extracted another

static length scale, ξPTS−Int = BξPTS. This definition is adopted from ref. Kob et al. (2012)

and as in their simulations, we also find this length scale increasing with φ (Fig. 3.7). This is

the first experimental evidence for the existence of a growing amorphous order on approaching

the glass transition.

On the other hand, strikingly, we find a non-monotonic evolution of ξdyn with φ (Fig. 3.7).

Most dynamic length scales reported thus far were seen to grow with φ (Weeks et al. 2000;

Berthier et al. 2005; Flenner & Szamel 2012). Such a non-monotonicity was observed till now

only in simulations with pinned wall (Kob et al. 2012). Having a pinned wall therefore appears

to be crucial for this observation. It is to be noted that simulations show that the maximum in
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Figure 3.7: Normalized length scales. Point-to-set length scale ξPTS (•), ξPTS−Int (�) and
dynamic length scale ξdyn (△) normalized by their respective values at φ = 0.68. The absolute
values of ξPTS, ξPTS−Int and ξdyn for φ = 0.68 are 1.64σs, 0.67σs and 1.48σs respectively. (◦)
correspond to ξPTS estimated from q∞(z) − qrand obtained by fitting a stretched exponential
to qc(t, z) (solid symbols in Fig. (3.5)) normalized by 1.44σS , its value at φ = 0.68. The error
bars have been obtained from the exponential fits. The dashed black line indicates the mode
coupling crossover φMCT .

ξdyn occurs in the vicinity of the mode coupling theory (MCT) crossover. According to MCT, the

mode coupling crossover corresponds to the φ beyond which the systems becomes non-ergodic

(Kob et al. 2012). This transition from ergodic to non-ergodic is typically captured by plotting

the self intermediate scattering function, Fs(q, t) for various φs. It is known that Fs(q, t) decays

for an ergodic system and exhibits a non-decaying profile for a non-ergodic one. Thus to see

if the ξdyn peaks in the vicinity of the mode coupling area fraction φMCT , we have computed

Fs(q, t) for all φs. To avoid the influence of the wall, we have computed Fs(q, t) for the data

in the absence of wall. From Fig . 3.8 it is clear that in our experiments φMCT should lie in

between φ = 0.76 and φ = 0.79. This indicates that ξdyn indeed peaks in the vicinity of MCT

crossover.

To further confirm this, using MCT scaling analysis, we have estimated φMCT quantitatively.

According to MCT, the relaxation time τα diverges on approaching φMCT as

τα (φ) ∝ (φMCT − φ)γ (3.6)

where γ =
1

2a
+

1

2b
. Here, a and b are exponents obtained from the critical decay law and von

Schweilder law (Götze & Sjogren 1992; Mishra et al. 2013; Zheng et al. 2011), respectively. In our

experiments, we obtained b = 0.885 by fitting von Schweilder law, Fs(q, t) = fq − hqt
b, where fq

and hq are plateau height and amplitude respectively. Because of poor temporal resolution, we

could not extract a from our data but we obtained a = 0.377 from ref. Götze & Sjogren (1992);

Mishra et al. (2013). These values of a and b yield γ = 1.89. We have then plotted τ
(−1/γ)
α
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Figure 3.8: Self-intermediate scattering function, Fs(q, t). Fs(q, t) for φ = 0.68 (◦), φ = 0.71
(⊳), φ = 0.74 (▽), φ = 0.75 (⋄), φ = 0.76 (�) and φ = 0.79 (△).

versus φ, which as predicted by MCT is observed to be linear and yields φMCT = 0.76 ± 0.01

(Fig. 3.9a). We have also repeated this analysis for data in the presence of wall at region far

away from the wall. Even in this case, we find the same φMCT within experimental certainities.

These estimates of φMCT indeed confirm that the non-monotonicty occurs in the vicinity of

MCT crossover.

This suggests that our observation corresponds to the same dynamic crossover seen in (Hocky

et al. 2014; Kob et al. 2012; Flenner et al. 2014). It has been speculated in ref. Kob et al. (2012)

that the observed non-monotonicty is a result of a change in the relaxation mechanisms and is

therefore consistent with RFOT. Within RFOT it has been predicted that the relaxation mech-

anisms and hence the morphology of cooperatively rearranging regions (CRRs), localized areas

which govern structural relaxation, changes from string-like to compact across the dynamic cross

over temperature. According to ref. Kob et al. (2012), the spatial inhomogeneity introduced by

the wall makes ξdyn sensitive not only to the number of particles in a CRR, but also to their

arrangement thus giving rise to a non-monotonicity and providing an indirect evidence for the

change in the relaxation mechanism across the dynamic cross over.

3.3.3 CRR Morphology

Preliminary indication in support of multiple relaxation mechanisms can be obtained from the

decay profiles of τs(z). While the profiles for φ < 0.76 as well as for φ = 0.79 are well described

by a single exponential decay, τs(z) exhibits two slopes for φ = 0.76 (Fig. 3.6b), which indicates

the presence of multiple relaxation mechanisms associated with the morphology and internal

structure of CRRs (Kob et al. 2012). To test if the non-monotonicity indeed stems from a

change in the shapes of CRRs, we examined the nature of the dynamical heterogeneities at

various φs. For this we used data captured in the absence of the wall. To define CRRs, we first

identified the top 10% most mobile particles over various time intervals ∆t and clustered them

based on nearest neighbour distances. As expected, we find that the average cluster size, 〈N〉,
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Figure 3.9: Mode coupling crossover area fraction, φMCT . τ
− 1

γ versus φ for wave vectors q =
2π/0.75σ (•), q = 2π/σ (N) and q = 2π/1.25σ (�), where σ is the mean diameter of the big

and small particles. (b) τ−
1

γ versus φ for the region far away from the pinned wall.

shows a peak at a characteristic time, t∗ (Fig. 3.10a-b). We have used the following definition

for 〈N〉

〈N〉 =
N2P(N)

NP(N)
(3.7)

Here, P(N) is the probability distribution of cluster sizes over a time t. Over the range of φs

investigated, we find that 〈N〉 and t∗ increase with increasing φ (Fig. 3.10a-b).

The increase in 〈N〉 with φ confirms that the non-monotonicity observed here is not due to

the change in the size CRRs. Now it remains to check for the shape of CRRs. On observing

the shapes of CRRs defined over t∗, remarkably, we notice that the morphology indeed changes

from string-like to compact on approaching the glass transition (Fig. 3.11).

To quantify this change in morphology, we have computed the distribution P (NN) of number

of mobile nearest neighbours, NN , (Weeks et al. 2000; Zhang et al. 2011). To plot P (NN), for

every mobile particle in a given cluster we counted the number of nearest mobile neighbours

NN . A mobile particle j is called a nearest neighbour of i if it lies within a distance of 1.4σ.

Since very small clusters bias the distribution towards smaller values of NN , we only considered

clusters having more than 4 particles. Also, to minimize the influence of large clusters which

are rare, we restricted our analysis to cluster sizes, N , for which P(N), satisfies the following

condition P(N)/P(N) > 105. In order to obtain error bars, we divided the entire experimental

data into 3 equal intervals and computed P (NN) for each of these. Intriguingly, for all φ < 0.76

we observed a string-like morphology indicated by peak at NN = 2 in P (NN) (Fig. 3.12a). But

for φ ≥ 0.76, P (NN) becomes broader and the peak shifts to NN = 3 clearly demonstrating

that the morphology is becoming more compact like across the dynamic cross over (Fig. 3.12a).

This change in morphology of CRRs can also be captured in
∫∞
3 P (NN)dNN . The trend in

this quantity directly reflects the change in morphology of CRRs (Inset to Fig. 3.12a). We also

computed P (NN) and
∫∞
3 P (NN)dNN for the data in the presence of pinned wall and observed

similar trends (Inset to Fig. 3.12b). However, to allow comparisons with the unpinned case, we

used region located beyond a distance of 20σ from the wall. This distance is 3-4σ larger than
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Figure 3.10: Dependence of average cluster size on φ. Average cluster size, 〈Nc〉, as a function
of ∆t for data in the absence of pinning for (a) all cluster sizes (b) only those cluster sizes for
which P(N)/P(1) ≥ 2 × 10−5 for φ = 0.68 (◦), φ = 0.71 (⊳), φ = 0.74 (▽), φ = 0.75 (⋄), φ =
0.76 (�) and φ = 0.79 (△). In a and b, the dotted lines correspond to the ∆t at which P(NN)
was computed. The solid curves are polynomial fits to the data.

Figure 3.11: Representative cluster morphologies for 25-particle clusters. (a) φ = 0.74 (b) φ =
0.76 and (c) φ = 0.79. Core-like particles are shown in red and string-like particles are shown
in light blue.
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Figure 3.12: Distribution of the number of mobile nearest neighbours, P (NN). (a) In the
absence of the wall (b) In the presence of the pinned wall for a region located beyond a distance
of ∼ 20σ from the wall. For φ = 0.68 (◦), φ = 0.71 (⊳), φ = 0.74 (▽), φ = 0.75 (⋄), φ = 0.76
(�) and φ = 0.79 (△). In a-b inset: P (NN) integrated over for NN ≥ 3. The dotted line
corresponds to φMCT

the maximum in ξdyn. Together, these findings are consistent with RFOT, which predicts that

string-like CRRs occur with greater frequency on decreasing φ and eventually become dominant

below φMCT (Stevenson & Wolynes 2010).

To unambiguously show that CRRs become more compact with increasing φ, we consider

a fixed cluster size across all φs and investigate their morphology based on the ‘Fuzzy Sphere

Model’ which within RFOT is used to describe the shapes of CRRs. According to this model,

CRR is a composite object that contains a compact core surrounded by a ramified string-like.

Also, string-like shell dominates at low φ and compact core at large φ, with a smooth crossover

between the activation barrier distributions for the two morphological types near φMCT . As

shown in Fig. 3.11a-c, we observe that for a fixed cluster size, N = 25, CRRs indeed have a

large fraction of string-particles which belong to string at low φ and a large fraction of core-like

ones at high φ. To quantify this, we have developed a protocol based on number of nearest and

next nearest neighbors to determine the string-like and the core-like particles within a CRR.

In a given CRR, we first identified all particles which have more than two neighbours, iNN>2,

where i is the particle index. Such particles can form the core of the CRR as well as the particles

that connect core to string emerging from it. A particle ‘j’ is labelled core-like, only if it has at

least two iNN>2 neighbours. The remaining particles are considered to be string-like. Once we

labeled particles belonging to string and core, we extracted the fractions ns and nc of string-like

and core-like particles, respectively. Fig. 3.13a shows the dependence of ns and nc on φ for

CRRs containing N = 25 particles. Remarkably for all cluster sizes studied, N = 25, 20, 30, 35

we find that nc increases whereas ns decreases with increasing φ with a cross over in the vicinity

of φMCT (Fig. 3.13a-b).

Having identified the string like and core-like particles we have also computed the average

size of the string, 〈Ns〉, and core 〈Nc〉 for all φs. To measure 〈Ns〉 and 〈Nc〉, we have used

a definition analogous to the one used to quantify 〈N〉. In this case P(N) is the probability

distribution of string or core sizes. As expected we find that 〈Nc〉 increases whereas 〈Ns〉
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Figure 3.13: Fraction of string-like, ns, and core-like, nc, particles. (a) ns, (◦) and nc (•) as
a function of φ for 25-particle clusters. The grey shaded areas correspond to 50% confidence
bands. (b) nc and ns as a function of φ for clusters containing 20 particles (red triangles), 30
particles (blue circles) and 35 particles (green squares). Here, the hollow and filled symbols
correspond to string-like and core-like particles respectively. The error bars correspond to 50%
confidence intervals.

decreases with increasing φ (Fig. 3.14). From all the above observations, it is evident that the

non-monotonicity in ξdyn is due to the change in morphology and internal structure of CRRs.

Also, this suggests that monotonically growing length scales like 〈n〉, are sensitive only to the

number of particles in a CRR but not their arrangement. In a broader context, these results

provide a direct verification of the Fuzzy sphere model of CRRs (Stevenson et al. 2006). In a

broader context, our results provide the first direct verification for the change in morphology and

internal structure of CRRs across the mode coupling crossover (Stevenson et al. 2006; Stevenson

& Wolynes 2010).

Figure 3.14: Average string size, 〈Ns〉, and core size, 〈Ns〉. 〈Ns〉 (•) and 〈Nc〉 (△) as a function
of φ for clusters containing 25 particles.



3.3 Results and Discussion 69

3.3.4 Dynamic Facilitation Theory

As a final point, we discuss our findings in the context of dynamic facilitation approach (Chandler

& Garrahan 2010; Keys et al. 2011), a purely kinetic theory of glass transition. Within DF,

glass transition does not posses an underlying thermodynamic basis and the transition happens

only at T = 0 K. Interestingly, a few important predictions of this theory have been recently

verified by experiments on colloidal glass formers (Gokhale et al. 2014; Mishra et al. 2014).

According to DF, structural relaxation takes place via the coordinated motion of localized mobile

defects, whose concentration decreases on approaching the glass transition. Within DF, string

like motion over t∗ arises hierarchically from the dynamics of these defects. According to DF,

string length increases with φ but in the current form it does not predict a cross over in the

morphology of CRRs. A major difference between the RFOT and DF approaches is that the

former emphasizes the importance of activated events that grow in size, whereas the in the

latter relaxation is dominated by the facilitated dynamics of localized defects. The importance

of facilitated dynamics can be quantified by evaluating the mobility transfer function M(∆t)

given by Vogel & Glotzer (2004)

Figure 3.15: Mobility transfer function, M(∆t). M(∆t) for (a) big polystyrene particles and (b)
small polystyrene particles for φ = 0.68 (◦), φ = 0.71 (⊳), φ = 0.74 (▽), φ = 0.75 (⋄), φ = 0.76
(�) and φ = 0.79 (△) computed by considering the top 10% most mobile particles.

Briefly, given two successive time intervals ∆t1 and ∆t2 such that ∆t1 = ∆t2 = ∆t, the

mobility transfer function, M(∆t), quantifies the probability of that the top 10% most mobile

particles over ∆t2 lie in the vicinity of those over ∆t1, relative to the probability that they lie in

the vicinity of the remaining immobile particles. (Vogel & Glotzer 2004; Gokhale et al. 2014).

M(∆t) is defined as follows:

M(∆t) =

∫ rmin

0 PM (r,∆t)dr
∫ rmin

0 P ∗
M (r,∆t)dr

(3.8)

where rmin corresponds to the first minimum of the radial pair correlation function g(r). Here,

PM (r,∆t) is the distribution of the minimum distance between mobile particles in two successive

time intervals of duration ∆t. P ∗
M (r,∆t) is the reference distribution of the minimum distance

between mobile particles in the second interval and randomly chosen immobile particles in
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Figure 3.16: Maximum of the mobility transfer function M(∆t), Mmax. Mmax for top (a) 10%
most mobile particles, (b) 5% most mobile particles and (c) 15% most mobile particles. In a-c
(•) corresponds to small particles and (△) corresponds to large ones.

the first interval. The peak of this function, Mmax quantifies the importance of facilitated

dynamics (Fig. 3.15). Thus, if facilitation is the dominant mechanism one expects Mmax

to grow monotonically with φ. On the contrary, we find that Mmax exhibits a peak across

φ = 0.76. It has been shown in simulations that the presence of non-facilitated activated

hops can give rise to a maximum in Mmax at the φ corresponding to the crossover from the

facilitation dominated regime to the activated hopping regime (Elmatad & Keys 2012). Also,

they have shown that increasing the importance of activated events further shifts the peak to

lower supercoolings. We note that a similar dependence of Mmax on φ has been observed in a

completely different colloidal system as well (Gokhale et al. 2014). The observed φ dependence

of Mmax is qualitatively consistent with RFOT, where facilitation is a secondary relaxation

process that diminishes in importance on approaching the glass transition (Bhattacharyya et al.

2008), but is in stark contrast with predictions of the DF theory. To ensure that the behaviour

of Mmax is not effected by the choice of the percentage cut off used to identify mobile particle,

we performed this analysis for top 5%, 10% and 15% most mobile particles. Remarkably, we

find that the trend in Mmax is identical in all cases (Fig. 3.16).
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3.4 Conclusions

Our observation of a growing point-to-set correlation length, ξPTS (Fig. 3.7), is consistent with

the prediction of RFOT, although it does not rule out competing theoretical scenarios (Jack &

Garrahan 2005; Jack & Berthier 2012). However, at present, the non-monotonic density depen-

dence of ξdyn (Fig. 3.7) and the concomitant change in the morphology and internal structure of

CRRs (Fig. 3.11, Fig. 3.12, Fig. 3.13) can only be rationalized within the framework of RFOT.

Crucially, the morphological crossover in CRRs as well as the maximum in the φ dependence of

Mmax do not find a natural explanation within the prominent competing framework of the DF

theory. The non-monotonicity in Mmax (Fig. 3.16) observed here as well as in (Gokhale et al.

2014) may be associated with the diminishing role of facilitated dynamics in governing structural

relaxation, rather than finite size effects Elmatad & Keys (2012). Indeed, reconciling these find-

ings within the facilitation paradigm poses an exciting challenge for future theory, experiments

and simulations. A promising course in this direction would be to examine the influence of a

pinned wall on facilitated dynamics of localized defects. Given that we see signatures of increas-

ing cluster size of immobile particles with φ in the time averaged images shown in Fig. 3.2, it

would be fascinating to explore connections between the regions of slow dynamics and the static

and dynamic length scales extracted here. It would also be instructive to investigate whether

our results are consistent with other thermodynamic frameworks such as geometric frustration-

based models (Tarjus et al. 2005). We expect our findings to engender future research aimed at

addressing these unresolved issues on the theoretical, numerical as well as experimental front.





Chapter 4

Experimental Signatures of an

Absorbing Phase Transition

Governing Yielding of a Colloidal

Glass

4.1 Introduction

A wide variety of solids including atomic crystals, metallic glasses, dense suspensions, gels and

foams yield and flow when subjected to external stresses beyond a threshold value - the yield

stress (Miguel & Rubi 2006; Barnes 1999). Apart from representing an interesting class of

non-equilibrium processes, these phenomena are routinely exploited in numerous industrial ap-

plications (Valiev 2004). Elucidating mechanisms that govern yielding and plasticity therefore

assumes fundamental as well as technological significance. In the context of atomic systems,

studies suggest the existence of a non-equilibrium phase transition centered at the yield point

although a direct evidence is still lacking. By contrast, for soft solids which include dense col-

loidal suspensions, gels and foams, a holistic understanding of yielding is yet to emerge. A

majority of the rheological studies on soft solids have been aimed at characterizing the bulk flow

behaviour and examining its dependence on the nature of the inter particle interactions (Sollich

1998; Carrier & Petekidis 2009; Erwin et al. 2010; Rogers et al. 2011a,b; van der Vaart et al.

2013). However, most of these studies employed steady shear, where the continuous accumu-

lation of strain precludes the characterization of steady states (Fall et al. 2010; Divoux et al.

2010) and hence they were unable to establish the exsistence of a critical phenomenon under-

lying yielding. On the other hand, oscillatory shear allows steady states to be probed at all

applied strains. Despite its importance, yielding under oscillatory strain has received relatively

less attention.

One of the first experimental studies in this direction was by Hebraud et.al (Hébraud et al.

1997), where diffusive wave spectroscopy was used to investigate periodically sheared concen-

trated emulsions. The authors showed the existence of a finite threshold for the onset of ir-

reversibility. By employing the same technique, Petekidis and co-workers later showed that a

similar threshold exists for hard sphere colloidal glasses as well (Petekidis et al. 2002). In ad-

dition, they found that the growth of irreversibility with strain beyond its onset is governed

by the volume fraction. More importantly, they found the threshold strain for φ = 0.637 to

be 0.1. However, this value is significantly larger than the value estimated by calculating the

rattle room available for a particle at this high φ. It was speculated that the large value of the
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measured threshold strain could be due to the presence of collective motion of group of particles

(Petekidis et al. 2002). Nevertheless, light scattering techniques are not well-suited either to

probe directly the collective nature of local plastic events or to characterize them. These diffi-

culties have been surmounted by optical microscopy based studies, which facilitate not only the

identification of irreversible events but also the investigation of their spatio-temporal evolution

down to the single-particle level. Recent optical microscopy studies on 2D jammed colloidal

suspensions (Keim & Arratia 2013) have shown that irreversibility, characterized by the number

of T1 events, decreases with time on approaching steady state. They have also observed that

the that the steady state number approaches zero for very low applied strains, suggesting the

existence of a completely reversible state at strains below yield strain. Further, they speculated

that the steady state number to increase sharply across the transition from reversible to irre-

versible dynamics near the yield point. While all these studies suggest a threshold strain for

microscopic irreversibility, it is as yet unclear if this value corresponds to bulk yield strain.

Indications for the presence of a phase transition underlying yielding using oscillatory shear,

were also provided by computer simulations on amorphous solids. In this context, in simulation

studies on soft sphere glasses (Mohan et al. 2013), the onset of yielding at the particle scale

was characterized from the mean square displacement, a quantity proportional to the number

of irreversible events. They observed that the mean squared displacement changes continuously

with number of shear cycles and finally approaches a steady state for a given applied strain.

Also the diffusion coefficient, a measure of steady state irreversibility, changes rapidly across

the threshold strain. Similar trend in diffusion coefficient with strain was also observed in 3D

simulations on binary Lennard-Jones mixture, a model amorphous solid (Fiocco et al. 2013).

On the other hand, simulations on granular media have shown that yielding could be related

to the onset to chaotic particle dynamics (Regev et al. 2013). At low oscillatory strains the

system settles in a limit cycle on reaching a steady state indicating the presence of reversible

steady states and at large strains the system is always chaotic. Further, these studies spec-

ulate that the onset of irreversibility may be associated with an absorbing phase transition,

observed in periodically sheared dilute non-Brownian suspensions (Corte et al. 2008). Despite

these advances in experiments and simulations, a few important issues remain unresolved. In

all the experiments discussed above, the yield strain has been estimated from independent rhe-

ological measurements and it is therefore unclear whether or not the microscopic threshold for

irreversibility corresponds to the bulk yield point. Moreover, quantitative measurements of the

relaxation time associated with the evolution of irreversibility on approaching steady state are

still lacking. As a consequence, whether the observed correlations between local plastic events

lead to a non-equilibrium phase transition at the yield point still remains an open question.

Here, by combining particle scale imaging with bulk rheology we have investigated yielding

of a prototypical soft solid - a binary colloidal glass.

4.2 Experimental Details

The experimental colloidal system comprised of an aqueous suspension of temperature-sensitive

size-tunable poly N-isopropylacryl amide (PNIPAm) colloidal spheres of radii of 1 and 2 µm. The

particles used for these experiments were synthesized using a standard emulsion polymerization
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protocol (Chapter 2 (Table 2), Lawrence et al. (2007)). In addition to the dye incorporated into

the particles during synthesis, we have added fluorophore Rhodamine 6G externally for better

confocal imaging. The lower critical solution temperature for these particles is ≈ 38◦C and

the experiments were performed at ≈ 24◦C. A number density ratio of 1:3 of large and small

particles adequately suppressed crystallization, as confirmed by 3D confocal imaging. We have

estimated the volume fraction by counting the number of big and small particles in a given 3-D

confocal volume to be φ ≈ 0.67.

We have investigated the particle scale dynamics of colloidal glass under shear, by combin-

ing a fast confocal microscope with a rheometer (Fig. 4.1) (Chapter 2, Gokhale et al. (2012)).

Our apparatus consisted of a commercial stress-controlled rheometer (MCR-301, Anton Paar),

mounted on a fast confocal microscope (Visitech VT-Eye confocal scanner coupled to a Leica

DMI 6000B microscope) using a home-made mechanical stage (for details see Chapter 2). Imag-

ing was performed using a 100X N.A. 1.4, oil immersion Plan Apochromat Leica objective. The

experiments were carried out in a home-made shear cell using a cone-plate geometry. A quartz

cone of diameter 25 mm and cone angle 1◦ and a cover glass of thickness 170 µm were used as the

top and the bottom plates respectively. In-order to prevent wall slip we have pinned a layer of

particles on the top and the bottom surfaces. To stick particles irreversibly on the glass surface,

we treated the plates with 2mg/ml of aqueous Poly(allylamine hydrochloride) (PAH) solution.

For this, the plates were soaked in PAH solution for about 3 h. To ensure maximum coverage of

PAH, during these 3 h of soaking PAH in the vial was replaced with fresh solution once every

hour. These plates were then washed throughly with milli Q water (TKA, 18.2MΩ) to remove

the excess PAH. We then dipped these plates in a suspension of PNIPAM particles for about

45 min. The glass surfaces were once again rinsed throughly with milli Q water to remove free

particles. After this procedure, we found that the entire surface of the plates is covered with

particles. This provided the roughness on the particle length scale needed to avoid slip at the

boundaries. The stuck layer did not disassemble during the entire duration of the experiment

which we confirmed from microscopy videos. After loading, the samples were subjected to a

temperature quench to ensure homogenization and remove loading history. To maintain iden-

tical initial conditions for all measurements, the samples were pre-sheared at a constant strain

rate of 5 s−1 for 3 min, following which a waiting time of 5 min was observed prior to every

measurement. Following pre-shear, the bulk elastic and viscous moduli G′ and G′′, respectively,

were measured by applying oscillatory strains γ = γo sinωt, where γo is the strain amplitude

and ω is the frequency. To ensure that the the sample’s bulk rheological properties are identical

thought the entire duration of the experiment, which is ∼ 40 h, we repeated the oscillatory

amplitude experiment at regular intervals. We found identical viscoelastic behavior for all such

runs. For characterizing the phase transition, we measured G′ and G′′ as a function of the

oscillation cycle number τ for various γo’s at ω = 1 rad/s. For each γo, single-particle dynamics

was quantified by imaging a 54 µm×54 µm 2D slice oriented parallel to the velocity-vorticity

plane and located 7 µm away from the fixed bottom plate, at 60 frames per second. To visualize

the 3D microstructure, we obtained image stacks (25 µm×25 µm×8 µm) along the velocity gra-

dient direction at a few select γo’s. The single-particle dynamics were quantified using standard

particle tracking algorithms (Crocker & Grier 1996) as well as codes developed in-house.
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Figure 4.1: Schematic of the Confocal-rheometer.

4.3 Results and Discussion

4.3.1 Identifying Yield Strain

The rheological response of our sample is typical of a soft glass (Fig. 4.2a). (Sollich 1998; Carrier

& Petekidis 2009; Erwin et al. 2010; Rogers et al. 2011a,b; van der Vaart et al. 2013). We found

only a weak dependence ofG′ and G′′ on ω, which independently confirmed that our samples were

in the glassy state (inset to Fig. 4.2a) (Sollich 1998). From γo-sweep experiments, it is evident

that for the volume fraction used here, the system is a viscoelastic solid in the zero strain limit.

The plateau modulus G′ observed here is low as compared to what is typically seen for microgels,

suggesting that the major contribution to elasticity comes from particle caging and jamming

(van der Vaart et al. 2013) rather than the interpenetration of the polymer chains themselves.

With increasing γo we find that the system goes from a viscoelastic solid to a viscoelastic liquid

with a well defined G′-G′′ crossover. The γo corresponding to the crossover of G′ and G′′ was

identified as the yield strain γy = 0.2 (van der Vaart et al. 2013). The ubiquitous G′′ peak

was located beyond γy (Fig. 4.2a). The Péclet number of our system, defined as Pe = ωτB

(Koumakis et al. 2013) is 1.92. Here, ω = 1 rad/s is the frequency of applied strain and

τB = R2/Do = 6πηR3/kBT is the Brownian time of the particles. Pe was estimated by taking

R to be the mean radius of our particles (0.75 µm) and using the solvent viscosity η = 0.001

Pa.s. The high Pe combined with the position of the G′′ peak, suggests that yielding in our

system may be governed by shear-induced rearrangements rather than thermally assisted cage

jumps (Koumakis et al. 2013). Moreover, from an independent set of experiments, we observed

that in concord with ref. Koumakis et al. (2013), the G′′ peak shifts further away from the

crossover with increasing ω (Fig. 4.2b). This suggests that the location of the G′′ is correlated
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with the relative importance of thermally activated and shear-induced rearrangements.
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Figure 4.2: (a) γo-sweep measurements performed at ω = 1 rad/s. Inset shows results from
ω-sweep experiments at γo = 0.015. G′ and G′′ are denoted by (◦) and (•), respectively. The
red arrows and dotted lines in the figure and the inset highlight the values of G′ and G′′ for γo
= 0.015 and ω = 1 rad/s. (b) γo - sweep experiments for ω = 0.1 rad/s (N), ω = 1 rad/s (•)
and ω = 20 rad/s (�). G′ and G′′ are denoted by open and filled symbols respectively. The
solid lines highlight the γo corresponding to the G′′ peak.

4.3.2 Evidence for a Phase Transition

Order-Parameter

We characterized the irreversible micro-structural changes that lead to yielding. A natural

measure of irreversibility is the fraction, fIR, of particles that do not return to their initial

positions at the end of a strain cycle (Corte et al. 2008). Since fIR is independent of the

exact nature of local yield events, it should be generically applicable to ordered as well as

disordered soft solids. We first identified the irreversible events (IRs) in 3-D. Here, the time

resolution between two successive confocal z-stacks was too small to allow the construction of

individual particle trajectories. We therefore used a protocol based on pattern matching to

estimate macroscopic drift and to identify IRs. As the strain threshold for displacement of large

particles is greater than that of the small ones, we used only large particles to estimate the drift.

The drift was calculated by displacing one z-stack with respect to the other in both X and Y

directions and finding the displacements Xd and Yd for which the overlap between the two stacks

is maximum. We then used the drift-corrected particle positions to identify IRs. A particle was

labelled irreversible if at the end of the strain cycle, it did not return to its initial position

within a distance of σ/2, where σ is the particle diameter. Confocal volumes with irreversible

events highlighted show that fIR exhibits an increase across γy (Lundberg et al. 2008) (Fig.

4.3). Further, fIR predominantly comprises of small particles due to their lower strain threshold

for irreversible rearrangements. However, as the displacement of large particles also becomes

significant with increasing γo, this procedure is reliable only at small and moderate γo’s.

Owing to the poor temporal resolution in 3D imaging at large γo’s, we resorted to 2D

to quantify fIR(τ) for all γo’s investigated. The high frame rate used to capture 2D slices

is sufficient to track individual particles and hence standard procedures were used to obtain

particle displacements (Crocker & Grier 1996). Here, to set the displacement threshold for
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Figure 4.3: (a)-(b) Reconstruction of 3D volumes of the sample for γo = 0.12 and γo = 0.25,
respectively. Large and small irreversible particles are rendered as red and green spheres, re-
spectively and the reversible ones are shown as black spheres.

IRs, we plotted the distribution of displacements in the first cycle for each γo. The value of

displacement beyond which the distributions exhibited deviations from Gaussian behavior was

chosen as the threshold for identifying IRs. Also, as shear induces anisotropy in displacements,

the threshold was chosen independently for X and Y directions. We find that for γo < γy, the

thresholds in X and Y directions are 0.31 ± 0.08σ and 0.32 ± 0.08σ respectively, whereas for

γo > γy, they are 0.39 ± 0.1σ and 0.44 ± 0.1σ. Here, σ is the mean diameter of the big and

the small particles. Further, we also checked the nearest-neighbour configurations for all the

particles that underwent large displacements. Particles separated by a distance less than 1.4σ,

which correspond to the first minimum of the radial pair correlation function, were identified as

nearest-neighbours. Since we only tracked particles in the XY plane, we lack information about

displacements in the Z- direction. However, it is likely that if a trajectory is terminated due

to out-of-plane motion, then the particle made a large displacement. Hence, all such particles

were also identified as lost neighbours. A particle was then labelled irreversible, if it made a

displacement greater than the threshold and lost at least four neighbours at the end of the

strain cycle. Studies on supercooled liquids and glasses have shown that configurational changes

ensuing from such irreversible dynamics are permanent (Widmer-Cooper et al. 2008; Yunker

et al. 2009).

For γo’s far from γy, we did not observe any transients in fIR(τ) implying that steady state

was reached rapidly (Fig. 4.4a). Near γy, for γo = 0.25 however, fIR(τ) shows a slow fall over

the experimental duration. Similar long-lived transients near yielding have also been observed

in recent simulations of periodically sheared amorphous solids (Fiocco et al. 2013; Regev et al.

2013). To investigate the onset and γo-dependence of irreversibility, we plotted the steady state

fraction of irreversible particles after subtracting the thermal contribution, denoted by f∞IR, as a

function of γo in Fig. 4.4b. f∞IR shows a modest rise up to a critical strain γMi
c and increases more

rapidly beyond γMi
c (Petekidis et al. 2002). Here, the superscript ‘Mi’ signifies that the critical

strain has been extracted from microscopy data. It is quite conceivable that f∞IR behaves as an

order parameter for irreversibility. By fitting f∞IR with a power-law of the form f∞IR ∝ (γo−γ
Mi
c )β

for γo > γMi
c , we extracted an ‘order parameter exponent’ β = 0.67± 0.09 and a ’critical strain’

γMi
c of 0.16, which is close to γy (Inset to Fig. 4.4b). Remarkably, a marked change in f∞IR
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across the yield strain was also observed in similar experiments on athermal amorphous bubble

rafts, binary mixture of 1mm and 2mm bubbles (Neelima 2014). The procedure used to identify

yield strain is identical to the one used here (Neelima 2014). Thus, we attribute the non-zero

value and the small scatter in f∞IR observed at the low strain to thermal noise since the particles

used in our studies are Brownian. In addition, they have also observed a completely reversible

steady state, f∞IR = 0 for γo < γy. However, this is in contrast with the recent observations on

concentrated suspensions of emulsions, where a fully reversible state was not observed even at

low γs. Moreover they suggest that the nature of the transition itself may also depend on φ

(Knowlton et al. 2014).
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Figure 4.4: (a) fIR(τ) for γo = 0.05 (◦), γo = 0.12 (⋆), γo = 0.215 (⋄), γo = 0.25 (�) and
γo = 0.37 (△). The dashed lines are linear fits to the data. (b) f∞IR as a function of γo. Inset to
B shows f∞IR versus |γo − γMi

c |. f∞IR(γo) = f ssIR(γo) − fIR(γo = 0), where f ssIR is the steady state
fraction of irreversible rearrangements obtained by averaging over the shaded region in a. The
thermal contribution to fIR, fIR(γo = 0) = 0.023. The red curve is a power-law fit to the data.
γMi
c and β were extracted by minimizing χ2.

Relaxation Time

Transients in G′′: The dependence of f∞IR on γo suggests a non-equilibrium phase transi-

tion governing yielding and it is therefore natural to wonder whether the long-lived transients

in fIR(τ) correspond to critical slowing down. Since irreversible dynamics leads to energy dis-

sipation, the transients in fIR are also evident in G′′(τ) (Fig. 4.5a). Unlike fIR(τ), G
′′(τ)

is a bulk measure and therefore has a significantly better signal-to-noise ratio. Analogous to

(Corte et al. 2008), the relaxation curves in Fig. 4.5a are well-fitted by the functional form

G′′(τ) = (G′′
o −G′′

∞)e
−τ/τs

τδ
+G′′

∞, where τs is the time taken to reach steady state and G′′
o and

G′′
∞ are the initial and steady state values of G′′(τ), respectively. This functional form captures

the crossover from exponential to power-law behaviour expected near a critical point. Remark-

ably, τs extracted from the fits appears to diverge at a critical strain γRh
c = 0.25 close to γy
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Figure 4.5: (a) G′′(τ) for γo = 0.04 (•), γo = 0.25 (�) and γo = 0.45 (▽). The curves are best
fits to the data. A power-law exponent δ = 0.27 ± 0.02 was found to give satisfactory fits for
all γo’s . (b) Relaxation time τs versus γo. The solid curves represent power-laws of the form

|γo − γRh
c |

−1.5
(blue) and |γo − γRh

c |
−1.1

(red) and serve as guides to the eye. Inset to D shows τs
versus |γo−γ

Rh
c |. Since γo = 0.25 corresponds to the critical strain γRh

c , it cannot be represented
on a double logarithmic plot and is therefore not shown in the inset. The red line is a fit to the
data for γo > γRh

c (�). For γo < γRh
c ( bullet), the presence of outliers precludes satisfactory

linear fitting and hence, the blue line shown is a guide to the eye with the same slope as the
red line. Black Diamonds (⋄) correspond to τs obtained from independent measurements on the
same sample.

(Fig. 4.5b). Here, the superscript ‘Rh’ denotes that the critical strain has been extracted from

rheology data. By fitting τs with a power-law of the form τs ∝ |γo − γRh
c |−α for γo > γc, we ob-

tained the relaxation time exponent α = 1.1± 0.3 (Inset to Fig. 4.5b). Although the dynamical

range covered here is insufficient to extract reliable exponents, it is encouraging that a nearly

identical relaxation time exponent was predicted in a recent theoretical study on periodically

sheared amorphous solids (Perchikov & Bouchbinder 2014). A maximum in the time taken to

attain a steady state was observed in the vicinity of yield strain in Bubble raft experiments as

well(Neelima 2014). Collectively, from our observations (Fig. 4.4b & 4.5b) it is tempting to

speculate that yielding of colloidal glasses is associated with a non-equilibrium critical point.

Transients in G′: The observed decrease in fIR with cycle number τ leads to a corre-

sponding increase in the fraction of reversible particles fR = 1− fIR, which should be reflected

as a growth in the storage modulus G′ with time. While this is certainly the case in the vicinity

of γc, G
′(τ) actually decreases monotonically for γo far from the critical strain. Even for γo

close to γc, the slow rise in G′(τ) is preceded by an initial rapid decay, and G′(τ) goes through

a minimum (Fig. 4.6).

We present a simple model to elucidate this peculiar time evolution of G′. The central idea is

that the complex time evolution of G′ results from a combination of two quite distinct processes.

As mentioned before, the slow increase in G′ at later times is a reflection of the transient

in fIR(τ), or alternatively, G′′(τ). We conjecture that the initial rapid decay corresponds to

the relaxation of elastic heterogeneity in the sample following pre-shear. Since our sample is
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composed of deformable particles, some regions of it are likely to be over-compressed, which

gives an excess elastic contribution. The relaxation of these regions does not require a change in

particle configurations, and therefore leads to a fairly rapid decrease in G′(τ). Combining these

two ingredients, we can split the time dependence of G′ as

G′(τ) = G′
el(τ)(1 − fIR(τ)) (4.1)

where G′
el captures the time dependence of the purely elastic transient. Assuming the time

dependence of fIR and G′′ to be identical, we get

fIR(τ) = (f0IR − f∞IR)
e−τ/τs

τ δ
+ f∞IR (4.2)

To model the time dependence of G′
el, we assume the system to be an elastically heterogeneous

mosaic of domains of linear size ξ. The time dependence of G′
el follows from the relaxation of

this local elastic heterogeneity. Intuitively, the rate of change of G′
el,

dG′

el
dτ is proportional to

the deviation of G′
el from its steady state value G′

s. Further,
dG′

el
dτ is also proportional to the

rate at which the stored energy is distributed. Here, we assume that this rate is given by vs/ξ,

where vs =
√

G′
el/ρ is the local sound velocity and ρ is the density. G′

el therefore satisfies a rate

equation of the form
dG′

el

dτ
= α

√

G′
el(G

′
el −G′

s) (4.3)

where α is a proportionality constant that depends on ξ, ρ and possibly other system parameters.

Solving the above equation, one obtains

G′
el(τ) = G′

scoth
2(α

√

G′
sτ + C) (4.4)

where C is the constant of integration defined through the relation G′
el(0) = G′

scoth
2(C). From

Eqns. 4.2 and 4.4, after suitably adjusting the constants, we expect the transient behaviour of

the storage modulus G′ to be captured by the functional form

G′(τ) = G′
∞coth2(Bτ + C)(1−D

e−τ/τs

τ δ
) (4.5)

Although this equation has six parameters, δ and τs can be obtained from the corresponding

G′′(τ), and G′
∞ can be fixed from the saturation value of G′(τ). Further, B and C are not

independent, as they are related through Eqn. 4.4. Thus, the model has only two free param-

eters, namely B, which depends on the length scale of elastic heterogeneity ξ, and D, which

stems from the proportionality between fIR and G′′. This simplistic model correctly captures

the complex temporal evolution of G′ across the entire range of γo’s investigated (Fig. 4.6).

Collectively, from our observations of fIR, G
′′(τ) and G′(τ), it is tempting to speculate that

yielding of colloidal glasses is associated with a non-equilibrium critical point. Yielding in hard

materials has often been associated with the pinning-depinning transition (Tsekenis et al. 2013).

However, quenched disorder, which is an important ingredient of pinning-depinning transitions,

is absent in our system. The γo dependence of f∞IR observed here suggests a transition from

reversible dynamics with f∞IR ≈ 0, to irreversible dynamics with f∞IR > 0, which is character-
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Figure 4.6: G′(τ) for γo = 0.04 (•), γo = 0.215 (⋄), γo = 0.25 (�)and γo = 0.4 (⊲). The curves
are fits of the functional form given by Eqn. 4.5. The fit parameters δ and τs have been obtained
from the corresponding G′′(τ) and G′

∞ has been fixed from the saturation value of G′(τ). To
facilitate comparison across γo’s, G

′(τ) has been scaled appropriately for γo = 0.04 and γo = 0.4.

istic of an absorbing phase transition (APT) (Corte et al. 2008). Most APTs belong to the

directed percolation universality class (Hinrichsen 2000). However, the particle number density

being conserved in our system, the putative non-equilibrium phase transition associated with

yielding may belong to the conserved directed percolation (C-DP) universality class (Menon &

Ramaswamy 2009). Further, in our cone-plate shear geometry, the diameter of the cone is ∼ 200

times larger than the gap and hence, the critical exponents extracted here should therefore be

in agreement with those observed for 2D C-DP (Menon & Ramaswamy 2009). Interestingly,

we find that the relaxation time exponent α = 1.1 ± 0.3 (Fig. 4.5b) and the order parameter

exponent β = 0.67± 0.09 (Fig. 4.4b) are indeed very close to the C-DP universality class value

in 2D (Menon & Ramaswamy 2009). While our experiments suggest that this transition be-

longs to C-DP universality class, more recent simulations suggest that it falls in the category

of DP class of non-equilibrium phase transitions (Tjhung & Berthier 2015). However, within

our experimental uncertainty, it is not possible to ascertain the universality class of the yielding

transition.

Growing Length Scale

The observation of critical slowing down implies increasing spatial correlations between local

irreversible rearrangements near yielding. In our system, these correlations can be probed using

concepts developed to understand the dynamics of amorphous solids. Recent simulations suggest

that local plastic events in glasses originate from spatially localized low frequency vibrational

modes (Tanguy et al. 2010). Since these localised regions also posses low stiffness values, we

identified them using a local measure of elasticity, namely, the Debye-Waller factor ui (Tsamados

et al. 2009) defined as ui = (ri − 〈ri〉)
2 (Widmer-Cooper & Harrowell 2006). Here, ri is the

instantaneous position of particle i, and 〈ri〉 is its mean position averaged over a suitable time

window. To choose this window, we adopted a procedure analogous to the one routinely used for

quantifying dynamical heterogeneities in supercooled liquids (Starr et al. 2013). Accordingly,

for each γo, for different time windows ∆t, with ∆t being less than the cage-breaking time, we
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Figure 4.7: (a) Color map of ui for τ = 2. The solid spheres represent irreversible particles at
the end of the same cycle. Inset shows the distribution of ui. (b)-(c) Representative snapshots
with the top 10% high ui particles shown as big solid spheres and the remaining shown as small
circles. The colors are a visual aid to help demarcate clusters.

clustered the top 10% high ui particles based on nearest-neighbour distances. We find that the

average cluster size as a function of time exhibits a maximum at ∆t = tmax, which was chosen

to be the appropriate time interval for computing ui. Experimentally, ui is a fairly accurate

measure since it requires particles to be tracked only for a short duration. Figure 4.7a shows a

color map of ui averaged over an oscillation cycle, for γo = 0.25 and τ = 2 and the inset shows

its distribution P (ui). We find that regions of high ui are spatially localised and correlated with

subsequent irreversible rearrangements (grey circles in Fig. 4.7a). The transient dynamics of

fIR(τ) (Fig. 4.4a), should therefore stem from the spatio-temporal evolution of these high ui

regions. To show this, we first identified the top 10% high ui particles for various γo’s. Figure

4.7b & c show snapshots of these particles for γo = 0.27 at τ = 2 and 47, respectively. The top

10% high ui particles are spatially clustered and more importantly, there are fewer large clusters

for τ = 47. Figure 4.8a-c shows the cluster size distribution P (n), where n is the number of

particles in a cluster, for three different time intervals at various γo’s. Analogous to fIR(τ),

P (n) is stationary for γo far from γRh
c and evolves steadily in the vicinity of γRh

c . Further, near

γRh
c , P (n) for n > 20 is significantly smaller at a larger τ . It is also evident that on average,

clusters are larger for γo ≈ γRh
c (Fig. 4.8b) as compared to γo far away from γRh

c (Fig. 4.8a &

c). Indeed, the average cluster size 〈n〉 =
∑

n2P (n)
∑

nP (n) , a commonly used measure of the correlation

length (Weeks et al. 2000), shows a clear maximum near γRh
c (Fig. 4.8c). The small increase in

〈n〉 could be due to the fact that this parameter was extracted from the precursors of the yield
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events not these events themselves. Moreover, given that we are not sampling the events taking

place in the velocity-vorticity plane, the value of 〈n〉 quoted here could be highly underestimated.

γ = 0.27
o

γ = 0.37
o

γ = 0.1
o

a

b

c

d

γ
c

n

Rh

Figure 4.8: (a)-(c) Distribution of cluster size P (n). In (a)-(c) P (n) for τ = 2 to 10 cycles (•),
for τ = 20 to 30 cycles (◦) and for τ = 37 to 47 cycles (N). (d) 〈n〉 as a function of γo is shown
as (•). G′′ from bulk rheology is shown as (�).

4.4 Conclusions

Our results strongly suggest that correlations between local yield events not captured by mean

field theories like Soft Glassy Rheology (SGR) (Sollich et al. 1997) lead to a non-equilibrium

phase transition at the yield point. For γo less than a critical strain, yield events are rare and

the system appears to self-organizes quickly into an ‘absorbing’ steady state (f∞IR ≈ 0), where

the applied strain is insufficient to induce irreversible changes in particle configuration. For

γo larger than the critical strain, the imposed strain facilitates many independent irreversible

rearrangements, correlations between yield events are washed out, and the system rapidly reaches

a ‘fluctuating’ steady state (f∞IR > 0) (Sollich et al. 1997). Close to the critical strain, however,

correlations between local yield events trigger a cascade of irreversible rearrangements, which is

manifested as a growing length scale (Fig. 4.8d) and leads to critical slowing down (Fig. 4.5b).

Further, it has not skipped our attention that the growing cluster sizes near γy may also have

implications for the origin of the G′′ peak (Fig. 4.8d). This is especially important when the

G′′ peak coincides with the yield strain, a scenario frequently observed in soft solids.
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Through simultaneous quantification of single-particle dynamics and bulk viscoelastic mod-

uli, we have uncovered signatures of a non-equilibrium critical phenomenon governing yielding of

a colloidal glass (Fig. 4.4b & 4.5b). Unlike non-Brownian suspensions, our Brownian system has

a finite threshold for irreversibility only at sufficiently large volume fractions where it behaves

as a viscoelastic solid. This enabled us to identify the observed critical point with the yield

strain. The surprising agreement between experimental (Fig. 4.5b) and theoretical (Perchikov

& Bouchbinder 2014) value of the exponent characterizing the divergence in the relaxation time

is worthy of further investigation. We found that the growing time scale in our experiments is ac-

companied by a growing length scale associated with clusters of particles with high Debye-Waller

factor (Fig. 4.8d), which are precursors of local plastic events in amorphous solids (Fig. 4.7b).

We therefore expect the correlations between local irreversible rearrangements observed here to

have a correspondence with observations of avalanches in sheared amorphous solids (Lemâıtre

& Caroli 2009). In the context of soft colloidal systems like star polymers and microgels, it

would be interesting to study the influence of particle softness on the nature of the yielding

transition. It would be interesting to investigate the presence of a growing length scale observed

here in experiments on athermal amorphous bubble rafts as well. More generally, given that

a wide range of soft materials such as gels, emulsions and foams also exhibit strikingly similar

rheological properties, the transition observed here should be generic to soft solids and similar

studies on diverse soft systems are required to verify this claim. Although the mechanical re-

sponse of soft solids depends only weakly on frequency, it would be worthwhile to examine the

frequency dependence of the onset of irreversibility in these materials. Our results exemplify the

need for refining mean field theories like SGR. In particular, it might be possible to incorporate

explicit interactions in SGR such that the local yielding of one element assists in the yielding

of a neighbouring element. Connections of such an extended SGR model to theories that relate

yielding to the percolation of a liquid phase within a deformed solid (Liu et al. 2013) may also

be conceivable. Most importantly, our findings set the stage for developing a unified framework

for yielding of soft solids.





Chapter 5

Confined Glassy Dynamics at Grain

Boundaries in Colloidal Polycrystals

5.1 Introduction

Grain boundaries (GBs) are central to our understanding of deformation and fracture mecha-

nisms (Shan et al. 2004), melting kinetics(Alsayed et al. 2005) and transport properties (Hilgenkamp

& Mannhart 2002) in a wide class of natural and man-made materials. One of the active areas

of materials research is to elucidate the spatio-temporal evolution of GBs and dynamics of their

constituent atoms to better understand processes for enhancing material performance. Based on

the value of the misorientation angle Θ, GBs are classified as Low angle and High angle (Chapter

1 Section 3). While low angle grain boundaries (LAGBs) that are composed of periodic discrete

dislocations are relatively well understood, a majority of high angle grain boundaries (HAGBs)

do not posses a well defined structure and continue to pose a challenge.

The structure of a GB is determined by the competing order indicated by its adjacent crys-

tallites. Therefore, the particles at a grain boundary posses reduced packing efficiency and

enhanced mobility as compared to their crystalline neighbors. Given that frustration due to

packing results in the disordered structure of supercooled liquids, a simple assumption is that

GBs share similarities with supercooled liquids. The amorphous structure of GBs was first put

forth by Brillouin and Quincke (Quincke 1905) over 100 years ago, which was later developed

by Rosenhain and Ewen (Rosenhain & Ewen 1913) and Rosenhain and Humphrey (Rosenhain

& Humphrey 1913). They suggested that a GB in a polycrystal is like the amorphous cement

which holds two grains together (Herman 1972). This model is popularly known as amorphous-

cement model and has been used to rationalize processing characteristics of ferritic materials.

Also, the soft and viscous nature of supercooled liquids at high temperatures and their hard and

brittle nature at low temperatures was used to explain GB sliding at high temperature and GB

embrittlement at low temperatures (Herman 1972). Further, all factors related to packing effi-

ciency like confinement, impurities and external stress which effect amorphous solids are known

to have an influence on GB properties as well. However, this model could not explain the Θ

dependence of GB properties like mobility, diffusion, energy and GB corrosion (Upmanyu et al.

1999; Nomura & Adams 1992). Within the supercooled liquid model, owing to the isotropic

structure of amorphous materials, these properties should in principle be independent of Θ

(Gleiter 1971; Keblinski et al. 1996). Moreover, in contrast to a disordered structure, studies

have shown that some GBs possess well defined structure such as special boundaries. In ad-

dition to the aforementioned reasons, this model was also neglected due to a lack of evidence

for the amorphous nature of GBs either from simulations or direct experimental observations.

Almost sixty years after Rosenhain and Ewen, Ashby studied grain boundary dynamics using

87
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polycrystals made of macroscopic bubbles and provided the evidence for disordered structure

of GBs (Ashby 1972). Since the system used was polycrystal made of bubbles, this evidence

was not sufficient to establish the disordered structure of GBs. Later, simulations on real sys-

tems by D. Wolf and coworkers revealed a misorientation independent disordered structure of

general HAGBs (Wolf 2001). They have quantified the structure through radial pair correlation

function for various GBs. This study provided an initial hint from more realistic systems that

supercooled liquid model of GBs could be true atleast for HAGBs. Strikingly, High Resolution

Transmission Electro Microscopy (HRTEM) experiments on tilt boundaries have suggested the

presence of cooperative motion of particles, a characteristic feature of supercooled liquids, in

GBs (Deng & Schuh 2011). More recently, MD simulations on HAGBs under external driving

force have shown that these boundaries exhibit dynamics analogous to that of glass forming

liquids (Zhang et al. 2009).

While substantial support for the amorphous nature of HAGBs is obtained from simulations,

it is to be noted that conventional simulation approaches access dynamics under an external

stress and at high temperatures (Trautt et al. 2006; Gottstein & Shvindlerman 2009). Direct

observation is beset by experimental limitations (Gottstein & Shvindlerman 2009; Deng & Schuh

2011) and hence evidence for supercooled liquid like dynamics at grain boundaries in the low

temperature and zero driving force limit is still lacking. Moreover, the rationale for Θ depen-

dent properties is also yet to be understood. Given that GBs are only few particle diameters

wide at low temperatures, it is natural to expect confinement effects to play a key role in the

dynamics. Here, by probing Θ dependent dynamics of GBs with single particle resolution at low

temperatures and in the zero driving force limit in colloidal polycrystal we attempt to develop

a microscopic picture which can rationalize the above observations.

5.2 Experimental Details

To mimic an atomic polycrystal closely, we have used a colloidal crystal composed of thermo-

responsive Poly N-isopropyl acrylamide (PNIPAm) particles. This systems offers an advantage

over other colloidal systems since the volume fraction and hence the phase behaviour can be

tuned in-situ by changing temperature. Thus, colloidal polycrystals can be obtained by simply

annealing the samples. Interestingly, annealing is routinely used for crystallizing metals. For our

studies, we have synthesized PNIPAm colloidal particles of size ∼600 nm at 26 ◦C (Chapter 2,

Table 1). These particles are negatively charged and interact via screened Coulomb repulsions.

Above the lower critical solution temperature of 33 ◦C, the particles shrink to ≈300 nm. Samples

with volume fraction φ > 70% at 26◦C were loaded in wedge-shaped cells (Gerbode et al. 2010).

At these large volume fractions the particles self assemble into a random hexagonally close

packed colloidal polycrystal even during the loading process. Thus to remove loading history,

we have annealed the samples. Annealing at a rate of 0.09◦C/min from 38◦C where the sample

is in a fluid state to 26 ◦C where the particles self-assemble to form a polycrystal (Fig. 5.1)

resulted in an average grain size of ∼ 68µm. This process also yielded a broad range of Θs as

shown in Fig. 5.2a & b.

The GB planes are perpendicular to the walls of the cell and hence our studies are confined

to tilt boundaries. Since HAGBs are least understood boundaries they are the primary focus of
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Figure 5.1: Formation of a Polycrystal. (a) Protocol used for cooling the colloidal system from
38◦ to 26◦. (b) Grain boundary network of the polycrystal as a result of a. The cyan curves
represent grain boundaries.

our study. In order to facilitate confocal imaging the particles were fluorescently labelled with

a fluorophor, Rhodamine 6G (Chapter 2 (Table 1), Hu et al. (2000)). We used a wedge shaped

cell and hence to avoid confinement effects, the sample was imaged at a thickness of ≈ 23 µm.

All measurements were made 8 to 10 crystalline layers from the bottom of the cell to avoid wall

effects. A Visitech VT-eye fast laser confocal scanner coupled to a Leica DMI 6000B optical

microscope was used for confocal imaging. The samples were imaged using a Leica objective

(Plan Apochromat 100X NA 1.4, oil immersion) with a laser excitation centered at 514 nm. The

field of view was 20 µm x 20 µm and a 2-dimensional slice consisted of ≈ 1200 particles. An

objective heater was used to maintain constant temperature through out the experiment.

Each experiment consisted of studying dynamics of GB colloids in a 2-D plane of a 3-D

polycrystal for a fixed Θ and temperature, T . For Θ dependent studies we have considered

HAGBs with Θ = 24.3◦, 18.4◦ and 17.6◦, LAGBs with Θ = 12.7◦ and 10.4◦ and for temperature

dependent studies we have fixed Θ = 24.7◦ and investigated dynamics at T = 25◦C and T =

28◦C. Images were captured at 2 fps and 3.3 fps for experiments probing the effect of Θ and T ,

respectively. To facilitate local heating for experiments performed at high temperature, we have

once again used the objective heater. Particles were tracked using standard algorithms (Gao

& Kilfoil 2009; Crocker & Grier 1996) and GB dynamics were studied using codes developed

in-house.

5.3 Results and Discussion

5.3.1 Identification of Grain Boundary Particles

In order to investigate the properties of GBs, we first identified the particles belonging to the

boundary using the procedure described below. GB particles possess a lower coordination num-

ber compared to their crystalline counterparts and hence we used a method based on local

bond-order parameter to identify them. For each particle j at each time step, we calculated the

extent of the particle’s local orientational order using the 2D Halperin-Nelson bond-order pa-

rameter, ψ6(j) = (1/N)Σkexp(6iθjk). Here, N is the number of nearest-neighbors and θjk is the
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Figure 5.2: Representative images of GBs. Image of (a) LAGB and (b) HAGB. (c-d) Bond-
order analysis of a and b respectively. The dark and light gray particles are crystal-like with
ordered nearest-neighbors > 4, while the green to red colors correspond to ≤ 4 ordered nearest
neighbors. Grain boundary particles highlighted in red (e) LAGB (f) HAGB.

angle between the j−k bond and a reference axis. A particle k is a nearest-neighbor of j if it lies

within 1.4σ, where σ is the lattice spacing. Typically, a particle having ψ6(j) > 0.7 is considered

to be an ordered particle. However, since GBs are dense amorphous regions they can posses a

high degree of local orientational order and ψ6 alone is insufficient to label GB colloids (Larsen

& Grier 1996). In order to unambiguously determine crystal-like and amorphous-like particles,

we set a cut-off on the number of ordered nearest-neighbors, N◦, for a particle j (Hernández-

Guzmán & Weeks 2009). A particle k is an ordered nearest neighbor of particle j, if the complex

inner product ψ6(j)ψ6(k)
∗ exceeds a value 0.5 (Wu et al. 2009). Particles are termed amorphous-

like if N◦ < 4. The above procedure is similar in spirit to the Steinhardt bond-order parameter

approach for identifying crystal-like clusters in 3D (Steinhardt et al. 1983). Fig. 5.2b&c show

the particles color coded based on the number of ordered neighbors.

Further, we found that a colloid at the crystal-GB interface spends only a fraction of its time

in the GB. Thus we have introduced an additional temporal cut-off for identifying a colloid as

a part of a GB. For this we have plotted the distributions of the fraction of time a particle is

amorphous-like. The sampling region included the GB as well as the adjacent crystallites such

that at any given instant in time, the number of amorphous-like particles is nearly equal to the

number of crystal-like particles. This ensures that the distribution is not biased due to one type

of particles. Since particles within the bulk of the crystal remain crystal-like for most of the

time, one would expect a peak in the distribution at small fractions. Also, one would expect

particles in the grain GB to remain amorphous-like for most of the time and this would give rise

to a peak at high fractions. In addition particles at the interface fluctuate between crystal-like

and amorphous-like states. As expected, the profile of this distribution is nearly bimodal (Fig.

5.3). By fitting a fourth order polynomial to this distribution we estimated the minimum value

to be close to 50%. Finally, particles which were amorphous-like for at least 50% of the duration
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Figure 5.3: Distribution of amorphous-like and crystal-like particles. Fraction of particles that
are amorphous like for Θ 24.3◦ (✩), 18.4◦ (©) and 17.6◦ (�). The dashed curves are fourth
order polynomial fits to the data.

of the experiment were identified as GB particles. Fig. 5.2e & f show representative snapshot

of GB particles obtained by performing the aforementioned analysis highlighted. It is evident

from the images that the procedure employed here, identifies GB particles unambiguously.

5.3.2 Structure of the Grain Boundaries

Having identified the GB particle, we first quantified their structure. The structure of LAGBs

is evident from the Voronoi tessellation which shows periodic dislocation cores as pentagon-

heptagon (5-7) dislocation pairs (Fig. 5.4a) (Read & Shockley 1950). For HAGBs the disloca-

tion cores overlap resulting in a disordered structure and hence Voronoi tessellation cannot be

used. Therefore to gain insights into the local order of HAGBs we have plotted the radial pair-

correlation function, 〈g(r)〉 =
1

N

∑

i

∑

i 6=j〈δ (r− | ri(0)− rj(0) |)〉. Here, N is the total number

of particles and ri(t) is the position of the ith particle at a time t. This quantity gives an estimate

of the probability of finding a particle at a given distance, r. Because of the complex shape of

the GB, the following procedure has been adopted to calculate g(r). We first temporally average

particle positions over a suitable time window in order to eliminate the effects due to thermal

motion and to preserve the underlying structure. We have temporally averaged the particle

positions over various time windows and we found that a window of 5 s is sufficient to prevent

the smearing of peaks, while capturing the trend in g(r). Using these time averaged particle

positions we obtain the un-normalized g(r). In the standard protocol, g(r) is normalized by

the area of the annulus formed by concentric circles of radii r and r + dr. However, here such

an annulus is not entirely contained in the GB region for r greater than the grain boundary

width, and hence will underestimate the number of GB particles contributing to the annulus.

To circumvent this problem, we have modified the normalization procedure as follows. For a
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Figure 5.4: Structure of Grain Boundaries. (A) Voronoi analysis of LAGB with Θ = 10.4◦. The
red and blue polygons correspond to pentagon-heptagon pairs of dislocations.(B) Radial pair
correlation function for HAGBS. Black, red and blue curves correspond to Θ = 24.3◦, 18.4◦ and
17.6◦ respectively. The vertical dashed lines represent crystal peaks.

conventional g(r), the area under the first peak corresponds to the average number of nearest

neighbors for a particle. We have determined this number independently by counting the num-

ber of nearest- neighbors of each GB particle and averaging over all particles in the GB region

and over all times. We rescale the unnormalized g(r) by a suitable multiplicative factor to en-

sure that the area under the first peak corresponds to the average number of nearest-neighbors

counted. Also, as the number of particles increases linearly with r, we obtain the normalized

g(r) by further rescaling with 1/r. The resulted g(r) is shown in Fig. 5.4b.

An underlying feature of the 〈g(r)〉 for the three Θs investigated, is the presence of a split-

second peak. The split-second peak has sub-peaks at 3σ and just below 2σ that coincide with

the crystal peaks (dashed vertical lines) for an hcp lattice. This feature of 〈g(r)〉 has been

observed in metallic (Yonezawa 1991) and colloidal glasses (van Blaaderen & Wiltzius 1995),

random close packed granular media (Bernal 1964) and in computer simulations of HAGBs

(Wolf 2001). We find that with decreasing Θ the splitting of the second peak becomes more

pronounced which is indicative of a higher degree of particle localization. In addition, for HAGBs

we find that the spatial and time averaged width of the GB interface extracted from the images

decreases systematically from 2.1σ to 1.8σ to 1.5σ for Θ corresponding to 24.3◦, 18.4◦ and 17.6◦

respectively (Pennycook et al. 2000).

5.3.3 Dynamics of the HAGBs

In addition to the above mentioned structural attributes, there are prominent dynamical sig-

natures associated with glass forming liquids and we seek them in GB dynamics (Weeks et al.

2000).

Mean-Squared Displacement, MSD

In glass forming liquids, particles are trapped in transient cages formed by neighboring parti-

cles at short-times. At long-times, thermally activated reconfiguration of the cage allows the
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Figure 5.5: Mean Square Displacement of GB particles. (a) MSDs rescaled by σ2. The hollow
symbols are for HAGBs at T = 26◦C, for Θ = 24.3◦ (✩), Θ = 18.4◦ (�)and Θ = 17.6◦ (◦).
The green and the pink lines correspond to LAGBs for Θ = 12.7◦ and 10.4◦, respectively. The
solid triangles are for Θ = 24.7◦ at different T . The brown solid diamonds is the crystal MSD
at T = 26◦C. The intermediate time exponent, ν, is obtained from linear fits to the data which
are shown by cyan lines. (b) ν as a function of Θ at T = 26◦C (•) and for Θ = 24.7◦ at different
T (�).

trapped particle to escape. This process is captured by the mean-squared displacement (MSD),

〈∆r2(t)〉 ∝ tν , of the particles which at short-to-intermediate times shows sub-diffusive behavior,

(ν < 1), indicative of trapping. The MSD approaches diffusive scaling (ν = 1), also known as

α-relaxation, at long-times due to cage breaking. In Fig. 5.5a we show 〈∆r2(t)〉/σ2 for all Θ

values. For HAGBs, ν progressively increases with Θ at intermediate times (Fig. 5.5a hollow

circles, Fig. 5.5b) which reflects the increasing mobility of the GB colloids with Θ. This increase

in ν with Θ suggests a decrease in the degree of supercooling with increasing Θ. For LAGBs,

there is lower packing frustration and the GB dynamics is governed only by the dislocation

cores(Fig. 5.4a). Thus, as expected the intermediate time exponent is practically same for both

the LAGBs studied although its greater than HAGBs (Fig. 5.5a lines, Fig. 5.5b). For HAGBs

we observe that, with decreasing Θ the GB width decreases and the degree of supercooling in-

creases. Experiments on hard-sphere colloids (Eral et al. 2009; Nugent et al. 2007) and computer

simulations on polymeric fluids (Riggleman et al. 2006) have shown that spatial confinement can

enhance the tendency of forming the glassy state (Scheidler et al. 2002; Alcoutlabi & McKenna

2005). Thus, we attribute the observed slowing down of particle dynamics in HAGBs with

decreasing Θ to enhanced confinement of the amorphous phase by adjacent crystallites.

For confined supercooled liquids, it is also known that diffusion is anisotropic with it being

slower along the confinement direction and we seek to look for this feature in GB dynamics.

In the present case, this would imply slower dynamics along the direction perpendicular to the

GB plane. To check this, we have plotted the MSDs of GB particles separately along directions

parallel and perpendicular to the GB plane. Indeed for all HAGBs studied, we find that the

intermediate time exponents, ν‖, for displacements parallel to the GB plane are indeed higher

than the exponents, ν⊥, for displacements perpendicular to the GB plane as shown in Fig. 5.6.

These results emphasize that the diffusion of GB particles is anisotropic and hence dynamics of

HAGBs is influenced by geometric confinement.
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Figure 5.6: Anisotropic Diffusion in HAGBs. MSDs rescaled by σ2 in the direction parallel to
GB plane (solid symbols) and perpendicular to GB plane (hollow symbols) for (a) Θ = 24.3.7◦

(black symbols), (b) Θ = 18.4◦ (red symbols) and (C) Θ = 17.6◦ (blue symbols).

Figure 5.7: α2 and cage breaking time, t∗. (a) α2 for all GBs at all temperatures. The hollow
symbols represent HAGBs at T = 26◦C. (✩), (�) and (◦) correspond to Θ = 24.3◦, Θ = 18.4◦

and Θ = 17.6◦, respectively. The green and the pink lines correspond to LAGBs for Θ = 12.7◦

and 10.4◦ respectively. The solid symbols are for Θ = 24.7◦ at different T . (b) t∗ as a function
of Θ at T = 26◦C (•) and for Θ = 24.7◦ at different T (�)

To lend further support to the confinement argument, we exploit the size-tunable nature

of PNIPAm colloids and study the GB dynamics for fixed Θ, as a function of temperature.

On approaching the melting temperature (≈ 33◦C), the GB width increases due to particle de-

swelling as a result of which we expect reduced confinement and hence higher GB colloid mobility.

Starting from T =25 ◦C, as we reach T =28 ◦C, we find that for Θ = 24.7◦ the GB width

increases from 1.75σ to 1.95σ. We computed the MSDs of HAGB at these two temperatures.

Consistent with the confinement picture, we find that 〈∆r2(t)〉28◦C > 〈∆r2(t)〉25◦C (Fig. 5.5a

upright triangles and inverted triangles respectively) with ν28◦C > ν25◦C (Fig. 5.5b squares). It

is evident from these results that the slowing down of dynamics with decreasing Θ is indeed due

to increasing confinement.
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Figure 5.8: Non-Gaussian Displacements. Probability distribution of particle displacements,
∆x, over ∆t = t∗, for θ = 24.3◦ at T = 26◦C. The red line is a Gaussian fit. Particles outside
the shaded region are the top 10% most-mobile particles.

Non-Gaussian Parameter, α2

For glasses, the particle dynamics in the vicinity of the cage-breaking time is expected to be non-

Gaussian. To better quantify the cage-breaking dynamics, we plot the non-Gaussian parameter

in 2-dimensions, defined as α2(∆t) = (〈∆r4〉/2〈∆r2〉2) − 1. α2 quantifies the deviation from

the Gaussian nature. Accordingly, for diffusive behavior α2(t) = 0. For glasses, α2(t) has a

maximum at time t∗ corresponding to the cage breaking time. Analogous to what is observed

for supercooled liquids, even for the GB colloids (Fig. 5.7a) α2(t) is large and goes through a

maximum for all Θs studied. Further, we find that with decreasing Θ both t∗ and the peak value

of α2(t) increase systematically (Fig. 5.7b) which once again confirms the confinement induced

slowing down of GB particle dynamics. A similar trend in α2(t) and t
∗ was also observed with

decreasing temperature (Fig. 5.7b squares).

The presence of non-Gaussian displacements is also evident in the probability distribution

of particle displacements, P (∆x/σ), over t∗ (Fig. 5.8). We find that while 90% of GB colloids

display diffusive dynamics, the top 10% of the most-mobile particles are non-Gaussian, charac-

terized by the tails of P (∆x/σ). Such non-Gaussian displacements were also observed earlier in

experiments as well as simulations on glass forming liquids.

Cooperatively Rearranging Regions

To unambiguously prove that GBs are dynamically similar to glasses, we check for signatures

of cooperative particle dynamics. Cooperative motion of particles in the glassy state provides

a pathway for structural relaxation and is, perhaps, the most striking feature of glass formers.

This has been demonstrated in atomic simulations (Donati et al. 1998), experiments on colloidal

(Weeks et al. 2000) and granular fluids (Berardi et al. 2010). To examine if similar dynamics

exist in GBs, we employed methods developed to identify cooperative motion in supercooled

liquids. As a first step towards this, we identify the top 10% most-mobile GB colloids over

∆t = t∗ where the dynamics is maximally heterogeneous. In-order to verify the dynamics of

these particles is indeed correlated, we plot the distinct part of the van Hove correlation function
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Figure 5.9: Cooperative Rearrangements - van Hove correlation function. Distinct part of the
van Hove correlation function, Gm

d (r, t), versus r rescaled by σ for most-mobile particles for (a)
Θ = 24.3◦, (b) Θ = 18.4◦ and (c) Θ = 17.6◦. Different coloured lines correspond to different
values of t.

Gm
d (r, t).

Gm
d (r, t) =

1

N

∑

i

∑

i 6=j

〈δ (r− | ri(t)− rj(0) |)〉 (5.1)

Here, N is the number of mobile particles and ri(t) is the position of the ith particle at a time

t. Gm
d (r, t) quantifies the time dependent probability of finding another mobile particle at a

distance r from a randomly chosen mobile particle at time t = 0. For cooperative motion, one

would expect that at later times the position of a mobile particle at t = 0 is occupied by another

nearby mobile particle. This should be reflected as a peak in Gm
d (r, t) at later times (Donati

et al. 1998). Remarkably, we find that for all three HAGBs , Gm
d (r, t) develops a peak at r = 0

at t = t∗ with a simultaneous decrease in the peak at r = σ as t approaches t∗ suggesting

cooperative motion of mobile particles (Fig. 5.9).

While Gm
d (r, t) indicates the presence of cooperative motion, given that we have access to

single particle dynamics we can also quantify the shape and the size of these cooperatively

rearranging regions. To this end, we have once again considered the top 10% most mobile

particles over t∗ and investigated their spatial arrangement. Interestingly, we observe that the

mobile particles are indeed spatially clustered and we estimate the size of the clusters based

on nearest neighbor distances. Here, a mobile particle belongs to a cluster only if it has a

neighboring mobile particle within a distance of 1.4σ, the first minimum of g(r) of a liquid.

Fig. 5.10a shows GB colloids are spatially organized into strings. We have then plotted the

probability distribution of cluster sizes Pc(nc) versus nc, where nc is the cluster size. For all

three Θs and temperatures studied, the distribution of cluster size Pc(nc) decreases exponentially

with nc (Fig. 5.10b & c).

In addition to the above mentioned procedure where the mobile particles are clustered solely

based on distances, we have also studied CRRs following the procedure described in ref. Donati

et al. (1998). Here, the direction of displacement of a mobile particle is also taken into consider-

ation. Within this protocol, two mobile particles i and j are said to be part of the same string if

min[|~ri(t
∗)− ~rj(0)|, |~ri(0)− ~rj(t

∗)|] < δ, where δ = 1.0σ. Physically, two particles belong to the

same string if a particle i makes a hop and its position is occupied by particle j, with a position

uncertainty δ and in a time interval t∗. Thus, this procedure captures very clearly cooperative

motion. Representative images of strings are shown in Fig. 5.11a. From the positions of the
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Figure 5.10: Cooperative Rearrangements - Morphology of clusters of most-mobile particles. (a)
Snapshots of typical particle clusters observed for Θ = 24.3◦. Particles are drawn to 50% of their
actual size. The length of the arrows and the particle color-code are based on the magnitude
of their displacement. (b) Pc(nc) versus nc for Θ = 24.3◦ (✩), Θ = 18.4◦ (✷) and Θ = 17.6◦

(©). Inset: 〈nc〉 versus Θ at T = 26◦C. (c) Pc(nc) versus nc for Θ = 24.7◦ at T = 25◦C (H)
and T = 28◦C (N). The straight lines in B and C are linear fits to the data.
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Figure 5.11: Cooperative Rearrangements - String like cooperative motion. (a) Snapshots of
typical particle strings observed for Θ = 24.3◦. Particles are drawn to 50% of their actual size.
Particle positions at t = 0 (shown by green circles) are linked to their positions at t = t∗ (shown
by the color-coded circles) by arrows. The length of the arrows and the particle color-code are
based on the magnitude of their displacement. Occasionally, we also see closed loops (middle
image from left). (b) Ps(ns) versus ns for Θ = 24.3◦ (✩), Θ = 18.4◦ (✷) and Θ = 17.6◦ (©).
Inset: 〈ns〉 versus Θ at T = 26◦C. (c) Ps(ns) versus ns for Θ = 24.7◦ at T = 25◦C (H) and
T = 28◦C (N). The straight lines in B and C are linear fits to the data.
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most-mobile particles at t (green spheres) and t∗ (colored spheres) (Fig. 5.11a), it is evident that

these particles indeed undergo rearrangements in a string-like manner. Similar to cluster sizes,

we have plotted the distribution of string lengths Ps(ns) versus ns, where ns is the number of

particles belonging to a string. Analogous to Pc(nc), we find that Ps(ns) also falls exponentially

for all the Θs and Ts investigated. Such a dependence of cluster sizes and string lengths is in

accordance with what has been observed for glass forming liquids (Keys et al. 2007).

More interestingly, we find that the maximum cluster size (string length), nmax
c (nmax

s ), as

well as average cluster size (string length), 〈nc〉(〈ns〉) increase with Θ (Inset Fig. 5.10b and Fig.

5.11b). Here, 〈n〉 =
∑

n2P (n)
∑

nP (n) . Further, we have performed the string analysis for different values

of δ = 0.6σ & 1.4σ and we find that the trends in nmax
s and 〈ns〉 do not dependent on the choice

of δ. Moreover, similar trends of increasing 〈nc〉 and 〈ns〉 are also observed with decreasing

temperature.

According to Adam-Gibbs hypothesis (Adam & Gibbs 1965) the size of CRRs increases with

supercooling and hence one would expect the string length and the cluster size to decrease with

Θ in our experiments. On the contrary, we observe an increase in the cluster size and string

length with slowing down of dynamics i.e, with decreasing Θ. However, Adam-Gibbs hypothesis

is not applicable here because geometric confinement is known to alter the very nature of the

glass transition. Theory (Adam & Gibbs 1965) and simulations (Riggleman et al. 2006) on

polymeric glass-forming fluids have shown that fragility decreases with confinement. Fragility

is the parameter which characterizes the deviation from Arrhenius like/strong glass behavior

of the structural relaxation time (Angell 1988). A decrease in fragility with confinement has

also been experimentally seen in intercalated polymer films (Anastasiadis et al. 2000). Further,

the decrease in the fragility is accompanied by a decrease in the size of the CRRs, as seen in

experiments on bulk polymeric glass formers (Saiter et al. 2006) and simulations on confined

polymeric glasses (Riggleman et al. 2006). In the light of these studies, the increase in nmax
c

(nmax
s ), and 〈nc〉 (〈ns〉) with Θ, observed in our experiments, can be ascribed to the increase in

the fragility of the glassy GB region. Experiments carried out at different temperatures are also

in complete agreement with the confinement scenario. Our results illustrate that the behavior

of HAGBs is strikingly similar to that of confined supercooled liquids and point to the crucial

role played by misorientation angle-dependent fragility in the dynamics of GBs.

Viscoelastic Properties of HAGBs

An added advantage of our experiments is that the local viscoelastic properties of HAGBs can

be quantified from the MSDs of the GB colloids. The dynamics of particles in viscoelastic media

are sensitive to their local environment and the one-point microrheology technique (Mason &

Weitz 1995) utilizes this fact to extract the frequency (ω) dependence of the storage (G′) and

loss moduli (G′′).

We estimated G′(ω) and G′′(ω) for a crystalline region far from the GB from the MSD

shown in Fig.5 (brown diamonds). We have also performed bulk rheology measurements to

compare the local moduli to bulk moduli. Bulk Rheology measurements were performed using

an Anton Paar MCR 301 series stress-controlled rheometer. We used a parallel plate geometry

with top and bottom plates made of glass. In-order to maintain identical conditions to that

of microscopy experiments, we set the gap between the plates to 23µm and also performed a
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Figure 5.12: Viscoelastic Properties of Grain Boundaries. (a) Bulk storage modulus, G′, (•)
and loss modulus, G′′, (△) of the polycrystal as a function of applied stress at an ω of 1 rad/s.
(b) Local viscoelastic moduli for crystal G′ (�), G′′ (✸) and for a HAGB (Θ = 24.3◦) G′ (⋆),

G′′ (✩). (c)
G′

GB
G′

crystal
(•) and

G′′

GB
G′′

crystal
(◦) as a function of Θ.
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quench from 38 ◦C to 26 ◦C over two hours. To measure bulk viscoelastic properties, we have

performed an amplitude sweep measurement by applying an oscillatory stress at a constant

angular frequency of ω = 1 rad/s. Fig. 5.12a shows G′ and G′′ for stresses varying from 0.003

Pa to 0.2 Pa. The linear response region extends up to a stress of about ∼ 0.04 Pa above which

the sample undergoes plastic deformation. In the linear response regime, G′ =∼ 0.5 Pa and

G′′ =∼ 0.12 Pa. For the same ω, G′ and G′′ values obtained from microrheology measurements

are 0.51 Pa and 0.06 Pa respectively (Fig. 5.12b, Brown diamonds). Remarkably, the moduli

values estimated from micro rheology of the crystalline region are in good agreement with bulk

rheology measurements. For HAGBs, G′(ω) and G′′(ω) calculated from MSDs shown in (Fig. 5),

show power law behaviour over a wide range of ω (Fig. 5.12b) (Sollich et al. 1997) as expected

for systems exhibiting supercooled liquid dynamics. Fig. 5.12c shows the ratio of GB and crystal

moduli with Θ for ω = 1 rad/s. We find that both G′ and G′′ of GBs increase with decreasing

Θ. From these measurements, it is evident that the spatial extent of confinement of the GB

region has significant impact on the local mechanical response of HAGBs, which in turn should

influence the bulk mechanical response of polycrystals.

5.4 Conclusions

Our model colloidal system has allowed us to investigate directly and with unprecedented detail

the dynamics of GB in a 3-D colloidal polycrystal. We have shown conclusively that GBs

display features that are hallmarks of glass forming liquids such as sub-diffusive MSD, non-

Gaussian displacements and string-like cooperative rearrangements. Our experiments highlight

the pivotal role of misorientation angle-dependent GB confinement in determining the dynamical

properties of HAGBs. Notably, thermally induced changes in confinement by only a fraction

of the particle diameter can also alter the behavior of HAGBs. Although a consensus on the

behavior of confined glasses is yet to emerge, our experiments illustrate that the HAGBs, with

a misorientation angle-dependent fragility, is a prototypical system where the rich physics of

confined glasses can be directly applied. It is also tempting to speculate that the aging behavior

ubiquitous in glassy systems may be relevant in the context of GBs. Our experiments offer

a unique perspective on the current understanding of HAGBs and reiterate that colloids are

an ideal test bed for addressing fundamental and technological problems such as GB diffusion

mechanisms, GB migration under shear and grain growth.





Chapter 6

Outlook

The physical insights offered by systems as simple as micron size beads dispersed in water is

invaluable. Here, by using spherical colloidal particles in combination with novel instrumen-

tation techniques developed in-house, we have provided first experimental studies which help

distinguishing between the two competing theories of the glass transition (Nagamanasa et al.

2014a). We have also demonstrated that yielding, a ubiquitous phenomenon of solids, is associ-

ated with an underlying non-equilibrium phase transition (Nagamanasa et al. 2014b). Further,

we investigated dynamics of particles at grain boundaries which dictate mechanical properties

of crystalline materials and showed that they share striking similarities with supercooled liquids

(Nagamanasa et al. 2011).

Our studies on 2D binary colloidal glass forming liquids have provided an experimental veri-

fication for two key predictions of Random First Order Transition (RFOT) theory, a prominent

thermodynamic theory of glass transition. We find evidence for a growing amorphous order

on approaching the glass transition and change in the relaxation mechanisms across the mode

coupling cross over area fraction (φMCT ). Further, we show that the fuzzy-sphere model sug-

gested by RFOT can well describe the morphology and internal structure of the cooperatively

rearranging regions (CRRs). More importantly, our studies confirm that the non-monotonicity

observed in dynamic correlations in the vicinity of φMCT in the presence of a wall is indeed due

to the change in morphology of CRRs across φMCT . Furthermore, the peak in the maximum of

the mobility transfer function Mmax clearly indicates that activated events dominate relaxation

close to the glass transition. Remarkably, all these results are consistent with the predictions of

RFOT. Our experiments therefore suggest that the glass transition is thermodynamic in nature.

In contrast to our findings, there exist recent experimental studies which show that dynamic

facilitation (DF), a purely kinetic theory of the glass transition, is an important mechanism for

the relaxation of supercooled liquids (Gokhale et al. 2014). By extending the methods devel-

oped for spherical particles to ellipsoidal particles, it has been shown that DF can predict the

re-entrant transition for ellipsoidal systems with attractive interactions (Mishra et al. 2014).

Such a re-entrant transition was also shown in colloidal experiments using MCT scaling (Mishra

et al. 2013). Intriguingly, these studies suggest that DF is also an important mechanism for

structural relaxation. However, it is to be noted that in both the aforementioned studies, all φs

investigated are below φMCT . Taking this and the fact that we observe a peak in Mmax around

φMCT into consideration, it is tempting to speculate that DF governs relaxation processes for

φ < φMCT and activated hops, primary relaxation events within RFOT, for φ > φMCT . Never-

theless, proving that this is indeed the scenario necessitates more experiments and simulations.

A promising approach towards this is to investigate facilitated dynamics in the presence of a

wall. Furthermore, it would be fascinating to study the spatial organization of excitations -

microscopic events responsible for facilitated dynamics - in the framework of core-shell mor-
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phology developed for CRRs. Typically, colloid experiments are limited by the accuracy with

which φ can be controlled. Thus, it is formidable to study wide range of supercoolings and their

multiple realizations in colloid experiments. Nevertheless, simulations are not hindered by these

factors, thus, a systematic study of facilitation and cluster morphology in simulations is crucial

to establish the nature of the glass transition. We believe that such a comparative study which

probes both the theories of the glass transition may help distinguishing between them. On the

other hand, it is also necessary to reconcile our results within other thermodynamic frameworks

of the glass transition.

By investigating bulk rheological response and single-particle dynamics under shear simul-

taneously in a prototypical soft system - colloidal glass, we provide direct connections between

macroscopic and microscopic irreversibility. The trends in the relaxation time and the steady

state fraction of irreversible particles with strain γ clearly show that yielding is associated with

an underlying phase transition. We also find that the diverging relaxation time is accompanied

by a growing length scale. Moreover, the relaxation time and the order parameter exponents

suggest that yielding is an absorbing phase transition which belongs to conserved directed perco-

lation universality class. However, to check the universality of this transition, it is necessary to

probe these characteristic features in other soft systems as well. On the other hand, there exists

an alternative approach according to which yielding could be transition to chaos (Regev et al.

2013). It would be interesting to check for the signatures of a chaotic transition in experiments

on sheared colloidal glasses as well. Towards this end, by using individual particle trajectories,

it is possible to compute Lyapunov exponent λL which is a characteristic measure of chaos. If

yielding is indeed associated with a chaotic transition then across the threshold strain, λL will

change from negative to positive. Also, recently Berthier and co-workers devised measures which

can establish whether yielding is a non-equilibrium critical phenomenon or transition to chaos

(Tjhung & Berthier 2015). Since these quantities are based on particle-dynamics, it would be

interesting to compute them experimentally in 3D sheared colloidal glasses. Furthermore, they

show that irreversibility transition shares qualitative analogies with the glass transition. Thus,

it would also be fascinating to study observables developed for investigating the glass transition

such as CRRs in the context of sheared amorphous solids.

Our studies on grain boundary (GB) dynamics demonstrate how concepts developed for glass

forming liquids can be used for understanding other states of matter. We show that GBs share

similarities with confined supercooled liquids and the degree of supercooling is governed by the

confinement induced by the adjacent grains. The trends in the string length with misorienta-

tion angle observed here are due to confinement dependent fragility of grain boundaries. Our

experiments also demonstrate that thermo-responsive colloidal crystals are ideal test beds to

investigate fundamental phenomena like GB diffusion and impurity strengthening in polycrys-

talline materials. One of the easiest ways to introduce impurities is to add particles of sizes

different from those which form the crystal (de Villeneuve et al. 2009). It would be interesting

to study the effect of impurities on GB dynamics. Also, it is known that impurities segregate

to GBs and pin them, thereby effecting their mobility and in-turn the strength of the crystal

(Lejcek 2010). We feel that a holistic understanding of pinning and depinning can be achieved

by coupling confocal microscope with tweezers and rheometer. This combination of instruments
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will allow us to quantify local forces acting on an impurity while the grain boundary is driven

against it. Thus such studies will greatly provide insights into the microscopic underpinnings of

impurity pinning and depinning which may help engineer materials with enhanced functionali-

ties.
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