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Synopsis

Research on colloidal suspensions has been at the forefront of soft matter research. In
addition to their many uses in our day-to-day lives, for instance as shear thickening
agents, in the purification of water, etc., colloidal crystals with well-controlled lattice
parameters have been shown to have potential applications in optoelectronics and
photonics. Moreover, since the phase behaviour of colloidal suspensions shares close
similarity with the atomic systems, they are often used as model atoms to gain
microscopic insights into a multitude of long-standing puzzles in condensed matter
physics such as glass transition and crystal nucleation. Importantly, the anisotropies in
the shape and/or interactions in colloidal suspensions can be tuned at the experimenters’
will, which is otherwise impossible in atomic systems. In fact, here in this thesis, the
geometrical nature of short-ranged depletion attraction has been exploited to address
some key questions in colloids research, both from the perspective of future applications
as well as our basic understanding of glass transition in systems with shape and/or
interaction anisotropies. First, the short-ranged depletion attraction in colloids have
been utilized to overcome the limitations in site-specific colloidal crystal nucleation and
growth. Secondly, we introduced and investigated the role of anisotropic interactions
in the physics of structural glass transition, testing some key predictions of various
glass transition theories. This has also led to an advancement in our understanding
of the underlying microscopic mechanism for the breakdown of Stokes-Einstein and
Stokes-Einstein-Debye relations for supercooled liquids. The thesis has been organized
as follows.

Chapter 1 provides the necessary background and motivation behind the experi-
mental works presented in the thesis. It discusses the current approaches to realize
colloidal crystals, challenges, and limitations of these techniques as well as ways to
surmount them. It also contains introduction to supercooled liquids and glasses and
shows how colloids have served as model atoms to gain microscopic insights of dynamics
at single-particle resolution.



In Chapter 2, we have briefly described the protocols that have been followed to
synthesize various colloidal particles. We have also discussed the soft lithographic
techniques that have been used to realize templates with complex surface features
(Moiré templates).

The deliberate positioning of nano- and microstructures on surfaces is often a
prerequisite for fabricating functional devices. While template-assisted nucleation is
a promising route to self-assemble these structures, its success hinges on particles
reaching target sites prior to nucleation and for nano/microscale particles, this is
hampered by their small surface mobilities. In Chapter 3, we show how we circumvent
this fundamental limitation by designing templates with spatially varying feature sizes,
in this case moiré patterns, which in the presence of short-range depletion attraction
presented surface energy gradients for the diffusing colloids. The templates serve a dual
purpose, firstly in directing the particles to target sites by enhancing their surface mean
free paths and secondly in dictating the size and symmetry of the growing crystallites.
Using optical microscopy, we directly followed the nucleation and growth kinetics
of colloidal islands on these surfaces at the single-particle level. We demonstrate
nucleation control, with high fidelity, in a regime that has remained inaccessible in
theoretical, numerical and experimental studies on atoms and molecules as well. Our
findings pave the way for fabricating non-trivial surface architectures composed of
complex colloids and nanoparticles as well.

Anisotropy in shape and/or interactions is a feature of many molecular systems. In
Chapter 4, we demonstrate experimentally the key role of particle shape and interaction
anisotropy in reentrant glass phenomena. Our system comprised of colloidal ellipsoids,
aspect ratio α = 2.1, interacting via a short-range depletion interaction. Since the
strength of the depletion interaction between particles also depends on their local
curvature, for ellipsoidal particles this leads to an anisotropic attractive interaction.
Using a combination of MCT scaling arguments and the size distribution and scaling of
most-mobile particle clusters, we first show that, sans attraction, the orientational and
translational glass transitions, φg

R and φg
T respectively, occur at the same area fraction

φ. Remarkably, the onset of quasi-long-range ordering at intermediate attraction
strengths results in a two-step glass transition with an intervening orientational glass
regime. Most interestingly, within experimental certainty, we observe reentrant glass
dynamics only in the translational degrees of freedom.

In Chapter 5, we have examined the influence of the shape of dynamical hetero-
geneities on the Stokes-Einstein (SE) and Stokes-Einstein-Debye (SED) relations from
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data of previous chapter (Chapter 4) on quasi-two-dimensional suspensions of colloidal
ellipsoids. For ellipsoids with repulsive interactions, both SE and SED relations are vio-
lated at all area fractions. On approaching the glass transition, however, the extent to
which this violation occurs changes beyond a crossover area fraction. Quite remarkably,
we find that it is not just the presence of dynamical heterogeneities but their change in
the shape from string-like to compact that coincides with this crossover. On introducing
a suitable short-range depletion attraction between the ellipsoids, associated with the
lack of morphological evolution of dynamical heterogeneities, the extent to which the
SE and SED relations are violated remain unchanged even for deep supercooling.

Chapter 6 contains the brief summary and outlook of the works presented in the
thesis.
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Chapter 1

Introduction

Colloids−dispersion of solid particles in a fluid−have played a key role in the survival
of human civilization. Quite interestingly, the diverse material applications of

colloids like in the making of Lycurgus cups (4th century) or as a diagnostic therapy
in the cure of dysentery, epilepsy and tumours (17th century) [1] precede the coining
of the word "colloid" in mid 19th century. The word colloid originates from the Greek
word "kolla" (glue) and "eiods" (appearance) and was coined by Thomas Graham, a
Scottish chemist in 1861. Later, a comprehensive understanding of diverse and exotic
properties of colloids led to their numerous applications in industries and day-to-day
life. Examples include thickening agents, food products such as mayonnaise and ice
creams, in the purification of water, paints, inks, electrical gadgets, photonic band gap
materials etc. More recently, colloidal crystals as structural color filters are playing
crucial roles in the development of next generation electronic gadgets [2–12]. Apart
from their versatile material applications, colloids mimic the phase behavior of atomic
systems and thus provide microscopic insights into complex, diverse and intensely
debated phenomena in condensed matter physics [13–23]. The typical number density
of colloidal particles in a suspension is of the order 1013cm−3 and hence, the structure
and dynamics of systems comprising of colloidal particles, like atomic systems, are
governed by laws of classical statistical mechanics. Moreover, the effective interaction
potential in colloids has a soft or hard repulsion which is usually followed by a strong or
weak attraction and is qualitatively similar to Lennard-Jones (LJ) potential of atoms.

VLJ(r) = 4ϵ
[(
σ

r

)12

− 2
(
σ

r

)6]
σ : size of the atom. (1.1)
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In addition to the fact that colloids mimic atoms, the most appealing reason for the
current surge in using colloids as model atoms is their slow dynamics. As the sizes of
colloids are significantly larger than atoms, their Brownian diffusion time τB (= σ2/D)
ranges from a few millisecond to seconds and hence they are large enough to be
seen and slow enough to be followed at single-particle resolution using a conventional
optical microscope. For instance, using ingenious experimental techniques, colloidal
supercooled liquids and glasses have helped discern between the competing theories
of the glass transition [14–16]. More importantly, unlike atomic systems, the shape
and interactions in colloidal systems can be tuned at experimenters’ will. In fact, over
last two decades, there have been substantial advances in the synthesis of colloidal
particles with tailored shape and interaction anisotropies [24]. These include colloidal
rods and ellipsoids [25–29], dumb-bells [30], patterned particles like striped spheres
[31], complex cluster like dimers, trimers, tetramers [32, 33], lock and key colloids
[34], patchy spheres with well controlled valence [35–38], Janus spheres and ellipsoids
[39–41], faceted polyhedra like cubes and tetrahedra [42–44] (Figure 1.1). Interestingly,
studies over the last couple of years have revealed rich and exotic phase behaviour for
particles with shape and/or interaction anisotropies [24, 41, 43, 45–50]. It is worth
noting that complex colloids enable us to probe, in addition to translational degrees of
freedom (DOF), the influence of orientational and vibrational DOF on the structure
and dynamics of the system.

It is apparent from the preceding discussions that research on colloidal suspensions
focuses in two broad directions. First, using them for prospective future applications
and second as model atoms. This thesis addresses some questions in both these
directions. First, in order to overcome the long-standing limitations of low surface
mobilities of colloids in site-specific crystal nucleation and growth, we have designed
substrates with complex surface features that allow remarkable control over both the
size and symmetry of the colloidal crystallites. Second, we have investigated the role
of anisotropic interactions in relaxation and transport properties of supercooled liquids
and glasses of complex colloids. Coincidently, in all the problems probed here, the
nature of interactions between colloids or colloids and the surface have been tuned to
realize the desired effects. Thus, we begin our discussion with colloidal hard spheres,
the simplest possible interaction in colloidal suspensions.

2



Figure 1.1 Typical examples of colloidal particles with diverse shapes and/or interactions.
The first four rows correspond to particles with various shapes. The last row shows,
from left to right, examples of patterned particles; striped spheres, biphasic rods,
patchy spheres with valence, Au-Pt nanorods and Janus spheres. Adopted from [24].
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1.1 Colloidal Hard Spheres

The hard sphere (HS) interaction potential is widely used for understanding the
statistical mechanical phenomena of fluids and solids. It is simply described by
impenetrable spheres that cannot overlap in space. Interestingly, the inter-particle
interaction in hard colloids such as silica, polystyrene, etc. can be best characterized
by the HS interaction (Figure 1.2). Mathematically, HS potential is expressed as

UHS(r) =

∞ if 0 < r < σ

0 if r > σ
. (1.2)

Here, σ is the size of the colloid. Now, from thermodynamics, the Helmholtz free

Figure 1.2 Hard sphere interaction potential as a function of radial distance r.

energy z of a system can be expressed as,

z = U − TS = −kBT lnZ. (1.3)

Here, U and S denotes the internal energy and entropy of the system, respectively. Z
is the partition function that can be mathematically expressed as,

Z =
∑

config.

exp
−

∑
i,jbonds

Uij

kBT

. (1.4)

Since the inter-particle interaction potential is given by Eqn.1.2, the inner summation
in Eqn.1.4 can be simplified as,

exp
−

∑
i,jbonds

Uij

kBT

 = 0 if r ≤ σ (1.5)
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exp
−

∑
i,jbonds

Uij

kBT

 = 1 if r > σ (1.6)

Therefore Z is essentially a sum over all configurations and so, only entropy governs
the phase behaviour of the particles with HS interactions. Moreover, volume fraction
Φ is the lone parameter that controls the entropy of hard spheres and for monodisperse
spheres of radius a, Φ can be written as,

Φ = 4
3πa

3N

V
(1.7)

where N is the total number of particles in a volume V . Thus, for colloids Φ acts like
inverse of temperature of atomic system.

1.1.1 Phase Diagram of Hard Spheres

The first attempt to study the HS phase diagram was made by Wood & Jacobson [51]
and Alder & Wainright [52] in 1957. Using analytical works and computer simulations
to calculate the free energies of fluid and solid phases, they predicted the existence of
a freezing transition for hard spheres. Later, Hoover and Ree reported the fluid-crystal
coexistence and fluid-crystal transition in HS systems [53]. The HS phase diagram
(pressure versus Φ) is shown in Figure 1.3. The four branches in the phase diagram

Figure 1.3 The phase diagram for hard spheres. Adopted from [54].

show the fluid phase (Φ < 0.494), fluid-crystal coexistence (0.494 < Φ < 0.545), and the
lines leading to random close packing (ΦRCP = 0.644) and closed packed face-centred
packing (Φfcc = 0.74). Further, theories and computer simulations have also predicted
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that a rapid quench of the liquid can bypass the transition to the crystalline phase
and consequently the HS system falls into a metastable state (supercooled liquids
and glasses) [55, 56]. The first experiments to report the transitions to crystalline
and glassy states were by Hastings in 1978 [57], Lindsay & Chaikin in 1982 [58] and
Murray & Van Winkle in 1987 [59]. Later, in a seminal work, Pusey and van Megen
reported an exhaustive phase diagram for hard-sphere colloids [60]. Using PMMA
colloids of size σ = 325nm, they prepared samples spanning a range of Φs that yielded
various phases which have close similarity with the predicted phase diagram for hard
spheres (Figure 1.4). Interestingly, since the sizes of the colloids were in the visible
range of the spectrum, the crystalline phases could be directly inferred from the Bragg
reflections of light. The findings of Pusey et. al. established colloids as model atoms

Figure 1.4 (a) Schematic phase diagram of hard spheres. Adopted from [13]. (b)
Experimental observation of HS phase diagram in colloidal suspensions of PMMA
particles. Adopted from [60].

to investigate diverse phenomena in condensed matter physics. Hence, we will next
discuss the inter-particle interactions in colloidal dispersions. Colloids interact via the
van der Waals force which arises due to dipole-induced dipole interactions. This force
is ubiquitous and most importantly is always attractive in nature. Therefore, colloidal
particles, either due to Brownian motion or gravity or both, would have a tendency to
form aggregates on collision. Thus, in the following sections, we will focus on ways to
stabilize as well as tune the inter-particle interactions in colloidal suspensions.
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1.2 Interactions in Colloidal Suspensions

1.2.1 Repulsive Interactions

In order to stabilize the colloidal suspensions, one needs to modify and introduce
repulsive interactions between the colloidal particles. This can be achieved either by
electrostatic or steric repulsion (Figure 1.5). In the case of electrostatic stabilization,
the electric charges on the surface of particles stabilize the colloidal dispersion e.g.
polystyrene particles in water. The stability of these colloids are described by DLVO
(Derjaguin and Landau, Verwey and Overbeek) theory [61]. According to this theory,
the net interaction potential arises due to competition between the van der Waals
attraction and the electrostatic repulsion due to formation of the double layer of
counter-ions around the colloidal particles (Figure 1.5a and b). Hence, for two spherical

Figure 1.5 (a) Schematic of DLVO potential U . Inset shows the variation of U with
the salt concentration. (b) Electrostatic stabilization. The image on left shows the
formation of electric double layer around a spherical particle. (c) Steric stabilization.
Colloids are represented by solid spheres in (b) and (c). The curves in (c) represent
the polymers tethered to the colloids. Adopted from [61].

colloids of size R and separated by a distance D, the net interaction potential U can
be expressed as,

U = Uatt + Urep = − AR

6πD + 64πkBTRρ∞γ
2

κ2 e−κD. (1.8)
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Here, A is Hamaker constant, 1/κ is called Debye screening length and depends on
the thickness of electrostatic double layer, kBT is the thermal energy, ρ∞ is the ionic
concentration in the bulk (at D = ∞), and γ is the electrostatic surface potential. κ
in Eqn.1.8 is given as,

κ =
∑i ρ∞ie

2z2
i

ϵϵ0kBT

1/2

(1.9)

where e is the electronic charge, ϵ0 and ϵ are the permittivity of vacuum and the solvent,
respectively, i represents the ion index and z is the valency of the ion in the solvent
e.g. for H+, z = 1, SO2−

4 , z = 2. It is evident from Eqn.1.8 and Eqn.1.9 that κ which
dictates U , solely depends on the number of ions present in the solvent and hence
can be easily tuned by changing the salt concentration in the suspension (inset to
Figure 1.5a). Further, it is noteworthy that the presence of surface charges on charge
stabilized colloids also allow for their manipulation with application of external fields.

In the case of steric stabilization, polymeric molecules are either chemically at-
tached or physically adsorbed on particle surfaces to stabilize them e.g. polymethyl
methaacrylate (PMMA) particles in oil (Figure 1.5c) [61]. Here, the polymer chain
dimensions are larger than the van der Waals attraction range. The stability, in this
case, is controlled by thickness as well as the density of the polymer layers.

1.2.2 Attractive Interactions

Short-ranged attractive interaction between colloidal particles can be introduced by
adding "depletants" to the colloidal suspension. Typically, depletants are much smaller
in size than the colloidal particles and are non-adsorbing in nature. In the 1950s,
Asakura and Oosawa estimated the depletion interaction potential by taking into
account just two factors; osmotic pressure of an ideal solution of depletants and
the excluded volume around the colloidal particle [62]. We briefly derive the net
interaction potential between two of spherical colloidal particles of diameter D = 2RB

in a bath of depletants with size d = 2RS and demonstrate the geometric nature of
the depletion interactions (Figure 1.6). Assuming that the particles behave as hard
spheres, the excluded volume VE = π(D + d)3/6 around every colloid is unavailable to
the depletants. Therefore, when the two large spheres come together (center-to-center
distance, x < (D + d)/2), their excluded volumes overlap and subsequently excluded
volume unavailable for the smaller particles is reduced by the overlapping volume
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Figure 1.6 (A) Illustration of osmotic pressure exerted by the depletant molecules on
colloids (B) Schematic illustration of excluded and overlap volume for hard spheres.
The image on right shows the 2D cross-section of the overlap volume. Adopted from
[63].

(Figure 1.6B).
V ′

E = VE − Voverlap (1.10)

V ′
E = VE − 2πl2

3

3(D + d)
2 − l

 (1.11)

Here, l = (D + d)/2 − x/2, represents the width of the lens formed by the spherical
caps (Figure 1.6). Hence, small particles cannot enter this volume V ′

E and the osmotic
pressure of depletants act on the outer surface of the large colloids and results in a net
attraction between the larger spheres.

We can rigorously arrive at the expression for the depletion force between two large
particles due to the depletant molecules in the suspension from a statistical mechanics
approach also. In the canonical ensemble, the partition function Z is written as,

Z = 1
N !h3N

∫
e−βEdΓ (1.12)

where E has contribution from both kinetic and potential energy of the system,
β = 1/kBT and h is the Planck’s constant. The Helmholtz free energy z can be
obtained from Z as

z = −kBT lnZ. (1.13)

Assuming that the small particles also behave as hard-spheres, Z can be approximated
as the fraction of total volume VA

V
available to the small particles,

Z = (VA/V )N

N !Λ3N
(1.14)
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where Λ = h√
2πmβ

is the de-Broglie thermal wavelength and VA = V − VE with V

being the total volume of the system. Using Eqn.1.14 and Stirling’s approximation for
N >> 1 (lnN ! ≈ N lnN −N), Z can be expressed as,

z ≈ Fideal −NkBT ln
(
VA(x)
V

)
. (1.15)

Here, Fideal = −NkBT (1 − ln(NΛ3/V )) is the ideal contribution to free energy and is
independent of x [63]. Now, depending upon whether x is large enough to allow small
particles between them or not VA can be estimated to be,

VA(x) =

V − VE if x ≥ d+D,

V − VE + π
6 (D + d− x)2(D + d+ x/2) if x < d+D

(1.16)

where V ′
E have been substituted from Eqn.1.11. Now, using Eqn.1.16 in Eqn.1.15 and

subsequent linearisation of the logarithmic expression leads to

ln
VA(x)

V

 ≈ −VE

V
+ π

6V (D + d− x)2(D + d+ x/2) for x < D + d. (1.17)

Since depletion force F between two particles suspended in a solution can be evaluated
as F = −∂z

∂x

∣∣∣∣
T
,

F =

0 if x ≥ d+D

−πNkBT
4V

(D + d− x)(D + d+ x) = −p0A if x < d+D
. (1.18)

The negative value of F is the signature of the fact that depletion force is always attrac-
tive. Since, the interaction between small spheres was neglected in above derivation,
the osmotic pressure p0 can be expressed in van’t Hoff’s limit as p0 = cpkBT where
cp is the depletants’ concentration in terms of number density. A in Eqn.1.18 is the
equivalent circular area of the overlapping volume with radius r =

√
(D + d)2 − x2/2.

The depletion force between two large spheres is shown in Figure 1.7a. It is worth
noting that strength and range of the depletion force can be tuned by varying the
concentration cp and size d of the depletants, respectively. Conventionally, the second
term in Eqn.1.15 is termed as the depletion potential Udepl.

Udepl = −NkBT ln
(
VA(x)
V

)
. (1.19)
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.

Figure 1.7 (a) Depletion force between two large spheres in a suspension of small
spheres with size ratio RS/RB = 0.1 is drawn in a solid red line. The dashed line
shows the profile of depletion force between two plates in a suspension of small spheres.
Adopted from [63]. (b) The relative depletion interaction potential versus separation
x for two large spheres, a sphere and a plate and two plates, as per Asakura Oosawa
model. The radius of gyration of the depletant Rg is 10 nm. The radius of large spheres
is 103 nm and the surface of the plate is 150 × 150 nm. Adopted from [64].

The depletion force is purely entropic in nature and is sensitive only to the local
surface topology (Figure 1.7b). Hence, for a given size of the depletant d and fixed
density cp, the overlap volume (Eqn.1.11) solely controls the strength of the attraction
between two surfaces. For instance, the strength of attraction between two spheres is
almost half the strength between a sphere and a flat wall (Figure 1.7). Although the
above derivation is quite simplistic, it works remarkably well for qualitative insights of
the interaction potential in complex situations as well.

The colloid-depletant mixture has played a crucial role in probing the microscopic
structure and dynamics in equilibrium phenomena like phase transitions as well as
in non-equilibrium systems e.g. gelation and glass transition. The phase diagram
of colloid-depletant mixtures as function of depletant concentration cp and colloid
volume fraction Φ have been explored and transitions like fluid-gel, fluid-fluid, fluid-
crystal etc. have been demonstrated [60, 65, 66]. Interestingly, Dinsmore et. al.,
in a series of studies, have shown how geometry allows to tune the overlap volume
which in-turn have been taken of advantage in micro-fabrication [67–69]. Recently, rich
and exotic phase behaviours for complex-colloids−depletant mixtures have been also
demonstrated [43, 45–50, 70]. For instance, solid-to-solid phase transitions between
square and canted structure have been shown for square shaped colloidal particles
[71]; the enhanced attractions between the convex and concave faces in lock-and-key
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colloid yield complex colloidal polymers [34]; colloidal dumbbells self-assemble into
colloidal micellar aggregates [72]; colloids with valence have been realized by selectively
roughening the colloidal spheres on the length scale of size of depletants [73, 74] etc.

Interestingly, exploring the influence of the geometric nature of depletion interactions
on site-specific colloidal crystallization as well as on supercooled liquids and glasses
of colloidal ellipsoids forms the core theme of the thesis. Thus, while on one hand, it
is the geometrical inhomogeneities of the substrates, on the other it is the shape of
prolate colloidal ellipsoids which couple with short-ranged depletion interactions and
induce anisotropic attractions in the system. While the former created a gradient in the
activation energy of the diffusing colloids on the surface that results in a remarkable
control over the inter-island separation in colloidal crystal nucleation and growth, the
latter allowed us to probe the role of anisotropic interactions in the physics of structural
glass transition. In next few sections, we provide background of current approaches
to realize colloidal crystals, supercooled liquids and glasses etc. that will enable the
readers to better understand and appreciate our motivation behind the problems
addressed in the thesis. We begin with colloidal crystals for material applications.

1.3 Colloidal Crystals for Photonics

An ordered array of colloidal particles over large length scales is termed as colloidal
crystals (Figure 1.8). The most common example of colloidal crystals is the naturally

Figure 1.8 SEM image showing thin film of silica colloids grown over a silicon substrate.
The size of silica colloids is 895 nm. Adopted from [3].

occurring precious opals which comprise of silica spheres that are 150 to 300 nm
in diameter [75]. The precipitation of silica spheres in the siliceous pools and the
subsequent compression and sedimentation under gravitational and hydrostatic pressure
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over years leads to the formation opals. Interestingly, it is the natural conditions
like temperature and pressure which dictate the lattice parameters, orientations and
quality of the crystalline structures which results in opals of diverse hues and colors.
In fact, based on the parameters of underlying lattices, colloidal crystals interacts
strongly with the visible spectrum of the light and show remarkable optical phenomena.
In 1887, Rayleigh was first to observe the photonic bandgap in one dimension in
periodic multilayered dielectric stacks [76]. However, it was the pioneering work of
Eli Yablonovitch [77] and Sajeev John [78] in 1987 that resulted in a surge of research
activity in photonic crystals. Photonic crystals comprise of periodic dielectric arrays of
micro- and nanostructures that manipulates the propagation of electromagnetic wave
in much the same way as the periodic potential in the semiconductors controls the
electronic movements by tuning the allowed and forbidden bandgaps. The wavelengths
that are allowed by the dielectric structures are called modes and those which are blocked
are called photonic bandgaps. Thus far, numerous fabrication strategies have been
developed to realize one−, two− and three−dimensional photonic bandgap materials
which have potential applications as in optical switch, optical communication and
display devices, optical computers [2–8, 79], chemical and biological sensors [4, 9–12],
etc.

The colors from the colloidal crystals are dictated by the Bragg’s law of diffraction
[80].

2nbdsinθb = mλ. (1.20)

Here, nb is the refractive index of material, θb is the angle of refraction, λ is the
wavelength of scattered light, d is the inter-layer distance and m is an integer. As
mentioned earlier, the lattice spacing or the inter-planar spacing of the colloidal crystals
can be manipulated by tuning the ionic strength of the dispersing solvents [61, 81], e.g.
lattice constant of as large as ∼ 17µm have been realized with 2µm PMMA colloids
in cyclohexylbromide (Figure 1.9a). Furthermore, the interstices in the polymer latex
colloidal crystals can be infiltrated with inorganic materials and the polymer latex
can be subsequently removed to yield inverse opals. In contrast to opals, the much
higher refractive index mismatch between the spheres and the medium in the inverse
opals result in higher reflectivity and that too over a wider stop-gap (Figure 1.9b).
The periodic modulation in the refractive indices can be further enhanced by infilling
of the interstices in the colloidal crystals by metals, insulators, semiconductors and
polymers. Moreover, the subsequent inversion of the structure by selective removal of
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Figure 1.9 (a) PMMA colloidal crystal in cyclohexylbromide solvent. The scale bar
represents 20µm. Adopted from [81]. (b) Reflectance profiles of 12 layers thick opaline,
composite and inverse opaline film in the (111) direction. Adopted from [4].

the colloidal polymer latex by etchant can allow a still larger degree of control for the
modulation of refractive indices.

Colloidal crystals mostly in the form of inverse opals find numerous applications in
the photonics industry. Contrary to dyes and pigments, colors from colloidal crystals
are entirely due to the underlying structures and hence are also called as structural
colors. The pixelated micropatterns in photonic crystals allow for tuning of color and
brightness of the reflected lights and can serve as replacements for color filters and
backlight units in liquid crystal display (LCD) devices [4]. The display devices based
on pixelated photonic crystals are either passive [2] or active [5] mode display. While
in the former the lattice constant remains constant and thus the sub-pixelation of red,
green, and blue lights are obtained by physical tuning of the colloids’ size, the latter
allows a dynamic modulation of the lattice constants based on the strength of external
fields (Figure 1.10). Unlike the transmission displays, the reflective displays units
based on photonic crystals have multiple advantages that include excellent readability
even under bright light, higher power efficiency, to name a few. However, fabricating
uniform and homogeneous thin films with controlled crystal orientations turns to be
the key challenges in realizing a full-fledged digital display from colloidal crystals. Next,
we will briefly review the current approaches to realize colloidal crystals for photonics
applications.

1.4 Approaches to Realize Colloidal Crystals

The many uses of structural colors have led to an extensive search for viable approaches
for realizing colloidal crystals with desired lattice parameters. As mentioned earlier,
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Figure 1.10 Reflectivity from (a) passive and (b) active pixelated multicoloured inverse
opal films. While the reflection spectra (a) is due to fixed spatial variation in the
lattice constant of the photonic crystal, in (b) the lattice constant can be manipulated
with the application of external electric field that results in the variation of reflectance
in the entire visible spectrum. The inset in (b) shows the dependence of the peak
position on applied potential. (a) and (b) are adopted from [2] and [5], respectively.

since the sizes of these particles are in the sub-micrometer range, their surface mobilities
are small. Hence many of the techniques dveloped thus far are a top-down approach to
self-assembly and utilize external fields to transport particles to the target sites, prior
to the inception of crystal nucleation and growth (Figure 1.11a and b). These include,
sedimentation under gravity [60, 82, 83], capillary force driven techniques [3, 6, 84–89],
magnetic [7, 90], electrical [91–95], and optical [96, 97] fields driven approaches. More
recently, DNA-coated colloids have been used to self-assemble colloidal crystals with
diverse sizes and stoichiometries (Figure 1.11c−f) [98, 99]. Further, complex colloids
with well-controlled interactions like Janus particles have helped realize crystals with
non-trivial packings (Figure 1.11g and h) [41, 45–47]. Although a comprehensive
discussion regarding strengths and weaknesses of each of these approaches is beyond
the scope of this thesis, it is important to highlight the major challenges of these
techniques. Out of all the approaches mentioned above, only external field-based ones
have been successful in showing site-specific colloidal crystal nucleation and growth over
large length scales, however, they are highly particle-specific. Thus, a mere translation
of ideas from one technique (for particles of a specific composition) to another kind
of particles becomes a non-trivial chore. Moreover, these techniques are extremely
sensitive to the surface charge density on the colloids, number density of the colloids
and the free ions in the electrolyte. Interestingly, a bottom-up approach to self-assembly
such as epitaxy may allow a larger degree of control over the colloidal crystallization
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Figure 1.11 (a) Patterning of one-dimensional photonic crystals of colloidal chain-like
structures. Superparamagnetic particles are aligned into chains under an external
magnetic field. Selective localized UV exposure then fixes the structure. (b) Optical
microscopy image of blue and yellow dot patterns forming the butterfly image (in the
inset). Adopted from [4]. Confocal fluorescent images and corresponding drawings
showing various crystals fabricated from DNA-coated colloids of different sizes and
stoichiometries. (c) Face-centered cubic lattice. 111, 100, 110 and 311 planes are
displayed. (d) An AB lattice. 110, 100, 111 and 211 planes are shown. (e) An AB2
crystal. 100, 001, 111 and 101 planes are shown. (f) An AB6 crystal lattice. 110 and
100 planes are shown, accompanied by the corresponding red channel showing only
the structural arrangement of the B particles. Scale bar, 5µm. Adopted from [98].
(g) Fluorescence image of a colloidal kagome lattice (main image) and its fast Fourier
transform image (bottom right) from triblock Janus particles. Scale bar is 4 µm. The
top panel in (h) shows an enlarged view of the dashed white rectangle in (g). Dotted
red lines in (h) highlight two staggered triangles. The bottom panel in (h) shows a
schematic illustration of particle orientations. Adopted from [45].
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parameters. In fact, atomic heteroepitaxy and pattern-assisted nucleation and growth
is routinely used for controlled crystal nucleation and growth for atomic and molecular
systems, respectively. In our current endeavour, we have employed epitaxial routes to
demonstrate site-specific colloidal crystal nucleation and growth and hence would be
delved in detail.

1.4.1 Epitaxial Growth

The growth of a crystalline layer(s) which is facilitated by the underlying crystalline
substrate that dictates the symmetry and orientation of the growing crystals is termed
as epitaxy. The word epitaxy derives from Greek words ‘epi’ (above or upon) and ‘taxis’
(arrangement or order) which roughly translates to arranging upon in an ordered manner.
Unlike previous techniques, in epitaxy, the building blocks self-assemble to yield the
final nano- or microstructure. Although, epitaxy has been enormously successful
for realizing complex and diverse heterostructures for atomic and molecular systems
[100–110], lately attempts have been made to extend it to colloids and nanoparticles
[17, 111–114]. It is obvious that substrate plays a crucial role is getting desired
structure in epitaxial growth. In this context, Blaaderen et. al. used an electron
beam (e-beam) to etch holes on a soft polymer template to grow colloidal crystals
of a specific orientation by faithfully replicating the master template [111]. A slow
sedimentation of large volume fraction, Φ ∼ 50%, of the colloidal suspensions allowed
a controlled layer-by-layer growth of the colloidal thin film. Around the same time, a
simple and facile way to fabricate templates− replica imprinting technique− for soft
elastomers was demonstrated by Whitesides’ group [115]. The details of this technique
will be discussed in Chapter 2. Later, depletion induced short-ranged attraction was
ingeniously used by Lin et. al. to grow excellent quality colloidal thin films at a
much lower Φ [116]. Before we proceed further, it is important to highlight the key
thermodynamic/kinetic processes involved in the conventional epitaxial process.

Epitaxy, an inherently out-of-equilibrium growth process is controlled by two
parameters− the monomer surface diffusivity D and the deposition flux F (Figure
1.12). D on a periodic potential has Arrhenius form [101],

D = D0e
−Ea/kBT (1.21)

where D0 depends on the attempt frequency and Ea is the activation energy barrier for
hopping from one site to the other. Unlike atomic systems where D is controlled by T ,
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for colloidal systems, it is the depletion concentration cp that dictates the bond life
time of a colloidal monomer at a given site on the substrate and hence controls D [117].
D decreases with increase in cp. Like their atomic counterpart, F can be varied by

Figure 1.12 Particle-level view of the various processes involved in an epitaxial process.
While nucleation and growth and the film morphologies at low D/F are dictated by
the kinetics of the systems, at large D/F values, it is governed by the thermodynamic
processes. Adopted from [100].

controlling the rate at which particles land on the surface and can be tuned by volume
fraction Φ of the colloidal suspension. As the deposition proceeds, the monomers from
the bulk land on the surface (at a rate F ) and diffuse until they find another particle
to form a dimer. In the simplest scenario, these dimers are assumed to be immobile
and hence the precursors namely, nuclei for the ensuing growth. In order to follow the
nucleation kinetics, we can write the rate equations for both the monomer density n1

and stable island density nx [101].

dn1

dt
= F − 2σ1Dn

2
1 − σxDn1nx − κxF (Ft− n1) − 2κ1Fn1 (1.22)

dnx

dt
= σ1Dn

2
1 + κ1Fn1 (1.23)

Here, σ1 and σx are capture rates for monomers and stable islands, respectively. The
first term on right side of Eqn.1.22 represents the increase in monomer density due to
flux, second and third term takes into account the decrease in monomer density due
to creation of new dimers and capture of monomers by a stable island, respectively.
The last two terms represent the direct landing of a monomer on stable islands and
the surface. The first term on right side of Eqn.1.23 indicates the increase in stable
island density due dimer formation and the second one represents the increase due to
direct deposition of a monomer on a stable island. It is observed that with time, the
density of monomers in vicinity of a stable island decreases and hence at the edges of
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an island, the capture rates should be proportional to the gradient of n1. However, in
mean-field approximations, just outside an island, n1 takes the average value of the
bulk. In principle, with detailed knowledge of σ1 and σx, the coupled Eqn.1.22 and
1.23 can be numerically integrated until saturation of nx to obtain nx. For a general
case, the expression for nx looks as [101]

nx = η(Θ, i)
D
F

−χ

exp
 Ei

(i+ 2)kBT

 with χ = i

i+ 2 . (1.24)

Here, i denotes the size of the critical cluster and Ei is the binding energy. An island
with i−particles is termed critical if the addition of another particle makes it stable
against disintegration. For i = 1 and surface coverage Θ close to saturation (Θ ∼ 0.12),
simulations predict η = 0.25 [118]. Moreover, for i = 1, Eqn.1.24 can be simplified as
nx ∝ (D/F )−1/3. Hence, the ratio D/F solely dictates island density or equivalently
mean maximal island separation L on the surface. In a recent experiment, Ganapathy
et. al. carefully measured the temporal evolution of island density n for a range of
D/F values (Figure 1.13a) [17]. With increase in time or the monolayer coverage

Figure 1.13 (a) Island density n versus monolayer coverage Θ on square and triangular
lattice for various D/F values. Square lattice data for D/F = 1300±100 (blue squares),
D/F = 116 ± 8 (black squares), D/F = 5.7 ± 0.6 (green squares) and triangular lattice
data for D/F = 4200 ± 233 (brown triangles), D/F = 130 ± 10 (red triangles). (b)
Saturation island density nc versus D/F for atomic deposition experiments (inverted
black triangles); for Kinetic Monte Carlo simulations (blue open squares); brown line
shows the rate equation with post-deposition mobility; rate equation for stable islands
is represented by the green line. The experiments with silica colloids on square and
triangular lattices are shown in solid green squares and solid red squares, respectively.
The orange solid diamond represent the experiments with polystyrene colloid on square
lattice. Adopted from [17].
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Θ, the density of the monomers landing on the surface increase, and consequently
n is observed to increase linearly with time. However, for Θ ∼ 0.20, n eventually
saturates to nc signifying that most of the incoming monomers find a stable island
within their mean diffusion length L. This implies cessation of further nucleation
events and inception of growth. At the later stages, coalescence of the stable island
leads to a decrease in n. The variation of nc with D/F for experiments on colloidal
epitaxy as well as for simulations and experiments on atomic thin film growths are
shown in Figure 1.13b. Surprisingly, inspite of short-ranged attractive interactions [17],
the submonolayer nucleation and growth kinetics in colloidal epitaxy resembles the
atomic thin film growth where interactions are longer ranged. These findings were
rationalized based on the observations that like the Ehrlich-Schwoebel (ES) barrier in
atomic systems [119, 120], colloidal epitaxy also has barriers for movements over step
edges and around the corners, but they are purely diffusive in nature [17]. Nonetheless,
like the ES barrier in atoms, this effective barriers in colloids play a prominent role in
dictating the island morphologies. However, in conventional colloidal/atomic thin film
growth, the nucleation sites are not only random but even the islands that grow have
a broad size distribution which make them unsuitable for many photonics applications.
Interestingly, a control over the sites of nucleation as well as island size distribution has
been demonstrated in atomic heteropeitaxy [100–110, 121–129] and given the fact that
Ganapathy et. al. [17] have established that the ideas and concepts from atomic thin
film growths can be extended to growth of colloids and nanoparticles, it is tantalizing
to speculate if colloidal heteroepitaxy could allow site-specific crystal nucleation and
growth. Apart from atomic heteroepitaxy, for molecular systems, templates with
periodic and local regions of high nucleation activity (sticky sites) have been fabricated
that allow a high degree of control over various crystallization parameters [109, 110].
We will next discuss self-assembly over structured surfaces− atomic heteroepitaxy and
template-assisted nucleation and growth− and explore if these techniques could be
extended to larger particles like colloids and nanoparticles.

1.4.2 Self-assembly on Structured Surfaces

Atomic Heteroepitaxy

Epitaxy with a relative lattice mismatch between the substrate and the growing layer
is termed as heteroepitaxy (Figure 1.14a) [130]. Here, the lattice mismatch is measured
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by the misfit parameter ϵ,
ϵ = a− as

a
, (1.25)

where as and a are the lattice constant of the substrate and the growing film, respectively.
The initial stages of growth in heteroepitaxy proceed via the formation of 2D precursor
islands termed as platelets [131, 132]. Since the platelets are small in size, the effects of
misfit strain are not relevant to them and thus the nucleation kinetics can be described
by equations governing submonolayer nucleation kinetics discussed before [101, 133].
For the subsequent layers, the strain mismatch leads to accumulation of elastic strain
energy Eel in the growing film that grows linearly with layer thickness h [130, 134].

Eel = λϵ2h, (1.26)

where λ is a constant that predominantly accounts for the elastic modulus. The layers
grow pseudomorphically, layer-by-layer, till a critical thickness hc, beyond which the
strain energy in the growing film is relieved by the formation of dislocations on the
surface (Figure 1.14a) [100, 130, 135]. The high mobility of the surface dislocations

Figure 1.14 (a) Schematic showing the appearance of dislocations after a critical
thickness hc in SK growth mode. Lines represent lattice planes with thicker lines
for the substrate lattice and thinner lines for the growing film. The dislocations are
highlighted in red at the film/island interface. (b) STM image of periodic array of
Fe islands nucleated on the dislocation network of Cu bilayer on Pt(111) at 250 K.
Adopted from [108].
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along with the fact that they interact via repulsive interactions often leads to highly
periodic and symmetric pattern of dislocations on the surface [108]. These dislocations
strongly influence the mobility of the incoming adatoms and lead to ordered nucleation
and growth of 3D islands on the surface (Figure 1.14b) [106, 107, 136, 103]. Such a
growth mode, named after the scientists who noted it first, is also called as Stranski-
Krastanowa (SK) mode of growth [137]. It is worth noting that hc is strongly dependent
on lattice mismatch with higher lattice mismatch leading to smaller hc [130].

Like homoepitaxy, the nucleation and growth kinetics on structured surfaces have
been extensively studied with rate equation models [101, 102, 118, 129, 138, 139] which
have been often compared with the experiments and kinetic Monte Carlo (KMC)
simulations [108, 129, 124, 104]. In heteroepitaxy, the dislocations, by selectively
repelling/attracting the incoming adatoms to specific sites, serve as trapping sites on
the substrate [108, 133, 140, 141]. Hence, in addition to activation/diffusion energy
barrier Ea, trapping energy gain Et is introduced to take into account the the preferred
adsorption of adatoms due to dislocations. Thus, we can write the rate equations
for the adatom density n1, trapped adatom density n1t, stable island density nx and
trapped stable cluster density nxt as [129],

dn1

dt
= F − σ1Dn1(2n1 + nte + n1t) − σxDn1(nx + nxt + n1tν0e

−(Et+Ea)/kBT ,

dn1t

dt
= σ1Dn1(nte − n1t) − n1tν0e

−(Et+Ea)/kBT ,

dnx

dt
= σ1Dn

2
1,

dnxt

dt
= σ1Dn1n1t. (1.27)

Here, nte is the density of empty traps, ν0 is the attempt frequency, σ1 is the capture
cross section of a trap which is assumed to equal to capture cross section of an adatom,
and σx is capture cross section of a stable island. At low coverages, the desorption
process and the direct impingement of an adatom onto another adatom or a stable
island are found to be rare events and hence are neglected in Eqn.1.27 [129]. Numerical
integration of Eqn.1.27 with appropriate parameters allows one to follow the evolution
of nucleation kinetics with temperature (Black solid line in Figure 1.15a). Figure 1.15a
also shows experimentally determined variation of maximal critical nuclei density nc

with temperature for Co on Au(7 8 8) [129]. The excellent agreement between the rate
equations predictions and experiments is apparent from Figure 1.15a. Four distinct
regime can be clearly observed in the nucleation curve. At low temperatures (T < 55K),
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Figure 1.15 (a) Experimental Arrhenius plot of maximal cluster density for Co on Au(7
8 8) (solid squares) with temperature T . The rate equation integration (black solid
line) and the trap density/dislocation density (red dashed line) are also shown in the
plot. (b) STM images of Co on Au(7 8 8) for various temperatures (b) 50 K (c) 90 K
(d) 300 K (e) 450 K (images width 50 nm−except (b) 100 nm). Modified after [129].

atoms are unable to overcome the diffusion energy barrier Ea and the surface acts like
a homogeneous substrate [108, 129]. Therefore, the islands nucleate randomly on the
surface with no control over the island size distribution (Figure 1.15b). In this regime,
for small D, both atoms and colloids follow rate equation predictions and find that
nc depends only on Θ and saturates to a constant value, nc ≈ 0.03 for i = 1 [17, 101].
For 55K < T < 80K, although adatoms diffuse on the surface, their mean free path
remains smaller than the separation between the dislocations and nucleation events
continue to occur at random locations. Akin to homoepitaxy, nc versus 1/T exhibits
an Arrhenius-like dependence in this regime [108, 129]. A second plateau is observed
in nc for T lying between the 80 − 240K. Here, dislocations are able to influence the
diffusion of the adatoms on the surface and hence guide them to specific sites on the
substrate which subsequently results in site-specific nucleation and growth on the
substrate (Figure 1.15c) [108, 129]. It is worth noting that this plateau begins at the
temperature T when L that is set by D/F equals the inter-dislocation separation. At
high T s ( T > 240K), however, Ea is so large that dislocations are unable to bias the
adatoms diffusion on the surface and nc decrease drastically with T . In this regime,
nucleation and growth kinetics once again resembles growth on homogeneous surfaces
(Figure 1.15d and e) [108, 129]. In the plateau regime of nc, since crystalline islands
are periodically spaced and have nearly identical monomer capture rates the island

23



Introduction

size distribution is expected to be narrower than in the other regime which is indeed
observed in experiments and theory (Figure 1.16) [108, 129].

Figure 1.16 (a) A superlattice of islands formed on Ag deposition onto Pt(111) surface
at 110 K (Θ = 0.10ML). Island size distribution for random and ordered nucleation
in two different regime (curves theory; dots, experiments). The curve for ordered
nucleation is a binomial fit. The curve labelled i = 1 shows size distribution from
scaling theory for random nucleation on an isotropic substrate. Distributions are
normalized according to scaling theory (s is the island size in atoms, ⟨S⟩ its mean
value, and Ns the density of island with size s per substrate atom). Adopted from
[108].

In conclusion, it is worth mentioning that though the presence of surface dislocations
in atomic heteroepitaxy is the sole reason behind site-selective nucleation and growth
of 3D crystalline islands with a narrow size distribution, it is not the only mechanism
for strain relaxation in atomic heteroepitaxy. Strain in heteroepitaxy can also be
relieved via other means such as surface reconstruction [101, 142]. However, all the
strain relaxation mechanisms are mediated via long-ranged interaction potential. On
the other hand, the modes of strain relaxation in the colloidal system with short-ranged
attraction are yet to be explored in theory, simulations and experiments. In fact,
in light of recent experimental observations that vacancies are the only topological
defects in rigid colloidal crystals [143, 144], it is unclear whether ideas from atomic
heteroepitaxy can be extended easily to colloids.

Pattern-assisted Nucleation and Growth

By selectively patterning the substrate in specific regions, one can create regions of
high (low) nucleating activity on the surface which can promote (demote) site-specific
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nucleation and growth for molecular systems [109, 110]. For instance, Aizenberg et. al.
have used the techniques of microcontact printing with elastomeric stamps to pattern
metal substrate with self-assembled monolayers (SAM). The schematic protocol followed
for fabrication of the template is shown in Figure 1.17a-c. A versatile control over key
crystallization processes like location and density of nucleation events, crystallographic
orientations, were demonstrated by suitable optimization of various control parameters
such as density and sizes of features in master stamps and the concentration of
crystallizing solutions [109]. Moreover, for a given density of features on the template,

Figure 1.17 (a) Relief structure of the patterned PDMS stamps used for microcontact
printing. (b) Schematic representation of the experimental steps. (c) Scanning electron
micrograph (SEM) of the sample patterned surface. The insets illustrate crystal grown
under identical conditions on a non-patterned SAMs. Adopted from [109]. (d) xNCE

versus p∗ for experiments with organic molecules under different experimental conditions
shown in the legends and Monte Carlo simulations. The dashed pink line shows the
relationship xNCE = p∗−2. Insets show AFM images of growth of organic molecule at
133 oC, showing full nucleation control at p∗ = 0.8 (left) and partial nucleation control
at p∗ = 1.3 (right). Adopted from [110].

the diffusion equation was solved to estimate the maximal inter-feature length ld over
which full control over nucleation could be achieved. Strikingly, the value of ld obtained
from solving the diffusion equation under appropriate boundary conditions was in close
agreement with one determined experimentally [109]. Furthermore, in concord with
deposition-diffusion-aggregation (DDA) model of surface growth [145], ld was found to
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scale with D/F as ld ≈ (D/F )1/4. Later, Wang et. al. systematically investigated the
nucleation control efficiency (NCE) xNCE in epitaxy of organic molecules on selectively
patterned surfaces [110]. Mathematically, xNCE is defined as,

xNCE = Np

N
(1.28)

where Np and N are the number of patterned sites and total number of experimentally
observed islands on the surface, respectively. Further, given that N depends on the
experimental control parameters such as T and F , in order to compare xNCE across
a range of experimental parameters, a dimensionless periodicity p∗ = p/L is defined.
Here, p is the pattern periodicity on the substrate and L is the maximal inter-island
separation on an unpatterned substrate. L was estimated from island density N/A

as L = (N/A)−1/2, where A is the area of the unpatterned substrate. Figure 1.17d
shows the variation of xNCE with p∗. As expected, while a full control over nucleation
is achieved only for p∗ < 1, beyond which xNCE decreases drastically with p∗ [110].
To summarize, L which is controlled by D/F in surface growth experiments sets the
upper bound on the pattern periodicity Lp.

A key point to note from the preceding discussion is that the monomer surface
mobility is the single most important parameter that dictates nucleation density and
morphology of islands during film growth. Low surface mobilities can prevent monomers
from reaching the target sites and can result in a partial to complete loss of nucleation
control. Further, for a given D/F value, the maximal accessible inter-patterned
separation is found to be Lmax

p = L = (D/F )χ where based on different models, the
exponent χ lies in the range 1

6 < χ < 1
4 [101, 146]. A closer scrutiny of D/F values

accessible in atomic/molecular and colloidal systems reveals that for the former, a
broad window of D/F values spanning 10−1 − 109 can be readily accessed and thus, L
can be easily tuned to be larger than Lp allowing complete control over the nucleation
over a broad range of island densities. In contrast, for larger particles like colloids and
nanoparticles, D turns out to be quite small (D ∼ 0.01σ2/s) and consequently only
a narrower window of D/F values, 10−1 < D/F < 104, are accessible for them [17].
Unfortunately, over this range, L changes from 5 − 8σ only. Hence, for Lp ≥ 8σ, full
control over the nucleation is not feasible in conventional pattern-assisted nucleation
and growth. In such a scenario, we need new design strategies which yield templates
that overcome the diffusion-limited length scales and allow a robust control over the
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density of nucleation events on the substrate. To better understand this, we will revisit
the expression D = D0e

−Ea/kBT (Eqn.1.21) for plausible solutions.

The activation energy Ea of a particle on periodic potential is the difference between
the saddle-point energy Es (Figure 1.18a) and the binding energy Eb (Figure 1.18b)
[103].

Ea = Es − Eb. (1.29)

Given that spatial variation of both Es(x) and Eb(x) leads to a change in Ea, to know

Figure 1.18 The limiting scenario of diffusion barrier. (a) Only the saddle point energy
Es changes. (b) Only the binding energy Eb changes. Adopted from [103].

which one out of two can yield a directed diffusion of the particles on the substrate,
let’s look at the particle current jpq between to adjacent sites p and q [103].

jpq = a(ρpwp→q − ρqwq→p). (1.30)

Here, a2ρp represents the probability of finding a particle at site p and wp→q =
ν0exp(−β(Epq

s −Ep
B)) represent transition frequency from site p to q. Substituting the

value of wp→q and wq→p in Eqn.1.30 and expanding only to the linear terms,

jpq ≈ Dpq
ρp − ρq

a
+ µpq

ρp + ρq

2
Ep

B − Eq
B

a
(1.31)

where Dpq = a2√wp→qwq→p and µpq = βDpq. Here, Dpq and µpq are local diffusivity
and mobility of a monomer. It is evident that while first term in Eqn.1.31 represents
the Fick’s first law of diffusion [147, 148], the second one is the drift contribution to
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the current. Eqn.1.31 can be rewritten in a general form as,

J = −D∇ρ− ρD

kBT
∇EB (1.32)

It is clear from Eqn.1.31 and Eqn.1.32 that a gradient in the binding energy would add
a net drift to the particle current in the direction of increase in binding energy (Figure
1.18b) and hence transport them to the target sites. In Chapter 3, we will demonstrate
a new design strategy to fabricate templates that in presence of short-ranged depletion
attraction create a gradient in the binding energy and allow a remarkable control
over the size and symmetry of the growing colloidal crystallites. Having discussed
self-assembly and epitaxy, we will now move on to supercooled liquids and glasses.

1.5 Supercooled Liquids and Glass Transition

The underlying microscopic mechanisms behind glass transition and glasses continue to
remain one of the long-standing puzzles in condensed matter physics [14, 22, 149–160].
It is well known that when a liquid is cooled below its freezing temperature Tf , it
transforms to crystalline state, with well defined lattice parameters (Figure 1.19a).
However, if the same liquid is cooled rapidly, crystallization at Tf is bypassed and

Figure 1.19 (a) Different ways a liquid (red curve) can be transformed to a solid is
shown in (V, T ) plane at a constant pressure. If the liquid is cooled slowly, it crystallizes
below the freezing point (the green curve). If the same liquid is cooled rapidly (blue
curve), it bypasses crystallization and passes through a glass transition regime and falls
out of equilibrium below Tg. The dependence of Tg on rate of cooling is also shown.
Adopted from [156]. (b) The structure factor S(Q) for deuterated propylene glycol
(C3D8O2) at different temperature. Tg for C3D8O2 is 160K. Adopted from [161].
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the liquid enters the supercooled regime. On further cooling, at a temperature Tg

which depends on the quench rate, the dynamics of the system freeze. Interestingly,
accompanying this transition there is an onset of rigidity like in crystals. Tg is called
the laboratory glass transition temperature and systems below Tg are termed as
glasses. Conventionally, Tg is defined as temperature at which viscosity η = 1013

poise. Surprisingly, a decrease of temperature to around 2/3Tf leads to increase in η

by almost 14 order of magnitude with no discernible change in the static structure of
the liquid (Figure 1.19b). The temperature dependence of the viscosities for various
glass forming liquids is best represented in the Angell plot, log η versus Tg/T plot
(Figure 1.20) [149, 162, 163] that helps in classifying the glass forming liquids as
fragile or strong. Strong glass formers such as silica SiO2 and gernmania GeO2 show
Arrhenius dependence of viscosity or equivalently the structural relaxation time τα

with temperature (Figure 1.20),

η = η0 exp
(
EA

kBT

)
OR τα = τ0 exp

(
EA

kBT

)
(1.33)

Here, EA represents the effective activation energy for structural relaxations and can
be accounted to the local breaking of chemical bonds such as covalent, ionic, van der
Waals bonds etc. On the other hand, the fragile glass formers like ortho-terphenyl
and toluene have a non-Arrehenius dependence of η with T and hence EA shows a
strong temperature dependent behaviour. This super-Arrehenius increase in EA with
T (Figure 1.20) suggests that the structural relaxation in fragile glass formers can not
be accounted for by the energetics of the local bond breaking, rather it must be a
collective phenomena involving large number of particles. For fragile glass formers, the
variation of τα with T can be best fitted by empirical Vogel-Fulcher-Tammann (VFT)
law [164–166],

τα = τ0 exp
(

DT0

T − T0

)
D,T0 are constants, (1.34)

as well as Bässler law [167, 168],

τα = τ0 exp
K(Tonset − T

T

)2
. (1.35)

Tonset in Eqn.1.35 is the onset temperature of supercooling. Interestingly, while VFT
law suggests some kind of phase transition at a finite temperature T0 for the fragile
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Figure 1.20 Angell plot, viscosity η versus Tg/T for various glass forming liquids. T on
x− axis have been scald by respective Tg of the glass forming liquids. Adopted from
[153].

glass formers, Bässler law that is purely motivated by kinetic theory predicts glass
transition only at absolute zero kelvin.

In the quest to reconcile with the behaviour of η with T , in particular for the fragile
glass formers, there have been numerous theoretical attempts to uncover the physics of
glass transition. The prominent among them are the free volume theory by Cohen and
Turbull (1959) [169, 170], configurational-entropy theory by Adam and Gibbs (1965)
[171, 172], energy landscape picture by Stillinger and Weber (1983) [173, 174], mode
coupling theory by Bengtzelius, Götze and Sjölander (1984) [175, 176], Random First
Order Transition theory by Kirkpatrick, Thirumalai and Wolynes (1987) [177–179],
Dynamic Facilitation theory by Garrahan and Chandler (2002) [180, 181]. However,
mode coupling theory (MCT) which is a mean field theory is often the first line of
attack for the experimentalist. More importantly, this is the only theory that has
been extended to systems with shape anisotropy as well as to those with isotropic
short-ranged attractions. For the purposes of this thesis, we have used only MCT
and thus in the following section we discuss in detail the mode coupling theory of the
glass transition. For exhaustive discussions about other theories, readers can see recent
review articles by Gokhale et. al. [14] and Berthier et. al. [22].
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1.5.1 Mode Coupling Theory

Mode coupling theory (MCT), one of the earliest mean field theory to explain the slowing
down of dynamics of supercooled liquids and glasses, was proposed by Bengtzelius, Götze
and Sjölander [175, 176] and independently by Leutheeusser [182]. Here, the coupling
of slowly decaying time-correlation functions yields a dynamic crossover temperature
Tc with Tc > T0 [158]. MCT predicts a structural arrest based on non-linear feedback
mechanisms of microscopic density fluctuations ρ(q, t).

Fs(q, t) = ⟨δρ∗(q, t)δρ(q, 0)⟩
N

, (1.36)

where ρ(q, t) for a given wave vector q is,

ρ(q, t) =
N∑

j=1
exp[iq · rj(t)]. (1.37)

Here, N is the total number of particles, rj(t) is the position of jth particle at time t
and ⟨⟩ denotes the time averaging. Fs(q, t) is termed as the self-intermediate scattering
function and can be easily accessed both in computer simulations and experiments.
The static measurement of Fs(q, t) reduces to

Fs(q, t = 0) = ⟨δρ∗(q, 0)δρ(q, 0)⟩
N

≡ S(q) (1.38)

where S(q) is the static structure factor which is nothing but the Fourier transform
of particles’ position in real space. Further, it can be shown that the pair correlation
function g(r) in real space is connected to S(q) via [183]

S(q) = 1 + ρ
∫

dre−iq.rg(r) where ρ is density of the system. (1.39)

As per MCT, the starting exact equation of motion for Fs(q, t) is written as
[184, 185],

F̈s(q, t) + Ω2(q)Fs(q, t) +
∫ t

0
M(q, t− t′)Ḟs(q, t− t′)dt′ = 0 (1.40)

Here, Ω2(q) = q2kBT/mS(q), and m is the mass. The effects of all the non-trivial
interactions except the density fields on density fields itself are contained in the memory
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kernel function M(q, t) [22]. The kernel is further split into two terms [184],

M(q, t) = M reg(q, t) + Ω2m(q, t). (1.41)

While the first term on right hand side of Eqn.1.41 accounts for the dynamics of
the simple liquids at high temperatures, the second term takes care of fluctuating
forces due to slowly moving structure. If we assume that M reg(q, t) is a delta function,
M reg(q, t) = ν(q)δ(t), Eqn.1.40 is the equation of motion of a damped harmonic
oscillator with an additional term of retarded friction that is proportional to m(q, t)
[184]. The key challenge in solving Eqn.1.40 lies in arriving at a suitable approximation
for the m(q, t). In the idealised version of MCT, m(q, t) is expressed as a quadratic in
Fs(q, t) [184, 185],

m(q, t) =
∑

k+p=q
V (q; k,p)Fs(k, t)Fs(p, t) (1.42)

where the vertices V (q; k,p) are obtained using the structure factors [184]. These
assumptions lead to a closed set of coupled equations for Fs(q, t) or the "mode coupling
equations" whose solutions yields temporal evolution of the scattering function. The
temperature dependence in MCT equations enters via V (q; k,p) and are assumed to
be smoothly varying functions of all the control parameters [184]. It is noteworthy that
any singularities observed in MCT solutions are not due to the singularity in the input
parameters, but due to the non-linearity of the equations of motion itself [185]. Further,
given that this non-linearity is associated with the S(q) that is temperature dependent,
the observed temperature dependence in the behaviour of Fs(q, t) are entirely due
to the structure factor. Unfortunately, the complex nature of MCT equation allows
only for the numerical solutions. Hence, Bengtzelius, Götze & Sjölander [175] and
Leutheeusser [182] independently, assumed the structure factor to be a δ−function at
q0, the location of first peak in S(q) which transforms Eqn.1.40 into a single equation
for correlation function for q0 [185].

Φ̈(t) + Ω2Φ(t) + νΦ̇(t) + Ω2
∫ t

0
m[Φ(t− t′)]Φ̇(t′)dt′ = 0, (1.43)

where m[Φ] is a low order polynomial in Φ and Φ(t) = Fs(q0,t)
S(q0) . Eqn.1.43 involves a

single correlation function and is termed as schematic model [185]. Notably, in line
with MCT, the temperature dependence in Eqn.1.43 enters through the coefficients of
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1.5 Supercooled Liquids and Glass Transition

the polynomial m[Φ]. Interestingly, it has been shown that if the non-linearity in the
m[Φ(t)] exceeds beyond a specific threshold, Fs(q, t) does not decay to zero even at
infinite time limit and system becomes non-ergodic with the transition being termed
as mode coupling crossover. Next, let’s look at some of the key predictions of MCT
that can be tested in experiments and computer simulations.

Predictions of MCT

In order to investigate the validity of the MCT, it is imperative to study the temporal
evolution of correlation functions Φ(t) over full time as well as over a wide range
of temperatures. Figure 1.21 shows, the evolution of Φ(t) with t for a model with
m(Φ) = λ1Φ + λ2Φ2 where coupling parameters λi > 0, as computed by Götze
and Sjögren. The change in λis in the schematic models is analogous to change in
the temperature in real systems [184, 185]. At short times, Φ(t) shows a quadratic

Figure 1.21 Φ(t) versus t. Different curves corresponds to distinct λi value and are
chosen in such a way that their distance to their critical values decreases like 0.2/2n

for n = 0, 1, 2, ... (liquid, curves A, B, C, ...) and increase like 0.2/2n for n = 0, 1, 2, ...
glass, curves F′, D′, B′, ...). Adopted from [186].

dependence on t suggesting ballistic dynamics of particles (Figure 1.21). For high
temperatures, curve A, Φ(t) predominantly show an exponential decay. With decrease in
temperature (say curve D), however, a inflection point is observed in Φ(t) in the vicinity
of which correlation functions decay slowly. This regime is termed as β−relaxation
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regime. On further cooling (curve G), a clear plateau is seen at intermediate times, and
Φ(t) enters so called α−regime and eventually decay to zero. The physical reason for
a two-step relaxation at lower temperature is attributed to the caging of particles by
neighbours and is the most outstanding feature of MCT that distinguishes a supercooled
liquid from its high temperature counterpart. While the first step corresponds to rattling
of particles inside the cages formed by their neighbours (β-relaxation), the second
one corresponds to the cage rearrangements and escape of the particles from their
respective cages (α-relaxation). Beyond a critical temperature T < Tc (curve F′), the
height of plateau in Φ(t) increases and the plateauing begins at a much shorter times.
MCT predicts [151, 184] and experiments on polymer glass formers [187] find that
the height of the plateau scale as

√
|Tc − T |. Moreover, correlation functions (curves

F′, D′ and B′) do not show any decay even at t = ∞. The temperature Tc is termed
as the mode coupling crossover temperature. Remarkably, MCT predicts the decay
behaviours of the relaxations in α− and β− relaxation regimes and correlates them to
estimate Tc [186, 188, 189].

Decay Behaviour in β−relaxation regime

The decay behaviour of correlators in β−relaxation regime is expressed as [185, 189],

Fs(q, t) = fc(q) + hq

√
σg±(t/tσ) (1.44)

where q dependent constants fc(q) and hq represents the plateau height (also called
the non-ergodicity parameter) and amplitude, respectively. The ± in g± denote early
and late β−relaxation regime, respectively. σ is the separation parameter,

σ = C(T − Tc). (1.45)

In the early β−relaxation regime (time intervals close to the plateau but before it)
g+(t/tσ) shows a power law decay (Figure 1.22),

g+(t/tσ) =
(
t

tσ

)−a

for t

tσ
<< 1 (1.46)

The above time dependence of g+(t) is termed as critical decay law with exponent
0 < a ≤ 1/2. On the other hand, in the late β−regime (time intervals close to the
plateau but just after it), g−(t) shows a different power law dependence and is called
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1.5 Supercooled Liquids and Glass Transition

von Schweilder law (Figure 1.22),

g−(t/tσ) = −B
(
t

tσ

)b

for t

tσ
>> 1 (1.47)

where B is a constant and lies in the range 0 ≤ b ≤ 1. Moreover, a and b are also
related via the equation,

Γ(1 − a)2

Γ(1 − 2a) = Γ(1 + b)2

Γ(1 + 2b) . (1.48)

The time scale of β−relaxation, tσ is obtained as,

tσ = t0
|σ|1/2a

(1.49)

where t0 is the system universal constant. It is clear from Eqn.1.49 that the intercept
on T axis in a plot of tσ−2a versus T would yield Tc.

Figure 1.22 Φ(t) versus t for λ = 0.7 showing the extraction of power law exponent a
(dotted line) and von Schweilder exponent b (dashed line). Adopted from [190].

Further, it is worth noting that the constant hq in Eqn.1.44 is independent of both
time and temperature and thus time dependence in Fs(q, t) is only due to q−independent
g±(t) and hence "universal" in nature for a given system [185, 189]. In other words,
Eqn.1.44 implies that the relaxations in β−relaxation regime can be factorized into
space and time dependent components which are completely independent of each
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other. The factorization property can be demonstrated by taking the ratio of the
spatial-Fourier transform of Eqn.1.44, Fs(r, t) = fc(r) +H(r)

√
σg±(t) [189, 191],

Fs(r, t) − Fs(r, t′)
Fs(r′, t) − Fs(r′, t′) = H(r)

H(r′) (1.50)

and showing that it is independent of t. Here r and r′ and are arbitrary and t and t′

lie in the β−relaxation regime (Figure 1.23).

Figure 1.23 Ratio of critical amplitudes for different times in β−relaxation regime
for distinct part of van Hove correlation function in a binary Lennard-Jones system.
Adopted from [191].

Decay Behaviour in α−regime

The long time decay of Fs(q, t) for supercooled liquids follow a stretched exponential
and yields the structural relaxation time τα [186, 192],

Fs(q, t) = f exp[−(t/τα)β]. (1.51)

Here β is the stretching-exponent. MCT predicts τα to diverge as power law on
approaching Tc,

τα(T ) ∝ (T − Tc)−γ (1.52)

where the scaling exponent γ is dependent on the exponents a and b as,

γ = 1
2a + 1

2b. (1.53)
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1.5 Supercooled Liquids and Glass Transition

Eqn.1.46 and Eqn.1.47 are often used to calculate a and b, respectively, in experiments
and compute simulations. Strikingly, once again intercept on T axis in the plot of
τα

−1/γ versus T yields Tc.
The other distinct feature of α−relaxation regime is the time-temperature superpo-

sition principle (TTSP) [193, 194]. This means that if Fs(q, t) at different temperatures
are scaled by their respective τα, Fs(q, t) at different T overlaps on a master curve only
in the α−regime (Figure 1.24).

Figure 1.24 The collapse of Fs(q, t) on a master curve (dashed line) in α−relaxation
regime obtained from von Schweilder law for Lennard-Jones binary system. The time
axis rescaled with τα. The temperature in kelvin (from left to right): 5.0, 4.0, 3.0, 2.0,
1.0, 0.8, 0.6, 0.55, 0.5, 0.475 and 0.466. Adopted from [194].

In summary, MCT is one of the earliest microscopic theory of glass transition whose
predictions have been extensively tested in experiments as well as computer simulations.
However, one needs to take note of the fact that MCT best captures the dynamics only
in the supercooled regime (T > Tc). In the vicinity of Tc, it is believed that hopping
processes which are neglected in MCT equations starts playing a dominant role and
when included the singularity at Tc vanishes [186]. In the extended version of MCT, it
has been indeed shown that the correlation functions decay completely even beyond
Tc (Figure 1.25). However, inspite of these limitations, MCT continue to be the most
preferred tool to understand the structure and dynamics of supercooled liquids. Quite
remarkably, this is the only theory that has been extended to particles with isotropic
attractive interactions [195] as well to one with shape anisotropy [196, 197] and will be
discussed next.
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Figure 1.25 The singularity at Tc in (a) ideal MCT equations vanishes in the (b)
extended version of MCT that includes the hopping processes. Adopted from [186].

1.5.2 MCT and Attractive Glasses

A systematic tuning of interaction potential in colloidal/molecular systems from hard
sphere repulsion to short-ranged attraction leads to the emergence of rich and novel
phase diagrams [66, 155, 198, 199]. Using the square-well model of inter-particle
attractions, the phase diagram of the colloid-polymer mixture has been extensively
probed within the framework of MCT [195, 200]. The key feature of the system with
short-ranged attractive interactions is the existence of two competing length scales−
the range of hard-core repulsive potential and that of attractive well. However, it
is the ratio of the attractive to repulsive range, ϵ = ∆/σ, that dictates the phase
behaviour of the system [155]. A large ϵ leads to behaviour that are similar to van
der Waals fluids, however, as the range of attraction ∆ narrows, the glass transition is
observed to be temperature/attraction strength dependent and moves to lower Φs. The
typical phase diagram in (T,Φ) plane, as predicted by MCT, is shown in Figure 1.26a.
With the addition of square-well short-ranged attraction to the hard sphere potential,
MCT predicts two lines of transition from liquid to glass [195, 200]. While one of
them extends to high temperature and asymptotically approaches the repulsive glass
transition Φc, the other line originates at some finite value of attractive potential and
is almost parallel to the Φ−axis at lower temperature. The former is called repulsive
glass line (RGL) and the latter is termed as attractive glass line (AGL). At a fixed Φ,
as we move down the T -axis, the transition line move towards higher Φ (RGL) and
comes back to a lower Φ (AGL) with increasing attraction strengths. This phenomena
is termed as reentrant in glassy dynamics i.e. at a fixed Φ greater than the repulsive
glass transition Φc, the repulsive glass melts to an ergodic fluid and forms a novel
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1.5 Supercooled Liquids and Glass Transition

Figure 1.26 (a) Phase diagram for a square-well system at various ϵ. Adopted from
[200]. (b) Schematic to show the A3 singularity. Adopted from [155].

glass - attractive glass - at even higher interaction strengths. As mentioned before, the
reasons for emergence of two different glasses are due to two different competing length
scales set by attractive and repulsive potentials. The dynamics in repulsive glasses is
dominated by cage relaxations whereas in attractive glasses, the bonding between the
particles dictate the dynamics. Also, the shift of RGL to higher Φ depends on the
relative width of the attractive potential to the repulsive potential ε (Figure 1.26a).
MCT further predicts that irrespective of the shape of interaction potential, there exist
a window of attraction potential well-widths for which attractive and repulsive glasses
coexist (Figure 1.26b) [200, 195]. This coexistence curve terminates in a higher order
dynamical singularity, the end point of AGL, called the A3 singularity, beyond which
the distinction between attractive and repulsive glasses vanishes (Figure 1.26b). This
implies that the length scale set by the range of the interaction potential is comparable
to how much a particle can move within a cage. Furthermore, correlation functions
such as Fs(q, t) that exhibit a two-step relaxation for attractive and repulsive glasses
are predicted to show a logarithmic decay in the vicinity of the A3 singularity [195, 200].
Thus far, the experimental evidence of logarithmic decay has only been in a copolymer
micellar system (Figure 1.27) [199].

1.5.3 MCT and Phase Diagram of Ellipsoidal Particles

The first tentative phase diagram for ellipsoids, the simplest deviation from spherical
particles, as function of aspect ratio α = l/w was proposed by Frenkel et. al. in 1984
[201]. Here l and w are major and minor axes of ellipsoid. Later, using molecular mode
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Figure 1.27 The intermediate scattering function Fs(q, t) measured at Φ = 0.535, where
liquid-to-attractive glass transition is predicted, as function of T . The logarithmic
decay, preceding the plateau region, in the vicinity of A3 singularity (T = 298K) is
shown by the solid line in the linear-log plot. Adopted from [199].

coupling theory (MMCT) [202–204], a rich and complex phase diagram for ellipsoids
have been proposed (Figure 1.28). MMCT predicts that with increasing α, the glass
transition for prolate ellipsoids is primarily driven by the orientational DOF [203].
Additionally, it also predicts a two-step glass transition for α ≥ 2.5, with formation of
nematic domains where interdomain orientational freezing precedes the intradomain
translational freezing and a single conventional glass transition for short α (α ≤ 2.5)
[203].

1.6 Colloidal Supercooled Liquids and Glasses

1.6.1 Repulsive Colloidal Glasses

The microscopic insights of structure and dynamics from colloidal supercooled liquids
and glasses have helped validate, disprove and guide our basic understanding of glasses
and glass transition. However, it is important to highlight at the outset, the fundamental
difference between colloids and their atomic counterparts [205–207]. While the short
time dynamics are ballistic in atomic systems, they are diffusive in nature for colloids.
Further, the role of hydrodynamic couplings in dense colloidal suspensions are not
well understood [208]. But, recent simulations have shown that these two effects are
unimportant for glass transition physics [209–212]. The third point of difference is
in context to polydispersity of the colloidal samples which eventually frustrates the
system from crystallization [213, 214] and shifts the glass transition points to a higher
Φs [215–217]. In addition, recent observations of spontaneous crystallization of colloidal
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Figure 1.28 Phase diagram for the ideal glass transition of ellipsoids. The solid and
dashed lines depict type-B glass transition lines φB

c (α) and φB′
c (α), respectively. The

thin solid line is the φA
c (α) glass transition line. The nematic instability occurs at

φnem(α) and is shown as thin dashed-dotted lines. The inset shows the situation around
φ = 2.5 where the φB

c (α) glass transition line merges into the φB′
c (α) transition line.

For φ > 2.5 the φB′
c (α) transition is the physical one (thick dashed line) whereas for

φ < 2.4 it is an unphysical solution (thin dashed line). Adopted from [203].

glass in microgravity [218] has led to some controversy about the effect of gravity on
colloidal glass transition phenomena. However, given the fact that predictions from
gravity free simulations are in excellent agreement with colloidal experiments, it is
plausible that gravity does not have any role in the observations of colloidal glasses.
It is worthwhile to mention that whether or not hard spheres show a glass transition,
there is clearly a change in the nucleation mechanism in the vicinity of glass transition
[207]. After enlisting the key differences between the atomic/molecular and colloidal
glass formers, we turn our attention to colloidal supercooled liquids and glasses.

In 1982, Lindsay and Chaikin were first to observe a glassy phase in a binary
colloidal system [58]. Later, a systematic study of phase diagram as function Φ by
Pusey and Megen in 1986-87 showed the glass transition in sterically stabilized PMMA
colloidal particles [60, 219]. Coincidently, the initial foundations of the key theories on
glass transition like MCT had been already laid down by then. Hence, experiments
on colloidal supercooled liquids and glasses and simultaneously computer simulations
became a hotbed of activity to test the predictions/validity of these theories. Pusey et.
al. used the techniques of dynamic light scattering (DLS) to probe the dynamics at
various Φs [219]. In DLS, the temporal fluctuations of scattered light, at a given wave
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vector q, have information about the dynamics of the system. The normalized time
correlation of the scattered light for a given q, g(2)(q, t) yields the self-intermediate
scattering function Fs(q, t)

g(2)(q, t) = 1 +
(
cFs(q, t)
S(q)

)2

(1.54)

where c is an instrument constant. Figure 1.29 shows the typical decay profile of Fs(q, t).
While at low Φs, Fs(q, t) show an exponential decay, for intermediate Φs, it decay

Figure 1.29 Semilogarithmic plots of Fs(q, t), measured at first peak of static structure
factor, against delay time τ for different samples. A-fluid; C∗- fluid-fluid coexistence;
B, C, D- fluid-crystal coexistence; E and F- crystals; G, H, I, J- glass. Adopted from
[219].

non-exponentially. For high Φs, Φ > 0.565, only partial decay in Fs(q, t) is observed
and the systems were found to be glassy. The lowest Φ at which Fs(q, t) decayed only
partially was termed as glass transition volume fraction Φg = 0.565. Interestingly, for
HS potential, MCT predicts Φc = 0.52. The prime reason behind underestimation of
Φc is thought to be due to the non-inclusion of dynamical heterogeneities and activated
hopping in the relaxation process.

In a seminal work, Weeks et. al. [19] and Kegel et. al. [20] independently used
micron sized colloidal particles to investigate the structure and dynamics of supercooled
liquid and glasses at single-particle resolution. The particle dynamics was quantified
using the mean squared displacements (MSD). In two-dimensions (2D), MSD can be
expressed as,

⟨∆r2(t)⟩ = 1
N

N∑
j

(xj(t+ t0) − xj(t))2 + (yj(t+ t0) − yj(t))2. (1.55)
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Here N is the total number of particles, xj(t) and yj(t) are the coordinates of jth

particle, t0 is the lag time, ⟨⟩ indicates average over all particles and for all initial
times t for a particular time interval t0. MSD as a function of Φ is shown in Figure
1.30A. At low Φs, dynamics is diffusive, ⟨∆r2(t)⟩ = 4D∆t with D being the diffusion

Figure 1.30 (A) ⟨∆r2(t)⟩ at various Φs as indicated in the plot. The solid line has a
slope 1. (B) The non-Gaussian parameter α2(t) and (C) the particle averaged cluster
size of fast particles ⟨Nc⟩ with t. The Φs in (B) and (C) are color coded as in (A). The
dashed line in (C) shows the expected result for random distribution of fast particles.
Adopted from [19].

coefficient of particles. Interestingly, D can also be estimated independently using the
Stokes-Einstein (SE) equation, D = kBT

6πηa
, where a is the size of the particles. We will

come back to SE relation while discussing about the transport properties of supercooled
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liquids little later. Currently, we focus on the dynamics of supercooled liquids and
glasses. With increase in Φ, the MSD develops a plateau at intermediate times and
the dynamics become sub-diffusive; ⟨∆r2(t)⟩ = 4D∆tν with ν < 1 [19]. The plateau
in MSD indicates caging of particles by their neighbours which become stronger with
increasing Φ. These observations are in agreement with MCT [151, 194]. After the
plateau, at a characteristic time t = t∗, an upturn in MSD indicating cage relaxation is
observed. The upturn in MSD signifies inhomogeneities in the particles dynmics and
can be quantified using the non-Gaussian parameter, α2(t) [19].

α2(t) = ⟨∆r(t)⟩4

2⟨r(∆t)⟩2 − 1 (1.56)

where ∆r(t) is the displacements of particles over t. Since for any Gaussian process all
higher order (even) moments can be expressed in terms of its second moment ⟨r2(∆t)⟩,
and hence α2(t) = 0 for diffusive dynamics. However, for supercooled liquids, at a
fixed Φ, dynamics become increasingly heterogeneous on approaching t∗, in the vicinity
of which dynamics is believed to be most heterogeneous and α2(t) shows a maximum
at t = t∗ (Figure 1.30B). Notably, for Φ ≥ 0.58, the peaks in α2(t) are broader with
amplitude smaller than what is observed at lower Φs (Figure 1.30B). This sharp change
in behaviour of α2(t) was identified as glass transition with Φg = 0.58 ± 0.01 [19] which
was in agreement with the previous works [60, 219, 220]. The non-Gaussian nature of
particle dynamics at t∗ are best reflected in the probability distribution of displacements,
P (∆r(t)), over t∗ (Figure 1.31). The tail of the distribution is non-Gaussian signifying

Figure 1.31 The probability distribution of displacements P (∆r(t)) over t∗ for Φ = 0.56.
The dashed line is best fit Gaussian, the solid line is a stretched exponential fit to the
tail of the distribution. The particles within dotted lines are slowest 95%. Adopted
from [19].

that a fraction of total particles have a higher mobilities as compared to their neighbours
(Figure 1.31). The dynamics over t∗ are thus heterogeneous and more importantly
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these dynamical heterogeneities were observed to be spatially clustered (Figure 1.32)
[19]. For the first time, dynamical heterogeneities (DH), believed to be pathways of

Figure 1.32 Spatial distribution of clusters of fastest particles (large spheres). For
clarity, the slowest 95% of the particles are shoen as small spheres in the background.
(A) Supercooled liquid at Φ = 0.56 (B) Glass at Φ = 0.60. Particles belonging to same
clusters are shown in same colour. Adopted from [19].

structural relaxations in supercooled liquids [172], were observed in an experiment.
Further, the particle averaged cluster size of fast particles ⟨Nc⟩ defined as [221],

⟨Nc⟩ =
∑

n n
2P (n)∑

n nP (n) (1.57)

follows the same trend with time as α2(t) (Figure 1.30C). Here, P (n) is the probability
of finding a cluster of size n. ⟨Nc⟩ peaks at t = t∗ (Figure 1.30C). Moreover, ⟨Nc⟩
increases on approaching Φg and decreases drastically beyond Φ = 0.58 ∼ Φg [19]. The
dramatic change in the behaviour of ⟨Nc⟩ reinforces the claim of Φg = 0.58 ± 0.01. The
decrease in ⟨Nc⟩ beyond Φg was attributed to much slower relaxation i.e. t∗ in the
vicinity of Φg corresponds to β−relaxation and not to cage relaxation [19]. Interestingly,
in a recent work, Nagamanasa et al. [15] have shown that the shape of DH become
progressively compact with increase in supercooling (Figure 1.33) and is in concord
with random first order transition (RFOT) theory, a prominent thermodynmic theory
of glass transition [222, 223].

1.6.2 Attractive Colloidal Glasses

Verduin and Dhont were first to observe the gel phase in colloid-polymer mixture
wherein colloidal particles form interconnected static structure [198]. Interestingly, the
dynamical behaviour of the "gel phase" was observed to be similar to the repulsive
colloidal glasses [198, 224]. For instance, analogous to increase in Φ for polymer-free
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Figure 1.33 Representative cluster morphologies for 25-particles clusters for φ = 0.74,
φ = 0.76 and φ = 0.79. Adopted from [15].

repulsive glasses, the dynamics of gels slow down with increase in the attraction
strengths (polymer concentration cp). Remarkably, Pham et. al. [66] and Eckert
et. al. [225] independently, using colloid-polymer mixture, polymer particles induce
short-ranged attraction between particle, studied the role of attraction on structure and
dynamics of supercooled liquids and glasses. Figure 1.34a shows the colloid-polymer
phase diagram in (cp,Φ) plane with long time decay value of correlation function
as the quantifier of the dynamics. For a narrow range of Φs with Φ > RGΦg, as

Figure 1.34 (a) Phase diagram of colloid-polymer mixture in (cp,Φ) plane. Open
symbols represent thermally equilibrated samples: fluids (triangles), fluid-crystal
coexistence (diamonds), fully crystalline (inverted triangles). Solid symbols represent
non-equilibrated samples: repulsion driven glass (circles), attraction driven glass
(squares). The dashed curves are guide to the eye for the observed glass transitions.
Solid lines are MCT predicted glass transition lines. (b) Self-intermediate scattering
function Fs(q, t) as a function of t at various depletion concentrations cp and at a fixed
Φ. Sample A- repulsive glass, sample B- ergodic fluid, sample C, D and E- attractive
glass. Adopted from [66].

a function of increasing attraction strengths, a repulsive glass (sample A in Figure
1.34a) melts to an ergodic fluid at intermediate cps (sample B in Figure 1.34a) and
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enters a novel glassy phase-attractive glass at higher cp (sample C, D and E in Figure
1.34a). These observation were corroborated with the decay profile of Fs(q, t) (Figure
1.34b). At low and high attraction strengths, as expected in glassy systems, Fs(q, t)
showed a two-step relaxation with only a partial decay even at long times. Whereas,
at intermediate attraction strengths, analogous to the dynamics in mildly supercooled
liquids, Fs(q, t) showed complete decay. Thus Φgs at intermediate cps shift to higher
Φs. Hence, consistent with MCT predictions, at a fixed Φ > RGΦg, repulsive glass
first melts at intermediate cps and then reenters yet another glass phase called an
attractive glass at higher cps. Moreover, the plateau value of Fs(q, t) at long times for
attractive glasses (samples C, D and E) are found to be larger than their repulsive
counterparts (Figure 1.34b). This is attributed to a relatively stronger freezing in
of long-wavelength collective density fluctuation in attractive glasses [66]. Though
the short-time dynamics in attractive glasses is dominated by bond breaking, recent
simulations have shown that analogous to repulsive glasses, structural relaxations at
long times for attractive glasses are governed by cage rearrangements only [226].

It is apparent from the preceding discussions that colloid-polymer mixture exhibit a
rich and complex phase diagram that can be rationalized within the framework of MCT
[155, 195, 200]. However, given the fact that MCT equations can correctly account
for the dynamics only in the mildly supercooled regime, it would be worthwhile to
extend other theoretical formalisms such as RFOT to study the phase diagram of
the colloid-polymer mixture at high Φs. Further, it is as yet not clear whether the
idea of glasses driven by attractions should also encompass the gels, colloid-polymer
mixture at relatively low Φs and high cps, which unlike attractive glasses, have poor
mechanical stability [155]. Moreover, it is believed that insights gleaned from the colloid-
polymer mixtures might have implications in biological fields such as crystallization of
globular proteins [227–229]. Here, it is thought that the short-range of the attraction
potential in globular proteins in comparison to their size leads to suppression of protein
crystallization [227, 230].

1.6.3 Shape Anisotropy and Glass Transition

Anisotropy in shape and/or interactions is a feature of many molecular systems [231].
Particle shape strongly influences their packing [156] as Donev et. al. [50] have shown
that oblate ellipsoids with aspect ratio α ∼ 0.526 (close to M&M candies) can pack
beyond the random closed packing (RCP) of spheres (ΦRCP = 0.64). They attribute
the attainment of the higher packing fraction to the extra degree of freedom (DOF)
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available to ellipsoids as compared to spheres. While jamming and glass transition
may be linked, it is only recently that the role of shape anisotropy in the physics of
glass transitions has been probed. Figure 1.35 shows the complete phase diagram
of ellipsoids in (Φ, α) plane [202–204]. In 2003, Cang et. al. showed that the 5-CB

Figure 1.35 Phase diagram of uniaxial hard ellipsoids in (Φ, α) plane. Solid and
hollow symbols correspond to fluid-solid transition and isotropic-nematic transition,
respectively. The black (dark) line is maximum achievable density [232]. Cyan (light
gray) dashed line and blue (dark) dashed lines are guide to the eye which join the
fluid-solid transition and isotropic-nematic transition, respectively. The cyan (light
gray) solid lines indicate fcc-SM2 transitions [202]. Black (dark) plus symbols (isotropic-
nematic) and asterisks (nematic-solid) are taken from the ref. [201]. Adopted from
[233].

liquid crystalline molecule has two glass transition temperatures [234]. As predicted by
MMCT [203], they alluded the first glass transition temperature TCH to the freezing of
the local nematic order associated with the pseudonematic domains and the second
TCL to the freezing of intradomain dynamics of pseudonematic domains. Later, using
micron sized prolate colloidal ellipsoids of α = 6 in quasi-2-dimension (2D), Zheng et.
al. showed pseudonematic ordering with branch like structures [235]. The translational
and orientational dynamics were quantified using Fs(q, t) and orientational correlation
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function Ln(t), respectively. Mathematically, Ln(t) in 2D is defined as,

Ln(t) = 1
N

N∑
j=1

cosn(θj(t+ t0) − θj(t)). (1.58)

Here, N is the total number of particles, θj(t) is the orientation of the jth ellipsoid
at time t, t0 is the lag time and ⟨⟩ denotes the time averaging. The glass transition
area fraction φg for both translational and orientational DOF was estimated using
MCT scaling arguments [235]. Consistent with MCT predictions, τ−1/γ

α was found to
be linear in φ for both translational and orientational DOF and yielded orientational
glass transition area fraction φR

g = 0.72 ± 0.01 and translational glass transition area
fraction φT

g = 0.79 ± 0.01 (Figure 1.36). This was in qualitative agreement with

Figure 1.36 τ−1/γ
α versus φ. Open and solid symbols correspond to orientational and

translation DOF, respectively. Dashed and solid lines are linear fits to the data.
Adopted from [235].

experiments on liquid crystals [234], MMCT predictions and computer simulations
[196, 197, 203]. Further, in excellent agreement with Cang et. al. [234], most of
translationally most-mobile particles were confined within the psuedonematic domains
and most of rotationally most-mobile particles were observed at the domain boundaries
(Figure 1.37) [235]. In addition, the width of the intermediate orientational glass regime
which lies between φR

g and φT
g increases as the aspect ratio of ellipsoids increase [235].

Interestingly, while colloidal ellipsoids of large aspect ratio yielded a two-step glass
transition [235], MMCT predicts a single glass transition in 3D for ellipsoids with
α < 2.5 [203]. Nevertheless, thus far, even in 2D there is no experimental evidence
for the same. Hence, it would be worthwhile to investigate the self-assembly and
structural relaxation in supercooled liquid and glasses of short colloidal ellipsoids.
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Figure 1.37 The spatial distribution of rotational (b, d, f) and translational (a, c, e)
most-mobile particles of the system. (a), (b) at φ = 0.70 (supercooled liquid); (c), (d)
at φ = 0.77 (orientational glass); (e), (f) at φ = 0.81 (glass). Ellipsoids in same clusters
have same color. Adopted from [235].

More importantly, taking advantage of geometric nature of depletion interactions, the
two radii of curvature of ellipsoids in presence of depletants would lead to anisotropic
interactions [236] where lateral alignment of ellipsoids would be preferred as compared
to their tip-to-tip alignment (Figure 1.38). The role of such interaction anisotropy

Figure 1.38 Anisotropic depletion attraction in ellipsoids. Due to the larger overlap
of the excluded volumes (green shaded regions), configuration 1 is preferred over 2.
Depletant molecules are shown in solid blue spheres. Red dashed lines around each
ellipsoid represent the excluded volumes.

in the physics of glass transition is yet to be probed in experiments, simulations and
theory. Moreover, this can also lead to the exploration of reentrant glass dynamics in
systems with anisotropic interactions and in fact has been probed in Chapter 4 of this
thesis.
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1.7 Transport Properties of Colloidal Suspensions

In contrast to the flow properties of the fluids which are usually Newtonian in nature,
the transport properties of the same fluid with dispersed colloidal particles−colloidal
dispersions− are often unusual and unique [23, 61, 237–241]. The addition of solid
particles increase the effective viscosity of the fluid and at large particle concentrations
often lead to pronounced non-Newtonian behaviour like shear thinning [23, 241, 242]
and shear thickening [23, 240, 241, 243, 244] that have tremendous application in
industries as well as in day-to-day life. We will first look at the transport properties of
a single Brownian particle in a fluid. If a particle of size a is dropped in a fluid with
viscosity η, the final velocity v of the particle will be the net outcome of gravitational
force and the frictional drag force. Further, the mechanism that causes the drag
depends on a dimensionless quantity called Reynolds number Re which is defined the
ratio of inertial to viscous drag [245, 246],

Re = ρva

η
(1.59)

where ρ is the density of the particles. Reynolds number quantifies the relative
importance of the two forces i.e. inertial and viscous for specific flow conditions. Unlike
large particles, for colloids (µm in size), the Re is very low and hence it is the viscous
drag that dictates their transport properties. With this in mind, one can find out
diffusivity D of the Brownian particle suspended in a fluid. As mentioned earlier, the
random bombardment of the liquid molecule on the particle results in a unabated
fluctuating motion of the particle. In other words, the motion of the colloid is analogous
to the random walk problem i.e. while the averaged mean displacements of particle
would be zero, the mean squared displacements would be proportional to the number of
steps and hence the time; ⟨(R(t))2⟩ = Dt [237, 247]. D can be determined by solving
the Langevin equation [248–250] and it is found that,

⟨(R(t))2⟩ = kBT

ς
t. (1.60)

Interestingly, before Einstein arrived at the above equation in his doctoral thesis in
1906, Sutherland had already published these findings in 1905 [251]. Thus, the diffusion
constant D of the particle is given by the Einstein/Sutherland relation,

D = kBT

ς
. (1.61)
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Although, the form of ς is strongly dependent on the shape of the tracer and in general
is unknown [252], for a spherical particle at low Reynolds number, Stokes showed that
[253, 254],

ς = 6πηa. (1.62)

Hence for a spherical particle, combining Eqn.1.61 and Eqn.1.62, one arrives at

D = kBT

6πηa. (1.63)

Eqn.1.63 is the Sutherland-Stokes-Einstein (SSE) relation, though it is routinely referred
as Stokes-Einstein (SE) relation.

1.7.1 Stokes-Einstein Relation for Supercooled Liquid

Although, both supercooled liquids and their high temperature counterpart have similar
static structure (Figure 1.19), a key feature unique to the latter is the validity of SE
relation. The validity and its limit for supercooled liquids have been extensively
investigated in experiments [183, 255–266], theory [183, 267–272] and computational
[183, 273–286] studies. A general observation is that for low molecular weight liquids
(fragile glass formers), SE relation breakdown, D ∝ (T/η)ξ with ξ < 1, for 1.5Tg < T <

Tg with Tg being laboratory glass transition temperature. Before the advent colloids
as model atoms where diffusion coefficient can be directly measured from the particles
trajectories, the translational diffusivity of the tracers DT used to be obtained from the
decay profile of Fs(q, t) that are usually measured using 1H NMR or DLS spectroscopy
[257, 260, 261, 265, 287, 288]. The superscript T will be used to denote parameters
associated with translational DOF. Fs(q, t) in Eqn.1.36, in the limit of small q and
large t can be rewritten as [289],

Fs(q, t) = exp(−DT q2t). (1.64)

DT can also be directly measured from particle trajectories as,

DT ≡ lim
∆t→∞

1
6∆t⟨R

2(∆t)⟩ (1.65)

where, ⟨R2(∆t)⟩ represents the translational mean squared displacements. Since,
τα obtained from various correlation function such as overlap function q(t), self-
intermediate scattering function Fs(q, t) scales linearly with η/T (τα ∝ η/T ) [281, 290,
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291], in many of the works that investigate the transport properties of supercooled
liquids, DT is plotted with τα for testing the validity of SE relation. Figure 1.39a and b
show the variation of DT with T and τα, respectively. Further, it has also been shown

Figure 1.39 (a) Self-diffusion coefficients of OTP compared to viscosity η. The left axis
is logD for diffusion coefficients determined by NMR [288] (solid circle) and isothermal
desorption (solid squares). The right axis is T/η (solid line), which has been shifted to
overlay the values of high-temperature self-diffusion data. The dotted line is η−0.80,
vertically shifted. The inset shows the structure of OTP. Adopted from [257]. (b)
Scaled diffusion coefficients D versus scaled structural relaxation time τα for various
interaction potenials. Adopted from [283].

that the extent of SE breakdown depends on the spatial dimensionality also− with
weak or no breakdown ξ ∼ 1 until Tg in four dimensions, and breakdown becoming
progressively stronger (ξ < 1) with decreasing dimensionality [281, 292]. Surprisingly,
simulations find that in 2D, SE relation is not valid even at high temperature [282, 281].
However, SE exponent still shows a crossover from ξ > 1 to ξ < 1 in the vicinity of
T ∼ 1.2Tg [281, 282].

Thus far, the prime reason for the breakdown of SE relation in supercooled liquids
have been attributed to the presence of dynamical heterogeneities i.e. the regions of
predominantly fast particles that contribute primarily of D are spatially decoupled from
the slow regions that governs the bulk viscosity (η) or equivalently structural relaxation
time (τα) [183, 267, 268]. Interestingly, this breakdown is appropriately reflected
in numerous parameters such as stretching exponent β, non-Gaussian parameter
α2(t), dynamical susceptibility χ4 that quantify the dynamical heterogeneities (DH) in
supercooled liquids and glasses [19, 183, 235, 293–297]. We recall that for supercooled
liquids, the long-time decay of density correlation functions like Fs(q, t) do not show
an exponential decay, rather it decay as a stretched exponential; Fs(q, t) ∝ e−(t/τα)β .
A value of β < 1 signifies the presence of DH [19, 183]. Moreover, β decreases with
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increase in supercooling (Figure 1.40). Similarly, as discussed before, α2(t) measures the

Figure 1.40 The stretching exponent β obtained from fitting of long-time decay of
Fs(qm, t), qm is the position of first peak position in structure factor S(q). Modified
from [235].

contribution of non-Gaussian displacements to dynamics and hence α2(t) > 0 indicates
the presence of DH in the system and the magnitude of α2(t∗) increases with increase in
supercooling (Figure 1.30B) [19, 183]. Thus, it is clear from above that both β and α2(t)
are two-point correlation functions and unambiguously reflect the presence of dynamical
heterogeneities in supercooled and glasses. However, two-point correlators fail to reveal
whether these dynamical heterogeneities arise due to purely local fluctuations or rather
associated with spatially correlated fluctuations whose length scale grows with increase
in supercooling. As a matter of fact, this length scale quantified using four-point
dynamic correlation function χ4(t) has been shown to increase on approaching the
glass transition [183, 293–298]. In simple word, while two-point correlators measure
the dynamics of the systems, four-point ones quantify the fluctuations in two-point
correlators i.e. fluctuations in the dynamics of the system. It is important to note that
there is a fundamental difference in the way α2(t) and χ4(t) measure DH. While, in
former the dynamics of most-mobile particles of supercooled liquids are monitored, in
the latter it is the correlation of slow particles that is investigated. The number of slow
particles Ns(t) in a time duration t is defined as [283, 299],

Ns(t) =
N∑

k=1
wk(t) (1.66)
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where wk(t) is the microscopic overlap function,

wk(t) = ϑ
[
a− |rk(t) − rk(0)|

]
(1.67)

where ϑ is the Heaviside’s step function and rk(t) is the position of kth particle at time
t. Physically, wk(t) takes a value of 1 only if particles have displacements that are less
than a over t. Usually a is chosen to be less than the particle size. The fluctuations in
the number of slow particle Ns(t) yields χ4(t) [299].

χ4(t) = 1
N

(
⟨N2

s (t) − ⟨Ns(t)⟩2
)
. (1.68)

χ4(t) directly measures the number of particles involved in a correlated rearrangements
or the size of DH. As mentioned earlier, unlike α2(t) which shows a maximum in
the vicinity of characteristics cage rearrangement time t∗ < τα, χ4(t) peaks in the
vicinity of τα [19, 183, 235, 293–297]. As expected, both τα and the peak-amplitude
of χ4 increase with increasing supercooling (Figure 1.41a). Interestingly, the scaling

Figure 1.41 Time and temperature dependence of (a) χ4(t) and (b) ξ4(t). As T
decreases, the peak in χ4(t) and ξ4(t) monotinically increases and shifts to longer time.
Adopted from [295].

arguments between χ4 and the four-point correlation length ξ4 can be used to predict
the change in morphology of DH on approaching the glass transition. To this end,
inspired from Ornstein Zernicke theory, ξ4 is defined as [183, 299],

ξ2
4(t) = lim

q→0

(
1
q2

ξ4(t)
S4(q; t)

− 1
)

(1.69)
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where four-point dynamic structure factor S4(q; t) is

S4(q; t) = 1
N

(
W (q, t)W (−q, t) − |W (q; t)|2

)
. (1.70)

Here, W (q; t) is the Fourier transform of overlap function,

W (q; t) =
∑

k

wk(t) exp[−iq.rk(0)]. (1.71)

At a fixed T or Φ, ξ4(t) shows a behavior similar to χ4(t) (Figure 1.41b), but measures
the spatial extent of DH. Consequently, a scaling between ξ4(τα) and χ4(τα) can reveal
vital information regarding the morphology of DH. Infact, using computer simulations,
Flenner et. al. [283], showed that the scaling between ξ4(τα) and χ4(τα), for a variety
of interaction potentials, changes at a temperature Ts or volume fraction Φs (Figure
1.42). Below Ts, since χ4 ∝ (ξ4)3, the clusters are expected to be compact in shape.

Figure 1.42 Rescaled susceptibility χ4 versus dynamic correlation length ξ4. The
vertical line corresponds to the ξ4 = 2.6, the temperature at which the SE relation
shows a crossover from ξ = 1 to ξ < 1. Adopted from [283].

More importantly, Ts was found to be Tc < Ts < Tonset where we recall that Tc is the
mode-coupling dynamics crossover temperature and Tonset is the onset temperature for
slowing down of the dynamics. Interestingly, all the quantifiers of DH would indicate
its presence with β < 1, α2(t∗) > 0 and χ4(τα) > 0 right below Tonset. However,
contrary to this notion, the breakdown temperature for the SE relation coincides with
the change in scaling between ξ4 and χ4 at Ts and not with Tonset [283, 299]. Notably,
these observations are in concord with RFOT theory of glass transition. In conclusion,
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the simulation works of Szamel and co-workers [283, 299], clearly suggest that the
breakdown of SE relation should be associated with the change in the morphology of
DH from string-like to compact and not with their presence, however, there are no
experimental evidence, thus far, for the same.

1.7.2 Stokes-Einstein-Debye (SED) Relation

The rotational diffusion of an anisotropic particle in a simple fluid have been traditionally
measured using time-correlated single photon counting or the photobleaching method
[260, 300, 301]. In both the techniques, first, an orientationally anisotropic subset of
the probe molecules, is photoselected using the polarized light. The time dependence
fluorescence of the polarized light is used to obtain the rotational correlation time
τc [260, 300, 301]. Quantitatively, the observed orientational correlation function in
experiments is found to be [260],

ψn(t) = 2/5⟨P2[êa(0).êe(t)]⟩. (1.72)

Here, P2 is second order Legendre polynomial and êa(0) and êe(t) are the unit vector
corresponding to the absorption and emission dipoles, respectively. Interestingly,
assuming that a Brownian particle reorient in a simple fluid in small steps, Debye
model predicts an exponential decay of the orientational correlation function Cℓ(t)
[302].

Cℓ(t) = exp
(
t

τℓ

)
, (1.73)

where the τℓ for various ℓ is related to particle’s rotational diffusivity DR as,

τℓ = 1
ℓ(ℓ+ 1)DR

(1.74)

Usually τ2 is accessible in molecular experiments. Motivated by functional form for
ψn(t) in experiments, the general expression for Cℓ(t) can be written as [285, 303],

Cℓ(t) =
∑

i Pℓ(êi(0).êi(t))∑
i Pℓ(êi(0).êi(0)) (1.75)

where êi(0) is the unit vector along the major axis or the symmetry axis of ith the
tracers and Pℓ is the ℓth order Legendre polynomial. It is apparent that for ℓ = 2,
Eqn.1.75 would reduce to Eqn.1.72.
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Debye derived the orientational frictional drag ς on a sphere with radius a to be
[302],

ς = 8πηa3. (1.76)

Now, substituting Eqn.1.76 in Einstein relation (Eqn.1.61), one arrives at the Stokes-
Einstein-Debye (SED) relation for the rotational DOF.

DR = kBT

8πηa3 . (1.77)

Interestingly, the orientational dynamics can be either quantified using τc in experiments
with molecular tracers (τℓ in computer simulations) or directly from the particle
trajectories in computer simulations and experiments with colloids as,

DR ≡ lim
∆t→∞

1
4∆t⟨ϕ

2(∆t)⟩ (1.78)

where ⟨ϕ2(∆t)⟩ is the rotational mean squared displacements. Hence, the validity
of SED relation can be tested either by plotting DR with η/T or 1/τℓ with η/T . In
literature, at times, while the former formalism is termed as Einstein model, the latter
is called the Debye formalism of SED relation. It is worth recalling that, like SE
relation, here too, τα can be plotted in place η/T for ascertaining the validity of SED
relation.

1.7.3 SED relation for Supercooled Liquids

There is no consensus regarding the validity of SED relation for supercooled liquids
and the prime reason for it has been the contradicting results from the two formalisms
for testing the validity of the SED relation. While, SED relation via Debye formalism
holds good even for deep supercooling [260, 261, 265, 266], via Einstein method, it
breakdown to the same extent as the SE relation and show a fractional SED relation
for supercooled liquids, DR ∝ (τα)−χ with χ < 1 [258, 277, 285, 287, 304] (Figure
1.43). It is worth noting that Debye model fails for supercooled liquids i.e. Cℓ(t) or
ψn(t) do not show an exponential decay and hence τℓ or τc are extracted by fitting a
stretched-exponential (cℓ ∝ e−(t/τℓ)β ) to the long-time decay of orientational correlators.
Further, recent colloid experiment that probed the dynamics of anisotropic traces in
the bath of smaller hard spheres, however, find that SED relation remains valid even
close to the glass transition, irrespective of the method used [264]. However, in light of
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Figure 1.43 Log-log plot of translational DT (circles, right axis) and rotational DR

(diamonds, right axis, shifted so that DT and DR agree at high T ) diffusion coefficient
and the inverse of rotational relaxation time 1/τ2 (filled squares, right axis) versus
structural relaxation time τα. The dotted straight lines refer to τx

α with exponents x
mentioned in the figure. Tonset and Tc have been shown by arrows. Adopted from [284].

experimental observations that the validity of SE/SED relation is strongly dependent
on the size, shape and roughness of the tracer particles with the host [260, 305–307], a
consensus on the validity of SED relation for supercooled liquids continues to elude us.

Recent computer simulations [283, 299] as well as experiments [15] have well-
established that the shape of DH, in agreement with key predictions of RFOT, changes
from string-like to compact in the vicinity of mode-coupling crossover temperatures/area-
fractions. However, it is yet to be investigated in experiments whether the change
in morphology of DH has any bearings on the breakdown of SE/SED relation for
supercooled liquids. Further, in light of the fact that validity of SE/SED relation
is strongly dependent on the physical parameters of the tracers with respect to the
host [260, 264, 305–307], it would be therefore worthwhile to investigate the SE/SED
relation in an experimental model systems where particles’ self-diffusivities, as opposed
to tracers’ diffusivities, can be directly measured. Hence, in Chapter 5, we have investi-
gated the limits of validity of SE and SED relations for supercooled liquids of colloidal
ellipsoids and explored if the breakdown of these relations have any connections with
the morphology of DH.
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Chapter 2

Experimental

2.1 Introduction

The significant advances in the synthesis of colloidal particles with tailored shape and
interaction anisotropies have led to remarkable microscopic insights into complex and
diverse condensed matter phenomena (Chapter 1). The central goal of this thesis as
discussed in Chapter 1 is to demonstrate the importance and ubiquity of interactions
that are driven completely by the geometry, either due to the substrate or particle
shape itself. To this end, we have designed templates with complex surface features
which in presence of short-ranged attractive interactions presented activation energy
gradients for the diffusing colloids. As a result, these templates allowed a facile control
over not only the sites of nucleation but also the size and symmetry of the growing
crystallites (Chapter 3). In the other set of problems addressed in this thesis (Chapter
4 and Chapter 5), we have probed the role of anisotropic interactions in the physics
of structural glass transition in suspensions of colloidal ellipsoids. Quite notably, the
shape-sensitive nature of depletion attraction leads to anisotropic attraction between
ellipsoids, thereby enabling us to test the validity of some key predictions of mode
coupling theory (MCT) for systems with particle shape and/or interaction anisotropy.
This chapter provides a detailed description of various experimental techniques such as
soft lithography, synthesis of colloids with simple and complex symmetries, etc that
were used for addressing the above questions.
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2.2 Soft Lithography

Miniaturization has played the most prominent role in the advancements of elec-
tronic and optical gadgets and the success of miniaturization hinges on lithography,
especially electron-beam and photolithography [308]. However, outside the fields of
microelectronics, these techniques turn out to be extremely expensive, and in most
cases inapplicable to the emerging fields that use soft materials. These limitations
led to the development of soft lithography, a technique that essentially uses molding
and embossing with elastomeric stamps [308–313]. These techniques invariably use
soft elastomers like poly(dimethylsiloxane) (PDMS), polyurethanes, etc and hence the
term soft lithography. Remarkably, over the last couple of decades, there has been
significant advances in the field of soft lithography that includes development of tech-
niques like microcontact printing [314], microtransfer molding [315], micromolding in
capillaries [316], solvent-assisted micromolding [317], replica molding [115], phase-shift
photolithography [318], embossing [319], cast molding [320], and injection molding [321].
Each of these techniques, based on the target relief structures, have their definitive
advantages over the other. However, in our current endeavour, we have used the salient
features of replica molding techniques to realize templates with simple and complex
surface topographies.

To put in plain words, replica molding is a duplication technique [115]. Here,
the features from the hard masters (say optical gratings) are first transferred to soft-
elastomers like PDMS. PDMS has a low glass transition temperature and hence is liquid
at room temperature. Chemically, it has an inorganic siloxane backbone with methyl
groups attached to the silicone that can be crosslinked in the presence of crosslinkers
which provide elasticity to PDMS [310, 312]. The high thermal stability of PDMS
(up to 186◦C in air) along with its inert chemical nature in ambient environmental
conditions makes it an excellent candidate for soft-lithography. The structural features
in PDMS molds can then be transferred to hard UV- or thermally-curable prepolymers
which upon curing retain features of the PDMS molds thereby serving as the hard
master template for the further lithographic processes. Interestingly, while the relief
structures in PDMS are complementary to that of the master optical grating, those in
cured UV-curable prepolymer are exactly identical to the master grating. The major
advantages of transferring the features to soft elastomers like PDMS are:

• The high elasticity of PDMS allows mechanical manipulation in the features’
parameters. For instance, unlike the rigid optical grating, the linear spacing and
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curvatures in PDMS molds can be easily tuned, though most of the times with
decreased groove depths [310].

• The high durability of PDMS stamps allow multiple transfers (> 10 times) to
UV-curable prepolymer. Moreover, the rigid optical grating itself can be used for
numerous transfers (> 50 times) to the PDMS [310].

However, PDMS has a few limitations too, firstly, it shrinks by almost 1% on curing
and swells on exposure to nonpolar organic solvents like toluene, hexane, etc that leads
to uncontrolled modifications in the features’ parameters [322]. Second, the thermal
expansion and elasticity of PDMS make the reproduction of features over large scale a
major challenge in soft lithography [322].

We will next discuss how using the techniques of replica-imprinting, we have realized
templates with well-controlled lattice constants as well as one with non-trivial surface
geometries.

2.2.1 Fabrication of Square and Hexagonal Templates

Templates with hexagonal and square symmetry were fabricated using the replica
imprinting technique with a blazed diffraction grating (Thorlabs, 1200 lines/mm, blazed
angle 36.8◦) as the master template (Figure 2.1a). In order to grow the colloidal crystal
with desired symmetry and for repeated use of the master template, the grating pattern
was first transferred to PDMS (SYLGARD 184, Dow Corning). More importantly, the
linear spacing in the grating can be easily tuned by a uniaxial stretch. It is obvious
that it is the periodicity of the linear array of trenches, λ, at this stage (in PDMS)
that dictates the symmetry of the growing crystals. For instance, while λ = σ where
σ is the colloid diameter promotes crystal growth with square symmetry, λ =

√
3/2σ

leads to crystal growth with hexagonal symmetry. Next, using glass coverslips (#11
2 ,

Electron Microscopy Sciences) as the support, the linear grating pattern in PDMS was
transferred to a UV light-curable optical adhesive (Norland, #68). These substrates
were subsequently used as the hard master template for further imprinting process
(Figure 2.1b). Simultaneously, a ∼ 500 nm thick layer of PMMA (Sigma, Mol. Wt.
120,000), dissolved in anisole (SDFCL, 9% w/w) is spin-coated (at ∼1,000 rpm) on
a cleaned glass coverslip [116, 323]. To evaporate the residual anisole from the film
and increase the bonding of PMMA film with the glass substrate, the coverslip is then
baked at T = 165◦C. The in-house modified hot-plate used for the replica imprinting is
shown in the Figure 2.2. To transfer the linear grating patterns from UV adhesives to
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Figure 2.1 (a) Snapshot of a reflective blazed angle linear grating (1200 lines/mm)
procured from Thorlabs. (b) Optical micrograph of the grating pattern in UV adhesive,
transferred from PDMS. The scale bar represents 10 µm.

Figure 2.2 The IKA hot-plate modified for replica imprinting. The master imprints in
UV adhesive is fixed to the central brass disk attached with the bottom aluminium
plate. The temperature probe is housed in a thin cylindrical socket at the back of
the bottom aluminium plate. The movable top plate allows us to manually press the
PMMA coated coverslip against the imprints on UV adhesive.
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PMMA, the PMMA-coated coverslip was manually pressed against the linear grating
pattern on UV adhesive that was premaintained at temperature T1. T1 ∼ 126◦C > Tg

where Tg is the glass transition temperature of PMMA. Interestingly, we were able
to make multiple imprints on the same PMMA coated coverslip, however, successive
imprints could be transferred only at a slightly lower temperature than the preceding
ones. Thus, the second imprint at a temperature T2 ∼ 122◦ < T1 and at an angle θ
relative to the first one results in a pattern with either square or hexagonal symmetry.
While θ = 90◦ yields a template with square symmetry, one with θ = 60◦ leads to a
pattern with hexagonal symmetry (Figure 2.3).

Figure 2.3 Optical micrographs of substrates with (a) Square and (b) Hexagonal
symmetry in PMMA. While lattice constant of the crystalline substrate in (a) and (b)
are same (950 nm), the linear spacing, λ, in UV adhesive for (a) and (b) were 950 nm
and 833 nm, respectively. The scale bars in (a) and (b) represent 10 µm.

2.2.2 Fabrication of Moiré Templates

The overlaying of patterns, not necessarily the same one but at a slightly different
angle or displaced with respect to each other results in the moiré patterns. As far
as our experiments are concerned, we realized the linear moiré template by making
the second imprint (at T = 122◦C) in PMMA in aforementioned protocols at an
angle θ ≤ 45◦ relative to the first. Apart from preserving the linear periodicity of the
parent template, this resulted in a long wavelength modulation of the trench (hole)
depths (Figure 2.4a and b). While λ decides the symmetry of the growing crystals,
the wavelength of the moiré pattern sets the super-periodicity of the colloidal crystals,
Lp, and can be independently controlled by varying θ as shown in Figure 2.4a and
b. Typically, θ was varied between 0◦ < θ < 20◦. To fabricate square moiré patterns,
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the square imprints in PMMA, realized above, was once again transferred to PDMS
molds. The square pattern in PDMS was then transferred to UV adhesive which was
then used as hard master to fabricate the square moiré patterns in PMMA (Figure
2.4c). The long wavelength modulations in the feature sizes are clearly evident in

Figure 2.4 Optical micrographs of linear moiré patterns for (a) θ ∼ 2◦ (b) θ ∼ 8◦,
and (c) Square moiré pattern for θ ∼ 8◦. While, λ = 950 nm in all the snapshots, (a)
Lp = 42σ, (b) and (c) Lp = 16σ. The scale bars in (a), (b) and (c) represent 10 µm.

both computer-generated patterns (Figure 2.5a) as well as the AFM measurements
(Figure 2.5b). The AFM measurements were performed using Veeco AFM apparatus
in non-contact mode. Before the measurements, a thin layer of gold, ∼ 20 nm, was
coated on the moiré template to prevent the AFM tip from sticking to the template.
Consistent with earlier studies [310], we found that multiple transfers for making the

Figure 2.5 (a) Computer-generated (in Matlab) and (b) AFM topography maps for
square moiré patterns at θ ∼ 8◦.

square moiré patterns, PDMS (line) to UV glue (line) to PMMA (squares) to PDMS
(square) to UV glue (square) to PMMA (square moiré template), result in a significant
loss in the groove depths. Hence, the yield of square moiré template was much less
than the linear moiré templates. However, improvements in the imprinting technique
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such as starting with square patterns with larger groove depth can enormously improve
the yield of square moiré templates.

Having discussed the replica imprinting technique to fabricate templates with simple
(square and hexagonal substrates) and complex topographies (moiré templates), we
move on to describe the synthesis protocols for spherical and complex colloidal particles
for the use in epitaxy experiments. The motivations behind synthesis of complex
colloidal clusters like dimers and trimers were to probe the role of translational &
orientational degrees of freedom (DOF) and if possible the coupling of two DOF on
nucleation and growth kinetics of rigid colloidal clusters on square and hexagonal
templates. Also, since the surface mobilities of colloidal clusters with different sizes
would be distinct, moiré templates might allow self-segregation of these clusters at
specific locations on the surface. Thus, in order to address these questions, we have
synthesized, following well-established synthesis protocols, spherical colloids of silica,
polystyrene as well as their complex colloidal clusters. The next section briefly covers
the synthesis details for these particles. Before proceeding further, I must acknowledge
that silica spheres were synthesized by a previous lab member Mamata Jotkar, however,
for the sake of continuity we will mention its synthesis protocol also.

2.3 Synthesis Protocols

2.3.1 Synthesis of Silica Colloids

The charge stabilized spherical silica particles were synthesized using the Stöber process
[324] and we followed the protocols established by Zhang et. al. [325]. Briefly, 67
mL of ethanol (HPLC grade) and 5 mL of ammonia (25% w/w, SDFCL) were taken
in a 500 mL round-bottom flask to which 0.01 g of (3-amino-propyl)triethoxysilane
(APS, Sigma) and 3mL of tetraethoxysilane (TEOS, Sigma) were added drop-wise.
The mixture was stirred overnight at 28◦C. Then, 25 mL of TEOS and 20 mL of
water (Milli-Q, TKA, 18.2 MΩ) were added simultaneously after 24 hours. The size
of particles at this stage was ∼ 400 nm. Further increments in the particle size were
achieved by using a seeded growth reaction. This was carried out as follows: to the
reaction mixture containing the silica particles, 25 mL of TEOS, 0.01 g of APS, 20
mL of water and 1.55 mL of ammonia were added and the mixture was left stirring
for 24 hours. This resulted in an increase in particle radius and the above process
was iterated until the desired particle size was obtained. The particles were cleaned
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with repeated centrifugation (at 1500 rpm) and redispersal first in ethanol and then in
deionized water. The particles size was estimated by allowing them to crystallize in
the presence of short-ranged depletion interactions and lattice constant estimated from
optical microscopy was found to be 950 nm (Figure 2.6).

Figure 2.6 Crystal of colloidal silica particles. The scale bar represents 10 µm.

2.3.2 Synthesis of Crosslinked Polystyrene Spheres

Following the protocols established by Shim et. al. [326, 327], micron-sized crosslinked
polystyrene (PS) particles were synthesized via multi-stage emulsion polymerization
techniques. Since the presence of oxygen inhibits polymerization, the entire reaction
was carried under the nitrogen atmosphere. In the first stage of the reaction, 50 mL
of deionized water was taken in a 3-necked round bottom flask which was placed in
an oil bath maintained at 60◦C. Next, 9.2 g of distilled styrene (Sigma) and 0.8 g of
divinylbenzene (DVB, Sigma) as crosslinker were added to the reaction flask. The
reaction mixture was stirred at 350 rpm for 20 minutes. After equilibration, 0.05 g
of initiator (here potassium persulfate, KPS, Sigma) dissolved in 50 mL of water was
added to the reaction pot. The change in color of the reaction mixture from colorless
to milky white indicates the start of the polymerisation process. The reaction was
continued for 12 hours. The size of the particles at the end of the first stage was
∼ 700 nm. In the second stage of the seeded-growth reaction, 187.6 g of preheated
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deionized water at the reaction temperature (60◦C), 30 g of styrene and 3 g of DVB
were added under nitrogen atmosphere to the reaction flask containing the products of
the first stage. Once the system had equilibrated for 30 minutes, 0.66 g of initiator
(DVB) was added to the reaction pot. The reaction mixture was stirred at 350 rpm
and the temperature was held constant at 60◦C. The reaction continued for 16 hours.
The reaction mixture was then cooled and filtered using glass wool to remove large
aggregates. The particles were cleaned by repeated centrifugation at 2000-2500 rpm
and redispersal in water. To get rid of irregular clusters, the colloidal suspension was
further cleaned under gravity sedimentation. Here, a relatively low volume fraction, Φ,
of the colloidal suspension was loaded into a long and thin glass tubes (inner diameter
was approximately 5 mm) and was allowed to settle under gravity. The cleaned and
monodisperse particles at the top of the tube were collected at regular intervals of 2
days. The particles were allowed to crystallize in presence of short-ranged depletion
interactions and their size, as observed in optical microscopy, was found to be 1.10 µm
(Figure 2.7).

Figure 2.7 Crystal of crosslinked colloidal PS particles. The scale bar represents 10
µm.
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2.3.3 Synthesis of Complex Colloids

We have synthesized complex colloidal clusters, predominantly dimers, trimers, and
tetramers, of both crosslinked PS and silica particles. The key idea in this process
is to emulsify the colloidal suspension in small droplets of varying sizes [32, 328].
The colloidal particles in the oil medium are contained within each of the emulsion
droplets. The subsequent selective evaporation of the solvent contained within each of
the droplets forces colloidal particles to stick irreversibly via van der Waals attractions
resulting in clusters of well-defined symmetries.

PS Colloidal Clusters

To synthesize PS colloidal clusters [32], the aqueous dispersion of cleaned and monodis-
perse 1.1 µm crosslinked PS colloidal particles (Φ ∼ 0.05) was first transferred to
toluene by repeated centrifugation at 2500 rpm and redispersal in ethanol (four times)
and toluene (four times). It is worth noting that PS particles swell in toluene and hence
the amount of crosslinking agent (DVB) should be high enough so that their irregular
deformation from spherical shape is avoided on transfer to toluene. Subsequently, 3 mL
of the colloidal suspension was added to 17 mL of aqueous solution of Pluronic F108
(1% w/w, Sigma). Since toluene is immiscible in water, the mixture phase separated
with the colloidal suspension floating on top of water-surfactant mixture. Next, the
mixture was emulsified using a homogeniser (Remi, RQT-127A/D) for 60 seconds at
6000 rpm. The oil-in-water emulsion of toluene droplets varied in size from a few
microns to tens of microns. The presence of non-ionic surfactant (Pluronic F108)
stabilizes the droplets from agglomeration. After homogenization, the system was
further diluted with 100 mL of water and subsequently boiled at 100◦C to preferentially
remove most of the toluene from the droplets. This in principle should lead to a closed
packing of the PS particles within each of the droplets. Further evaporation of toluene
leads to the generation of strong capillary forces that results in rapid rearrangement of
particles within each of the spherical droplets. As the last drop of toluene evaporated,
the PS particles deswell and bind to each other due to the van der Waals attractions
and results in the formation of small colloidal clusters. The large polydispersity in
the initial sizes of emulsion droplets was also reflected in the sizes of colloidal clusters.
However, an appropriate combination of various control parameters such as Φ of the
colloidal suspension, the homogenization speed and time can yield colloidal clusters of
a specific size (predominantly). The clusters were separated using the density gradient
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centrifugation [32]. To achieve this, we prepared a 3 to 9% w/w linear gradient of
Ficoll 400 in 1% w/w Pluronic F108/water mixture. 500 µL of above obtained colloidal
clusters were gently loaded from above on the linear density gradient. Next, the system
was centrifuged at 2000g in a swing-bucket centrifuge. Clusters with distinct sizes
settled in distinct bands in the linear density gradient; with monomers at the top,
followed by dimers, trimers and so on. We carefully and gently pipetted the suspension
in the batch of 0.5 mL from the top. Each batch was observed under an optical
microscope for determining the predominant composition of the size of the colloidal
clusters. The clusters of specific sizes were then cleaned and transferred to water with
repeated centrifugation at 2500 rpm and redispersal in water.

Silica Colloidal Clusters

Unlike PS particles, the first step in the synthesis of colloidal clusters of silica particles
was to modify their surface chemistry to make them hydrophobic [328]. To achieve this,
we first dispersed hydrophilic silica particles (Φ ∼ 0.05) in 99.0 mL of ethanol and 1.0
mL of ammonium hydroxide (NH3.H2O, 29.5%) by repeated centrifugation, redispersal,
and ultrasonication (for 15 minutes) in ethanol (4 times). To the above dispersion, 10
mL of octadecyltrimethoxysilane (OTMOS, Sigma) in chloroform (10% v/v) was added
dropwise with vigorous stirring. After 24 hours, the organically modified hydrophobic
silica particles were cleaned by repeated centrifugation-redispersal in ethanol (4 times)
to remove the unreacted precursors and the chloroform. The organosilica spheres in
ethanol were then transferred to hexane which was used for making silica clusters on
the similar lines described above for PS particles. Briefly, 2 mL of hydrophobic silica
(Φ ∼ 0.1) in hexane was added to 16 mL of aqueous solution of Pluronic P123 (0.3%
w/w, Sigma). To make the emulsion droplets, the resultant mixture was homogenized
at 8000 rpm for 60 seconds. The above homogenized mixture was subsequently diluted
with 15 mL of water and boiled to selectively evaporate hexane from the emulsion
droplets. This yielded hydrophobic silica colloidal clusters with varying sizes. Finally,
to the resulting dispersion of colloidal clusters, 0.25 mL of TEOS and 0.5 mL of NH4OH
were added and the mixture was stirred overnight that rendered hydrophilicity to the
silica clusters. Analogous to PS clusters, the silica clusters of various sizes were also
separated by density gradient centrifugation. SEM images of silica clusters of various
size are shown in Figure 2.8. We found that the yield of colloidal cluster synthesis
either with crosslinked PS particles or with the silica particle was very low and hence
posed a severe limitation for any study of their self-assembly on the templates.
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Figure 2.8 Representative SEM images of colloidal clusters synthesized from 950 nm
silica colloidal particles. (a) Dimers (b) Trimers and (c) Tetramers.

Next, with an aim to probe the role of anisotropic interactions in the relaxation and
transport properties of supercooled liquids and glasses, we will describe the synthesis
details for colloidal ellipsoids, the simplest possible deviation from spheres.

2.3.4 Synthesis of Polystyrene Ellipsoids

Polystyrene (PS) Ellipsoidal particles were synthesized using the protocols established
by Ho et. al. in 1993 [29]. Here, the easily accessible glass transition temperature of
uncrosslinked PS spheres is utilized to uniaxially deform their shape to obtain colloidal
ellipsoids.

Synthesis of Uncrosslinked Polystyrene Spheres

Uncrosslinked PS particles were synthesized via a free-radical polymerisation technique
in presence of nitrogen atmosphere [29, 329]. 167.5 ml of 25 mM of aqueous sodium
chloride (NaCl) was taken in a 3-necked round bottom flask which was placed in
an oil bath and stirred at 350 rpm. The system was left to stabilize at 80◦C for 15
minutes. Then, 20 ml of distilled styrene (Sigma) was added to the reaction pot.
After equilibration, 38 mg of KPS (as initiator) dissolved in 7.5 ml of water was
added to the reaction pot. The solution slowly turned turbid signifying the onset of
polymerisation. The reaction continued for 24 hours. The system was then cooled and
filtered using glass wool to remove large aggregates. The particles were cleaned by
repeated centrifugation at 3000 rpm and redispersal in water. To estimate the particle
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size, the particles were allowed to crystallize using depletion interactions and the lattice
constant estimated from optical microscopy was found to be 1.4 µm.

Synthesis of Polystyrene Ellipsoids

Since uncrosslinked PS particles are thermoplastic, they can be deformed to a desired
shape when heated beyond their glass transition temperature Tg (for PS Tg = 100◦C).
To stretch the PS spheres, we need a film forming material like polyvinyl alcohol
(PVA) that acts as a matrix in which the spherical particles can be embedded. For the
synthesis of PVA, we followed the protocol by Ho et. al. [29]. 15 g of polyvinylacetate,
PVAc, (Sigma Aldrich, Mol. Wt. 5,00,000) was dissolved in 250 ml of methanol and
water solution (1:4 v/v). The solution was stirred for 2-3 days which allowed most of
the PVAc to dissolve. To the solution, 2.25 g of sodium hydroxide (NaOH) was added
and refluxed for 4 hours at 105◦C. The solution was neutralized using concentrated
hydrochloric acid (HCl) and subsequently, ∼ 200 ml of isopropanol was added till a
saturated white gel was obtained. We carefully discarded the supernatant and soaked
the gel in water and washed it every 2-3 hour over a 24 hours period. Then, 165 ml of
isopropanol:methanol:water solution (6:1:4 v/v) was added to the gel and was gradually
heated from 35◦C to 80◦C with continuous stirring at 200 rpm. The gel dissolved
completely in this solution within 2-3 hours. The viscous solution of PVA was dialyzed
using a dialysis membrane in a water environment and the water was changed every
2-3 hours over a day.

For forming the film, we used a perspex tray of size 13×9 cm2. 500 µl of uncrosslinked
PS spheres (Φ = 20 − 30%) was dissolved in 50 ml of PVA. The above solution was
poured slowly into the perspex tray and then placed inside the vacuum oven. The
solution was allowed to stabilize at 28◦C and 0.1 atm. After 2 days, the temperature
was ramped to 45◦C in steps of 2.5◦C every 12 hours to avoid the formation of bubbles
during the drying process. The film took 4-5 days to dry. For uniform stretching, the
smooth film was cut into strips of dimension 4 × 6 cm2. To achieve a better control
on the uniformity of stretched PS particles, square grids of dimension 0.5 × 0.5 cm2

were marked on the strips (Figure 2.9). The film was then clamped to a home made
film-stretching apparatus as shown in Figure 2.10. The entire apparatus was dipped
into an oil-bath maintained at 180◦C. We manually stretched the film uniaxially to
a draw ratio of 3. The apparatus was taken out and allowed to cool down to room
temperature. Only rectangular grids of same aspect ratio were taken for recovery of
the ellipsoidal particles (Figure 2.11). To extract the ellipsoidal particles, the film was
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Figure 2.9 Unstretched PVA film with PS spherical particles embedded in it. The red
lines marks the square grids of size 0.5 × 0.5 cm2.

soaked in a solution of isopropanol:water (3:7 v/v) overnight and then refluxed at 80◦C
for 4 − 5 hours. The film dissolved completely and the resulting turbid suspension
was centrifuged at ∼ 3000 rpm to recover the colloids. The supernatant was discarded
and the particles were redispersed in isopropanol-water solution and again refluxed at
80◦C for 5 hours to remove any residual traces of PVA. The suspension was cleaned
repeatedly using water. We obtained the aspect ratio of our ellipsoids from FESEM
measurements (Figure 2.12). From the analysis of over 100 ellipsoids, we found that
the aspect ratio α of the ellipsoids was 2.1 with the major and minor axes of 2l = 2.1
µm and 2w = 1.0 µm, respectively. The polydispersity in l and w was observed to be
11% and 8%, respectively.

In order to probe the reentrant glass dynamics for colloidal ellipsoids with various
αs, as the phase diagram of ellipsoids is strongly dependent upon α (Figure 1.35,
Chapter 1), following the protocols described above, we have also synthesized colloidal
ellipsoids with α ∼ 1.6 and α ∼ 3.2 (Figure 2.13). However, the yield in these synthesis
were not sufficient to perform multiple experiments at different depletion concentrations
and hence we were unable to probe their reentrant glass dynamics.

2.3.5 Depletant

In all our experiments, we have used sodium carboxyl methyl cellulose (NaCMC,
Fischer-Scientific, Mol. Wt. 700000) as the depletant. Using Kramer’s equation [330]
the overlap concentration c∗ of the depletant, from rheological measurements, was found
to be c∗ = 0.11 mg/ml. The highest depletant concentration cp used in our work was
cp = 0.05 mg/ml which is less than c∗. Using well established scaling arguments[330],
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Figure 2.10 The film stretching apparatus, developed in-house. The film is clamped in
between two aluminium blocks as shown and stretching is done manually.

Figure 2.11 Stretched film. The square grids prior to stretching have elongated
uniaxially.
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Figure 2.12 FESEM images of the colloidal ellipsoids of aspect ratio α = 2.1.

Figure 2.13 Optical micrograph of colloidal ellipsoids of (a) α ∼ 1.6 and (b) α ∼ 3.2.
These ellipsoids were synthesized from 1.4µm uncrosslinked PS spheres.
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we estimated the radius of gyration of the depletant to be 60 nm. Now, in the last two
section of this chapter, we will focus on experimental cell designs and imaging used for
addressing the problems on colloidal epitaxy and structural glass transition.

2.4 Cell Design for Experiments on Colloidal Epi-
taxy and Imaging

To enable comparison of the nucleation kinetics for various depletion concentrations
cp and deposition fluxes F , experiments were carried out on the same template. To
this end, we fabricated glass flow cells, like in the work of Ganapathy et. al. [17],
where the bottom of the flow cell is a PMMA-coated glass coverslip having the required
template (Figure 2.14). The flow cell was filled with a 1:1 mixture of dimethyl sulfoxide

Figure 2.14 Schematic of the flow cell designed for the epitaxy experiments. The solid
green spheres represent 950 nm silica colloids. The height of the flow cell was 1.3
mm. For the experiments on a given template with varying depletion concentrations,
the relative position of the objective and the flow cell is fixed. After loading the flow
cell with colloidal suspension, along with suitable depletion concentration, the flexible
tubes on the sides are sealed with binder clips.

(Merck) and water containing the requisite amounts of NaCMC (depletant) and 950
nm silica colloids. Particles were then allowed to sediment onto the substrate and the
nucleation and growth kinetics were followed by optical microscopy (Leica DMI 6000B
with a 100X oil immersion objective Leica, Plan-Apochromat, N.A. 1.4). Images were
captured using a digital camera (Foculus 234SB) with a frame rate between 2 and 5
frames per second. To improve statistics, nucleation and growth were investigated over
a substantially larger field of view using a Photron FastCam SA4 to capture individual
images at suitably spaced time intervals. The images were processed using ImageJ
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and Matlab, and center-of-mass coordinates of colloids were obtained using standard
Matlab algorithms [331].

The geometric height modulations of the underlying moiré templates in the above
cells create an activation energy gradient for the diffusing colloids and hence D on
moiré templates should be a spatially varying quantity. Thus, estimating D/F for the
experiments on moiré templates turned out to be tricky. However, since the spatially
averaged D on linear moiré templates was found to be equal to the D on a linear array
of trenches at the same cp (Figure 2.15), D on the linear grating patterns were used
for determining D/F on moiré templates also. Also, since D of the particles on the
linear grating and linear moiré template is anisotropic (Figure 2.15), only D along the
channel was used to estimate D/F . The deposition rates F were controlled by the

Figure 2.15 MSD along (x−axis, open symbols) and orthogonal direction (y−axis, solid
symbols) to the channel for the linear grating patterns (red squares) and the linear
moiré templates (blue circles), θ ∼ 8◦, Lp ∼ 16σ at cp = 0.14 mg/mL. The solid line
represents slope 1. D was found to be D = 0.023 ± 0.001σ2s−1.

Φ of the colloidal suspension and was independently measured in each experiments
(Figure 2.16). F is quoted in units of monolayer per second (ML/s).

In order to study the similarity, if any, between the nucleation and growth kinetics
on square moiré templates and atomic heteroepitaxy, the experiments on square
moiré patterns were performed over a wide range of cps with fixed deposition flux
F . Interestingly, cp mimicked the behaviour of the inverse in temperature in atomic
experiments (Figure 2.16).
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Figure 2.16 The number of particles landing on linear grating pattern, for two different
Φs, versus time. The slope of the curve in each experiment were used to determine F
on the templates. F = 2 × 10−5 MLs−1 (black spheres, Φ = Φ1), and F = 8.5 × 10−5

MLs−1 (red spheres, Φ ∼ 4Φ1). The solid lines are linear fits to the data.

Figure 2.17 Spatial averaged MSD of the monomers on the square moiré templates
for varying depletion concentrations cps. The solid line represents slope 1. Analogous
to decrease in temperature T for experiments on atomic heteroepitaxy, diffusivity
(long-time slope of MSD) decrease with increase in cp.
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2.5 Cell Design for Experiments on Supercooled
Liquids of Colloidal Ellipsoids and Imaging

The ellipsoidal particles obtained after the aforementioned cleaning protocols along with
a suitable depletant concentration were loaded in wedge shape cells (glass coverslips,
Electron Microscopy Sciences) (Figure 2.18). Prior to loading the cell with the sample,

Figure 2.18 Schematic sketch of quasi-two-dimensional sample cell.

we ensured that coverslips were hydrophilic, by thoroughly cleaning them with the
base solution (5g of NaOH dissolved in a solution of 20 ml water and 30 ml ethanol).
The small wedge angle of the sample cell leads to strong capillary forces which result in
particles rushing to the thin regions of the cell and sticking permanently. To circumvent
this issue, prior to loading the sample, we injected a known amount of water into the
cell. The cell was left vertically standing to allow the particles to sediment to the thin
2D regions of the cell. As and when a required area fraction, φ, was attained, video
microscopy was done using a 100X oil immersion objective (Leica, Plan-Apochromat,
N.A. 1.4) at a frame rate of 5 fps for a typical duration of 20 minutes. It took roughly
2 to 15 days to vary the φ in the range of 0.23 ≤ φ ≤ 0.79. The data for φ = 0.84,
for the purely repulsive case, was taken at a frame rate of 1 fps for 2 hours. The
sample was allowed to equilibrate horizontally on the microscope for 4 − 6 hours before
capturing the data. The particle number fluctuations at any φ were not more than
0.1%. To ensure that the viewing region was quasi 2-dimensional (2D), we analysed
the change in major, ∆l, and minor, ∆w, axes of each ellipsoid in successive frames. A
thick cell can support out of plane fluctuations of an ellipsoid which can result in an
effective change in its aspect ratio, α, in the imaging plane as shown in Figure 2.19a.
We find that the distributions of ∆l and ∆w are Gaussian with standard deviation of
0.03µm and 0.06µm, respectively, as shown in Figure 2.19 b and c. The small standard
deviations along with the small depth of field of the microscope objective (∼ 200 nm)
show that the cells were indeed quasi 2D. The experiment was done in a typical viewing
region of size 65 × 47µm2.
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Orientations of ellipsoids

Projections of ellipsoids in imaging plane

(a) (b) (c)

Figure 2.19 (a) Out-of-plane orientations of the ellipsoids in a thick cell and their
projections in the imaging plane. Distribution of the change in (b) major axis ∆l
and (c) minor axis ∆w of the ellipsoids between successive frames. The solid lines
represents Gaussian fits to the distribution.

The images were pre-processed using ImageJ which yielded the coordinates of
centre-of-mass and the orientations of each ellipsoid as shown in the Figure 2.20. The

Figure 2.20 The image shows the tracking of the ellipsoid at φ = 0.79. The red lines are
the boundaries of the ellipsoids which have been drawn in Matlab with the information
obtained from ImageJ.

data was analysed using standard [331] as well as custom developed Matlab codes. To
obtain the spatial and orientational tracking resolution in our experiments, we analysed
the mean squared displacements ⟨∆r2⟩ and mean squared orientational displacements
⟨∆θ2⟩ of the ellipsoids in very dilute regime (φ = 0.04). The dynamics were observed to
be diffusive for both translational and orientational DOF (Figure 2.21). The intercepts
of ⟨∆r2⟩ and ⟨∆θ2⟩ on the y-axes yielded the spatial and angular resolutions to be
60 nm and 1◦, respectively. To monitor ageing, we divided the experimental window
at φ = 0.76 into 3 equal time interval (tw1 to tw3) and showed that mean-squared-
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(a) (b)

Figure 2.21 (a) ⟨∆r2⟩ and (b) ⟨∆θ2⟩ versus t at φ = 0.04 for estimating the spatial and
orientational resolution in our experiments. The red lines are linear fit to the data.

displacements (MSD) during successive interval do not show any change from that
obtained from the total experimental time (ttotal) (Figure 2.22).

Figure 2.22 Mean squared displacements, ⟨∆r2⟩ for different time window tw at φ = 0.76.

2.6 Conclusions

Having elaborated on experimental details for performing experiments on colloidal
epitaxy and supercooled liquids and glasses of colloidal ellipsoids, we move on to discuss
in the following chapters our results from these studies.
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Chapter 3

Site-specific Colloidal Crystal
Nucleation by Template-enhanced
Particle Transport

3.1 Introduction

Realizing ordered surface nano- and microstructures of well-defined size and shape
from the autonomous assembly of their constituent building blocks continues to remain
one of the key challenges in materials science [100, 101, 123, 332]. With regard to
atomic/molecular surface assembly, using templates that preferentially enhance crystal
nucleation events at specific sites is a proven approach towards realizing mesoscopically
ordered structures like quantum dot arrays and supramolecular nanoassemblies [108,
109] (Section 1.4.2, Chapter 1). Extending this technique to tailor surface structures
composed of nanoparticles and colloids is highly desirable for applications that include
sensors, structural color-based filters, and optoelectronic devices [4, 111, 116]. Although
recent experiments find that colloidal and atomic thin film growth on homogeneous
surfaces obeys identical scaling laws [17, 112], translating concepts gleaned from site-
specific nucleation studies on atoms/molecules to colloids is anything but easy. To
achieve site-specific nucleation with high fidelity, the particles’ surface mean free path,
L, should be larger than the distance between the preferential nucleating sites Lp.
In conventional surface growth studies, L is set by the ratio of the monomer surface
diffusion constant to its deposition flux D/F with L ∼ (D

F
)1/6 for D/F > 104 [101, 146].

For atoms, a broad window of D/F values spanning 10−1 − 109 can be readily accessed
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and thus, L can be easily tuned to be larger than Lp. However for colloids, owing to
their large size, D is small and the D/F window is limited to 10−1 − 104. To further
complicate matters, over this window, simulations, atomic and colloid experiments find
deviations from mean-field scalings and L, or equivalently the island density is found
to saturate with decreasing D/F [17, 101]. In fact for micrometer-sized colloids, the
maximum L is ∼ 5−7 particle diameters only. Consequently, it is as yet unclear whether
site-specific nucleation is even a viable strategy to fabricate mesoscopically-organized
structures made of nano- and microscale particles. This has resulted in numerous
alternate approaches that include selective evaporation [87, 333–335] and external field
driven assembly [4, 7, 336–338] to help realize the target structures. Many of these
techniques, however, are often particle specific and do not allow exquisite control over
the nucleation and growth process. Here, in this chapter, we will demonstrate how
utilizing the geometrical nature of short-ranged depletion attraction on templates with
complex surface features, in this case moiré templates, results in a remarkable control
over not only the sites of nucleation but also over the size and symmetry of the growing
colloidal crystals can be achieved.

3.2 Results and Discussions

3.2.1 Enhancing Particles’ Mean Free Path

A plausible route to help alleviate the restrictions on L, imposed by D/F , is to utilize
surfaces with energy gradients to transport particles to desired locations. Using the
facile replica imprinting technique [115] (Section 2.2, Chapter 2), we present a new
design principle based on templates with spatially varying feature sizes which in the
presence of short-range depletion attraction induced activation energy gradients for
the diffusing colloids. Our substrates comprised of linear and square moiré patterns on
polymethylmethacrylate (PMMA) layers spin-coated on glass coverslips. We fabricated
these patterns, by first transferring a linear (square) array of trenches (holes), with
periodicity λ, from a master grating to the PMMA substrate [116]. This was followed by
a second imprint at an angle, θ, relative to the first, which resulted in a long wavelength
modulation of the trench (hole) depths (Section 2.1.2, Chapter 2). While λ decides
the symmetry of the growing crystallites, the wavelength of the moiré pattern sets Lp,
and can be independently controlled by varying θ as seen in Figure 3.1a and b. Next,
we sedimented colloidal particles (silica, diameter σ = 940 nm) in the presence of a
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θ = 20
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θ = 8
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Figure 3.1 Particle locomotion to traps induced by surface energy gradients. (a) and (b)
show representative optical micrographs of square moiré patterns (bottom panel) and
the corresponding computer-generated topography maps (top panel) for two different
θs. The scale bar in (a) represents 15 µm. (c) Schematic representing particle-substrate
interactions on a linear moiré pattern. The overlap volume increases in the direction of
the arrows and results in a net migration of particles to regions of high overlap (high
Ea).
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depletant polymer (Sodium carboxylmethyl cellulose, Rg = 60 nm) on these substrates
(Section 2.3.5, Chapter 2). Particle diffusion on templated surfaces has an activated
form [101],

D = D0 exp
(

−Ea

kBT

)
(3.1)

where Ea is the barrier height, D0 is the attempt frequency and kBT is the thermal
energy. Apart from the polymer concentration cp, the strength of the depletion
attraction between the colloids and the substrate is also proportional to the excluded
overlap volume that is freed up when they come in contact [62]. Thus, on moiré patterns,
gradients in trench (hole) depths induced gradients in Ea for the diffusing colloids and
results in particle migration to the nearest energy minima (Figure 3.1c). We confirmed
the enhancement in particle mean free paths by analysing the motion of individual
particles on a linear moiré substrate, with Lp = 16σ (Figure 3.2a) and Lp = 42σ
(Figure 3.2c). The grey shaded region in Figure 3.2a and c represents regions of the
template with a high Ea. While the particles that land within this region stay localised,
those that land outside (regions of low Ea), migrate nearly Lp/2 to the high Ea regions
and are subsequently trapped. Figure 3.2b and d show snapshots of particles localized
in trap sites on moiré templates. Furthermore, in order to quantified the change in
activation energy on the linear moiré template (θ ∼ 8◦), ∆Ea = Emax

a −Emin
a , across a

super-period Lp, we have measured D in high (red shaded regions in Figure 3.2d) and
low (unshaded regions in Figure 3.2d) Ea regions, respectively. The substitution of D
in Eqn.3.1 yielded ∆Ea ≈ 0.5kBT .

3.2.2 Nucleation Control on Linear Moiré Templates

It is apparent from the preceding discussions that in comparison to conventional
templates, the enhanced mean path of colloids on the moiré template would allow
a better control over the site-specific crystal nucleation and growth. Thus, in order
to quantify and demonstrate this efficacy, we will take a small detour and first find
out the limits of control over nucleation on conventional templates with no surface
energy gradients. To this end, we have performed epitaxy experiments on a linear
array of trenches (no surface energy gradients) for the same cp and λ as the linear
moiré templates. We found that during the early stages of the film growth, the increase
in particle density on the surface led to the nucleation of new islands and hence the
critical island density n increased with surface coverage Θ. An island with i-particles
is termed a critical cluster if the addition of another particle makes it stable against
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L   = 42σp

L   = 42σp

L   = 16σp
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(a) (b)

Figure 3.2 Particle trajectories and representative images of particle localisation on
linear moiré templates with (a) & (b) Lp ∼ 16σ and (c) & (d) Lp ∼ 42σ, respectively.
The grey and red region corresponds to regions of the pattern with high Ea.

disintegration. For each D/F studied, we determined the stability of the nuclei for
various i, starting from i = 1. First, we counted the number of islands, N1, containing
i-particles that became islands of (i+ 1)-particles over a time interval ∆t (Figure 3.3).
Next, we counted the subset of these islands, N2, that were stable against disintegration
over a subsequent time interval of the same duration. If N2

N1
≥ 0.65, i is termed as the

critical nuclei, or else, the process was iterated for increasing values of i till the above
criterion was satisfied (Figure 3.3). The critical island size for various D/F values
on linear grating pattern and linear moiré template are summarized in Table 3.1.

cp(mg/ml) D/F i (linear grid) i (linear moiré)
0.14 265 2 2
0.14 405 2 2
0.14 1400 2 2
0.14 4035 3 2

Table 3.1 Critical nuclei for linear grid and linear moiré templates. For moiré template,
at largest D/F studied, owing to the lateral flux of the particles to the regions with
high activation energy, dimers (i = 2) continue to be the critical nuclei.

As expected, beyond a critical Θ, arriving monomers diffuse to nearby stable islands

87



Site-specific Colloidal Crystal Nucleation by Template-enhanced Particle Transport

N N
1

N
2

N
1
 - N

2

t = 0 t = ∆t1 t = ∆t2

i-particle 

 islands
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Figure 3.3 Schematic of the algorithm for finding critical nuclei. An island of i-particles
was termed termed as a critical nuclei when the condition N2

N1
≥ 0.65 was satisfied.

without nucleating new ones and n reached a maximum nc (Figure 3.4a). At the later
stages of the film growth n decreases as island coalesce. The average island separation
at n = nc yielded L. As mentioned earlier, these experiments were performed at a
constant cp and varying F . Over the accessible range of D/F values in colloidal epitaxy,
nc does not show any marked change (Figure 3.4a). Consequently, L changed from
5−8σ only and was consistent with the direct measurements of L from the snapshots at
Θ ∼ Θc (Figure 3.4b and c). In fact, even at the highest D/F studied, L ∼ 8.2σ ± 2σ
and was consistent with deposition-diffusion-aggregation (DDA) model which predicts
L ∼ (D/F )1/4 ∼ 8σ [146]. Thus, for the pattern periodicity Lp > 8σ, conventional
templates would fail to yield a full control over sites of nucleation. In contrast to linear
grating pattern, Lp of the moiré templates solely dictates the maximal separation
between two sites of nucleation. Now, having discussed the limits of colloidal epitaxy
on conventional templates, we return back to our initial dissussions on quantifying
the efficacy of linear moiré templates over the linear grid patterns. As expected,
the accumulation of particles in regions of high activation energy also increased the
likelihood of crystal nucleation events at these sites. For site-specific nucleation to
occur with a high fidelity, however, an optimal balance between F and the particle
surface mean free path, albeit enhanced here, is needed [101, 146]. Figure 3.5a and
b shows representative snapshots of crystals grown on linear moiré templates with
Lp = 42σ at identical cp and surface coverage, Θ, and for two different F s, respectively.
At the smaller F , particles were able to migrate to traps prior to encountering arriving
monomer(s) and the crystals formed are compact and confined to trap sites (Figure
3.5a). For the higher F , however, this is not the case and the crystals within the traps
are more ramified and colloidal islands with six-fold symmetry (highlighted by circles
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(a)

(b) (c)

Figure 3.4 L for linear grating patterns. (a) Island density n versus Θ for linear grating
patterns at a fixed cp = 0.14mg/ml and varying F , F = 4035 (black circles), F = 1400
(green triangles), F = 405 (blue diamonds), and F = 265 (red stars). The solid lines are
log-normal fits to the data. Optical microscope snapshots at Θ ∼ Θc for (b) F = 265,
and (c) F = 4035.
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in Figure 3.5b) nucleated outside the traps as well. We parametrized the fidelity of
nucleation events at trap sites by the nucleation control efficiency, xNCE

xNCE = Nm

NT ot

. (3.2)

Here, Nm is the subset of particles that migrated to traps in a time interval ∆t and
then crystallised and NT ot is the total number of particles that landed outside traps
over the same time interval [110, 339]. We note that xNCE in [110] is defined as the

(1) L  = 42σ, L = 8.2σ (2) L  = 42σ, L = 6.3σ

1

2
(c)

(a) (b)

pp

Site-speci�c Nucleation

Without Surface

Energy Gradients With Surface

Energy Gradients

Figure 3.5 Nucleation control on moiré patterns.(a) and (b) Representative images
of crystals growth on linear moiré patterns at constant cp and for two different F s.
Since, λ = σ, the templates promoted the growth of crystals with square symmetry. (b)
Loss of nucleation control results in the nucleation of hexagonally ordered crystallites
outside of the traps and is highlighted by circles (c) Comparison of xNCE versus p∗

for conventional site-specific nucleation studies and on moiré patterns. The red and
blue squares correspond to experiments and simulation results for vapor deposition of
organic molecules (adapted from [110]). Here, nucleation control is lost (xNCE < 1)
beyond the striped region. The green circles correspond to colloid experiments on
linear moiré patterns for various Lp, cp and F values. Owing to the enhancement in
particle mean free path on these substrates, xNCE < 1 only for p∗ > 6.
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ratio of number of traps to the number of islands. This definition, however, poses
difficulties in estimating xNCE for spatially extended traps that can support multiple
stable nuclei in the early stages of film growth, as is the case here. xNCE, defined here,
not only circumvents this limitation but also allows for direct comparison with previous
experiments.

Next, we carried out thin film growth experiments on linear moiré templates for
different cp, F and Lp values. To succinctly capture the dependence of xNCE on these
parameters and to isolate the contribution arising from the enhancement in mean free
paths, we plotted xNCE versus p∗ = Lp

L
. Here, L is the mean free path of particles under

identical experimental conditions but in the absence of energy gradients. L was obtained
by measuring the density of critical clusters, nc, at the onset of coalescence (Figure
3.4). In Figure 3.5c, we compare xNCE versus p∗ from our experiments with simulation
and experimental results for site-specific nucleation and growth of organic molecules
(Section 1.4.2, Chapter 1) [110]. The data points denoted by 1 and 2 correspond
to Figure 3.5a and b, respectively. Strikingly, as opposed to previous studies where
complete nucleation control (xNCE = 1) [110] was possible only for p∗ ≤ 1, on moiré
patterns xNCE ≈ 1 until p∗ = 6 and beyond which it decreases. Further, the lateral
drift of the colloids to the regions of high activation energy on the moiré templates
resulted in a faster crystal growth. While it took t ∼ 104 s to reach nc on the linear
grating patterns (solid black circles in Figure 3.6), nucleation was almost three times
faster on Moiré templates with Lp ∼ 16σ that too with xNCE = 0.98 ± 0.02 (open blue
circles in Figure 3.6) and twice as fast for Lp ∼ 42σ with xNCE = 0.99 ± 0.01 (open
red triangles in Figure 3.6).

3.2.3 Nucleation Kinetics and Island Growth on Square Moiré
Templates

The above findings clearly exemplify the efficacy of our approach in achieving site-
specific nucleation for colloidal particles over a range of Lp values. In order to shed
light on the nucleation kinetics, we mimicked atomic heteroepitaxy experiments [129,
124, 340] and measured nc as a function of cp, at constant F , on square moiré patterns
with Lp = 16σ. Here, cp plays the role of an inverse temperature. At the largest cps
studied (cp ≥ 0.27 mg/ml), particles were unable to overcome the energy barriers for
surface diffusion even in the low Ea regions and the moiré template thus acts like a
homogeneous surface. On such surfaces, for small D, atomic and colloid experiments
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Figure 3.6 Faster nucleation and growth on moiré templates. Temporal evolution of
n for linear moiré templates; θ ∼ 8◦, Lp ∼ 16σ (hollow blue circles), θ ∼ 2◦, Lp ∼ 42σ
(hollow red triangles) and linear grid template (solid black circles) for similar D/F
values. The lines are log-normal fits to the data. The vertical lines shows the time at
which n = nc.

follow rate equation predictions and find that nc depends only on Θ and saturates
to a constant, nc ≈ 0.03 for i = 1 [101, 129]. This was indeed found to hold in our
experiments as well (triangles in Figure 3.7a). For 0.2 < cp < 0.27 mg/ml, although
particles diffuse, their mean free path remains smaller than Lp and nucleation events
continue to occur at random locations (panel labeled 3 in Figure 3.7a). Akin to the
behaviour on a homogeneous surface nc versus cp exhibits an Arrhenius-like dependence.
We found a second plateau in nc for cp lying between 0.1 − 0.2 mg/ml (green squares
and red circle in Figure 3.7a). In this regime, particles perceive the heterogeneous
nature of the surface energy landscape and thus their diffusivities are preferentially
smaller at trap sites, which subsequently resulted in site-specific nucleation (panel 2
in Figure 3.7a). Finally, for the lowest cps studied (cp ≤ 0.1 mg/ml), particles are
oblivious to the underlying surface topography and nc decreases owing to an increase
in the critical cluster size (i ≥ 4) (panel marked 1 in Figure 3.7a).

Although the overall shape of the nucleation curve (red line in Figure 3.7a) for
colloids is strikingly similar to that seen for atoms [129, 124], there are fundamental
differences. The black line in the schematic in Figure 3.7b shows nc versus D/F , or the
scaled 1/T , for homogeneous surface growth. When dimers are stable and also immobile,
rate equation predicts and experiments find that L ∝ (D

F
)1/6 for D/F > 104 [101].
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Figure 3.7 Nucleation and island growth on square moiré patterns. (a) nc versus cp

at fixed F . The legends in (a) represent the size of the critical cluster. The red line
is a guide to the eye. The blue shaded region corresponds to the regime of organized
growth. The magenta circles within the blue shaded region represent the expected nc

from homogeneous nucleation, for D/F s in the plateau region (Adopted from [101]).
(b) Schematic of nucleation curves for homogeneous nucleation (black curve) and
heterogeneous nucleation with and without energy gradients shown by red and green
curves, respectively. Mean-field scaling predictions for L and nc for D/F > 104 is also
shown.
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However, for D/F ≤ 104, the regime accessible in colloid experiments, L saturates
with decreasing D/F [17, 101]. For site-specific nucleation studies, which are typically
performed at a fixed F , a plateau in nc begins when L ∼ Lp (black solid circle in
Figure 3.7b) and continues until particles fail to feel the underlying substrate. More
importantly, the plateau is restricted only to the yellow shaded region, corresponding
to L ≥ Lp, of Figure 3.7b. On moiré templates, however, the enhancement in particle
mean free path due to surface energy gradients, corresponds to a larger effective
D/F and the plateau in nc should therefore lie below the homogeneous nucleation
curve (blue shaded region of Figure 3.7b). Figure 3.7a also shows the nc expected for
homogeneous nucleation (magenta circles in Figure 3.7a) for D/F values corresponding
to the plateau region in the nucleation curve (blue shaded region in Figure 3.7a) [101].
The spatially averaged D on square moiré templates has been used while estimating
D/F (Section 2.4, Chapter 2). In line with expectations, nc on moiré template lies
below the homogeneous nucleation curve (Figure 3.7a).

In the plateau regime of nc, since crystalline islands are periodically spaced and
have nearly identical monomer capture rates the island size distribution is expected
to be narrower than on a homogeneous surface [101, 129]. We measured the island

(a) (b)
(c)

(d)

Figure 3.8 Representative snapshot of island growth on (a) square moiré patterns with
Lp = 32σ and (b) colloidal homoepitaxy. For both the snapshots Θ ∼ 0.50. (The
snapshot in (b) is adopted from Ganapathy et. al. [17]). The underlying template
in (b) has a hexagonal crystalline symmetry. The crystalline particles are clustered
based on nearest-neighbor algorithm. Particles in distinct clusters have different colors.
The inset in (a) shows particles clustered based on their bond-order parameter. Green
represents particles with Ψ4 > 0.7 and red represents particles with Ψ6 > 0.7. (c) and
(d) Island size distributions and fractal dimensions corresponding to (a)−green circles
and (b)−black circles, respectively.
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size distribution on square moiré patterns with Lp = 32σ by clustering particles based
on their local bond-order parameter (Figure 3.8a and inset) and compared it with
homogeneous surface growth experiments for the same Θ (Figure 3.8b) [17]. To achieve
this, we first identified the crystalline particles based on the hexagonal and square
bond-order parameters - ψ6 and ψ4, respectively

ψ6(j) = 1
N

∑
k

e6iθjk (3.3)

ψ4(j) = 1
N

∑
k

e4iθjk . (3.4)

Here, j is the particle index, N is the number of nearest-neighbors, and θjk represents
the bond angle between jth and kth particles with respect to a reference axis. Two
particles were termed as nearest-neighbour, if the distance between their centres is
less than 1.4σ. Subsequently, the crystalline particles (ψ6 ≥ 0.7 and/or ψ4 ≥ 0.7) were
clustered based on the above cut-off. For the analysis of the size distribution and
morphology of the crystallites, clusters sizes s ≥ 10 have only been used. While we
found a broad range of island sizes on homogeneous surfaces (black circles in Figure
3.8c) [17], on moiré templates the distribution was peaked with a maximum that
roughly coincided with the trap size (green circles in Figure 3.8c). Further, at the same
Θ ∼ 50%, we found islands on moiré templates to be more compact with a fractal
dimension df ∼ 2 while on the homogeneous surface we found df ∼ 1.7 in agreement
with theoretical predicitions (green and black circles in Figure 3.8d, respectively) [146].

With continued particle deposition, crystals with hexagonal order nucleated and
grew outside the traps and subsequent layers were found to be in registry with the
underlying symmetry. We found this to be true even on templates with complex moiré
periodicities. Figure 3.9a shows a representative image of the third layer of crystals
grown on a template that was fabricated by making multiple imprints at different θs.
The symmetry and the width of the crystals reflect the underlying substrate periodicity
with a motif: 8σ2 → 8σ9 → 8σ2 →4σ9. Moreover, by tuning F , cp and groove
depth, a desired crystal growth can be achieved. For instance, at relatively higher
D and F , the crystallites predominantly grew as pyramidal structures (Figure 3.9b).
This is consistent with recent work of Ganapathy et. al. that showed the existence of
step-edge barrier even for system interacting via short-range attractive interactions
[17].
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(a) (b)

Figure 3.9 Snapshots of crystal growth at large coverages. (a) D = 0.03σ2/s, F =
10−4ML/s, and Θ ∼ 0.97. (b) D = 0.14σ2/s, F ∼ 5X10−5ML/s. The particle
coordinates in (b) with ψ4,6 > 0.7 and island size s > 3 have been rendered in Matlab.
Three layers of controlled colloidal crystallite growth have been shown with gray shade
decreasing with increasing number of layers. Particles in a layer have same gray shade.

3.2.4 Diffusion of Complex Colloids on Hexagonal Templates

As a marked improvement over the external field-based techniques that are particle
specific, the approach established in this chapter pave way for fabricating non-trivial
architectures composed of complex colloids such as colloidal dimers, trimers as well.
More importantly, analogous to atomic systems, complex colloids may provide an addi-
tion handle to tune the morphologies of colloidal thin films [123], a crucial prerequisite
in the device fabrication. Motivated by these, we have synthesized complex colloidal
clusters (Figure 3.10a and b; Section 2.3.3, Chapter 2) and studied their diffusion
kinetics on hexagonal templates (Figure 3.10c). Owing to the orientational degrees of
freedom, complex colloids were observed to undergo interesting in- and out-of-plane
rotation. Based on our preliminary observations, we believe that probing the nucleation
and growth kinetics of complex colloidal clusters on templates with and without surface
energy gradients would a worthwhile endeavour. However, in order to investigate and
explore the self-assembly of complex colloids on patterned surfaces, we first need to
figure out new synthesis protocols with better yields.

3.3 Conclusions

Collectively, non-trivial substrate topographies, realized via a relatively simple approach,
in the presence of short-range depletion interactions transported particles to desired
locations and helped achieve site-specific nucleation with high fidelity even for micron-
sized colloidal particles. Depletion interactions being sensitive only to the local geometry
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(a) (b)

(c)

Figure 3.10 Snapshots of colloidal (a) dimer and (b) trimer diffusion on a hexagonal
substrate. (c) Mean squared displacements ⟨∆r2(t)⟩ for monomers, dimers and trimers.

[34, 43, 45], a feature already exploited here, we believe our approach offers unparalleled
opportunities in directing the self-assembly of complex colloids regardless of their surface
chemistry and composition [32, 144, 341]. The idea outlined here, however, is far more
generic. By suitable manipulation of energy barriers for surface diffusion, control over
nucleation density can be exercised over a substantially broader range of D and F values.
It is, well-known that in atomic heteroepitaxy strain fields around misfit dislocations
lead to directional adatom currents [103, 106]. It is tempting to speculate if this can
be exploited to guide growth for small D/F values. In the context of nanoparticles,
techniques for creating binding energy gradients by controlling the density of ligands
on the surface already exists [342]. In light of our findings, we believe this approach
should now be exploited in guiding the self-assembly of nanoparticles as well.
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Chapter 4

Reentrant Glass Transition in
Suspensions of Colloidal Ellipsoids

4.1 Introduction

The microscopic underpinnings of glasses and the glass transition continue to remain
one of the grand challenges in condensed matter physics [149, 150]. There have been
significant advances in our understanding of the glassy state and the approach to
this state using model systems of colloids with isotropic shape and/or interactions
[19, 20, 60, 66, 200, 225]. Although particle shape strongly influences their packing [156],
it is only recently that experiments have probed its role in glass transition phenomena
[235, 343]. In particular, quasi-2-dimensional (2D) experiments on prolate colloidal
ellipsoids of intermediate aspect ratio α = 6 and with purely repulsive interactions
show two glass transitions [235]. The first corresponds to the orientational freezing of
particle dynamics and the second to their translational freezing and are in qualitative
agreement with experiments on liquid crystals [234], molecular mode coupling theory
(MMCT) predictions and computer simulations [196, 197]. Nevertheless, even in
2D, experiments are yet to confirm that ellipsoids with α < 2.5 show a single glass
transition as predicted by MMCT [203]. Apart from the rich phase behavior resulting
from particle shape anisotropy, recent colloid experiments have shown that interaction
anisotropy can result in novel phases [45, 72]. Interaction anisotropy is likely to have
wider relevance in the dynamics of gels and glasses also [155, 343]. It is well-established
that even with isotropic short-range attraction, hard spheres show rich reentrant glass
phenomena [66, 195, 200, 225, 226, 344–347]. At a fixed volume fraction greater than
the repulsive glass transition volume fraction, a repulsive glass (RG) melts to an
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ergodic fluid and forms a novel glass - attractive glass (AG) - at even higher interaction
strengths [66, 195, 200, 225, 226, 344–347]. However, the consequences of interaction
anisotropy for reentrant glass behaviour are yet to be explored by theory, simulations
and experiments. Thus, this chapter presents a study on colloidal ellipsoids of α = 2.1
in quasi-two-dimensions (2D) with an aim to explore the reentrant glass transition
phenomena.

4.2 Experimental Details

Colloidal ellipsoids of aspect ratio α = 2.1 were synthesized using well-established
protocols (Section 2.3.4, Chapter 2). The major and minor axes were 2l = 2.1µm
and 2w = 1.0µm with polydispersities of 11% and 8%, respectively. We used sodium
carboxyl methyl cellulose (NaCMC) as the depletant. Suspensions of ellipsoids in
water, at suitable depletant concentration cp, below the overlap concentration c∗ = 0.11
mg/ml, were loaded into wedge-shaped cells and left standing under gravity to allow
sedimentation to the 2D regions of the cell (Section 2.5, Chapter 2). For each cp,
experiments were done for at least six area fractions φs ranging from 0.23 ≤ φ ≤
0.84. Video microscopy was done using a 100X oil immersion objective (Leica, Plan-
Apochromat, numerical aperture 1.4) at a frame rate of 5 frames per second for a
typical duration of 20 minutes. The center-of-mass coordinates and the orientations of
the ellipsoids were obtained using ImageJ and the data were analyzed using standard
Matlab algorithms [331]. The spatial resolution was found to be 60 nm and the
angular resolution was 1◦. We begin our discussions with colloidal ellipsoids with
purely repulsive interactions.

4.3 Results and Discussions

4.3.1 Ellipsoids with Purely Repulsive Interactions

Unlike observations on ellipsoids with α = 6 [235], in our experiments, even after
months, we did not observe the formation of pseudonematic domains even at the
highest area fraction φ = 0.84 studied (Figure 4.1). The dynamics at various φs were
quantified using translational and nth order orientational correlation functions Fs(q, t)
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Figure 4.1 Representative image of colloidal ellipsoids at φ = 0.84.

and Ln(t), respectively.

Fs(q, t) = 1
N

〈 N∑
j=1

exp
(
iq · (rj(t+ t0) − rj(t))

)〉
. (4.1)

Ln(t) = 1
N

〈 N∑
j=1

cos
(
n(θj(t+ t0) − θj(t))

)〉
. (4.2)

Here, N is the total number of particles, rj(t) and θj(t) are the position and orientation
of the jth ellipsoid at time t, t0 is the lag time, q is the wave vector, n = 1, 2, 3, ...,
and ⟨⟩ denotes the time averaging. The magnitude of q is chosen to be the first
maximum in radial pair correlation function g(r). The variation of Fs(q, t) and L5(t) as
a function of φ are shown in Figure 4.2 and Figure 4.3, respectively. Although at low
φ, Fs(q, t) and Ln(t) decay exponentially, at high φ, both show a two-step relaxation
that is typical of glass-forming liquids [151, 190]. While the first decay corresponds
to rattling of particles inside the cages formed by the neighbouring particles, the
second corresponds to its subsequent escape from the cage. The first relaxation is
termed as β−relaxation and the second one as α−relaxation. The onset of caging was
evidenced by non-exponential relaxation in Fs(q, t) and Ln(t) for φ = 0.73 (Figure 4.2
and Figure 4.3). While at φ = 0.79, Fs(q, t) decayed completely and Ln(t) by ≈ 25%
over 700 s, for φ = 0.84, Fs(q, t) decayed by only about 20% and Ln(t) by 7% over
4000 s (Figure 4.2 and Figure 4.3). This suggests an ergodic-nonergodic transition with
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Figure 4.2 Self intermediate scattering function Fs(q = 5.6µm−1, t) with time t for
various φs. Inset on right is shown with expanded y-axis to show two-step relaxation
at φ = 0.79.

Figure 4.3 Dynamic orientational correlation function L5(t) with time t for various φs.
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0.79 < φg
R,T < 0.84 [66, 225]. Here, φg

R and φg
T are orientational and translational

glass transition area fraction, respectively.
We estimated the glass transitions for both the DOFs using MCT scaling analysis

[151, 190, 194, 235] described in Section 1.5.1 of Chapter 1. As per MCT, as φg is
approached, structural relaxation time τα diverges as

τα(φ) ∝ (φg − φ)−γ (4.3)

where γ = 1
2a

+ 1
2b

. Here, a and b are exponents in the critical decay law and the
von-Schweilder law, respectively [151, 190, 194, 197, 235]. In cases where Fs(q, t) and
Ln(t) showed complete decay, τα was taken to be time where correlation decayed to 1/e
[194, 197]. While for correlation functions that showed only a partial decay (∼ 70%),
τα was estimated by fitting a stretched exponential to the long time decay of Fs(q, t)
and Ln(t) [235]. Further, it is worth mentioning that the two procedures to estimate
τα yielded the same value. In our experiments, we obtained b from power-law fits to
the crossover regime from late β to early α−relaxation in Fs(q, t) and Ln(t). Owing
to a poor temporal resolution in the early β−relaxation regime, we obtained a using
the relation [151], Γ(1−a)2

Γ(1−2a) = Γ(1+b)2

Γ(1+2b) . Consistent with MCT predictions, we found that
τα

−1/γ was linear in φ (Figure 4.4) for all qs and ns studied. Strikingly, this scaling
yielded the same φg = 0.80 ± 0.01 for both translational and orientational DOF (Figure
4.4).

To show that φg was indeed at 0.80 ± 0.01, we have quantified the size distribution
and scaling of the most-mobile particle clusters. These clusters, believed to be pathways
for structural relaxation in supercooled liquids and glasses [172], show qualitative trends
with φ across φg [19, 235]. To quantify dynamical heterogeneities, we first obtained
the translational and rotational mean squared displacements (MSD) of the particles.

⟨∆r2⟩ = 1
N

〈 N∑
j=1

(
(xj(t+ t0) − xj(t))2 + (yj(t+ t0) − yj(t))2

)〉
. (4.4)

⟨∆θ2(t)⟩ = 1
N

〈 N∑
j=1

(
(θj(t+ t0) − θj(t))2

)〉
. (4.5)

Here N is total number of particles, xj(t) and yj(t) are the coordinates and θj is the
orientation of jth ellipsoid, t0 is the lag time and ∆r is the displacement of the particles
over time t. The particle dynamics were diffusive at lower φs (Figure 4.5 and Figure
4.6). For φ ≥ 0.73 and at short times, the dynamics was sub-diffusive which signifies
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Figure 4.4 τα
−1/γ versus φ. Here, γT = 1.93 and γR = 2.24. Dashed and solid lines are

power law fits to the translational and orientational data, respectively.

Figure 4.5 ⟨∆r2(t)⟩ at various φ. The solid and dashed lines represent slope 1 and the
minimum tracking resolution in our experiments, respectively.

104



4.3 Results and Discussions

Figure 4.6 ⟨∆θ2(t)⟩ versus t for various φs. The solid line represents slope 1.

particle caging. At a characteristic relaxation time t∗, ⟨∆r2(t)⟩ showed an upturn
which reflects the escape of particles from their respective cages (Figure 4.5 and Figure
4.6) and the long time dynamics after t∗ approaches the diffusive limit.

For both ⟨∆r2(t)⟩ and ⟨∆θ2(t)⟩, at t∗, the dynamics is highly non-Gaussian and
this was quantified using the non-Gaussian parameter, α2(t) [19], which is defined as,

αT
2 (t) = ⟨∆r(t)4⟩

2⟨∆r(t)2⟩
− 1 (4.6)

αR
2 (t) = ⟨∆θ(t)4⟩

3⟨∆θ(t)2⟩
− 1 (4.7)

where ∆r(t) and ∆θ(t) are the particle displacements and change in orientations
over time t, respectively. Since for any Gaussian process all the higher order (even)
moments can be expressed in terms of second moment [348] i.e. ∆r2(t) or ∆θ2(t),
αT,R

2 (t) = 0 for diffusive dynamics. However, for supercooled liquids, αT,R
2 (t) shows

a maximum in the vicinity of t∗ due to cage rearrangements (Figure 4.7) [19]. Both
t∗ and the peak amplitude α2(t∗) increases as the glass transition is approached
(Figure 4.7). In the vicinity of φg and beyond, the particle dynamics slow down as
evident from the plot of probability distribution of displacements of particles, P (∆(r))
over t∗ (Figure 4.8). Thus, for φs close to but less than φg, the absence of large
cooperative cage rearrangements led to a decrease in t∗ [19, 235] and was consistent
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(a)

(b)

Figure 4.7 Non-Gaussian parameter (a) αT
2 (t) and (b) αR

2 (t) versus t for various φs.

Figure 4.8 P (∆r(t∗)) versus ∆r at three φs in the vicinity of φg. Here t∗ corresponds
to the cage breaking time.
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with our observations of t∗φ=0.79 < t∗φ=0.76. However, beyond φg, the absence of large
cooperative cage rearrangements should result in decrease in both t∗ and α2(t∗) [19].
Unlike at low φs, t∗ in the vicinity of φg and beyond is thought to represent the
β-relaxation time [19]. Since α2(t) is fairly sensitive to noise, the increase in t∗ at
φ = 0.84, in our case, was probably due to particle tracking errors from negligible
particle displacement that were comparable to the spatial resolution in our experiments
[349]. It is important to note that the coupling between rotational and translational
DOF can lead to non-gaussian effects in the lab frame for ellipsoids even in the dilute
limit [350]. We have verified that all trends reported here were preserved in the body
frame of ellipsoids also, where this coupling is absent. The particle dynamics were
heterogeneous over t∗ as shown in Figure 4.9. The top 10% most-mobile particles
over t∗ were found to be spatially clustered (Figure 4.9). Two most-mobile particles

Figure 4.9 Top 10% translationally most-mobile (open blue circles) and orientationally
most-mobile (solid red circles) particles at φ = 0.79.

belong to the same cluster if one ellipsoid when expanded 1.4 times, maintaining its
orientation, encompasses the other’s centre, subject to the condition that there is no
immobile ellipsoid between them. We found that a significant fraction of orientationally
most-mobile particles were also translationally most-mobile and was consistent with
the absence of pseudo-nematic domains (Figure 4.9).

To quantify these clusters at a given φ, we have used average cluster size ⟨Nc⟩,
⟨Nc

T,R⟩ =
∑

n
n2P (n)∑

n
nP (n) [221], where P (n) is the cluster size distribution. Analogous

to observations in supercooled liquids of colloidal spheres [19], ⟨Nc
T,R⟩ increased as

φg is approached and shows a sudden decrease beyond φg for both translational and
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orientational DOF (Figure 4.10a). These observations confirmed that 0.79 < φg
T , φg

R <

φ
g

g

(a) (b)

Figure 4.10 (a) The variation of average cluster size, ⟨Nc⟩ with φ. The vertical dashed
line represents the glass transition area fraction φg. (b) Divergence of average cluster
size: ⟨Nc⟩ versus (φg − φ).

0.84 and was consistent with φg = 0.80 ± 0.01 estimated from MCT scaling analysis.
Further, ⟨Nc

T,R⟩ diverged as a power law as φg is approached (Figure 4.10b).

⟨Nc
T,R⟩ ∝ (φg − φ)−η, (4.8)

where η is scaling exponent. Though the physical origin of such a scaling is not clear,
similar behaviour has also been observed for supercooled liquids of colloidal ellipsoids
of α = 6 [235] and binary Lennard-Jones glass forming liquids [351]. This further
validates our observation of single φg for both translational and orientational DOF at
φ = 0.80 ± 0.01.

Moreover, using Vogel-Fulcher-Tammann (VFT) equation [349, 352, 353], we have
estimated the ideal glass transition area fraction φ0 at which diffusive motion ceases.

τα(φ) = τ∞ exp
 A

(1 − φ/φ0)
.

 (4.9)

Here, A and φ0 are adjustable parameters. To determine φ0, we have plotted the
variation of residuals of linear fits as a function of φ0 (inset to Figure 4.11). The
minimum in the residuals for a given wave vector q corresponds to the best fit to the
VFT equation. The average value of φ0 obtained from two different values of q yields
φ0 = 0.89±0.02 (Figure 4.11). As seen in previous studies [349, 352], the dynamic cross
over area fraction φg determined from MCT scaling lies between the area fraction that
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corresponds to the onset of caging φ = 0.73 and φ0. Though there are no theoretical
or computational predictions of φ0 for ellipsoids of α = 2.1, the value of φ0 is in the
vicinity of the predicted value (φ0 ≈ 0.88) for bi-disperse ellipsoids, α ∼ 2.2, in 2D
[354].

1

(φ − φ )
  0

Figure 4.11 The scaling of structural relaxation time, τα with (1 − (φ/φ0)). The inset
shows the residuals of the linear fits as a function of fitting parameter φ0. The dashed
vertical line corresponds to φg for purely repulsive ellipsoids. The solid vertical line
represents the average value of φ0.

In summary, in concord with MCT predictions (Section 1.5.3, Chapter 1), liquids
of colloidal ellipsoids of α = 2.1 showed a single glass transition for both translational
and orientational DOF at φg = 0.80 ± 0.01. We now move on to discuss the dynamics
in suspensions of colloidal ellipsoids with short-ranged depletion attractions.

4.3.2 Hard Ellipsoids with Depletion Attraction

While depletion induced attractions for spherical particles are isotropic [62], it leads
to an anisotropic interaction for ellipsoidal particles (Section 1.2.2, Chapter 1) [236].
Figure 4.12 clearly shows that ellipsoids prefer lateral alignment as compared to
tip-to-tip alignment in presence of depletion induced attraction.

First, we focus on change in the dynamics of colloidal ellipsoids as the strength
inter-particle pair potential U was varied. In 2D, the relationship between depletion
concentration, cp, and attraction strength U is not well-understood [355]. Therefore,

109



Reentrant Glass Transition in Suspensions of Colloidal Ellipsoids

Figure 4.12 Snapshot showing lateral alignment being promoted with introduction of
short-ranged depletion attraction.

for all cps investigated here, we directly measured the change in depth of the scaled
depletion potential ∆u = − ∆U

kBT
, averaged over all orientations, with respect to cp = 0,

from dimer life time measurements [117]. Here, kB is the Boltzmann constant and T

is the temperature. To evaluate the change in the depth of attractive potential, ∆u,
we measured the monomer diffusion constant, D, and the dimer lifetime, τ , averaged
over all orientations, at φ ≈ 0.25 for the various cps studied. The distributions of τ
were observed to be exponential (Figure 4.13b and c) and the decay constant yielded
τ0. However, for cp = 10 µgml−1, as the values of τ are small (Figure 4.13a), τ0 was
taken to be the peak of the distribution. Following Savage et. al. [117], we evaluated
∆u using the τ0 calculated above.

τ0 ∝ D−1 exp
(
U

kBT

)
(4.10)

−∆(U1 − U2)
kBT

= ∆u = ln
τ (2)

0 D2

τ
(1)
0 D1

 (4.11)

where 1 and 2 in Eqn.4.11 denote the two systems at different interaction strength.
τ0D with cp showed an exponential dependence (Figure 4.13), although the origin of
this is unclear. Since, we could not collect data at φ ∼ 0.25 for cp = 30µg/ml, the
value of τ0D was obtained from fits to the data shown in Figure 4.13d.

⟨∆r2(t)⟩ and ⟨∆θ2(t)⟩ at different ∆u are shown in Figure 4.14 and Figure 4.15,
respectively. With the introduction of depletion attractions, the overlap of excluded
volume between ellipsoids frees up volume and hence dynamics was observed to
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Figure 4.13 Distribution of dimer lifetimes for (a) cp = 10µg/ml (b) 40µg/ml (c)
50µg/ml. The solid line in (b) and (c) shows exponential fits to the data. (d) Log-
Linear plot of τ0D versus cp. The solid line is linear fit to the data from which τ0D at
cp = 30µg ml−1 was obtained.

become faster till the intermediate attraction strengths. However, for higher attraction
strengths, owing to stronger bonding between ellipsoids, the dynamics of the system
slowed down (Figure 4.14 and Figure 4.15).

4.3.3 Reentrant Glass Dynamics in Hard Ellipsoids

In this section, we will discuss the change in translational and orientational dynamics
of colloidal ellipsoids as a function of particle interaction potential ∆u at a φ ∼ RG
φg = 0.80. We begin with correlation functions Fs(q, t) and Ln(t). Figure 4.16a and b,
show Fs(q = 5.6µm−1, t) and L3(t) for φ ≈ 0.79 ≈ φg for different ∆us, respectively. In
contrast to low and high attraction strengths (∆u = 0 and ∆u = 1.47) where Fs(q, t)
shows a two-step decay (inset to Figure 4.16a), a logarithmic decay is observed for
∆u = 1.16 (Figure 4.16a). Here, it worth mentioning that MCT predicts such a trend
in decay behaviour of correlation functions in the vicinity of A3 singularity (Section
1.5.2, Chapter 1) [195, 347]. While experiments on copolymer micellar system have
shown the logarithmic decay of Fs(q, t) [199], our experiments are the first to probe the
dynamics at single particle resolution in the vicinity of A3 singularity. Moreover, while
akin to Fs(q, t), a two-step decay of L3(t) was observed at low and high attraction
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Figure 4.14 ⟨∆r2(t)⟩ at different φs and for (a) ∆u = 0.44 (b) ∆u = 1.16 (c) ∆u = 1.47
and (d) ∆u = 1.95. ⟨∆r2(t)⟩ at φ = 0.67 and φ = 0.72 in (c) were observed to be
same. The faster dynamics at φ = 0.72 could be due to thicker cell area in the viewing
region.The solid lines in all sub-plots represent slope 1.

(a) (b)

(c) (d)

Figure 4.15 ⟨∆θ2(t)⟩ at different φs and for (a) ∆u = 0.44 (b) ∆u = 1.16 (c) ∆u = 1.47
and (d) ∆u = 1.95. The ⟨∆θ2(t)⟩ at φ = 0.67 and φ = 0.72 in (c) were observed to be
same. Here also, the faster dynamics at φ = 0.72 could be due to thicker cell area in
the viewing region.The solid lines in all sub-plots represent slope 1.
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(a)

(b)

Figure 4.16 Fs(q = 5.6µm−1, t) and (b) L3(t) for ∆u = 0 at φ = 0.79 (black squares),
∆u = 1.16 at φ = 0.81 (red circles), ∆u = 1.47 at φ = 0.81 (green triangles). Inset
to (a) and (b) − with expanded y-axis to show two-step relaxation. Solid and open
symbols correspond to orientational and translational scaling of τα, respectively. The
logarithmic decay of Fs(q, t) for ∆u = 1.16 is shown by solid blue line in the linear-log
plot of (a).
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strengths (inset to Figure 4.16b), a significant decay of L3(t) was not observed for
∆u = 1.16 (Figure 4.16b). Thus, we were unable to comment about its closeness to
A3 singularity associated with orientational DOF. Furthermore, while for ∆u = 1.16,
Fs(q, t) decayed completely (Figure 4.16a), only a partial decay was observed in Ln(t)
(Figure 4.16b). These observations suggest that the dynamics in translational and
orientational DOF might be different. Hence, in order to ascertain if φg at intermediate
attractions strengths had indeed shifted to a φ > RG φg, we have performed the
aforementioned MCT scaling for all ∆us studied. In line with theoretical predictions
[195, 347], τα

−1/γ was linear in φ for attractive glasses too and allowed us to extract
φg

R and φg
T (Figure 4.17). Strikingly, for ∆u = 1.16 we observed a two-step glass

α

α
α

α

(a) (b)

(c) (d)

Figure 4.17 MCT scaling of τα for ∆u = 0.44 (a), ∆u = 1.16 (b), ∆u = 1.47 (c) and
∆u = 1.95 (d). Solid and open symbols correspond to orientational and translational
scaling of τα, respectively. The lines are linear fits to the data. The solid and dashed
vertical lines in (c) and (d) denote φg

R and φg
T respectively.

transition with φg
R = 0.81 ± 0.01 and φg

T = 0.84 ± 0.01 (Figure 4.17b). For ∆u = 1.47,
φg

T reverted to a lower φ with φg
T = 0.81 ± 0.01 and φg

R = 0.80 ± 0.02 (Figure 4.17c).
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Due to strong hindrance in rotation of the particles for ∆u = 1.95, Ln(t) did not
decay over the experimental time duration. Hence, we could not estimate the φR

g for
∆u = 1.95.

To further validate the above observations, we explored the complete phase diagram
in the (φ,∆u) plane with αT,R

2 (t = t∗), Fs(q, t∞) and L3(t∞) as the quantifier of
particle dynamics. Here t∞ denotes experimental time duration. Figure 4.18 shows
the translational and orientational phase diagram, along with MCT predicted glass
transitions. Since, sedimentation to the 2D regions of the cell was extremely slow for

∆
u

∆
u

a

b

Figure 4.18 Phase diagram in (∆u, φ) plane. The circles represent the ∆u and φ at
which experiments were performed. (a) Translational DOF. (b) Orientational DOF.
The black circles denote Fs(q, t∞) and L3(t∞) that decayed completely. The white
circles denote Fs(q, t∞) and L3(t∞) that decayed partially. The color bar indicates the
value of α2(t = t∗). αT,R

2 (t∗) for φ’s in between experimental data points were obtained
from linear interpolation. Note the break in φ-axis at φ ≈ 0.53. φg

T and φg
R, obtained

from MCT scaling analysis, are shown by squares in (a) and (b) respectively.
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ellipsoids with attractive interactions, we were unable to collect data beyond φ ≈ 0.81.
Overall, αT

2 (t∗) < αR
2 (t∗) indicating that orientational relaxations were relatively more

hindered as compared to translational ones. While at low φ and at small ∆us, an
ergodic phase was observed, for large ∆us, we found percolating networks of ellipsoids
which we identified as a gel phase (Figure 4.19) [66, 225]. Most remarkably, at a fixed

Figure 4.19 Representative image of the gel phase at φ = 0.47 and ∆u = 1.95.

φ ≥ RG φg and with ∆u, while we observed a minimum in αT
2 (t∗) (Figure 4.18a) at

intermediate attraction strengths, we did not see this for αR
2 (t∗) (Figure 4.18b). This

clearly implies a melting of the glass only in the translational DOF and is consistent
with our observations that in contrast to Fs(q, t∞) (Figure 4.16a), Ln(t∞) (Figure
4.16b) shows only a partial decay. Lending further credit to these observations, while
the MCT predicted φg

T shows systematic reentrant behaviour (Figure 4.18a), within
experimental certainty, φg

R (Figure 4.18b) does not. Thus, inspite of having a single
glass transition in the purely repulsive limit, reentrant behaviour in translational and
orientational DOF were clearly different.

4.3.4 Rationalizing Our Observations

Why do we see a two-step glass transition for intermediate ∆u? To address this question,
we quantified the structure and dynamics in body frame of ellipsoids for φ ≈ RG φg

with ∆u. The structure was isotropic for ∆u = 0 (Figure 4.20a). While for ∆u = 1.16,
depletion enhanced lateral alignment of ellipsoids resulting in quasi-long range ordering
(Figure 4.20b); for ∆u = 1.47, the longer bond life time precluded the ellipsoids from
sampling various configurations and led to smaller domain sizes as is shown in Figure
4.20c. These variations in structure with increasing attraction strengths have been
quantified using pair correlation function g(r) and static orientational correlation
function g2(r). While g(r) quantifies the change in number density of the particles as
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(a) (b) (c)

Figure 4.20 Representative images showing structure at (a) ∆u = 0 at φ = 0.79; (b)
∆u = 1.16 at φ = 0.81 and (c) ∆u = 1.47 at φ = 0.81.

a function of distance r with respect to a reference particle, g2(r) reveals information
regarding the orientational order and hence the domain size. Mathematically, g2(r) is
defined as [356],

g2(r) = ⟨cos(2[θ(0) − θ(r)])⟩ (4.12)

where θ is the orientation of the ellipsoid and r is centre-to-centre distance between
two ellipsoids and ⟨⟩ denotes the ensemble averaged over all pairs of ellipsoids located
at distance r. While the absence of peak at r

2w
= 1.7 in g(r) (Figure 4.21a), confirms

that perpendicular alignment of the ellipsoids are absent for ∆u = 1.16, a higher
value of g2(r) at the same position (Figure 4.21b) was a clear indication of quasi-long
range ordering (QLRO) at ∆u = 1.16. Apart from the analysis of g(r) and g2(r),
our arguments of QLRO at intermediate ∆u were also supported by the analysis
of dynamics in the bodyframe of ellipsoids. We have followed Han et. al. [350] to
construct the trajectories in the bodyframe. Briefly, displacements of particles between
two successive frame in the labframe were resolved along major and minor axis of the
ellipsoids. These displacements along major and minor axes were summed to obtain
the complete trajectory for a given ellipsoid. From these constructed trajectories, we
have evaluated the MSD along major (⟨∆r2⟩l) and minor (⟨∆r2⟩w) axes of ellipsoids.
As shown in Figure 4.22, the anisotropy in diffusion ( ⟨∆r2⟩l

⟨∆r2⟩w
) is enhanced at ∆u = 1.16

due to the relatively unhindered motion of the ellipsoids along their major axes within
the domains. The time at which ⟨∆r2⟩l

⟨∆r2⟩w
peaks in Figure 4.22 is the cage relaxation time

t∗, as discussed before. Since the diffusion was anisotropic, especially at intermediate
attraction strengths, the cage relaxations were predominantly due to realaxation along
the major axes of ellipsoids. Thus, while inter-particle attractions free up volume
and shift φg

T to a higher φ = 0.84 ± 0.01, QLRO hinders rotational relaxation and
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r/2l

r

2w

r

2l

r

2w

r

2l

(a) (b)

Figure 4.21 (a) Pair correlation function g(r) and (b) Static orientational correlation
function g2(r) for ∆u = 0 at φ = 0.79 (black squares); ∆u = 1.16 at φ = 0.81 (red
circles); and ∆u = 1.47 at φ = 0.81 (cyan triangles).

l
w

Figure 4.22 Ratio of mean-squared displacements along major and minor axis of
ellipsoids for ∆u = 0 at φ = 0.79 (black squares); ∆u = 1.16 at φ = 0.81 (red circles);
and ∆u = 1.47 at φ = 0.81 (cyan triangles).
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results only in a marginal shift in φg
R = 0.81 ± 0.01. Further, we find that the

orientationally most-mobile particles are predominantly at inter-domain boundaries
and the translationally most-mobile particles are in the ordered regions as observed for
ellipsoidal system of α = 6 (Figure 4.23) [235].

Figure 4.23 Top 10 % orientationally (solid) and translationally (hollow) most-mobile
particles at ∆u = 1.16 and φ = 0.81.

4.4 Conclusions

In conclusion, our experiments highlight for the first time, the crucial role of particle
shape and interaction anisotropy in reentrant glass phenomena. We have shown that
2D suspensions of colloidal ellipsoids (α = 2.1) with purely repulsive interactions show
a single glass transition. This is in qualitative agreement with MMCT predictions in
3D [203]. Owing to the lack of pseudonematic ordering, we find that an appreciable
fraction of orientationally most-mobile particles are also translationally most-mobile.
Confirming theoretical predictions [195, 347], we found that MCT scaling laws can
be readily extended to systems with short-range attraction as well. Interestingly,
quasi-long ranged ordering is promoted at intermediate ∆us and results in a two-
step glass transition with an intervening orientational glass regime. Although our
experiments showed clear reentrant behavior only in the translational DOF, it would
be worthwhile to investigate the role of α on reentrant glass dynamics. Further, in
concord with MCT predictions [195, 200, 347], our experiments are first to probe the
dynamics at single particle resolution for anisotropic particles in the vicinity of the
A3 singularity. Moreover, in light of recent experiments which have shown that shape
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of dynamical heterogeneities plays a key role in relaxation mechanism of supercooled
liquids and glasses [14, 15], it would be worthwhile to probe the transport properties of
the supercooled liquids and its correlation, if any, with the morphology of dynamical
heterogeneities. Answers to these questions form the content of the subsequent chapter.
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Chapter 5

Transport Properties of
Supercooled Liquids of Colloidal
Ellipsoids

5.1 Introduction

While it is not possible to distinguish conventional liquids from supercooled ones using
conventional static structural measures, a dynamical signature unique to the latter is
the presence of spatial and temporal heterogeneities [19, 20, 172, 183, 265, 267, 268].
Regions of predominantly fast particles that contribute primarily to diffusivity, D,
are spatially decoupled from the slow regions that govern the bulk viscosity η or
equivalently the structural relaxation time τα [183, 267, 268]. A consequence of
dynamical heterogeneities (DH) is the Stokes-Einstein (SE) relation [249],

DT = kBT

6πηa (5.1)

and/or the Stokes-Einstein-Debye (SED) relation [302],

Dθ = kBT

8πηa3 (5.2)

that are hallmarks of simple liquids, breakdown [183, 258, 267, 268, 271, 273, 280].
Here, the superscripts T, θ denote translational and rotational degrees of freedom
(DOF), respectively, a is the particle radius and kBT is the thermal energy. The
breakdown occurs at T ∼ 1.2Tg where Tg is the glass transition temperature. Below
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Tg, the SE relation has a fractional form,

DT ∝ τα
−ξ with ξ < 1. (5.3)

It has been shown recently that the extent of SE breakdown depends on spatial
dimensionality - with weak or no breakdown (ξ ∼ 1) till Tg in four dimensions and the
breakdown becoming progressively stronger (ξ < 1) with decreasing dimensionality
[281, 292]. Moreover, simulations predict that in two-dimensions (2D), the SE relation
is not valid (ξ > 1) even at high T [281, 282]. However, with increasing supercooling a
crossover in the exponent from ξ > 1 to ξ < 1 is observed [281, 282] . Thus far, numerous
studies have explored the connections between the extent of SE/SED breakdown and
the standard quantifiers of DH, namely, the stretching exponent β, the non-Gaussian
parameter, α2(t) and the four-point dynamic susceptibility χ4 [183, 281, 357, 358].
A key question, however, has remained unanswered. Do morphological changes in
DH influence the breakdown of SE and/or SED relations?. This question becomes
all the more relevant in the context of random first-order transition (RFOT) theory,
a prominent thermodynamic approach, which predicts a change in the morphology
of DH from string-like to compact on approaching the glass transition [222]. These
predictions have been verified in recent experiments [15]. In fact, recent simulations
have suggested that in three dimensions although DH emerges at the onset temperature
of slow dynamics To, the violation of SE relation starts at the dynamical crossover
temperature Ts < To [283, 299]. Interestingly, for T < Ts, χ4 ∝ ξ4

3 which indicates
that DH are compact [283, 299]. Here, ξ4 is dynamic correlation length. Furthermore,
recent colloid experiments have shown that the shape of DH change from string-like
to compact on introducing attractive interactions [359], albeit its influence on the
breakdown of SE relation has not been explored. In fact, at present it is even unclear
whether DH in the rotational DOF also shows morphological changes on approaching
the glass transition, let alone its influence on the validity of the SED relation.

Before moving further, it is necessary to briefly highlight the lack of consensus
between the two complementary approaches used to investigate the validity of SED
relation in supercooled liquids. Numerical studies, where Dθ is directly extracted from
particle trajectories - ‘Einstein Method’, find that the SED relation breakdown to the
same extent as SE [277, 285],

Dθ ∝ τα
−χ with χ < 1. (5.4)
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On the contrary, studies that have access to the nth-order orientational relaxation
time τn, only n = 2 can be accessed in molecular experiments, invoke the ‘Debye
Model’, Dθ ∝ 1

τn
, and find the SED relation to be valid even for deep supercooling

[260, 265, 287],
1
τn

∝ τα
−χ with χ = 1. (5.5)

In supercooled liquids, the orientational correlators decay as stretched-exponentials
leading to the failure of the Debye Model. Simulations on hard dumbbells find that 1

τ2
,

nevertheless, continues to scale linearly with τα, albeit Dθ extracted from the Einstein
method shows a breakdown [284]. Recent colloid experiments that probed the dynamics
of anisotropic tracers in a bath of smaller hard spheres, however find that the SED
relation remains valid even close to glass transition irrespective of the method used
[264]. It is well-known that the breakdown of the SED/SE relation depends on the size,
shape and roughness of the tracers with respect to the host [305–307, 357]. It would
be therefore be worthwhile to investigate the SED and SE relation in an experimental
model system where particle self-diffusivities, as opposed to tracer diffusivities, can
be directly accessed. Interestingly, suspensions of micrometer-sized colloidal ellipsoids
are an ideal test bed to probe translational and rotational dynamics in real-space and
with single-particle resolution.

Here, we have used the microscopy data from Chapter 4 to investigate the SE and
SED relations in quasi-two-dimensional (2D) suspensions of colloidal ellipsoids, aspect
ratio α = 2.1, with repulsive as well as attractive interactions.

5.2 Results and Discussions

5.2.1 Stokes-Einstein-Debye (SED) Relation

We have examined the validity of the SED relation, using the aforementioned approaches,
for ellipsoids with purely repulsive interactions. To ascertain if the ‘Debye Model’ can
be used to estimate Dθ, we computed the nth-order orientational correlation function
(Section 4.3.1, Chapter 4),

Ln(t) ≡ 1
N

〈
N∑

k=1
cosn(∆θk(t))

〉
(5.6)

123



Transport Properties of Supercooled Liquids of Colloidal Ellipsoids

for n = 2..5, and for all area fractions, φ, investigated. Here, ∆θ is the angular
displacement of the kth ellipsoid, t is the lag time and ⟨...⟩ represents the time averaging.
As seen in earlier experiments on colloidal ellipsoids (α = 6, 9) [235], even for φ = 0.28,
the long-time decay of Ln(t) = exp[−(t/τn)β] was found to be a stretched-exponential
(β < 1) (Figure 5.1a). On approaching the glass transition area fraction φθ

g = 0.80, and
in concord with findings from experiments and simulations [235, 284, 303, 357, 358], β
was found to decrease (Figure 5.1a). This clearly signals a growing departure from the
simple Debye type relaxation dynamics and is consistent with earlier observations of
the increase in the size of DH in the rotational DOF on approaching φg (Figure 4.10a,
Section 4.3.1, Chapter 4). The presence of DH is also reflected in the non-Gaussian
nature of particle displacements evaluated over the cage rearrangement time t∗ (Figure
5.1b). Next, following the Einstein Method, we directly evaluated Dθ from the long-

P
( 

  
 )

(a) (b)

Figure 5.1 (a) Variation of the stretching exponent, β, obtained from fits to L2(t),
with φ. (b) Distribution of ∆θ, over t∗ for φ = 0.49 (hall-filled circles) and φ = 0.76
(half-filled squares). The dotted lines in (b) are Gaussian fits to P (∆θ).

time diffusive region of the mean-squared angular displacements, ⟨∆θ2(t)⟩ = 2Dθt

(Figure 5.2a). We were unable to calculate Dθ for φ > 0.76, since ⟨∆θ2(t)⟩ does not
reach the diffusive limit. Figure 5.3 shows 1

τn
, for n = 2..5, and Dθ plotted against

τα. τα at various φs were obtained from the decay of the self-intermediate scattering
function,

Fs(q, t) ≡ 1
N

〈
N∑

k=1
exp[iq · ∆rk(t)]

〉
(5.7)

to 1
e
. Here, the wavevector q is chosen to correspond to the first peak of the pair-

correlation function since for this particular choice, τα mimics the behaviour of η [290].
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(a) (b)

Figure 5.2 (a) Mean squared angular displacements, ⟨∆θ2(t)⟩, and (b) mean squared
displacements, ⟨∆r2(t)⟩ at different φs for purely repulsive interaction potential. Only
the long time diffusive regime has been shown in (a) and (b). The solid lines in (a)
and (b) represent lines of slope 1.

Owing to the failure of the Debye Model even at low φs, 1
n2τn

and Dθ do not collapse
although they scale similarly with τα for φ ≤ 0.68. At low φs, Dθ and 1

n2τn
are found

to scale as τα
−χ, with χ > 1 (Figure 5.3). Although, the physical origins for these

observations are lacking, our findings are consistent with previous studies [281, 282].
Moreover, while a weak crossover in the fractional SED relation is observed via the
Einstein formalism for φ > 0.68, 1

n2τn
for all n show complete collapse and stay coupled

to τα (Figure 5.3). These results are in agreement with recent simulations on hard
dumbbells [284]. Further, analogous to τα, τn is also dominated by the dynamics of
slow particles and since for α = 2.1 investigated here, rotational and translational DH
are not spatially decoupled (Figure 4.9, Section 4.3.1, Chapter 4) [360], we expect 1

τn

to stay coupled to τα.

5.2.2 SED Relation and Morphology of Orientational DH

We next set out to determine if there were any morphological changes in the DH and
to explore its connection to the crossover in the fractional SED relation by Einstein
method. To identify DH, we picked the top 10% orientationally most-mobile particles
over t∗ and clustered them using the protocol discussed in Section 4.3.1 of Chapter 4
(Figure 5.4). We quantified the shapes of these clusters by finding the most probable
number of orientationally fast nearest-neighbours for an orientationally fast particle,
P (NN θ) [15, 359]. A narrow P (NN θ) that is peaked at NN θ = 2 implies string-like
DH, while a broader distribution with NN θ > 2 signals the presence of more compact
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Figure 5.3 Orientational diffusion coefficient, Dθ, and inverse of the nth-order orienta-
tional relaxation time, 1/n2τn, versus the structural relaxation time τα. The lines show
τ−1.2

α (solid and dashed lines) and τ−0.9
α (dotted line) dependencies.

(b)(a)

Figure 5.4 Clusters of top 10% orientationally most-mobile particles for (a) φ = 0.76
and (b) φ = 0.79 for ellipsoids with purely repulsive interactions. The colors correspond
to distinct clusters.
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DH. Since small clusters will bias P (NN θ), we only consider cluster sizes N θ ≥ 4 to
quantify their morphology. We find that DH for the orientational DOF become more
compact with supercooling (Figure 5.5) [15, 222]. Interestingly, the morphological

(a) (b)

Figure 5.5 Distribution of orientationally fast nearest-neighbours for a orientationally
fast particle P (NN θ) for different φs. The experimental window at each φ was divided
into four equal time intervals and the P (NN θ) for various intervals were averaged to
obtain the error bars. (b) P (NN θ) for 10 particles clusters at various φs.

changes in DH from string-like to compact also coincides with the φ beyond which
a crossover in the fractional SED relation is observed (Figure 5.5a). To show that
the progressive broadening of P (NNT ) is not a trivial outcome of growing averaged
cluster size ⟨Nc⟩ on approaching φg, we focused on clusters with a fixed size, N = 10
particles (Figure 5.5b) and found that clusters of fixed sizes also become more compact
on approaching φg. To further strengthen our observations, we define Iθ as,

Iθ =
∫ ∞

3
P (NN θ)dNN θ (5.8)

where the limits of the integration ensure that the dominant contribution to Iθ is
from compact clusters. Unlike ⟨Nc⟩ which diverges as a power law on approaching φg

(Figure 4.10b, Section 4.3.1, Chapter 4), Iθ versus (φg − φ) shows a change in the slope
that coincides with the change in the cluster morphology from string-like to compact
(Figure 5.4−5.6).

5.2.3 SE Relation and Morphology of Translational DH

Motivated by the above observations, the obvious next step was to examine the
connections between the shape of DH in the translational DOF and the SE relation.
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I

Figure 5.6 Iθ versus (φg − φ). Here, φg = 0.80 ± 0.01 (Chapter 4).The black solid and
red dashed lines are guide to the eye. The vertical dashed line represents φθ

s beyond
which χ < 1, by Einstein formalism.

Albeit the SE relation has been a subject of a large number of investigations [183,
258, 267, 268, 271, 273, 280], it is only recently that simulations have associated
the breakdown of the SE relation with the morphological changes of DH [283, 299].
Figure 5.7 shows the variation of DT with τα for ellipsoids with purely repulsive
interactions. Analogous to Dθ, DT was extracted from long-time slope of the mean
squared displacements, ⟨∆r2(t)⟩ = 4DT t (Figure 5.2b). For φ ≤ 0.68, DT ∝ τα

−ξ and
again ξ > 1 (Figure 5.7). However, for φ > 0.68, a crossover in the fractional SE
relation is observed; DT ∝ τα

−ξ with ξ ≈ 0.7 (Figure 5.7) [281, 282]. Following our
earlier line of analysis, we identified the most-probable number of translationally fast
nearest-neighbours P (NNT ) for a translationally fast particle (Figure 5.8). Across
φ = 0.68, the DH become more compact and P (NNT ) becomes progressively broader
with φ (Figure 5.9a). Akin to P (NN θ), we found that the progressive broadening
of P (NNT ) is not a trivial outcome of growing ⟨Nc⟩ on approaching φg (Figure 5.9).
Figure 5.9b−e show that the clusters of fixed sizes indeed become more compact on
approaching φg. This allowed us to identify φ = 0.68 with the dynamical crossover
area fraction φT

s . Interestingly, consistent with observations in the orientational DOF,

IT =
∫ ∞

3
P (NNT )dNNT (5.9)

versus (φg − φ) shows two slopes with an apparent change in the trend occurring in
the vicinity of φT

s (Figure 5.9f). These observations are in line with recent numerical
predictions [283, 299] and suggest that the crossover in the fractional SE and SED
relation is accompanied by a change in shape of DH from string-like to compact.
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Figure 5.7 Translational diffusivity DT versus the structural relaxation time τα. The
lines show τ−1.8

α (solid) and τ−0.7
α (dotted line) dependencies. The vertical dashed line

represents the dynamic crossover area fraction φT
s = 0.68.

(a) (b)

Figure 5.8 Clusters of top 10% translationally most-mobile particles for (a) φ = 0.76
and (b) φ = 0.79 for ellipsoids with purely repulsive interactions. The colors correspond
to distinct clusters.
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φ = 0.68 φ = 0.76 φ = 0.79

(f )

I

(a) (b)

(c) (d) (e)

Figure 5.9 (b) Most probable number of translationally fast nearest-neighbours for a
translationally fast particle P (NNT ) for different φs. Error bars in were obtained as
mentioned earlier (Figure 5.5a). (b) P (NNT ) for 10 particles clusters at various φs
and corresponding representative cluster morphologies for (c) φ = 0.68 (d) φ = 0.76 (e)
φ = 0.79. In (c) - (e), the colors correspond to distinct clusters. (f) IT versus (φg − φ).
Here, φg = 0.80 ± 0.01 (Chapter 4). The black solid and red dashed line in (e) are
guide to the eye. The vertical dashed line represents φT

s beyond which ξ < 1.
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5.2.4 SE and SED Relations for Attractive Ellipsoids

To bolster our claims, it would suffice to show that in the absence of changes in the
shape of DH, χ and ξ do not show a change on approaching φg. To this end, we take
recourse to the findings from molecular dynamics simulation on attractive hard sphere
glasses where a reentrant behaviour in the validity of the SE relation was observed [361].
While the SE relation breakdown for the repulsive as well as the strong attraction
case, the dynamics was found to be faster at intermediate attraction strengths with
the SE relation remaining valid even for the deep supercooling [361]. This study,
however, did not probe the connection between the validity of the SE relation and
the nature of DH. In the context of ellipsoids, as discussed in the previous chapters,
the introduction of small depletant molecules results in an anisotropic attraction that
favors the lateral alignment of ellipsoids over to tip-to-tip ones. Although MCT for
hard ellipsoids predicts a single glass transition for both the rotational and translational
DOF for α < 2.5 [203], we observed that depletion attraction enhances pseudonematic
ordering at intermediate attraction strengths. Consequently, the orientational glass
transition was found to precede the translational one and reentrant glass dynamics
was observed only in the translational DOF. The dynamics was observed to be fastest
for an intermediate attraction strength of ∆U

KBT
= −1.16, and allowed access to DT , Dθ

and τn close to the glass transition. Moreover, the decay of Fs(q, t) was found to be
logarithmic close to φT

g and is indicative of its vicinity to the A3 singularity (Figure
4.16a, Section 4.3.3, Chapter 4). β was once again found to decrease on approaching
φg. In contrast to the repulsive case, the growth of pseudonematic domains with φ

hinders the relaxation of lower order orientational correlators to a greater degree than
the higher order ones. Thus, while 1

n2τn
collapses at low φ for all n, they show marked

deviations on approaching φθ
g (Figure 5.10a). Also, a recent study on the same system

has observed that orientational and translational DH are spatially decoupled at this
interaction strength [360] and we expect 1

τn
to progressively decouple from τα as well.

This is indeed the case here with the decoupling of lower order orientational correlators
being more pronounced (Figure 5.10a). By Einstein method, Dθ ∝ τα

−χ with χ > 1
(Figure 5.10a), even close to φθ

g. Most remarkably, consistent with the absence of
crossover in the fractional SED relation, while P (NN θ) does not evolve with φ (Figure
5.10b), Iθ versus (φθ

g − φ) shows no change in slope (Figure 5.10e). Further, for the SE
relation, DT ∝ τα

−ξ with ξ = 1, even for deep supercooling (Figure 5.10c). Lending
further strength to our findings and in stark contrast to our earlier observations (Fig.
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(a)

(b)

θ

(c)

(d)

(e)

I 
, 

I

Figure 5.10 SE and SED relation and morphology of DH at ∆U
kBT

= −1.16. (a) Dθ and
1/n2τn versus τα. The lines in (a) show τ−1.3

α dependencies. (b) P (NN θ) for different
φs. (c) DT versus τα. The solid line in (c) shows τα

−1 dependency. (d) P (NNT )
for different φs. Error bars in were obtained as mentioned earlier (Figure 5.5a) (e)
Iθ (solid circle) and IT (hollow circle) versus (φg − φ). Here, φθ

g = 0.82 ± 0.01 and
φT

g = 0.84 ± 0.01 (Chapter 4). The solid and dashed line in (e) are guide to the eye.
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5.10b), P (NNT ) does not show any appreciable change with increasing φ (Fig. 5.10d).
Moreover, IT mimics the behavior of Iθ on approaching φT

g (Fig. 5.10e).
Our observations that the change in the shape of DH coincides with the crossover

in fractional SE and SED relation is further substantiated by results for ∆U
kBT

= −0.44
(Figure 5.11). Here, we observe that a crossover in the fractional SE relation at
φT

s ∼ 0.73 is accompanied by the change in the shape of translational DH from
string-like to compact (Figure 5.11). However, for orientational DOF the shape of
DH continues to remain string-like and no crossover is observed in the fractional SED
relation within the range of φs studied. At higher attraction strengths ( ∆U

kBT
< −1.16),

owing to slow dynamics for φ > 0.72, ⟨∆θ2(t)⟩ and ⟨∆r2(t)⟩ did not approach the
diffusive limit with in the experimental duration and consequently we were unable to
extract DT,θ. We find that for φ ≤ 0.72, no crossover in the fractional SE and SED
relations for ∆U

kBT
= −1.47 (Figure 5.12) was observed and as expected P (NNT,θ) do

not evolve with φ.

5.3 Conclusions

Taken together, our study has helped establish a causal link between the morphological
evolution of DH and crossover in the fractional SE and SED relations. Our findings
show that, albeit DH are present at φ < φθ,T

s ∼ 0.68 in both the translational and
orientational DOF, it is the change in the shape from string-like to compact that
coincides with the observed crossover. These results are in agreement with recent
simulations in 3D [283, 299]. Consistent with predictions of RFOT theory [15, 222], DH
indeed become more compact on approaching the glass transition. While for ellipsoids
with purely repulsive interactions, a crossover in the fractional SE and SED relation
(Einstein method) is observed beyond φs, 1

τn
stays coupled to τα. For suitable strengths

of short-ranged attractive interaction, the glass melted and allowed us to access the
translational and orientational dynamics even for deep supercooling. Although earlier
studies, on the same system, have provided clear evidence for the presence of DH
(Chapter 4), these heterogeneities continue to remain string-like and consequently,
there is no change in exponent in the SE and SED relation. These observations further
provide the first experimental confirmation of the validity of the SE relation along the
A3 singularity, a scenario that has remained untested even in supercooled liquids of
attractive hard spheres.

133



Transport Properties of Supercooled Liquids of Colloidal Ellipsoids

(a)

(b)

(c)

(d)

(e)

(f )

Figure 5.11 SE and SED relation and morphology of DH at ∆U
kBT

= −0.44. (a) DT

versus τα. The lines in (a) show τ−1.3
α (solid) and τ−0.8

α (dotted) dependencies. (b)
P (NNT ) for different φs. (c) IT versus (φT

g − φ). Here, φT
g = 0.82 ± 0.02 (Chapter

4).The black solid and red dashed line in (e) are guide to the eye. The vertical dashed
line represents φT

s beyond which ξ < 1. (d) Dθ, and 1/n2τn, versus τα. The line in
(d) show τ−1.2

α dependency. (e) P (NN θ) for different φs. (f) Iθ versus (φθ
g − φ). Here,

φθ
g = 0.81 ± 0.01 (Chapter 4). The black solid in (f) is guide to the eye.
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(a) (b)

(c)

(d)

Figure 5.12 SE and SED relation and morphology of DH at ∆U
kBT

= −1.47. (a) DT

versus τα. The dotted line in (a) show τ−1.1
α dependency. (b) P (NNT ) for different

φs. (c) Dθ, and 1/n2τn, versus τα. The solid lines in (c) show τ−1.5
α dependency. (d)

P (NN θ) for different φs.
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Chapter 6

Summary and Outlook

Colloids are indispensable both from the perspective of academics as well as appli-
cations. In the works presented in this thesis, the shape sensitive interactions in

colloidal suspensions were utilized to address some fundamental questions in colloid
research. From the point of view of their applications in photonics and optoelectronics,
we have established a new design strategy that allowed a facile control over site-specific
nucleation and growth of colloidal crystals [362]. We have also studied fundamental
condensed matter phenomena such as the glass transition dynamics in two-dimensional
(2D) suspensions of colloidal ellipsoids. Using repulsive as well as attractive interactions
between the particles, we tested some key predictions of mode coupling theory (MCT),
one of the earliest microscopic theory of the glass transition [363]. Further, we probed
the limits of validity of Stokes-Einstein (SE) and Stokes-Einstein-Debye (SED) relations
for dense suspensions of colloidal ellipsoids. Interestingly, the optimal combination of
the aspect ratio and anisotropic attractions between the ellipsoids, due to geometrical
nature of depletion interactions, allowed us to unravel the underlying microscopic
mechanisms for the breakdown of SE and SED relations for supercooled liquids [364].

Our techniques of fabricating moiré templates pave the way to realize, sans ap-
plication of external fields, site-specific colloidal crystal nucleation and growth. In
Chapter 2, we elaborated on replica imprinting techniques to realize moiré template, a
template with geometric height modulations on the surface. The height modulations
of the substrate coupled with short-ranged depletion attractions created a gradient
in the activation energy for the diffusing colloids. This aided in transporting the
particles to the target sites, prior to the onset of nucleation. The activated transport
of the particles led to a faster nucleation and growth of the colloidal crystal. More
importantly, the enhancement in particles’ surface mean free path allowed control over
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nucleation density in a regime that cannot be accessed in conventional template-assisted
growth (Chapter 3). Interestingly, the island density as well as the size of the colloidal
crystallites can be tuned by a single control parameter i.e. superposition angle θ. In
a nutshell, by appropriately tuning of the surface mobilities of the colloids, moiré
templates yield control over colloidal crystal growth. Therefore a natural extension will
be to investigate if moire substrates can serve as a shape/size spectrometer i.e. it allows
self-segregation of mixtures of colloidal particles with distinct surface mobilities to
specific regions on the surface. Further, analogous to atomic heteroepitaxy, microscopic
insights into strain relaxation mechanisms in colloidal heteroepitaxy may provide an
alternate route to realize site-specific colloidal crystal nucleation and growth with
well-controlled size and symmetry.

By utilizing the geometrical nature of the depletion attractions, in Chapter 4,
we explored the role of interaction anisotropy in reentrant glass dynamics in dense
suspensions of the colloidal ellipsoids (aspect ratio, α = 2.1). For the purely repulsive
case, consistent with the mode coupling theory (MCT) predictions, we found that
the orientational and translational glass transitions occur at the same area fraction.
By introducing depletion attraction between ellipsoids, we showed, for the first time,
that MCT scaling arguments continue to hold good for attractive colloids as well.
Interestingly, for intermediate depletion attraction strengths, the orientational glass
transition preceded the translational one. By quantifying the structure and dynamics at
intermediate attraction strengths, we found that the anisotropic attraction in ellipsoids
leads to quasi-long-range ordering, a feature of large aspect ratio ellipsoids [235], and
hence results in two-step glass transition. Most interestingly, within experimental
certainty, we observe reentrant glass dynamics only in the translational degrees of
freedom (DOF). These observations lead us to speculate if there is any reentrant in
glass dynamics for orientational DOF. A plausible way to address the above question,
based on our findings, would be to probe the reentrant glass dynamics in suspensions
of colloidal ellipsoids with α < 2.1. However, given the fact that coupling between the
translational and orientational degrees of freedom become stronger with decreasing
α and depletion promoting lateral alignments of the ellipsoids, making any guess
regarding the phase behaviour of short aspect ratio ellipsoids is anything but easy.
Interestingly, these experiments (with ellipsoids of small α) would also enable one
to probe type-A glass transition, yet another key prediction of MCT for ellipsoidal
particles [203]. Notably, ellipsoids with α > 2.5 undergo type-B glass transition. It is
worth noting that MCT, apart from being extended to complex colloids, is also the
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sole theory hitherto that predicts, as a function of attraction strength, a reentrant
glass dynamics for spherical particles. However, it is well-established that in the deeply
supercooled regime where activated hopping become important, MCT fails to capture
the dynamics of the system. This entails the extension of other theories such as random
first order transition (RFOT), dynamic facilitation (DF) theory to the particle with
shape and/or interaction anisotropies.

In Chapter 5, we established a causal link between the morphological evolution
cooperatively rearranging regions (CRRs) and the breakdown/crossover of Stokes-
Einstein (SE) and Stokes-Einstein-Debye (SED) relations. We have shown that in
quasi-two-dimensional (2D) suspensions of colloidal ellipsoids of α = 2.1, both SE
and SED relations are violated at all area fractions φ. However, with the increase in
supercooling, a crossover in SE and SED relation was observed at φs. Interestingly,
φs < φg, φg is the glass transition area fraction obtained using the MCT scaling
analysis. In concord with RFOT, a prominent thermodynamic theory of the glass
transition, the shape of CRRs become increasingly compact with the increase in
supercooling. Quite remarkably, φs coincided with the change in the shape of CRRs
from string-like to compact and not with their onset. Moreover, by introducing suitable
depletion attraction between the ellipsoids, the shape of CRRs continued to remain
string-like even for deep supercooling and accompanying this there was no crossover
observed in SE and SED relation. Thus it is not the mere presence of CRRs, rather
it is their change in the shape from string-like to compact that coincides with the
crossover/breakdown of the SE and SED relations. While our findings are consistent
with recent simulations [283], a clear understanding of why only compact CRRs lead
to the breakdown of SE/SED relation is still lacking. Further, in the light of recent
simulations that show that the glass transition dynamics is fundamentally different in
two- and three-dimensions [365], it would be interesting to see if our findings continue
to hold in three-dimensions.
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