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Synopsis

The broad aim of this thesis is to design materials for technological applications using first-

principles methods. In this thesis, we have focused on materials which may be used for

applications in three broad areas: (1) electronics, (2) on-board vehicular gas storage, and

(3) spintronics. We use first principles density functional theory (DFT) based calculations

to both design novel nanomaterials with enhanced properties that make them suitable

for these applications, as well as to get insight into the underlying mechanisms governing

the physical, chemical and magnetic properties of these materials. Wherever possible, we

also develop simple models that not only enable us to understand the underlying complex

phenomena, but also allow us to supplement time-consuming calculations that invoke the

full machinery of ab initio calculations, with quicker alternatives that can be used to obtain

estimates of desired quantities. A brief introduction to the thesis is given in Chapter 1.

For electronic applications, we have studied two systems. First we look at the dielec-

tric properties of ternary silicon germanium nitride and silicon carbon nitride materials,

where we explore the possibility of tuning the dielectric properties of these materials by

changing the concentration of germanium and carbon. Next, we study how the electronic,

magnetic and structural properties of Twisted Bilayer Graphene (TBLG) are affected by

the presence of point defects. In TBLG, the weak interlayer coupling presumably plays

a crucial role, and we therefore incorporate the van der Waals interactions into our DFT

calculations and compare our results with those obtained using conventional DFT func-

tionals. For on-board vehicular gas storage, we try to enhance the uptake of hydrogen gas

in carbon nanostructures by chemical functionalization. As the binding between hydrogen

and the substrate is weak, the incorporation of van der Waals interactions is mandatory.

For spintronics applications, we try to design a molecule-lead geometry with the aim of

enhancing the magnetoresistance.

In Chapter 2 of the thesis, the theoretical background of different methods used in

this thesis is discussed – density functional theory, density functional perturbation theory,

and the non-equilibrium Green’s functions technique for quantum transport. Grimme’s

method of incorporating van der Waals interactions in DFT is also described.

vii



In Chapter 3, we have studied the dielectric properties of crystalline α- and β-phase

silicon germanium nitrides and silicon carbon nitrides, A3−ξBξN4 (A=Si, B=Ge or C,

ξ =0,1,2,3). In silicon germanium nitrides, both the high-frequency and static dielectric

constants increase monotonically with increasing germanium concentration, providing a

straightforward way to tune the dielectric constant of these materials. In the case of

silicon carbon nitrides, the high-frequency dielectric constant increases monotonically with

increasing carbon concentration, but a more complex non-monotonic trend is observed for

the static dielectric constant, which can be understood in terms of competition between

changes in the unit-cell volume and the average oscillator strength. The computed static

dielectric constants of C3N4, Si3N4 and Ge3N4 are 7.13, 7.70 and 9.74, respectively.

In Chapter 4, we have used DFT incorporating van der Waals corrections, to study

twisted bilayer graphene (TBLG) where Stone-Wales defects or monovacancies are in-

troduced in one of the layers. We compare these results to those for defects in single

layer graphene or Bernal stacked graphene. The energetics of defect formation is not very

sensitive to the stacking of the layers or the specific site at which the defect is created,

suggesting a weak interlayer coupling. However signatures of the interlayer coupling are

manifested clearly in the electronic band structure. For the “γγ” Stone Wales defect in

TBLG, we observe two Dirac cones that are shifted in both momentum space and energy.

This up/down shift in energy results from the combined effect of a charge transfer between

the two graphene layers, and a chemical interaction between the layers, which mimics the

effects of a transverse electric field. Charge density plots show that states near the Dirac

points have significant admixture between the two layers. For Stone Wales defects at other

sites in TBLG, this basic structure is modified by the creation of mini gaps at energy cross-

ings. For a monovacancy, the Dirac cone of the pristine layer is shifted up in energy by

∼ 0.25 eV due to a combination of the requirements of the equilibration of Fermi energy

between the two layers with different numbers of electrons, charge transfer, and chemical

interactions. Both kinds of defects increase the density of states at the Fermi level. The

monovacancy also results in spin polarization, with magnetic moments on the defect of

1.2 – 1.8 µB.

In Chapter 5, we have performed ab initio density functional theory calculations, in-

corporating van der Waals corrections, to study the absorption of molecular hydrogen on

zigzag graphene nanoribbons whose edges have been functionalized by OH, NH2, COOH,

NO2, or H2PO3. We find that hydrogen molecules always preferentially bind at or near the

functionalized edge, and display induced dipole moments. Binding is generally enhanced

by the presence of polar functional groups. The largest gains are observed for groups

with oxygen lone pairs that can facilitate local charge reorganization, with the biggest

single enhancement in adsorption energy found for “strong functionalization” by H2PO3

(115 meV/H2 versus 52 meV/H2 on bare graphene). We show that for binding on the



“outer edge” near the functional group, the presence of the group can introduce apprecia-

ble contributions from Debye interactions and higher-order multipole electrostatic terms,

in addition to the dominant London dispersion interactions. For those functional groups

that contain the OH moiety, the adsorption energy is linearly proportional to the num-

ber of lone pairs on oxygen atoms. Mixed functionalization with two different functional

groups on a graphene edge can also have a synergistic effect, particularly when electron-

donating and electron-withdrawing groups are combined. For binding on the “inner edge”

somewhat farther from the functional group, most of the binding again arises from Lon-

don interactions; however, there is also significant charge redistribution in the π manifold,

which directly reflects the electron donating or withdrawing capacity of the functional

group. Our results offer insight into the specific origins of weak binding of gas molecules

on graphene, and suggest that edge functionalization could perhaps be used in combi-

nation with other strategies to increase the uptake of hydrogen in graphene. They also

have relevance for the storage of hydrogen in porous carbon materials, such as activated

carbons.

In Chapter 6, we perform ab initio calculations, combining the non-equilibrium Green’s

function method with density functional theory, on a dithienylethene molecule placed

between spin-polarized nickel leads of varying geometries, with the aim of understanding

how the magnetoresistance is affected by the lead geometries. We find that, in general,

the magnetoresistance is significantly higher when the contact is made to sharp tips than

to flat surfaces. Interestingly, this holds true for both resonant and tunneling conduction

regimes, i.e., when the molecule is in its ‘closed’ and ‘open’ conformations, respectively. We

find that changing the lead geometry can increase the magnetoresistance by up to a factor

of ∼5. We also introduce a simple model that, despite requiring minimal computational

time, can recapture our ab initio results for the behavior of magnetoresistance as a function

of bias voltage. This model requires as its input only the density of states on the anchoring

atoms, at zero bias voltage.

In Chapter 7, the main findings of the thesis are summarized and an outlook for

possible directions of future research is presented.
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Chapter 1

Introduction

1.1 Nanomaterials for Technological Applications

Nanomaterials have become a gold mine for research in the field of materials science, owing

to the incredible variety of novel and technologically desirable properties that one can get

out of materials by a reduction in size. Nanomaterials are materials which are restricted to

nanometric size in one, two or three dimensions. These include zero dimensional materials

like molecules, clusters and nanoparticles [1, 2], one dimensional materials like nanowires,

nanotubes and nanoribbons [3–6], two dimensional materials like graphene and surface

alloys [7, 8], as well as three dimensional nanostructured materials like nanocomposites

[9]. These nanomaterials present a large scope for finding new properties that might be

completely different from those of conventional bulk materials. To cite just a couple of

examples, gold nanoparticle suspensions are known to show colors ranging from red to

violet depending on the particle size, and gold and palladium metal nanoparticles become

magnetic in contrast to the nonmagnetic bulk [10]. Two dimensional (2D) materials like

graphene have led to new ways of structuring materials, and have also led to considerable

theoretical advances [11, 12]. In nanomaterials like surface alloys, the traditional rules

governing the formation of bulk alloys are no longer valid, and the formation of new

surface alloy phases, and novel stabilization mechanisms are possible [8]. In the famous

words of Prof. R. P. Feynman [13]: “There is plenty of room at the bottom.”

1
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Nanomaterials can be incorporated into the current technologies, as well as raise the

possibility of completely new technological paradigms. The silicon based electronics in-

dustry requires effective ways of nano-structuring and patterning materials that can lead

to a large density of electronic components on a chip [14–16]. Current topics of research

include how to effectively tune electronic properties such as the band gap of materials [17].

Graphene based materials are not only attractive from the technological point of view due

to their extraordinary material properties like remarkably high electron mobility and ther-

mal conductivity [18], but are also interesting from the viewpoint of fundamental physics,

as they show exotic properties like the integer and fractional quantum Hall effects [7,19,20],

the possibility of observing the Casimir effect [21], etc. In recent years, research on 2D

nanomaterials like graphene has been followed by the development of other two dimensional

nanomaterials like silicene, germanene [22], phosphorene [23, 24] and boron-nitrides [25],

and van der Waals stacked heterostructures [11, 12] of these materials. It has been sug-

gested that these materials may replace the current silicon based electronics in the near

future.

Another field where the current realms of electronics technology are being revolution-

ized is in the field of molecular electronics [26], where one or more molecules are designed

to become electronic components. Conducting wires, switches as well as rectifiers can be

designed out of just molecules [27]. The use of organic and biocompatible molecules for

electronics is paving the way for new technologies like nanobiotechnology [28]. Further ad-

vances can be brought about by using the additional spin degree of freedom of the electron

to drive electronics. This leads to the new field of molecular spintronics which combines

molecular electronics with spintronics [29, 30]. There is a large scope of research in this

field, for developing basic understanding as well as probing and improving spin-dependent

properties for applications.

With the advance of experimental techniques, the synthesis of nanomaterials and their

manipulation in a desired way is possible. For example, synthesis methods like molec-

ular beam epitaxy (MBE) allow layer-by-layer controlled growth of crystalline as well

as nanostructured materials [31]. Techniques like scanning tunneling microscopy (STM)



1.1 Nanomaterials for Technological Applications 3

and atomic force microscopy (AFM) allow for an atom-by-atom manipulation, as well as

atom-resolved characterization of materials [32–34]. However, despite such advances, the

experimental synthesis of nanomaterials can be expensive and difficult to control. Spe-

cial conditions like ultra-high vacuum and cryogenic temperatures can be required. Large

scale synthesis of nanomaterials relevant for technological applications can be very costly.

Achieving properties that are most desirable for technology by experimentally exploring a

wide range of constituents and compositions is cumbersome, time-consuming and expen-

sive. Given the vast range of possibilities, it can be very difficult to determine just from

an experimental search, the nanomaterial that is best suited for a particular application.

This is where a first principles theoretical/computational study of nanomaterials becomes

almost a necessity. Not only do such calculations frequently offer a quicker and cheaper

alternative to experiments, more importantly, they can provide physical and chemical

insight that can guide one towards the rational design of novel nanomaterials.

First principles or ab initio calculations are calculations that are based on the basic

underlying physical laws and theoretical formulations (e.g., the Schrodinger equation or

the Dirac equation), which do not require one to provide any input from experiments, or to

fit any parameters to empirical data. These calculations are essentially independent from

experiments, and can be used to complement experimental results. First principles calcu-

lations can be used as a predictive tool for designing materials properties, and can provide

insight and guidance in the search for candidate materials for specific applications. Com-

putations based on first principles calculations can be used to model materials efficiently,

sidestepping the need for achieving difficult experimental conditions like ultrahigh vacuum

or low temperature or the need to have very pristine systems. With the development of

state of the art computational technology and new methods, it is now possible to handle

real life materials problems starting from just the atomic numbers of the constituent ele-

ments of the material. Such calculations can provide a quick and thorough understanding

of the underlying mechanisms that give rise to a particular phenomenon or property, and

provide guidance as to which interactions can be tuned, and how, for enhancing certain

properties needed for applications. One can, for example separate out contributions from
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different interactions by performing appropriate calculations, which is usually not possible

in experiments.

Often computations based on first principles calculations can become rather expensive,

and the availability of computational resources can place limitations on how realistic the

study can be. However it is still possible to work with prototypical models that capture

the essential physics in an experiment. Different first principles methods can be developed

which give different levels of accuracy and rigor. One can gain insight into a simple material

with an accuracy right up to the atomic level using, e.g., density functional theory based

first principles calculations [35]. For more complex properties like transport or excited

state properties, it is possible to develop computations based on advanced theories like

the non-equilibrium Green’s function method or time dependent Schrodinger theory, in

combination with first principles density functional theory based computations [36, 37].

One can essentially choose to what level of accuracy a material needs to be understood.

1.2 Thesis Outline

Chapter 1 is a brief introduction to the thesis. The broad aim of this thesis is to design

materials for technological applications using first-principles methods. In this thesis, we

have focused on materials which may be used for applications in three broad areas: (1)

electronics, (2) on-board vehicular gas storage, and (3) spintronics. We use first principles

calculations based on density functional theory (DFT), as well as other techniques like

density functional perturbation theory (DFPT) and the non-equilibrium Green’s function

(NEGF) method, to design novel nanomaterials with enhanced properties that make them

suitable for these applications, as well as to get insight into the underlying mechanisms

governing the physical, chemical and magnetic properties of these materials. Wherever

possible, we also develop simple models that not only enable us to understand the under-

lying complex phenomena, but also allow us to supplement time-consuming calculations

that invoke the full machinery of ab initio calculations, with quicker alternatives that can

be used to obtain estimates of desired quantities.

In Chapter 2 of the thesis, the theoretical background of different methods used in
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this thesis is discussed – density functional theory, density functional perturbation theory,

and the non-equilibrium Green’s functions technique for quantum transport. Grimme’s

method of incorporating van der Waals interactions in DFT is also described.

The next four chapters are about our research work based on first principles calculations

for designing nanomaterials for applications. In this thesis, we have tried various ways of

tuning the different materials properties for applications. To start with we try to tune the

electronic and dielectric properties of silicon nitride by progressive substitution of silicon

atoms with either germanium or carbon atoms. Next, we try to either remove atoms or

to alter their positions and bonding topology in systems like Twisted Bilayer Graphene

(TBLG) to create defects, and see how the electronic and magnetic properties are affected.

Next, we add new chemical functional groups to the edges of a graphene nanoribbon and

see how the chemical properties are altered, with the objective of enhancing the binding

of hydrogen molecules. Finally, we change the geometry of the molecule-lead contact

in a molecular spintronics setup, with the aim of tuning the spin-polarized transport

and the magnetoresistance. As we will show in the thesis, all four of these attempts at

designing materials lead to promising computational results, worthy of future experimental

investigations.

For electronics applications, we have studied two systems. First we look at the dielec-

tric properties of ternary silicon germanium nitride and silicon carbon nitride materials.

Silicon nitride and germanium nitride find many applications in the electronics industry,

e.g., in gate dielectrics, microelectronic cutting tools, optoelectronic devices, and micro-

electromechanical systems (MEMS) [38–41]. Carbon nitride materials are proposed can-

didates for super-hard materials [42]. We explore the possibility of tuning the band gap

and dielectric properties of crystalline silicon germanium nitride and silicon carbon nitride

ternary materials by changing the composition of germanium and carbon. In Chapter 3,

we have studied the dielectric properties of crystalline α- and β-phase silicon germanium

nitrides and silicon carbon nitrides, A3−ξBξN4 (A=Si, B=Ge or C, ξ =0,1,2,3). We try

to understand the origin of the variation in the dielectric constant with the change in

chemical composition.
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Next, we study how the electronic, magnetic and structural properties of Twisted

Bilayer Graphene (TBLG) are affected by the presence of point defects. Graphene has huge

potential for applications in electronics, however its properties are drastically affected by

the presence of a second layer, especially the manner in which the two layers of graphene are

stacked. TBLG can show an array of exotic electronic properties: van Hove singularities

near the Fermi energy, tunability of the Fermi velocity with the twist angle, and also the

possibility of superconductivity [43]. The weak interlayer coupling between the layers is

not very well understood. It is also quite well known that point defects, like monovacancies

and Stone-Wales defects can change the properties of graphene [44,45]. These defects can

induce magnetic moments in graphene and affect the gas sensing and transport properties

of graphene [45–52]. We try to understand how the properties are affected when both

the twist as well as the defects are simultaneously present. In TBLG, the weak interlayer

coupling presumably plays a crucial role, and we therefore incorporate the van der Waals

interactions into our DFT calculations and compare our results with those obtained using

conventional DFT functionals. In Chapter 4, we have used DFT incorporating van der

Waals corrections, to study twisted bilayer graphene (TBLG) where Stone-Wales defects

or monovacancies are introduced in one of the layers. We compare these results to those

for defects in single layer graphene (SLG) or Bernal stacked graphene (AB-BLG). We first

look at the energetics of defect formation and the structural properties of the defects and

compare these with the same defects in SLG and AB-BLG. We then look at the electronic

band structure, especially how the band structure in the vicinity of the Fermi energy

(EF ) is affected by the presence of defects. In the case of the monovacancy, magnetic

moments are known to arise in SLG. We check whether such magnetic moments also arise

in TBLG, and if so how their values compare with those in SLG and AB-BLG. We also

check if the monovacancy leads to the possibility of having a spin-polarized current. We

try to understand the nature of the interlayer interactions by looking at the interlayer

charge transfer and chemical interactions, and how these affect the band-structure in the

presence of the two kinds of defects.
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With applications for on-board vehicular gas storage in mind, we explore the possi-

bility of adsorptive capture of molecular hydrogen in the solid state. The difficulty faced

here is that the gas molecules are required to bind optimally on the substrate [53]. The

molecules should be bound tightly enough to the substrate that the gas is retained at room

temperatures; but at the same time, the binding should be weak enough that the release

of gas whenever required is not hindered. Carbon nanostructures are ideal candidates for

adsorptive storage due to their large surface to volume ratio [54,55]. The problem is that

adsorption of hydrogen is weak in carbon nanostructures. In this study, we try to enhance

the uptake of hydrogen gas in carbon nanostructures by chemical functionalization. For

accurately capturing the weak interaction between the hydrogen and the substrate, the

incorporation of van der Waals interactions is essential. In Chapter 5, we have performed

ab initio density functional theory calculations, incorporating van der Waals corrections,

to study the adsorption of molecular hydrogen on zigzag graphene nanoribbons whose

edges have been functionalized by OH, NH2, COOH, NO2, or H2PO3. The functional

groups used here are either electron withdrawing and electron donating in nature, and

we try to see which functional groups work best for enhancing the binding. We also mix

various functional groups, and try to see if we see any enhancement due to synergistic

combinations of electron withdrawing and electron donating groups. We then wish to

understand what are the interactions that lead to the binding, and we try to separate out

the different contributions to the adsorption energy due to various interactions between

the hydrogen molecules and the substrate. Our results can offer insight into the specific

origins of weak binding of gas molecules on graphene, and suggest the possible use of edge

functionalization in combination with other strategies to increase the uptake of hydrogen

in graphene. This study can also have relevance for the storage of hydrogen in porous

carbon materials, such as activated carbons.

For spintronics applications, the important property from the point of view of applica-

tions is the magnetoresistance (MR). High magnetoresistance is desirable for technological

applications, and materials like multilayered Fe/Cr/Fe sandwiches showing giant magne-

toresistance (GMR) have been used extensively in applications for memory storage [56,57].
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The discovery of GMR was awarded the Nobel prize in physics in 2007. Beyond GMR, the

search for materials for effective spin injection and retaining spin coherence has been the

topic of active research [58]. Research has now moved on to include molecular spintronics,

especially using organic molecules as they have the advantage of large spin coherence time

and length scales [59]. Some of the open problems in molecular spintronics are how to

effectively connect molecules to the electrodes, and how to effectively inject spins into

the molecules. The molecule-metal interface, and the system geometry, play a vital role

in determining conduction properties [60–64]. Here we try to understand whether the

magnetoresistance is affected by how the molecule is connected to the leads, and whether

we can try to design a molecule-lead geometry with the aim of enhancing the magnetore-

sistance. In Chapter 6, we perform ab initio calculations, combining the non-equilibrium

Green’s function method with density functional theory, on a non-magnetic dithienylethene

molecule placed between spin-polarized nickel leads of varying geometries, with the aim of

understanding how the magnetoresistance is affected by the lead geometries. We choose

to use this molecule as it has two stable conformations, that are representative of the

resonant and tunneling conduction regimes. The non-equilibrium Green’s function calcu-

lations involved here can become very computationally expensive for the full self-consistent

bias dependent study. We try to develop a simple model that can capture the full bias-

dependent behavior of the full ab initio calculation, with inputs of only the zero-bias

density of states of the sulfur atoms connecting the dithienylethene molecule to the nickel

leads. This model can give us very useful insight into the spin injection into a molecule.

It can also be used as an important predictive tool for magnetoresistance, at minimum

computational cost.

In Chapter 7, the main findings of the thesis are summarized and an outlook for

possible directions of future research is presented.



Chapter 2

Theoretical Formalism

2.1 Density Functional Theory

The general quantum-mechanical treatment of any material is a problem of many interact-

ing particles. Density Functional Theory (DFT) is a theoretical formalism that enables us

to solve this many body problem. It is a highly accurate technique and is one of the most

widely used methods for ab initio calculations of the structure and properties of atoms,

molecules, crystals, surfaces and nanosystems. Here we would like to give an overview as

to how DFT works.

2.1.1 The Many Body Problem

The Hamiltonian of a many body system of nuclei and electrons is given by:

Ĥ = −
∑
I

~2

2MI
∇2
I−

~2

2me

∑
i

∇2
i+

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
−
∑
i,I

ZIe
2

|ri −RI |
+

1

2

∑
i 6=j

e2

|ri − rj |
, (2.1)

where ri is the position co-ordinate of the ith electron of mass me and charge e; and RI

is the position co-ordinate of the Ith nucleus, with mass MI and atomic number ZI . ~

is Planck’s constant, and the indices i, j run over all the electrons in the system, while

I, J run over all the nuclei in the system. The first two terms on the right-hand side of

Eq.(2.1) are the nuclear and the electronic kinetic energies, respectively. The subsequent

terms are the nuclei-nuclei Coulomb repulsion, electron-nuclei Coulomb attraction and the

9
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electron-electron Coulomb repulsion, respectively.

Born-Oppenheimer Approximation or Adiabatic Approximation

The Born-Oppenheimer approximation [65] offers a way of separating the nuclear and the

electronic degrees of motion. The nuclei being much heavier than the electrons (MI � me),

have much smaller velocities as compared to that of the electron’s motion. The electronic

time scales are small enough that the electrons can relax to their instantaneous ground

states in the time scale required for the nuclear motion. Thus the nuclei can be considered

as effectively stationary in the electronic time scale. The electronic Hamiltonian can thus

be solved using a time-independent Schrödinger equation for electrons in this stationary

external (nuclear) potential.

The electronic part of the many body Hamiltonian that describes a system of inter-

acting electrons acted on by a static external (nuclear) potential is given as:

Ĥe = −
∑
i

~2

2me
∇2
i +

1

2

∑
i 6=j

e2

|ri − rj |
−
∑
i,I

ZIe
2

|ri −RI |
. (2.2)

The (many body) electronic wavefunction Ψ
(
{ri}; {RI}

)
can be found by solving the

time-independent Schrödinger equation for the electronic part of the Hamiltonian, with a

particular fixed set of positions of the nuclei,

[
−
∑
i

~2

2me
∇2
i +

1

2

∑
i 6=j

e2

|ri − rj |
−
∑
i,I

ZIe
2

|ri −RI |

]
Ψ
(
{ri}; {RI}

)
= E({RI})Ψ

(
{ri}; {RI}

)
(2.3)

Here, E({RI}) is the set of electronic energy eigenvalues, that depend only parametrically

on the nuclear positions. Note that the first two terms in Eqs.(2.2) and (2.3) are purely

dependent on the electronic positions and are the same for all N -electron systems. Thus,

the knowledge of the external nuclear potential (V̂ext) is sufficient to determine the ground

states as well as the excited states (basically all the properties) of the many electron

system. However the solution for the wavefunctions of this many particle equation is

practically impossible even for a small number of electrons.
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In DFT, the electronic density is treated as the basic variable rather than the many-

electron wavefunction. Within DFT, the knowledge of the ground state electronic density

is sufficient to determine all the properties of the many electron system. Thus, instead of

solving for the many-body wavefunction (which is a function of 3N electronic coordinates),

we need to only solve for the total electronic density, which is a function of three spatial

variables. This drastically simplifies the problem.

The density operator for a system of N electrons is given as,

n̂(r) =

N∑
i=1

δ(r− ri).

The electronic density is thus determined from the many-electron wavefunction,

n(r) =
〈Ψ |n̂(r)|Ψ〉
〈Ψ|Ψ〉

=

∫
dr1 dr2 . . . drN

∑N
i=1 δ(r− ri) |Ψ(r1, r2, . . . , rN )|2∫

dr1 dr2 . . . drN |Ψ(r1, r2, . . . , rN )|2
. (2.4)

The total energy of the system can then be written as,

E = 〈Ĥe〉 =
〈
−
∑
i

~2

2me
∇2
i +

1

2

∑
i 6=j

e2

|ri − rj |

〉
+

∫
drVext(r)n(r). (2.5)

Note that the term in the angular brackets is universal for all electronic systems with a

given number of electrons N . Hence, all system-specific properties are completely deter-

mined by the second term containing Vext and the electronic density n(r).

2.1.2 Hohenberg-Kohn Theorems

DFT is based on two theorems proposed by Hohenberg and Kohn [66] which are stated as

follows.

Theorem I: For any system of interacting particles in an external potential Vext(r), the

potential Vext(r) is determined uniquely, up to an additive constant, by the ground state

particle density n0(r).

As a consequence of this first theorem, the external potential is uniquely determined

from the knowledge of the ground state electronic density. The density however can
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be determined from the many-body wavefunction which is a solution of the Schrödinger

equation involving the potential. This thus leads to a self-consistent procedure for the

determination of the ground state density, which will be more clearly described in the

next section.

Theorem II: A universal functional for the energy E[n] in terms of n(r) can be defined,

valid for any external potential Vext(r). For any particular Vext(r), the exact ground state

energy of the system is the global minimum value of this functional, and the density n(r)

that minimizes the functional is the exact ground state density n0(r).

The kinetic energy and the electron-electron interaction terms in the many body Hamil-

tonian are the same for all electronic systems. The total energy can thus be written as a

functional of the density n(r),

E[n] = F [n] +

∫
drVext(r)n(r), (2.6)

where the first term F [n] is a universal functional of the density that is the same for all

electronic systems. The second term is a linear functional of the density which contains

the system-specific information of the electron-nuclei interaction. According to the second

Hohenberg-Kohn theorem, that density which minimizes the total energy functional E[n]

is the exact ground state density of the system.

However, the exact functional form of the universal functional F [n] is not known. A

large part of this functional corresponds to the kinetic energy term, that involves gradients

over each electronic coordinate, and it is not possible to write an exact analytical form of

the kinetic energy as a functional of the total density. The functional form of the many

particle electron-electron interactions is again not known. In principle, DFT is exact,

however the lack of knowledge of the exact functional form of F [n] is the main reason for

approximations creeping into DFT.

The next most important step is to construct an approximate form for the functional

F [n]. A very effective approximation for the universal energy functional F [n] was proposed

by Kohn and Sham in 1965 [67]. This formulation of the Kohn-Sham equations is the main

reason for the success of density functional theory.
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2.1.3 The Kohn-Sham Formulation

The Kohn-Sham formulation maps the problem of an interacting N -electron system onto

an equivalent problem of N non-interacting fictitious electrons. These N fictitious non-

interacting electrons are described by a set of N/2 lowest-lying orbital states called the

Kohn-Sham (KS) states, so that each state accommodates two electrons of opposite spin.

The Kohn-Sham states are given as
{
ψ1(r), ψ2(r) . . . ψN/2(r)

}
and lead to the true ground

state density n(r):

n(r) = 2

N/2∑
α=1

ψ∗α(r)ψα(r). (2.7)

The functional F [n] can be cast in the form

F [n] = Ts[n] + EH [n] + Exc[n]. (2.8)

Here, Ts[n] is the kinetic energy of the fictitious non-interacting electrons, and is given as:

Ts[n] = −2
~2

2me

N/2∑
α=1

∫
ψ∗α(r)∇2ψα(r)dr. (2.9)

This term captures the majority of the kinetic energy of the many-electron system.

The electron-electron repulsion term has been separated out into the Hartree term

EH (which is a functional of the density) and a residual energy contribution due to the

exchange asymmetry and correlations. The Hartree energy EH is given as,

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′. (2.10)

The residual energy contribution due to the exchange asymmetry and correlations can

be clubbed together along with the kinetic energy difference into the so-called Exchange-

Correlation energy Exc, which is defined as,

Exc[n] =
{〈
−
∑
i

~2

2me
∇2
i

〉
− Ts[n]

}
+
{〈1

2

∑
i 6=j

e2

|ri − rj |

〉
− EH [n]

}
. (2.11)
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Thus all the terms whose functional forms are not known are now accumulated into the

exchange-correlation energy term. There are many levels of approximation proposed for

this term, some of which will be described in the next section.

Thus the problem of finding the ground state density of the interacting many-electron

system, basically boils down to the minimization problem of the energy functional E[n] of

N fictitious non-interacting Kohn-Sham electrons with respect to the density n(r), with

the constraint imposed that the total number of electrons in the system is fixed.

Thus, the Kohn-Sham equations are given as,

{
− ~2

2me
∇2 + VKS(r)

}
ψα(r) = εαψα(r), (2.12)

where the first term is the kinetic energy of the fictitious non-interacting electrons and

VKS is the potential experienced by the non-interacting Kohn-Sham particles, and is given

as:

VKS(r) = Vext(r) + e2

∫
n(r′)

|r− r′|
dr′ + Vxc(r). (2.13)

Here Vxc(r) = δExc
δn(r) is the functional derivative of the exchange-correlation energy, called

the exchange-correlation potential.

Equations (2.7), (2.12) and (2.13) form a set of self-consistent equations for the system.

A flowchart demonstrating the self-consistent procedure to solve these equations is shown

in Fig. 2.1. First, a trial (input) density ninp is obtained (e.g., from a combination of

atomic wavefunctions and plane waves). The KS potential is then calculated using this

density and the KS equation is solved for the KS orbitals. The new (output) density nout

is obtained from these KS orbitals. If the difference between the input and the output

densities is lower than a pre-defined tolerance, self-consistency is achieved. Otherwise,

this output density is used, after some mixing (defined by the function f) with the input

density to speed up the convergence, for a new iteration, and the whole procedure is

repeated until convergence is achieved. There exist various mixing schemes to speed up

the convergence; in most of our calculations we have used a modified Broyden’s mixing
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Figure 2.1: Flow chart showing the self-consistency loop for the iterative solution of the Kohn-
Sham equations.

method [68,69].

Once convergence is achieved, the total ground state energy is calculated which is given

as,

E0 = 2

N/2∑
α=1

εα −
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′ + Exc[n]−

∫
drVxc(r)n(r) + EEwald (2.14)

where EEwald is the Coulomb interaction energy between the nuclei, which is calculated

using the method suggested by Ewald [35].

2.1.4 Approximations for Exchange-Correlation Functionals

The exchange energy is a result of the fermionic nature of the electrons, due to which the

many-body wave-function is anti-symmetric under the exchange of any pair of electrons.

The correlation energy is defined as the difference between the exact total energy and col-

lectively the kinetic, Hartree and exchange energy of the system. The correlation energy
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is a result of complicated many-body interactions between the electrons, so that the elec-

trons screen themselves and try to reduce the Coulombic repulsion between each other.

The exact functional form of the exchange-correlation energy is not known, and hence

approximate exchange-correlation functionals are used to calculate various properties of

the system. In this thesis, we have primarily used two approximations for the exchange

correlation functionals. These are described below.

Local Density Approximation

In the Local Density Approximation (LDA), the effect of the exchange and correlation is

assumed to be local in nature, so that the exchange-correlation term is solely due to the

density at each point in space, independent of other points [67]. The exchange-correlation

energy density is assumed to be the same as that in a homogeneous electron gas:

ELDA
xc [n] =

∫
dr n(r)εhomxc (n(r)), (2.15)

where εhomxc (n(r)) is the exchange-correlation energy density in a homogeneous electron

gas with density n(r). The average exchange energy density for the homogeneous electron

gas can be calculated analytically,

εhomx (n) = −3

4

(
6

π
n

)1/3

. (2.16)

The correlation energy of a homogeneous electron gas was calculated by accurate quantum

Monte-Carlo calculations [70] and parametrized analytic forms were developed. The most

commonly used forms are due to Perdew and Zunger (PZ) [71], and Vosko, Wilk, and

Nusair (VWN) [72].

Further, the exchange-correlation potential can be written as,

V LDA
xc (r) =

[
εxc + n

∂εxc
∂n

]
r

. (2.17)

Though the LDA seems to be a very drastic approximation, it works remarkably well
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for most solid systems. This is possibly a consequence of the fact that the LDA obeys

certain sum rules for the exchange-correlation hole [73]. The LDA generally has a tendency

to overbind, and hence typically results in lattice constants that are small, and binding

energies that are too large.

Generalized Gradient Approximations

In order to take into account the inhomogeneous nature of the density in real systems,

one can include corrections to the functional due to the gradient of the density. However

a naive expansion of the exchange correlation functional as a Taylor series, with terms

containing the density and the gradient of the density, known as the Gradient Expansion

Approximation (GEA), in fact performs even worse than the LDA functional for real

systems [74]. Such an expansion violates the sum rules for the exchange-correlation hole

that the LDA satisfies. The basic reason is that in real materials, the gradient is so large

that the GEA breaks down.

This problem was overcome by modifying the large gradient behavior exchange-correlation

functionals so as to obtain the desired properties. A variety of ways were proposed [75–77]

to do this and these are collectively known as the Generalized Gradient Approximations

(GGA). In the GGA, the exchange correlation functional has the form:

EGGA
xc [n] =

∫
dr n(r)εxc([n], |∇n(r)|), (2.18)

where εxc([n], |∇n(r)|) is the exchange-correlation energy per electron, that depends on

the local density n(r) as well as the magnitude of the gradient of the density |∇n(r)|.

Thus the exchange correlation potential is given as

V GGA
xc (r) =

[
εxc + n

∂εxc
∂n
−∇

(
n
∂εxc
∂∇n

)]
r

. (2.19)

The GGA usually corrects the overbinding effect of the LDA. However, the GGA is

often known to underbind, which can result in lattice constants that are too large. Some

properties, such as magnetic moments, are better estimated using the GGA.
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2.1.5 Basis Set

To solve the KS equation, the KS orbitals are generally expanded in terms of a suitable set

of basis functions
{
φβ(r)

}
. A variety of basis functions can be chosen for this expansion,

including plane waves [78, 79], gaussians [80], Muffin Tin Orbitals [81], localized atomic

orbitals [82], etc. In this thesis, the majority of our calculations are done using a plane

wave basis set [78]. For electronic transport calculations, we have done calculations using

a basis set of localized atomic-like orbitals [30, 82, 83]. We will briefly describe these two

basis sets.

Plane Waves

For extended systems, Bloch’s theorem suggests plane waves as a natural choice for the

basis set. The KS orbitals can be expanded in terms of plane-waves:

ψα,k(r) =
∑
G

cα,k+Ge
i(k+G).r (2.20)

where G is a reciprocal lattice vector, and k is a wavevector in the first Brillouin zone.

This expansion is infinite in principle, however it can be truncated at a sufficiently large

value of |k + G|. The truncation of this expansion is possible because the lower values of

|k + G| contribute most to the wavefunctions. A kinetic energy cutoff is used to specify

the truncation of this expansion, and is given as (~2/2m)|k + G|2 ≤ Ecut. If the charge

density is rapidly oscillating or very localized, a large number of Fourier components are

required to accurately represent it, and thus a large plane wave cutoff is required.

One advantage of using plane waves as a basis set is that the kinetic energy is a diagonal

matrix in this representation. The computational expense depends on the number of

plane waves in the expansion; and this can be reduced by using ultrasoft pseudopotentials

(explained in the next subsection).
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Localized Atomic Orbitals

The atomic orbitals are the solutions for the wavefunctions of the electrons in an isolated

atom. The wavefunction in the solid or nanosystem can typically be expanded as a linear

combination of the atomic orbitals, which is the general choice used in tight binding cal-

culations. The most common approach is to use atom centered orbitals, that are products

of the radial functions and spherical harmonics. For DFT calculations, the basis set of

atomic orbitals is tailored with the aim of reducing the number of basis functions, and to

ease the computations. These modifications include strictly localizing the radial extent of

the orbitals so that the radial orbitals go smoothly to zero at a certain cutoff value of the

radius [84,85]. The KS wavefunctions can then be written as,

ψα(r) =
∑

β≡{I,n,l,m}

cαβφInl(|r−RI |)Ylm(r̂I), (2.21)

where φInl(|r−RI |) are localized atomic like orbitals (these can be numerical orbitals),

Ylm are the spherical harmonics, RI is the position vector of the Ith atom, n = 1, 2 . . . ,

is the radial quantum number, l = 0, . . . n − 1, is the angular quantum number, and

m = −l, . . . l, is the magnetic quantum number. α and β are compound indices composed

of I, n, l, and m. Only a small number of basis functions per orbital are required to

effectively represent the KS wavefunctions. Depending on the number of basis functions

used to expand each KS orbital, the basis set is labeled as the minimal single-ζ or SZ

(one radial basis function per orbital), double-ζ or DZ (two radial basis functions per

orbital), double-ζ + polarization or DZP (two radial basis functions + one angular basis

function per orbital) and so on. The advantage of using such localized orbitals is that the

Hamiltonian becomes a sparse matrix in this representation, and hence the computational

cost is drastically reduced.

2.1.6 Pseudopotential Approximation

The core-electrons are tightly bound to the nucleus and their wavefunctions are very local-

ized and show rapid oscillations in space. In an all-electron plane wave DFT calculation,



20 Chapter 2

a large number of basis functions is required for an accurate description of the core states.

For example, a large number of Fourier components is required to expand the wavefunc-

tions of the core electrons, leading to a very high plane-wave cutoff. Also, the orthogonality

requirements mean that valence wavefunctions have several oscillations in the core region,

which again leads to a high plane-wave cutoff. This leads to huge computational costs

and such all-electron calculations of real materials are practically impossible when using

a plane wave basis.

However one can get rid of this problem by the pseudopotential approximation [86,87].

The pseudopotential approximation replaces the core region of the atom by a hypothetical

potential so that one can neglect the core orbitals completely, at the same time, treating

the interactions between the valence electrons and the ‘ionic core’ with sufficient accu-

racy. The justification for such a seemingly drastic approximation is that it is generally

the valence electrons that determine the chemical bonding and material properties. The

pseudopotential is so constructed that the pseudo-wavefunction matches exactly with the

true wavefunction in the valence region, i.e., beyond a particular core radius cutoff value.

Inside this core radius, the pseudo wavefunction is nodeless and goes smoothly to zero

(i.e., all oscillations are removed), so as to get rid of large Fourier components. The core

radius value is so chosen that all the nodes of the true wavefunction lie inside the core

region, and can be gotten rid of in the pseudization procedure.

The construction of a pseudopotential is not unique, however there are certain condi-

tions obeyed by a good pseudopotential [88]. Firstly, both the pseudo-wavefunction and

its first and second derivatives should match smoothly at the core radius cutoff. Sec-

ondly, it used to be believed that a good pseudopotential should conserve the electronic

charge, such pseudopotentials are called norm-conserving pseudopotentials [88]. Norm-

conservation ensures that the scattering properties of the atom are correctly described.

Generally the success of a pseudopotential lies in its ‘transferability’ to different chemical

environments. Norm-conserving pseudopotentials generally show good transferability [35].

Although the pseudopotential approximation drastically reduces the computational ex-

pense, the constraint of norm-conservation can still force certain large Fourier components
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to be required in the plane-wave expansion of the wavefunction. If this condition is re-

laxed, the computational cost is even further reduced. Such a pseudopotential is called an

‘ultrasoft pseudopotential’ [89]. The loss of charge due to relaxing the norm-conservation

condition is compensated for by adding an ‘augmentation’ charge in the core region of the

pseudopotential. One thing to note is that as a result, in an ultrasoft pseudopotential a

separate cutoff for the charge density is used in addition to the kinetic energy cutoff for

the wavefunction. This charge density cutoff is quite large, typically 8 to 12 times that

of the cutoff for the wavefunction, for accurate enough calculation of the augmentation

charge. This however adds very minimally to the computational cost.

2.1.7 Force Calculations: Hellmann-Feynman theorem

For obtaining the optimized geometry of the systems, the accurate calculation of the forces

is required. The forces acting on the atoms are first derivatives of the total energy of the

system, with respect to the atomic positions. A naive approach to find the forces is to ba-

sically evaluate the local energy landscape in the parameter space of the atomic positions,

and then to take the derivative. This however involves the tedious procedure of performing

self-consistent calculations for a large number of different atomic configurations. A way

out of this is provided by the Hellmann-Feynman theorem [90], which relates the derivative

of the total energy to the expectation value of the derivative of the Hamiltonian, given as:

FI = −∂〈E(RI)〉
∂RI

= −

〈
∂H

∂RI

〉
= −

∫
∂VRI

(r)

∂RI
nRI

(r)dr, (2.22)

where, nRI
(r) is the ground state electron density for a given set of nuclear co-ordinates

{RI}. The huge advantage of this simple relation is that evaluation of the total energy at

many configurations is not necessary, and one can do just a single calculation to evaluate

the forces on atoms in a particular configuration. A similar procedure is applied for the

evaluation of various response functions which are higher order derivatives of the total

energy with respect to certain parameters, as will be seen in the next section describing

density functional perturbation theory.
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2.1.8 Spin Polarized DFT

So far, we have neglected the spin of the electron. For magnetic and spintronic properties,

however, the consideration of the electronic spin is necessary. This is done in spin polarized

DFT calculations. The spin up and spin down charge densities are separately evaluated

in terms of the spin up and spin down KS orbitals in the same way as in “normal” DFT:

nσ(r) = 2

Nσ∑
α=1

ψσ∗α (r)ψσα(r), (2.23)

where σ = {↑, ↓}, is the spin of the electron, and Nσ is the number of orbitals of spin σ.

The total electron density is the sum of the density of both the spins, n(r) = n↑(r)+n↓(r),

and the magnetization density is the difference, given as m(r) = n↑(r)− n↓(r). Note that

the direction of the magnetization is absent, as we are considering collinear magnetic

calculations, and no spin-orbit interactions are present.

The Kohn-Sham equations for spin-polarized calculations are given as:

{
− ~2

2me
∇2 + V σ

KS(r)

}
ψσα(r) = εσαψ

σ
α(r), (2.24)

where V σ
KS is the Kohn-Sham potential, which is given as:

V σ
KS(r) = Vext(r) + e2

∫
n(r′)

|r− r′|
dr′ + V σ

xc(r), (2.25)

where the spin dependence arises only from the exchange-correlation potential. The ex-

change correlation potential is defined as:

V σ
xc(r) =

δExc[n(r),m(r)]

δnσ(r)
. (2.26)

These equations can be solved in a similar fashion to the non-spin-polarized KS equations,

with approximations for the XC functional.
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2.1.9 Incorporation of London Dispersion Interactions

The London dispersion interaction arises from the quantum mechanical phenomenon by

which the charge fluctuations in one part of an atomic system are electrodynamically

correlated with charge fluctuations in the rest of the system [91]. This is an attractive,

long range, non-local interaction, and the strength of this interaction decays as a power

law as a function of the distance [92].

Exact density functional theory should be able to incorporate the London dispersion

interactions, however the local and semilocal approximate functionals (LDA and GGA

functionals) used in traditional DFT calculations fail to incorporate these non-local inter-

actions. However, several methods have been developed in recent years to include these

dispersive interactions in DFT calculations. These are broadly divided in two classes,

(1) one class of methods adds the dispersion interactions as semi-empirical corrections

on top of existing local functionals [93, 94], and (2) another class of methods attempts

to develop non-local exchange-correlation functionals for DFT that can incorporate the

London interactions [95,96]. In this thesis, to study the weak interactions between layers

of graphene (see Chapter 4), as well as to get a correct description of weak binding of gases

(see Chapter 5), it is vital to incorporate the London interactions and therefore one should

use one of these methods. We have chosen to use the “DFT-D2” treatment of Grimme

(which belongs to the first class of methods described above), which gives a fairly accurate

treatment of London dispersion interactions at relatively low computational cost [93]. We

now describe this method in brief.

Grimme Correction Method for London Interactions

The dispersion corrected total energy is given as,

EDFT−D2 = EDFT + Edisp, (2.27)
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where EDFT is the total energy from DFT calculations for a chosen approximate exchange-

correlation functional, and Edisp is the empirical dispersion correction which is given as,

Edisp = −s6

Nat−1∑
I=1

Nat∑
J=I+1

CIJ6

R6
IJ

fdamp(RIJ). (2.28)

Here, Nat is the number of atoms in the system, CIJ6 denotes the dispersion coefficient for

a pair of atoms I and J , s6 is a global scaling factor that depends only on the approximate

functional used, and RIJ is an interatomic distance between the atoms I and J . To avoid

the singularity at small RIJ , a damping function is used, given as,

fdamp =
1

1 + eβ[(RIJ/R
0
IJ )−1]

. (2.29)

Here, R0
IJ is the sum of atomic van der Waals radii of the atom pair {I, J}, and β = −20 is

a parameter which provides larger corrections at intermediate distances (but still negligible

dispersion correction for typical covalent bonding situations).

The dispersion coefficient CIJ6 for a pair of atoms I and J , is written as a geometric

mean of the individual coefficients for each atom, given as CIJ6 =
√
CI6C

J
6 . The val-

ues of the dispersion coefficients and atomic van der Waals radii have been accurately

parametrized for many atoms of the periodic table [93]. The dispersion coefficients are

calculated for an atom species x using the relation, Cx6 = 0.05NsI
x
Pα

x, where Ns has values

2, 10, 18, 36, and 54 for atoms from rows 1− 5 of the periodic table, respectively. Here IP

and α are the atomic ionization potential and the static dipole polarizabilities, respectively,

which are determined using results based on accurate DFT/PBE0 calculations [97].

2.2 Density Functional Perturbation Theory

In Chapter 3, we have calculated the dielectric properties [the high frequency dielectric

constant or the electronic part of the dielectric constant (ε∞) and the static dielectric

constant (ε0)] of various systems, using density functional perturbation theory [98, 99].

Density functional perturbation theory (DFPT) is a method that has been developed to
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calculate the linear response of the system to an external perturbative field, in combination

with standard DFT. Here, we describe briefly the formalism of DFPT and its application

to the problem of calculating the dielectric constant as the linear response of the system

to an external electric field. To calculate the ionic contribution to the dielectric constant,

the calculation of zone center phonon modes is necessary. We therefore briefly describe

the theory of lattice vibrations using DFPT.

2.2.1 Formalism of DFPT

As described in detail in Section 2.1, the material properties can be obtained by a self-

consistent solution of the Kohn-Sham equations, given below:

n(r) = 2

N/2∑
α=1

ψ∗α(r)ψα(r), (2.30)

{
− ~2

2me
∇2 + VKS(r)

}
ψα(r) = εαψα(r), (2.31)

VKS(r) = Vext(r) + e2

∫
n(r′)

|r− r′|
dr′ + Vxc(r). (2.32)

In general, the external perturbing potential is a differentiable function of a set of param-

eters λ ≡ (λi). The parameters λ ≡ (λi) can, for example, be the set of ionic positions

in the case of the lattice vibration problem. To evaluate the appropriate response func-

tions to the external perturbation, we calculate the first and second derivatives of the

ground-state energy. According to the Hellmann-Feynman theorem, these are given as,

∂E

∂λi
=

∫
∂Vλ(r)

∂λi
nλ(r)dr, (2.33)

∂2E

∂λi∂λj
=

∫
∂2Vλ(r)

∂λi∂λj
nλ(r)dr +

∫
∂nλ(r)

∂λi

∂Vλ(r)

∂λj
dr +

∂En(R)

∂λi∂λj
. (2.34)
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Thus we need to calculate the response of the electron density, ∂nλ(r)/∂λi. In general,

we can define the finite difference operator ∆λ as:

∆λF =
∑
i

∂Fλ
∂λi

∆λi. (2.35)

Thus for the electronic density (dropping the index λ),

∆n(r) = 4

N/2∑
α=1

ψ∗α(r)∆ψα(r). (2.36)

The variation of the Kohn-Sham orbitals, ∆ψn(r), can be obtained by standard first-order

perturbation theory and is given by the Sternheimer equation [100]:

(HKS − εα) |∆ψα〉 = − (∆VKS −∆εα) |ψα〉, (2.37)

where HKS is the unperturbed Kohn-Sham Hamiltonian. Here,

∆VKS(r) = ∆Vext(r) + e2

∫
∆n(r′)

|r− r′|
dr′ +

dVxc(n)

dn

∣∣∣∣∣
n=n(r)

∆n(r), (2.38)

is the first-order correction to the self-consistent potential, and ∆εα = 〈ψα |∆VKS|ψα〉

is the first-order variation of the Kohn-Sham eigenvalue εα. Equations (2.36),(2.37) and

(2.38) form a set of self-consistent equations for the perturbed system, completely analo-

gous to the Kohn-Sham equations in the unperturbed case. ∆VKS(r) requires the knowl-

edge of ∆n(r), which in turn depends on the ∆ψ’s, which can be solved for from the

Sternheimer equation. This self-consistent loop is a set of N coupled linear equations.

The first-order correction to a particular eigenfunction of the Schrödinger equation

given by Eq. (2.37) can be expressed as a superposition of the eigenfunctions of the un-

perturbed Hamiltonian, given as:

∆ψα(r) =
∑
β 6=α

ψβ(r)
〈ψβ |∆VKS|ψα〉

εα − εβ
. (2.39)

Here β runs over all the occupied as well as empty states of the system, except the states



2.2 Density Functional Perturbation Theory 27

for which the denominator vanishes. Substituting for ∆ψα(r) in Eq. (2.36), the electron

density can be written as:

∆n(r) = 4

N/2∑
α=1

∑
β 6=α

ψ∗α(r)ψβ(r)
〈ψβ |∆VKS|ψα〉

εα − εβ
(2.40)

= 4

∞∑
β=N/2+1

N/2∑
α=1

ψ∗α(r)ψβ(r)
〈ψβ |∆VKS|ψα〉

εα − εβ
. (2.41)

Equation (2.41) shows that the contributions to the electron-density response arising from

products of occupied states cancel each other, and the β index now runs over the empty

states only. This means that the electron density is unaffected by any perturbation which

couples only the occupied states among each other and responds to only those components

of the perturbation that couple the occupied and empty states. Consequently, equation

(2.37) can be written as

(HKS − εα) |∆ψα〉 = −P̂c∆VKS|ψα〉, (2.42)

where P̂c =
∑∞

β=N/2+1 |ψβ〉〈ψβ| is the projection operator onto the empty states.

2.2.2 Homogeneous electric fields

An applied electric field (E0) results in a screened electric field (E) in the material, which

then leads to a perturbative potential VE(r) = eE · r = e
∑

µEµrµ, where µ runs over the

three cartesian co-ordinates. Many electrostatic properties of a truly infinite solid are ill

defined in the presence of such a potential because the position operator r̂ is ill defined in a

periodic system, and hence its matrix elements between wavefunctions satisfying periodic

boundary conditions are ill-defined.

In the linear response regime, these problems can be treated efficiently. The response

of the wavefunction to the perturbative potential, requires only the off-diagonal matrix
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elements of the perturbing potential between the eigenfunctions of the unperturbed Hamil-

tonian as shown in Eq. (2.39). These terms are well defined:

〈ψβ |rµ|ψα〉 =
〈ψβ |[HKS, rµ]|ψα〉

εα − εβ
, ∀m 6= n. (2.43)

The commutator is directly related to the momentum pµ,

[HKS, rµ] = − ~2

2m

∂

∂rµ
= i

~
me

pµ. (2.44)

If an external electric field E0 is applied to a crystal, the field due to a macroscopic

screened field (E) is given as [101],

E = E0 − 4πP (2.45)

where P is the electronic polarization induced by the screened field E. The perturbative

potential arising from this screened electric field is given as V macro(r),

∆V macro(r) = eE · r = e
∑
µ

Eµrµ (2.46)

The response of the electronic density to the net screened field in the solid, E, is given by

∆En(r), which can be written as:

∆En(r) = 4

N/2∑
α=1

ψ∗α(r)∆Eψα(r), (2.47)

where ∆Eψα(r) is the response of the wavefunction to the electric field, and is given as,

∆Eψα(r) =
∑
β 6=α

ψβ(r)
〈ψβ |VE(r)|ψα〉

εα − εβ
(2.48)

= e
∑
µ

Eµ
∑
β 6=α

ψβ(r)
〈ψβ |rµ|ψα〉
εα − εβ

. (2.49)

This change in the electronic charge density in turn leads to local electric fields, the effect
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of which needs to be taken into account in the self-consistent solution procedure. The

change in the potential energy due to these local fields is given by V micro(r):

∆V micro(r) = e2

∫
∆nE(r′)

|r− r′|
dr′ +

dvxc(n)

dn

∣∣∣∣∣
n=n(r)

∆nE(r), (2.50)

The net perturbative potential is thus given as,

∆V E
KS(r) = ∆V macro(r) + ∆V micro(r) (2.51)

= e
∑
µ

Eµrµ + e2

∫
∆nE(r′)

|r− r′|
dr′ +

dVxc(n)

dn

∣∣∣∣∣
n=n(r)

∆nE(r). (2.52)

Thus the Sternheimer equation is given as:

(HKS − εα) |∆ψE
α 〉 = −e

∑
µ

Eµrµ|ψ̄µα〉 − P̂c∆V micro|ψα〉, (2.53)

where we have introduced |ψ̄µα〉 = P̂crµ|ψα〉.

Now the macroscopic polarization can be calculated,

Pµ = − e
Ω

∫
rµ∆En(r)dr (2.54)

= −4e

Ω

N/2∑
α=1

〈ψ̄µα|∆Eψα〉, (2.55)

where Ω is the volume of the system.

The set of equations (2.45), (2.47), (2.55), (2.50) and (2.53) form a self consistent set of

equations that have to be solved for a given electric field E0. However it is computationally

simpler to keep the value of the screened electric field E fixed and let only the microscopic

components vary via Eqs. (2.47), (2.50), and (2.53). The macroscopic polarization is then

calculated at the end once self consistency is achieved, using Eq. (2.55). Physically, this

is equivalent to calculating the polarization response to a given screened electric field E,

instead of E0.
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2.2.3 Phonon modes in crystalline solids

In perfect crystalline solids, the position of the Ith atom can be written as:

RI = Rl + τs, (2.56)

where Rl is the lattice vector of the lth unit cell in the Bravais lattice and τs is the

equilibrium position of the sth atom in the unit cell.

Crystal vibrations cause the atoms to deviate from their equilibrium positions. The

displacement of the sth atom in the lth unit cell is us(l) and hence the position is:

RI = Rl + τs + us(l). (2.57)

Normal modes of such vibrations in crystals are called phonons, and are classified by a

wave-vector q and a mode index ν.

The Interatomic Force Constant (IFC) tensor is defined as:

Cαβst (l,m) ≡ ∂2E

∂uαs (l)∂uβt (m)
= Cαβst (Rl −Rm). (2.58)

Because of translational invariance, the real-space IFCs depend on l and m only through

the difference Rl −Rm. The derivatives are evaluated at us(l) = 0 for all the atoms. The

dynamical matrix, C̃αβst (q), is the Fourier transform of the real-space IFCs:

C̃αβst (q) =
∑
l

e−iq·RlCαβst (Rl) (2.59)

=
1

Nc

∂2E

∂u∗αs (q)∂uβt (q)
, (2.60)

where Nc is the number of unit cells in the crystal.

The phonon frequencies, ω(q), are the solutions of the secular equation:

∑
t,β

(
C̃αβst (q)−Msω

2(q)δstδαβ

)
uβt (q) = 0, (2.61)
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where Ms is the atomic mass of the sth atomic species.

The dynamical matrix can be decomposed into an electronic and an ionic contribution:

C̃αβst (q) = elC̃αβst (q) + ionC̃αβst (q), (2.62)

where the electronic contribution is given as:

elC̃αβst (q) =
1

Nc

[ ∫ ( ∂n(r)

∂uαs (q)

)∗ ∂Vion(r)

∂uβt (q)
dr

+

∫
n(r)

∂2Vion(r)

∂u∗αs (q)∂uβt (q)
dr
]
. (2.63)

The ionic contribution ionC̃αβst (q) arises from the ion-ion interaction energy [the last term

of Eq. (2.34)] and does not depend on the electronic structure. Its calculation involves

taking the second order derivative of the Ewald term [35].

Now, the Born effective charge tensor of the sth atomic species is the partial derivative

of the macroscopic polarization with respect to a periodic displacement of all the atoms

of s species at zero electric field [99]:

eZ∗s,µν = Ω
∂Pµ

∂uνs(q = 0)

∣∣∣∣∣
E=0

. (2.64)

2.2.4 Dielectric Constants

When an external electric field (E0) is applied, the electrons as well as the ions respond to

it and result in a change in the polarization of the material. The screened electric field (E)

is a combined effect of this electronic as well as ionic screening. The dielectric constant

of a material quantifies the change in the screened electric field in a material due to the

application of an external electric field.

The dielectric constant of a material depends on the frequency of the external field.

In the high frequency limit (frequency ∼ 1015 Hz), only the electrons can respond to the

external field. Thus the high frequency dielectric constant (ε∞) is basically the electronic

contribution to the total dielectric constant. In the static case, the dielectric constant

has contributions from both the electronic and ionic parts. This is known as the static
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dielectric constant (ε0).

The electronic contribution to the dielectric constant tensor is defined as,

E0µ = (Eµ + 4πPµ) =
∑
ν

εµν∞Eν . (2.65)

Using Eq. (2.55), we finally obtain the high frequency dielectric constant as [98],

εµν∞ = δµν −
16πe

ΩEν

N/2∑
α=1

〈ψ̄µα|∆Eνψα〉. (2.66)

The static dielectric constant (ε0) is the combined response of the electronic as well as

the ionic part of the system to the applied electric field, and is given by [99]:

εµν0 = εµν∞ +
4π

Ω

∑
m

Sm,µν
ω2
m

, (2.67)

where

Sm,µν =

(∑
s,µ′

Z∗s,µµ′
uµ

′
s,m√
Ms

)(∑
t,ν′

Z∗t,νν′
uν

′
t,m√
Mt

)
. (2.68)

where Sm,µν is the mode oscillator strength tensor, and is defined in terms of the Born

effective charges Z∗, the atomic masses Ms and the normalized eigenvectors uµs,m of the

sth atom or ion along a given direction µ for a particular mode m. ωm is the phonon

mode frequency at the zone center and Ω is the unit cell volume. µ, ν, µ′ and ν ′, run over

the three spatial directions. For the computation of ε0, the knowledge of all the phonon

frequencies at the zone center is required.

2.3 Electronic Transport

The flow of electrons that constitutes a current in a many-particle system is a result of

an imbalance in the chemical potential of the electrons, that has been created either by

an applied bias voltage or due to some other reason. In most macroscopic systems, the

current-voltage characteristics follow the very well known Ohm’s law. The resistance to the

current arises from the microscopic mechanism of scattering of electrons due to phonons
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and random scatterers (impurities, defects, or grain boundaries) in these systems [102]. In

nanosystems, the size of the system itself can be smaller than the mean free path between

two scattering processes. As a result, Ohm’s law is no longer expected to be valid. Many

other factors can govern the flow of electrons in these nanosystems, like electronic structure

and quantum confinement effects due to the small size of these nanosystems [103].

To understand the transport properties of electrons in such systems, one needs to

solve the many-body problem in a non-equilibrium scenario. This is done by the Non

Equilibrium Greens Function (NEGF) theory [104, 105]. In this section, we would like to

describe very briefly the formalism of NEGF, with the point of view of its application to

a two-terminal setup. The formalism of NEGF theory as developed by Keldysh is very

rigorous [104] and has vast scope for application, ranging from transient flow [106,107] to

steady state flow, coherent as well as non-coherent regimes. However here, we will restrict

ourselves to the description of steady state coherent transport.

2.3.1 Non Equilibrium Greens Function Technique (NEGF)

A typical two terminal transport consists a scattering center (SC) connected to two semi-

infinite metallic leads on the left (L) and right (R) (see Fig. 2.2). The scattering center

(SC) contains the molecule or the nanosystem across which the the electronic current of

electrons is allowed to flow. For effective screening of the electrostatic potential between

the nanosystem and the leads, a few layers of the metallic lead on either side can be

included in the SC [83].

Let ĤL and ĤR be the Hamiltonians describing the semi-infinite leads L and R, re-

spectively. The retarded Green’s functions associated with these Hamiltonians are given

by Ĝ+
L (E) and Ĝ+

R(E), respectively, and are defined as:

Ĝ+
L (E) =

{
ε+ŜL − ĤL

}−1
, (2.69)

and

Ĝ+
R(E) =

{
ε+ŜR − ĤR

}−1
, (2.70)
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Figure 2.2: A typical two terminal transport setup.

where Ŝ is the overlap matrix, and ε+ = E + η, η → 0+. These Green’s functions for the

leads L and R, can be found by doing separate calculations for the left and right leads.

The isolated SC is described by the Hamiltonian ĤS . We now want to determine Ĝ+(E),

the Green’s function for the entire setup.

We can assume that the leads, L and R couple with the SC by some potentials (V̂LS +

V̂ †LS) and (V̂SR + V̂ †SR), respectively. Schrödinger equations for the total system can be

written as:


ε+ŜL − ĤL V̂LS 0

V̂ †LS ε+ŜS − ĤS V̂ †SR

0 V̂SR ε+ŜR − ĤR



|φL〉

|φS〉

|φR〉

 = 0, (2.71)

where |φL〉, |φS〉, |φR〉 are the wavefunctions associated with the three regions described

above. We can now define the self-energy operators:

Σ̂+
L (E) ≡ V̂ †LSĜ

+
L (E)V̂LS , (2.72)

and

Σ̂+
R(E) ≡ V̂ †SRĜ

+
R(E)V̂SR. (2.73)
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In terms of these self energy operators, we get,

[
ε+ŜS − ĤS − Σ̂+

L (E)− Σ̂+
R(E)

]
|φS〉 = 0. (2.74)

Thus Ĝ+(E), the Green’s function for the entire setup, is given as:

Ĝ+(E) =
{
ε+ŜS − ĤS − Σ̂+

L (E)− Σ̂+
R(E)

}−1
. (2.75)

In the absence of any coupling with the leads, the energy eigenvalues of the isolated SC are

the poles of Eq. (2.75) without the self energy terms. Note that the self energy operators

are non-Hermitian. We can then define the quantities called the Broadening matrices,

Γ̂L,R(E) = −2 Im
{

Σ̂+
L,R(E)

}
= i
[
Σ̂+
L,R(E)− Σ̂+

L,R(E)
†]
. (2.76)

The Green’s function Ĝ+(E) thus becomes:

Ĝ+(E) =

{
ε+ŜS − ĤS − Re

[
Σ̂+
L (E) + Σ̂+

R(E)
]
− i
[
Γ̂L(E) + Γ̂R(E)

]}−1

. (2.77)

The effect of the coupling with the leads is to “renormalize” (shift in energy) the discrete

energy levels of the isolated SC, as well as broaden them. The shift is given by Re
[
Σ̂+
L (E)+

Σ̂+
R(E)

]
and the broadening is given by

(
Γ̂L(E)+Γ̂R(E)

)
. The broadening of these states

gives a finite lifetime to these states, τ = 2~/
(

Γ̂L(E) + Γ̂R(E)
)

.

The equilibrium density of states is given by D̂(E) = i
2π lim

η→0+

[
Ĝ+(E) − Ĝ+(E)

† ]
.

Thus the total equilibrium density is given by,

neq =

∫
dE D̂(E)f(E − µ) = − 1

π

∫
dE Im{Ĝ+(E)}f(E − µ), (2.78)

where f(E − µ) is the Fermi-Dirac distribution function, defined as

f(E − µ) =
1

1 + e(E−µ)/kBT
,

where kB is the Boltzmann constant, µL = µR = µ, is the chemical potential of the leads
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L and R, and T is the temperature. At T = 0, the Fermi-Dirac distribution is simply,

f(E − µ) = 1 E < µ (2.79)

= 0 E > µ. (2.80)

Application of an external bias voltage

The leads L and R are treated as reservoirs of electrons, each with a chemical potential

µL and µR, respectively. The effect of an applied bias voltage V is to change the chemical

potential of one of the leads with respect to the other, i.e., to produce a rigid shift in the

energy spectra of the leads. In the presence of this external bias, the electronic density of

the SC changes, which in turn changes the potential in the SC. Thus the effect of the bias

needs to be taken into account self-consistently. The Hamiltonian of the SC depends on

the non-equilibrium density ĤS = ĤS [n]. The Hamiltonian of the total system then takes

the form,

H =


ĤL + ŜLeV/2 V̂LS + ŜLSeV/2 0

V̂ †LS + Ŝ†LSeV/2 ĤS V̂ †SR − Ŝ
†
LSeV/2

0 V̂SR − ŜSReV/2 ĤR − ŜReV/2

 . (2.81)

In the presence of the bias, the non-equilibrium charge density is given by,

n =
1

2π

∫
dE Ĝ+(E)

{
Γ̂Lf(E − µL) + Γ̂Rf(E − µR)

}
Ĝ+(E)

†
, (2.82)

where µL,R = µ± eV/2 and Γ̂L,R = Γ̂L,R(E∓ eV/2). Ĝ+(E) is given by Eq. (2.75), where

we have put Σ̂+
L,R = Σ̂+

L,R(E ∓ eV/2).

Note that this integration in Eqn 2.82 is difficult, as the integral is unbounded from

below. However, the equation can be simplified drastically if we write, n = neq + nV :

neq = − 1

π

∫
dE Im{Ĝ+(E)}f(E − µL), (2.83)
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Figure 2.3: Flow chart showing the self-consistency loop for the iterative solution of the NEGF
formalism.

and

nV =
1

2π

∫
dE Ĝ+(E)Γ̂RĜ

+(E)
†[
f(E − µR)− f(E − µL)

]
. (2.84)

neq can be thought of as the equilibrium density, with both the reservoirs at the same

chemical potential µL, whereas nV is the density arising due to the non-equilibrium con-

ditions. It is computationally easy to evaluate nV , as it is bounded on both sides by the

two Fermi-Dirac functions. Though neq is unbounded, it is possible to evaluate it using a

contour integral technique because of the analytical behavior of Ĝ+(E).

The self-consistent procedure is demonstrated by a flowchart in Fig. 2.3. First a trial

density ninp is used to compute H. Then using Eqns. (2.76) and (2.75), the broadening

matrices Γ̂L, Γ̂R and Ĝ+(E) are obtained. These quantities are then used to evaluate a

new estimate for n using Eq. (2.82). This process is iterated until the difference between

the density of two consecutive steps is less than a pre-defined tolerance value, and self-

consistency is achieved.



38 Chapter 2

Once self-consistency is achieved, one can calculate the current I, given as:

I =
e

h

∫
dE T (E, V )

[
f(E − µR)− f(E − µL)

]
, (2.85)

where T (E, V ) is the transmission coefficient, which can be calculated using the Green’s

functions, given by the relation:

T (E, V ) = Tr{Γ̂LĜ+(E)†Γ̂RĜ
+(E)}. (2.86)

This is known as the Landauer formula for the current [108]. Note here that the current

is given for each spin channel. In case of a non-spin polarized calculation, a factor of two

is to be multiplied.

2.4 Codes Used

In this thesis, most of the calculations are done using the PWscf package of the Quantum-

ESPRESSO distribution [78]. For electronic transport calculations, we have used the

SMEAGOL code [30, 83], that interfaces the non-equilibrium Green’s function scheme

with the DFT implementation in the SIESTA code [82].
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Dielectric properties of crystalline

SiGeN and SiCN materials

Now, we want to apply the theoretical techniques described in the previous chapter to

various nanomaterials, with the aim of understanding and then favorably tuning the prop-

erties which are best suited for applications. To start with, we look at how the electronic

and dielectric properties of silicon nitride can be changed by the progressive substitution

of silicon atoms with either germanium or carbon atoms. This chapter is an example of

how varying the chemical composition can be used to tune the dielectric properties of

these materials.

Some of the results presented in this chapter have been published in Ref. [109].

3.1 Introduction

The remarkable mechanical strength, thermal stability and electronic properties of silicon

nitride have resulted in its widespread application in a wide variety of fields, such as micro-

electronics, cutting tools [38], optoelectronic devices [39, 40], and microelectromechanical

systems (MEMS) [41]. Ternary silicon nitride-based materials possess some attractive

properties for such applications, and the advantage in such materials is that these prop-

erties can be tuned through variations in the chemical composition. For instance, the

39
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mechanical (e.g., bulk modulus) and electronic properties (e.g., band gap, leakage behav-

ior) of silicon carbon nitride (SiCN) materials are dependent on the chemical composition

of the film [110, 111] and the band gap of silicon germanium nitride (SiGeN) is depen-

dent on the Si:Ge ratio [17]. This ability to tune physical properties through changes in

chemical composition widens the scope of application of these materials. Hence, a sys-

tematic study of the variation of dielectric properties with chemical composition becomes

important from a technological point of view [112].

Here we investigate the structural and dielectric properties of crystalline SiGeN and

SiCN with different Si:Ge and Si:C ratios, respectively, using first principles density func-

tional theory (DFT) calculations. Silicon nitride, SiCN, and SiGeN are used in a broad

range of applications in the microelectronics industry, due to their insulating dielectric

properties: silicon nitride is used as a gate dielectric and spacer material [113], SiCN as

a low-k etch stop layer [114] and Cu diffusion barrier [115] in the back end of the line

technology, and crystalline germanium nitride (Ge3N4) is a promising candidate for a pas-

sivation layer and gate dielectric for Ge-channel field effect transistor devices [116,117]. As

a first step towards designing SiGeN and SiCN materials with desired dielectric properties,

we wish to gain a deeper understanding of the relation between dielectric properties and

chemical composition.

In general, these nitrides find applications in both crystalline and amorphous phases.

However, the dielectric properties of an amorphous materials can be influenced by other

factors, such as bonding structure and mass density/porosity, in addition to chemical

composition. A comprehensive study of the dielectric properties of amorphous systems

accounting for all these factors is computationally rather expensive. Thus, as a first step,

we focus on the dielectric properties of bulk crystalline SiGeN and SiCN materials. Our

aim here is to get a systematic understanding of the impact of chemical composition

on the structural and dielectric properties of SiCN and SiGeN materials. There have

been previous first principles studies on the dielectric properties of Si3N4: crystalline,

amorphous as well as thin films [118,119], but we are not aware of any ab initio study on

the impact of germanium (carbon) concentration on the dielectric properties of crystalline
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SiGeN (SiCN) materials.

3.2 Computational Details

The DFT calculations presented in this chapter were carried out using the PWscf package

of the Quantum-ESPRESSO distribution [78], which uses a plane-wave basis set. The

interaction between the ion cores and the valence electrons was treated using ultrasoft

pseudopotentials. A plane-wave cutoff of 40 Ry for the wavefunctions, and 400 Ry for

the charge densities, was found to be sufficient for the convergence of total energy, stress

and forces. In this chapter, we have used the variable-cell optimization method to relax

the cell parameters and atomic positions, until the forces on each atom are less than 0.5

mRy/bohr, and the pressure on the supercell is less than 0.05 GPa. We have used the

local density approximation (LDA) for the exchange-correlation functional.

In our study, we consider (1) a 1×1×2 supercell of the β-phase and (2) a primitive unit

cell of the α-phase, for both SiGeN and SiCN materials, at each concentration ξ. Both

these unit cells contain 28 atoms and are of similar dimensions. For this unit cell size, a

4× 4× 6 k-point grid was found to be sufficient for accurate calculation of structural and

dielectric properties.

We have used the density functional perturbation theory (DFPT) approach to de-

termine the dielectric constant tensors as a linear response to the perturbative electric

field [98,99]. As described in detail in the previous chapter, the response of the electronic

charge density to the perturbative electric field is used to determine the electronic con-

tribution to the dielectric tensor, the high-frequency dielectric constant tensor (εµν∞ ), as

given by Eq. 2.66. The static dielectric constant tensor (εµν0 ) is the total response of the

electronic as well as the ionic part of the system to the applied electric field, and is given

by:

εµν0 = εµν∞ +
4π

Ω

∑
m

Sm,µν
ω2
m

, (3.1)

where

Sm,µν =

(∑
i,µ′

Z∗i,µµ′
ui,mµ′√
Mi

)(∑
j,ν′

Z∗j,νν′
uj,mν′√
Mj

)
. (3.2)
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Here Sm,µν is the mode oscillator strength tensor [99] and is defined in terms of the Born

effective charges Z∗, the atomic masses Mi and the normalized eigenvectors ui,mµ of the ith

ion along a given direction µ for a particular mode m. ωm is the phonon mode frequency

at the zone center and Ω is the unit cell volume. µ, ν, µ′ and ν ′, run over the three spatial

directions. Thus for the computation of ε0, the knowledge of all the phonon frequencies at

the zone center is required, which then requires the solution of the dynamical matrix at the

zone center. In our calculations, the phonon frequencies and the normalized eigenmodes

were determined using DFPT calculations. The methodology for the calculation of phonon

modes has described in the previous chapter in Section 2.2.4.

3.3 Results and Discussion

In this section we focus on our results for the dielectric properties of SiGeN and SiCN

materials. We first look at the structural and electronic properties of pure Si3N4, Ge3N4,

and C3N4. We then try to understand the effect of systematic substitution of Si atoms

by Ge on the dielectric constant as one goes from Si3N4 to Ge3N4. We discuss the trends

observed in the dielectric properties of SiGeN materials with Ge incorporation in Sub-

section 3.3.2. Similarly, we look at the effect of systematic substitution of Si atoms by C

atoms on the dielectric constant as one goes from Si3N4 to C3N4, in Sub-section 3.3.3.

3.3.1 Pure Phases: Si3N4, Ge3N4, and C3N4.

Silicon nitride exists in three crystalline phases: α, β and γ, of which the β-phase is the

most stable one at room temperature [120, 121]. Germanium nitride exists in at least

five different phases: α, β, γ, pseudo-cubic and graphitic, of which, again the β-phase is

the most stable one [117, 122]. The prototypical β-structure has a hexagonal unit cell of

14 atoms, i.e., two formula units of Si3N4/Ge3N4 stacked in an ABAB. . . fashion. The

α-phase, which is a metastable phase, has a hexagonal unit cell with 28 atoms, i.e., four

formula units of Si3N4/Ge3N4 stacked in an ABCDABCD. . . fashion. For our study, we

consider (1) a 1 × 1 × 2 supercell of the β-phase and (2) a primitive unit cell of the α-

phase, both of which contain 28 atoms and are of similar dimensions. Our results for
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α-phase

Systems Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 7.719 7.719 5.594 120.0◦ 288.64 4.57
Ref. [110] 7.716 7.716 5.581 120.0◦

Ge3N4 8.183 8.183 5.915 120.0◦ 342.96 2.44
Ref. [130] 8.20 8.20 5.94 120.0◦

C3N4 6.433 6.433 4.684 120.0◦ 167.85 3.72
Ref. [110] 6.487 6.487 4.719 120.0◦

Ref. [123] 6.467 6.467 4.710 120.0◦

β-phase

Systems Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 7.572 7.572 5.781 120.0◦ 287.07 4.22
Ref. [124] 7.570 7.570 5.784 120.0◦

Ref. [127] 7.557 7.557 5.770 120.0◦

Ref. [128] 7.65 7.65 5.68 120.0◦

Ref. [129] 7.607 7.607 5.822 120.0◦

Ge3N4 8.008 8.008 6.130 120.0◦ 340.42 2.34
Ref. [131] 8.03 8.03 6.16 120.0◦

C3N4 6.373 6.373 4.785 120.0◦ 168.33 3.10
Ref. [123] 6.402 6.402 4.808 120.0◦

Ref. [128] 6.43 6.43 4.78 120.0◦

Ref. [134] 6.44 6.44

Table 3.1: Optimized structural parameters and band gap (eV) at zero pressure for α- and β-
phases of Si3N4, Ge3N4 and C3N4. Our results are compared with those from the literature, where
available.

the structural properties of the pure silicon and germanium nitride crystals (shown in

Table 3.1) compare well with results from earlier first principles calculations [117, 122–

125, 127, 128] and experiments [129–131]. The computed band gaps, 4.22 eV for β-Si3N4,

and 4.57 for α-Si3N4, compare fairly well with experimental values, 4.6 − 5.5 eV for β-

Si3N4, and 5.0 eV for the α-Si3N4 phase [132]. For germanium nitride, the band gaps

of 2.34 eV for β-Ge3N4, and 2.44 for α-Ge3N4, are considerably underestimated. The

difference between computed and experimental values is expected due to the well-known

band gap underestimation issue in DFT.

The crystal structure of C3N4 has been the focus of many articles [42, 134], owing to

the reported super-hard properties of C3N4 materials that arise due to the strong covalent
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(a) α-Si3N4 (b) α-Si2GeN4 (c) α-SiGe2N4 (d) α-Ge3N4

(e) β-Si3N4 (f) β-Si2GeN4 (g) β-SiGe2N4 (h) β-Ge3N4

Figure 3.1: Optimized structures of α-Si3−ξGeξN4 (top row) and β-Si3−ξGeξN4 (bottom row) for
different values of ξ. The 28-atom unit cell shown here correspond to the lowest energy configuration
at each value of ξ. Silicon atoms are shown as large blue spheres, germanium as large white spheres
and nitrogen as small green spheres. This figure has been published in Ref. [109].

C-N bonds. The β-C3N4 structure has been reported earlier [42, 134] by DFT studies, as

a possible super-hard material with a bulk modulus larger than that of diamond. Here

we have considered both α- and β-phases for the C3N4 structures, similar to silicon and

germanium nitride phases. We find that the α-phase is energetically the more stable

phase. Similar to earlier studies, the β-C3N4 we get from our calculations has a structure

very similar to that of β-Si3N4, with an average C-N bond-distance of 1.45 Å. There are,

however, no experimental reports of crystalline C3N4 structures.

In Table 3.2 and Table 3.3, we have compared our results for phonon mode frequencies

of β-Si3N4 and β-Ge3N4, with the experimental and theoretical results available in the

literature. Our results are in good agreement with earlier results.

3.3.2 SiGeN Materials

We model Si3−ξGeξN4 by substituting Si atoms in the Si3N4 matrix with Ge atoms. The

valence shells of silicon and germanium are similar, and therefore this substitution is chem-

ically justified. In both α- and β-phases for Si3−ξGeξN4, we consider structures with four

different germanium concentrations (ξ = 0, 1, 2, 3). The configurations in which all silicon
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atoms are substituted by germanium atoms correspond to the structure of Ge3N4. Many

structural configurations for intermediate concentrations corresponding to Si2GeN4 and

SiGe2N4 are possible; we have considered a few symmetrically non-equivalent configura-

tions for dielectric constant calculations. Fig. 3.1 shows the lowest energy configurations

for each germanium concentration. The structural properties for SiGeN materials at vari-

ous germanium concentrations are given in Table 3.4. Due to the larger size of germanium

compared to that of silicon, we find that the lattice constants for Si3−ξGeξN4 increase

linearly with increasing germanium concentration. This is in accordance with Vegard’s

law [135]. The structure deviates only marginally from its hexagonal symmetry for inter-

mediate Ge concentrations (ξ = 1, 2). For all intermediate Ge concentrations, the β-phase

is more stable than the α-phase. This is not an unexpected result, as in the pure phase,

the β-phase is favored over the α-phase for both Si3N4 and Ge3N4. The β phase is lower

in energy than the corresponding α phase by 32.8 meV per formula unit, 29.7 meV per

formula unit and 2 meV per formula unit, for ξ= 1, 2, and 3, respectively. For ξ=1, the

spread in the total energy between different configurations is 53 meV per formula unit for

the α phase, and 16 meV per formula unit for the β phase. For ξ=2, the spread in the

total energy is 2.7 meV per formula unit for the α phase, and 13 meV per formula unit

for the β phase.

The dielectric constants of α- and β-Si3−ξGeξN4 from our calculations are listed in

Table 3.5. For each configuration, ε∞ and ε0 are calculated by averaging over the three

diagonal components of the respective dielectric tensors. For a particular concentration

ξ in a particular phase, the dielectric constants are calculated by a Boltzmann weighted

average (corresponding to room temperature) over all considered configurations. The

high-frequency dielectric constant (ε∞) for β-Si3N4 is found to be 4.25, in good agreement

with earlier DFPT studies [124,127,136] and experiments [137]. For calculating the static

dielectric constant ε0, we need to compute all the phonon frequencies at the zone center.

As a benchmark, we have compared the zone center phonon modes for β-Si3N4 with

experiments and earlier studies (See Table 3.2), and find that our results for the zone

center phonon frequencies are in good agreement with both experiments [126], as well as
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Systems: α-Si3−ξGeξN4

System (ξ) Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 (0) 7.719 7.719 5.594 120.0◦ 288.64 4.57
Si2GeN4 (1) 7.880 7.880 5.690 120.1◦ 305.70 3.95
SiGe2N4 (2) 8.029 8.024 5.807 120.1◦ 323.66 3.20
Ge3N4 (3) 8.183 8.183 5.915 120.0◦ 342.96 2.44

Systems: β-Si3−ξGeξN4

System (ξ) Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 (0) 7.572 7.572 5.781 120.0◦ 287.07 4.22
Si2GeN4 (1) 7.726 7.708 5.892 120.03◦ 303.78 3.76
SiGe2N4 (2) 7.833 7.882 6.008 119.95◦ 321.46 3.13
Ge3N4 (3) 8.008 8.008 6.130 120.0◦ 340.42 2.34

Table 3.4: Optimized structural parameters and band gap (eV) at zero pressure for α-Si3−ξGeξN4

and β-Si3−ξGeξN4. For simplicity, results are presented for only the lowest energy configurations
at each value of ξ. Our results are compared with those from the literature, where available.

theoretical results [124, 127]. The static dielectric constant ε0 for β-Si3N4 is found to be

7.70.

Our zone center phonon frequencies for β-Ge3N4 (shown in Table 3.3), also compare

well with earlier studies [125]. We find ε∞ and ε0 for β-Ge3N4 to be 5.05 and 9.72, and for

α-Ge3N4 to be 5.05 and 9.76, respectively. These values are in excellent agreement with

previously reported experimental values of 9.5 − 9.7 for Ge3N4 [138–140]. No imaginary

phonon frequencies are found for any of the considered configurations. The static dielectric

constants (ε0) presented in our study here include the vibrational contribution. Our results

are therefore in better agreement with the experimental results than previously reported

first principles results [117].

Our results for the variation of dielectric constants ε∞ and ε0 with germanium con-

centration are shown in Fig. 3.2. As the Ge concentration increases, the high-frequency

dielectric constant ε∞ increases almost linearly: ε∞ of Ge3N4 is 18 – 19% higher than the

corresponding value for Si3N4. This monotonic increase in the high-frequency dielectric

constant correlates well with the decrease in the band gap of the systems on Ge incorpo-

ration. The static dielectric constant also increases fairly linearly with Ge concentration:
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Figure 3.2: Variation of static and high-frequency dielectric constants with germanium concentra-
tion for (a) α-Si3−ξGeξN4 and (b) β-Si3−ξGeξN4. Asterisk symbols show the dielectric constants
for the various configurations considered at a particular germanium concentration ξ. Note that the
values of dielectric constants for various configurations considered at a particular ξ are very close,
and hence overlap in the plot. The ionic contribution to the dielectric constant is also shown. This
figure has been published in Ref. [109].

ε0 of Ge3N4 is 26 – 27% higher than the corresponding value for Si3N4. The reason behind

this increase in static dielectric constant is discussed in the following paragraphs.

The static dielectric constant contains contributions from both the electronic part ε∞

and the ionic part εion, given as ε0 = ε∞ + εion = ε∞ + 4π
Ω

∑
m
Sm
ω2
m

. Both ε∞ and εion

increase monotonically, resulting in the increase in ε0. As mentioned earlier, the ionic part

of the dielectric constant εion (see the fourth column of Table 3.5) is proportional to the

Born effective charge (Z∗), and inversely proportional to the square of the phonon mode

frequency ω2 and the unit cell volume Ω. Thus it is essential to look at the Born effective

charges and phonon modes of Si3N4 and Ge3N4 materials to identify the reason behind

the observed increase in εion values.

In β-Si3N4, the average values of Z∗ over the silicon atoms are (3.33, 3.28, 3.38) in the

(x, y, z) directions, respectively. The tetrahedral environment of Si results in this nearly

isotropic behavior of Z∗. Each nitrogen atom finds itself at the center of a triangle formed

by silicon atoms, which is clearly not an isotropic environment. The nitrogen atoms can

be classified as N6h (occupying the 6h Wyckoff site) and N2c (2c Wyckoff site) species.

The Z∗ values for N6h are (−1.61, −3.12, −2.78) and for N2c are (−2.91, −2.91, −1.76)

along the (x, y, z) directions respectively. In the case of β-Ge3N4, again the tetrahedrally

co-ordinated germanium atoms have an average value of Z∗ (3.37, 3.37, 3.36), whereas the
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Systems: α-Si3−ξGeξN4

System (ξ) ε0 ε∞ εion ωi (cm−1)

Si3N4 (0) 7.70 4.25 3.45 895.7(13%), 849.72(11%)
852.92(5%)

Si2GeN4 (1) 8.23 4.51 3.72 -
SiGe2N4 (2) 8.89 4.77 4.12 -
Ge3N4 (3) 9.76 5.05 4.71 730.62(10%), 738.7(10%)

305.52(6%), 290.12(4%)

Systems: β-Si3−ξGeξN4

System (ξ) ε0 ε∞ εion ωi (cm−1)

Si3N4 (0) 7.67 4.25 3.42 856.7(25%), 895.72(19%)
418.92(9%)

Si2GeN4 (1) 8.30 4.50 3.80 -
SiGe2N4 (2) 8.95 4.76 4.18 -
Ge3N4 (3) 9.72 5.05 4.67 730.5(16%), 765.52(13%)

334.52(12%), 269.92(11%)
219.8(10%)

Table 3.5: Static (ε0) and high-frequency (ε∞) dielectric constants of α- and β-Si3−ξGeξN4

materials. εion denotes the ionic contribution to ε0. At each given value of ξ, these quantities
are averaged over all the configurations considered in our study, as described in the text. The
last column for Si3N4 and Ge3N4, shows a few phonon modes which contribute maximally to εion.
The percentage contributions are shown in parentheses and the superscript “2” denotes a doubly
degenerate phonon mode.

Z∗ values for the trigonally coordinated nitrogen atoms N6h and N2c are (−1.54, −3.25,

−2.84) and (−2.88, −2.89, −1.85), respectively. There is very little difference in the Born

effective charges in the cases of Si3N4 and Ge3N4. Thus the covalency of the Si-N and

Ge-N bonds, in the respective Si3N4 and Ge3N4 materials, seems to play a weak role in

the increase of εion. Thus we can conclude that the observed increase in εion must arise

predominantly from the difference in the phonon mode frequencies of the two materials.

The lowest three optical phonon modes frequencies for β-Si3N4 are 177 cm−1, 177

cm−1 and 198 cm−1, respectively, and the highest two frequencies are 1037 cm−1 and 1056

cm−1. These values compare well with earlier reported values [127]. The lowest three

optical phonon mode frequencies for β-Ge3N4 are 107 cm−1, 111 cm−1 and 111 cm−1, and

the highest two frequencies are 900 cm−1 and 912 cm−1, which are in good agreement with

earlier vibrational studies [125]. An overall reduction in the phonon mode frequencies is
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observed as one goes from Si3N4 to Ge3N4. This reduction can be attributed to the larger

mass of the germanium atoms. Next, we compute the individual contributions of the

various phonon modes to the ionic part of the dielectric constant (see Fig. 3.3). The ionic

part of the dielectric constant derives maximum contribution (≥99.5%) from the infra-red

(IR) active phonon modes. For β-Si3N4, the IR active modes are at 360 cm−1, 419 cm−1,

560 cm−1, 857 cm−1, 896 cm−1, 1025 cm−1, in agreement with earlier results [124, 127].

The IR active modes for β-Ge3N4, are at 220 cm−1, 270 cm−1, 334 cm−1, 731 cm−1,

766 cm−1, 900 cm−1, which compare well with earlier results [125]. The lower IR-active

phonon mode frequencies of β-Ge3N4, compared to β-Si3N4, result in a higher εion value

for β-Ge3N4, despite a larger unit-cell volume.

In Fig. 3.3, we have shown the contribution of various phonon modes to the ionic part

εion for the cases of intermediate germanium concentrations, Si2GeN4 and SiGe2N4. The

plots in Fig. 3.3 indicate that for a fixed value of ξ, the contributing phonon modes are

quite close in energy for the various considered configurations. The following trend emerges

from our results: the contributing phonon modes shift towards lower frequencies as the

germanium concentration increases, for both α- and β-phases, resulting in the monotonic

increase in εion as one goes from Si3N4 to Ge3N4.

To summarize, the systematic reduction in the frequencies of the most contributing

phonon modes, results in the monotonic increase in the ionic contribution to the dielectric

constant (εion) of SiGeN materials with increasing Ge concentration. The Born effective

charges for silicon and germanium are nearly unchanged, and thus the covalency of Si-N

and Ge-N bonds plays a rather weak role in the observed increase in εion. The reduction

in the phonon frequencies can be attributed to the larger atomic mass of germanium.

The increase in εion combined with the monotonic increase in ε∞ leads to the observed

trend in static dielectric constant of SiGeN materials. These results show that the di-

electric properties of bulk crystalline SiGeN materials are strongly dependent on their

chemical composition (Si:Ge ratio) and can hence be tuned through changes in chemical

composition. With this result in mind, that ε0 increases monotonically with germanium

concentration from 7.69 for Si3N4 to 9.67 Si3N4, we next look at SiCN materials in which
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Figure 3.3: Contribution of various phonon modes to the ionic part of the dielectric constant
(εion) of α-Si3−ξGeξN4 and β-Si3−ξGeξN4. For intermediate germanium concentrations, Si2GeN4

and SiGe2N4, the phonon mode contributions for the various considered configurations are shown
in different colors. At a particular germanium concentration, the phonon mode contributions are
very similar for the various configurations considered in our study. This figure has been published
in Ref. [109].

Si atoms are substituted with C atoms, to see whether ε0 undergoes a monotonic reduction

as one goes from Si3N4 (ε0 = 7.70) to C3N4 (ε0 = 7.13).

3.3.3 SiCN Materials

We now model Si3−ξCξN4 by substituting Si atoms in the Si3N4 matrix by C atoms. In

addition to the similar valence shell configurations of Si and C, this model is supported by

the experimental observation that the occurrence of Si-C bonds is very rare compared to Si-

N and C-N bonds in SiCN materials [141,142]. As for Si3−ξGeξN4, we consider Si3−ξCξN4

structures with four different carbon concentrations (ξ = 0, 1, 2, 3), in both α- and β-

phases. The configurations in which all silicon atoms are substituted by carbon correspond

to the theoretically reported (though not yet experimentally confirmed) structures of C3N4.

Fig. 3.4 shows the lowest energy configurations for each C concentration. Table 3.6 shows

the variation of structural properties with carbon concentration.

In general, the Si3−ξCξN4 lattice constant reduces with increasing carbon concentra-

tion, due to the smaller size of carbon compared to that of silicon. The structure also
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(a) α-Si3N4 (b) α-Si2CN4 (c) α-SiC2N4 (d) α-C3N4

(e) β-Si3N4 (f) β-Si2CN4 (g) β-SiC2N4 (h) β-C3N4

Figure 3.4: Optimized α-Si3−ξCξN4 (top row) and β-Si3−ξCξN4 (bottom row) structures for
different values of ξ. The 28-atom unit cell shown here correspond to the lowest energy configuration
at each value of ξ. Silicon atoms are shown as large blue spheres, carbon as small light yellow
spheres and nitrogen as small green spheres. This figure has been published in Ref. [109].

shows slight deviations from its hexagonal symmetry for intermediate C concentrations

(ξ = 1, 2). We find that pristine β-Si3N4 is lower in energy than α-Si3N4 by 18.2 meV per

formula unit of Si3N4, which compares well with earlier reported values [120]. However,

as we introduce C in the structure, we find that the α-phase becomes progressively more

stable than the β-phase. This observation is in accordance with earlier DFT studies [143]

as well as with the experimental observation that the structure of SiCN crystalline thin

films is better matched with the α-phase [142]. The energy of α-Si3−ξCξN4 is lower than

the corresponding β-Si3−ξCξN4 by 48.7 meV per formula unit, 73.2 meV per formula unit

and 236.1 meV per formula unit, for ξ= 1, 2, and 3, respectively. For ξ=1, the spread in

the total energy is 128 meV per formula unit for the α phase, and 43 meV per formula

unit for the β phase. For ξ=2, the spread in the total energy is 223 meV per formula unit

for the α phase, and 179 meV per formula unit for the β phase.

The average dielectric constants of Si3−ξCξN4 from our calculations are listed in Ta-

ble 3.7. We have shown our results for the variation of dielectric constants ε∞ and ε0 with

carbon concentration in Fig. 3.5. We find that ε∞ monotonically increases with carbon

concentration: ε∞ of C3N4 is 17-18% higher than the corresponding value for Si3N4. On
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Systems: α-Si3−ξCξN4

System (ξ) Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 (0) 7.719 7.719 5.594 120.0◦ 288.64 4.57
Si2CN4 (1) 7.328 7.214 5.336 119.9◦ 244.33 3.47
SiC2N4 (2) 6.949 6.949 4.965 121.1◦ 205.35 3.45
C3N4 (3) 6.433 6.433 4.684 120.0◦ 167.85 3.72

Systems: β-Si3−ξCξN4

System (ξ) Unit cell parameters Volume Band
a (Å) b (Å) c (Å) γ Ω (Å3) Gap (eV)

Si3N4 (0) 7.572 7.572 5.781 120.0◦ 287.07 4.22
Si2CN4 (1) 7.035 7.217 5.502 119.6◦ 242.81 2.62
SiC2N4 (2) 6.745 6.842 5.175 120.8◦ 205.07 2.82
C3N4 (3) 6.373 6.373 4.785 120.0◦ 168.33 3.10

Table 3.6: Optimized structural parameters and band gap (eV) at zero pressure for α-Si3−ξCξN4

and β-Si3−ξCξN4 materials. For simplicity, results are presented for only the lowest energy con-
figurations at each value of ξ. Our results are compared with those from the literature, where
available.

the other hand, the static dielectric constant increases with carbon concentration up to

ξ = 2, and then decreases markedly for C3N4 (ξ = 3). This non-monotonic behavior of

ε0 between the two end points Si3N4 and C3N4 is interesting, and, at first sight, rather

surprising. We focus on the ionic contribution εion, to understand this trend. The ionic

part of the dielectric constant (see the fourth column of Table 3.7) is proportional to the

Born effective charge (Z∗), and inversely proportional to the square of the phonon mode

frequency ω2 and the unit cell volume Ω (See Eqns. 3.1 and 3.2). We can define a cumula-

tive oscillator strength tensor ∆µν , as: ∆µν =
∑

m Sm,µν/ω
2, which contains the combined

contributions of the Born effective charges and the phonon mode frequencies. The average

oscillator strength, ∆, (column 5 of Table 3.7) can be calculated as one-third of the trace

of ∆µν , for a particular configuration. Eq.( 3.1) can be rewritten as

ε0 = ε∞ + εion = ε∞ +
4π∆

Ω
. (3.3)

For a particular ξ, the ∆ and Ω values for the considered (symmetry non-equivalent)

configurations are very close to each other. The individual values of ∆ and Ω differ from



54 Chapter 3

Systems: α-Si3−ξCξN4

System (ξ) ε0 ε∞ εion ∆ (Å3) Ω (Å3)

Si3N4 (0) 7.70 4.25 3.45 79.24 288.64
Si2CN4 (1) 8.35 4.73 3.62 75.34 248.65
SiC2N4 (2) 9.29 5.01 4.28 68.33 205.96
C3N4 (3) 7.05 5.03 2.02 27.11 167.85

Systems: β-Si3−ξCξN4

System (ξ) ε0 ε∞ εion ∆ (Å3) Ω (Å3)

Si3N4 (0) 7.67 4.25 3.42 78.13 287.07
Si2CN4 (1) 8.50 4.77 3.73 72.17 242.80
SiC2N4 (2) 8.56 4.98 3.58 59.86 205.36
C3N4 (3) 7.21 4.97 2.24 30.01 168.33

Table 3.7: Static (ε0) and high-frequency (ε∞) dielectric constants of α- and β-Si3−ξCξN4 ma-
terials. εion denotes the ionic contribution to ε0, ∆ is the average oscillator strength. The last
column shows the unit-cell volume Ω. For each value of ξ, the quantities are averaged over all the
configurations considered in the study, as described in the text.

the average by a maximum of 10 % and 3 %, respectively. It is easy to explain the observed

trend using Eq.( 3.3) and the ∆ and Ω values in Table 3.7. In α-Si3−ξCξN4 structures,

as one goes from Si3N4 to Si2CN4 (SiC2N4), the average oscillator strength reduces by

only 6% (14%) whereas the unit-cell volume reduces by 14% (29%), thus leading to higher

εion values. This, combined with the increase in ε∞ values with increasing ξ, leads to a

higher static dielectric constant for the intermediate configurations, Si2CN4 and SiC2N4,

compared to Si3N4. However, in the case of C3N4, there is a pronounced reduction in ∆:

compared to Si3N4, ∆ is lower by about 66%, but the unit-cell volume is smaller by only

42%, resulting in the smallest εion value among the four cases, and an ε0 value lower than

that of Si3N4. Similar reasoning explains the trend observed in β-Si3−ξCξN4 structures as

well. We discuss the reason behind such a marked reduction in ∆ in C3N4 further below.

In β-C3N4, the average values of Z∗ are (2.41, 2.41, 1.99) for the carbon atoms, (−1.16,

−2.18, −1.62) for N6h and (−2.18, −2.18, −1.08) for N2c along the (x, y, z) directions,

respectively. These Born effective charges are considerably reduced as compared to those

observed in the case of Si3N4. This might result from the very strong covalent character

of the C-N bond, in carbon nitride. The phonon frequencies in the case of β-C3N4 are also
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hardened as compared to β-Si3N4: 194 cm−1, 303 cm−1 and 303 cm−1. This hardening of

the phonon modes in combination with the decrease in the Born effective charges results

in a big reduction of about 62% in ∆ for β-C3N4. Similar factors result in the marked

reduction of ∆ by about 66% for α-C3N4.

Analyzing the results in this chapter, we can now comment on the general behav-

ior of the dielectric constant of SiCN materials. Experimental studies have shown that

amorphous SiCN films have a dielectric constant approximately 25% lower than silicon

nitride [114]. However, there have not been any earlier studies on the reason behind

this observed reduction. The dielectric constant of amorphous SiCN films may depend

on many factors like: (i) chemical composition of the constituent elements, i.e., silicon,

carbon, and nitrogen, (as seen in our study), (ii) degree of amorphization and specific

structural details [119], (iii) density of the sample and (iv) strain as well as defects present

in the experimental sample. A detailed analysis accounting for all these factors is there-

fore necessary for a better understanding of the dielectric behavior in amorphous SiCN

films. Our results show that in bulk crystalline SiCN materials, even though the oscillator

strength decreases with higher carbon concentration, the accompanied reduction in unit-

cell volume leads to higher ε0 for intermediate carbon concentrations, and hence results

in a non-monotonic trend in ε0, on going from Si3N4 to C3N4.
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Figure 3.5: Variation of static and high-frequency dielectric constants with carbon concentration
for (a) α-Si3−ξCξN4 and (b) β-Si3−ξCξN4. Asterisk symbols show the dielectric constants for the
various configurations considered at a particular carbon concentration ξ. The ionic contribution to
the dielectric constant is also shown. This figure has been published in Ref. [109].
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3.4 Summary and Conclusions

To summarize our results, we have studied the effect of both germanium and carbon con-

centration on the high-frequency and static dielectric constants of the α- and β-phases

of crystalline Si3−ξGeξN4 and Si3−ξCξN4 materials, respectively. We find that both the

high-frequency dielectric constant (ε∞) and the static dielectric constant (ε0) display a

monotonic increase with germanium concentration, in Si3−ξGeξN4 materials. The in-

crease in the ionic part of the dielectric constant is due to the systematic lowering of the

contributing phonon mode frequencies. We find chemical composition (Si:Ge ratio) has a

strong effect on the dielectric properties of Si3−ξGeξN4 materials, and hence Si3−ξGeξN4

materials with desired dielectric constant values can be fabricated through appropriate

changes in chemical composition. In Si3−ξCξN4 materials, the incorporation of carbon

results in an energetic preference for the α-phase over the β-phase, which is in agreement

with earlier studies. Regarding the dielectric constant, the high-frequency dielectric con-

stant (ε∞) displays a monotonic increase with carbon concentration. The static dielectric

constant shows a rather complex trend: compared to Si3N4, ε0 increases by 15 − 20 %

for intermediate carbon concentrations (ξ = 1, 2) but shows a marked reduction for C3N4.

This trend is explained in terms of the relative changes in average oscillator strength (∆)

and unit-cell volume (Ω) with carbon concentration.



Chapter 4

Point Defects in Twisted Bilayer

Graphene

In the previous chapter, we explored the possibility of tuning the dielectric properties

of bulk materials by progressively changing the chemical composition. In this chapter,

we try to either remove atoms, or alter their positions and bonding topology, in systems

like Twisted Bilayer Graphene (TBLG) to create defects, and see how the electronic and

magnetic properties are affected. It is important to note that now we have moved to a

two dimensional system (which is nanoscopic along the z-direction), and this introduces

certain changes in the computational modeling procedure. Some of the results presented

in this chapter have been published in Ref. [144].

4.1 Introduction

Graphene is an attractive candidate for use in the electronics industry owing to its mechani-

cal and electronic properties, and indeed it has even been speculated that one day graphene

could replace silicon as the primary material for electronics [18, 145]. Graphene also ex-

hibits several exotic properties, such as a room temperature quantum Hall effect [145],

and a possibility of observing the Casimir effect [21]. It is the interesting conical shaped

band structure of graphene near the Fermi level EF (as a result of which electrons behave

like massless Dirac fermions [7]), that leads to many of its unusual electronic properties.

57
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However, many of these properties like the Dirac cones go away when graphene layers

are assembled together in the conventional Bernal stacking, also known as AB-stacking,

where successive layers are displaced by both a vertical and a lateral shift, to get graphite

or multilayer graphene. However, in recent years, there has been the appealing discovery

that if instead a few layers of graphene are grown so that successive layers are aligned

with a twist with respect to each other, there then appears to be an apparent electronic

decoupling between layers, so that the Dirac cones are retained, at least for large angles

of twist [146–148]. An additional parameter for tuning the properties of graphene, viz.,

the twist angle, is thus obtained. Varying the twist angle can be used to reduce the Fermi

velocity (slope of the Dirac cones). At small twist angles, twisted bilayer graphene has

also been shown to have many intriguing properties, such as localization of electrons, and

van Hove singularities in the electronic density of states which lie very close to the Fermi

level [43]. This in turn also raises the possibility of seeing other interesting phenomena

such as superconductivity in twisted bilayer graphene. Other fascinating results on twisted

bilayer graphene (TBLG) include the demonstration of Hofstadter’s Butterfly in the energy

spectrum in a magnetic field [149], and neutrino-like oscillations as a result of coupling of

the Dirac cones of the two rotated layers [150]. Graphene layers with a twist can now be

grown by a variety of methods, which allow one to access a range of twist angles [151–153].

However, the nature and extent of the interlayer coupling, and the consequences thereof,

continue to be debated [154].

The questions we want to ask are: in what way are these properties altered upon

the introduction of defects in TBLG? And can we deliberately introduce defects in a

particular manner so as to tune various properties of TBLG? There has always been a

lot of interest in defects in graphene and other low-dimensional carbon materials [155].

Much of this interest stems from concerns about how the presence of such defects will

affect the functioning of these materials in applications. Defects such as monovacancies,

divacancies, interstitials and Stone-Wales defects [156] are known to affect the mechanical,

electronic and magnetic properties of carbon materials. There have, for example, been

several studies to check to what extent the presence of defects affects electrical conductance
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[157–159]. However, it has also been appreciated that it might be possible to purposely

design defective structures with a view toward creating certain functionalities [158, 160].

Among the possible advantages that the presence of defects in graphene can confer, it

has been shown that they can induce magnetic moments [45–50], and improve gas sensing

properties [51]. It has also been suggested that the introduction of defects can be used for

band-gap engineering [44,52,158]. Defects can be deliberately created by, e.g., irradiation

with electrons [161–164] or ions [165–168], oxidation [169] hydrogenation [170–173], or

fluorination [174,175].

In this theoretical study we perform first principles density functional theory (DFT)

calculations to study the properties of two kinds of point defects: Stone-Wales (SW)

defects and monovacancies in twisted bilayer graphene. We are particularly interested in

the question of how the electronic band structure in the neighborhood of EF (i.e., the

Dirac cones) is affected by the presence of defects.

4.2 Computational Details

We have performed spin-polarized DFT calculations using the PWscf package of the Quan-

tum ESPRESSO distribution [78]. We use ultrasoft pseudopotentials [89] to describe the

interactions between the ion cores and valence electrons. A plane wave basis set with

kinetic energy cut-offs of 40 Ry and 480 Ry for the wavefunctions and charge densities, re-

spectively, was found to be sufficient to get converged values of the total energy and forces.

The geometry of all the structures was optimized using Hellmann-Feynman forces [90] until

the force on each atom was less than 0.001 Ry/bohr along all three directions. Conver-

gence was aided by making use of the Marzari-Vanderbilt smearing scheme [178], with a

small smearing width of 0.001 Ry. Simulated scanning tunneling microscopy (STM) im-

ages were obtained using the Tersoff-Hamann theory [179], as incorporated in the “pp.x”

post-processing tool supplied with Quantum-ESPRESSO.

In this chapter, we have considered two different levels of approximation for the
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exchange-correlation interactions: (i) the local density approximation (LDA) in the Perdew-

Zunger form [71], and (ii) the generalized gradient approximation (GGA) in the Perdew-

Burke-Ernzerhof (PBE) form [77]. The LDA has been a common choice in many previ-

ous DFT studies on TBLG. However, given that the (weak) coupling between the two

graphene layers is important in TBLG, and that there has been much debate about its

nature and extent, we feel that it is desirable to have an accurate treatment of these in-

terlayer interactions, where van der Waals interactions (which are absent in conventional

DFT calculations) may be expected to play a crucial role. For this reason, along with

the PBE exchange-correlation, we also incorporate the van der Waals interactions as a

semi-empirical correction, using the “DFT-D2” treatment suggested by Grimme [93,177].

Of these three kinds of theoretical treatments (LDA, PBE and DFT-D2), the results using

DFT-D2 should be regarded as being the most reliable, and most of our results have been

obtained using this approach. However, we also present some results with the other two

treatments for purposes of comparison; we believe that this is of interest since several

authors still continue to use these other functionals, especially the LDA, in order to treat

such systems, and it is therefore worth examining their reliability.

In our calculations, we use periodic boundary conditions and the unit cell is repeated

along all three directions. Thus to model a two-dimensional system like TBLG, we need

to consider a large vacuum region along the direction normal to the graphene layers (the z

direction), so that there is no interaction between two periodic images along that direction.

This introduces additional computational cost as one has to deal with a larger system.

For our calculations, a vacuum spacing of about 13 Å was found sufficient, to make the in-

teraction between periodic images along z direction negligible. For sampling the Brillouin

zone, we use a Monkhorst-Pack mesh of (21× 21× 1) k-points for the primitive unit cell

of graphene [176], and proportionately equivalent meshes for larger supercells of graphene

systems, for the self-consistent-field calculations. However, for the post-processing calcu-

lations, an extremely accurate k-point sampling was needed in order to obtain a precise

computation of the Fermi energy, and therefore much finer grids were used. The k-point

grid spacing was further reduced in regions of the Brillouin zone (near the Dirac points)
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Figure 4.1: A bilayer of graphene with rotational stacking fault (TBLG) with a rotation angle of
38.213◦. The upper layer is shown in violet and lower layer in green, the 28-atom primitive unit
cell (S1) is also shown by the black rhombus. Examples of three symmetry-inequivalent types of
sites in the upper layer are shown with different shapes: α-site (circle), β-site (triangle) and γ-site
(square). This figure has appeared in Ref. [144].

where it was deemed necessary to have a particularly dense sampling; the weights assigned

to k-points were appropriately adjusted.

The details of this non-uniform, weighted k-point mesh and tests of its accuracy have

been described in detail in the Appendix A of this thesis.

4.3 Twisted Bilayer Graphene

Twisted Bilayer Graphene is a system of two graphene layers stacked in such a way that

one layer is rotated at an angle with respect to the other. Modeling TBLG requires the

construction of a commensurate supercell, with the necessary finiteness required for prac-

tical computation. A number of such commensurate supercells are possible depending

on the twist angle between the two graphene layers [180]. We describe below the com-

mensuration condition and the construction of a commensurate unit cell of TBLG for

an arbitrary set of twist angles. We also describe in detail the Brillouin zone of TBLG,

especially the K points, in order to make clear the notation used in this chapter, and to

enable the reader to follow the analysis of results that is presented later in Section 4.4.1.
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4.3.1 Geometric Properties

A TBLG system is created by placing two layers of graphene on top of each other, one of

which is “unrotated” (U), and the other “rotated” (R).

If aU
1 and aU

2 are the primitive lattice vectors of the (unrotated) graphene honeycomb

lattice, then a supercell for the unrotated layer can be constructed by the supercell lattice

vectors: AU
1 = m1a

U
1 + m2a

U
2 and AU

2 = −m2a
U
1 + (m1 + m2)aU

2 , where m1 and m2

are integers. The second graphene layer is rotated by an angle θ; its primitive lattice

vectors are given by: aR
1 = R(θ)aU

1 and aR
2 = R(θ)aU

2 , where R(θ) is the rotation matrix.

For such a rotated lattice, a supercell can be constructed by the supercell lattice vectors:

AR
1 = n1a

R
1 + n2a

R
2 and AR

2 = −n2a
R
1 + (n1 + n2)aR

2 , where n1 and n2 are integers.

The condition for commensuration is given by:

n1a
R
1 + n2a

R
2 = m1a

U
1 +m2a

U
2 . (4.1)

We use a common choice for graphene primitive lattice vectors: aU
1 = a(1, 0) and

aU
2 = a(1/2,

√
3/2), where a is the lattice constant of graphene. For this choice of primitive

lattice vectors, the above commensuration relation becomes:

(
n1

n2

)
=

(
cosθ + 1√

3
sinθ + 2√

3
sinθ

− 2√
3
sinθ cosθ − 1√

3
sinθ

)(
m1

m2

)
. (4.2)

This equation maps one integer pair (n1, n2) onto another (m1,m2), with the constraint

that m2
1 +m2

2 +m1m2 = n2
1 +n2

2 +n1n2. As pointed out in Ref. [180], this is a Diophantine

problem, which has to be solved to find out integer pairs (n1, n2) and (m1,m2) that satisfy

Eq. (4.2). The authors of Ref. [180] solve this problem analytically; we instead solve this

using a simple numerical code to get a set of integer values for (n1, n2) and (m1,m2)

for different angles of twist θ. For integer pairs satisfying the above commensuration

condition, the twist angle θ is given by:

θ = cos−1

(
2m1n1 +m1n2 +m2n1 + 2m2n2

2(m2
1 +m2

2 +m1m2)

)
. (4.3)



4.3 Twisted Bilayer Graphene 63

A few of the commensurate twist angles and the corresponding integer pairs are given

in Table 4.1, which we have obtained using our code. Note that θ = 0◦ and θ = 60◦

denote the trivial cases of AA-stacked BLG and AB-stacked BLG, respectively. For each

commensurate angle, there is another angle which gives another commensurate supercell

with the same lattice constant, such that the difference of these two angles is 60◦ or a

multiple of 60◦. This is exemplified in cases 2(i) & 2(ii) and 3(i) & 3(ii) of Table 4.1.

No. Twist angle Integer pairs Comments
θ (n1, n2) & (m1,m2)

1 0◦ (1,0) & (1,0) AA-stacked BLG

2(i) 38.213◦ (2,1) & (3,-1) (
√

7×
√

7)

2(ii) -21.787◦ (2,1) & (1,2) (
√

7×
√

7)

3(i) 27.796◦ (3,1) & (4,-1) (
√

13×
√

13)

3(ii) -32.204◦ (3,1) & (1,3) (
√

13×
√

13)
4 60◦ (1,0) & (1,0) AB-stacked BLG

Table 4.1: A list of a few integer pairs and twist angles that yield commensurate unit cells for
TBLG. The cases of θ = 0◦ and θ = 60◦ denote the trivial cases of AA-stacked BLG and AB-
stacked BLG, respectively. The last column also denotes how large the supercell of TBLG is with
respect to the primitive cell of graphene.

The primitive lattice vectors of the twisted bilayer, AB
1 and AB

2 , are related to the

unrotated primitive lattice vectors of the single layer, aU
1 and aU

2 , by:

AB
1 = m1a

U
1 +m2a

U
2 , (4.4)

and

AB
2 = −m2a

U
1 + (m1 +m2)aU

2 . (4.5)

The smallest possible non-trivial unit cell corresponds to m1 = 2, m2 = 1; by Eqs. (4.2)

and (4.3), this gives n1 = 3, n2 = −1, and θ = 38.213◦. This is the angle of twist

used for the TBLG considered in our study, its primitive unit cell contains 14 atoms in

each layer. The unit cell vectors for this primitive unit cell S1 are AB
1 = 2aU

1 + aU
2 and

AB
2 = −aU

1 + 3aU
2 . In Fig. 4.1 we have shown the structure of TBLG with this twist angle,

with the primitive unit cell S1 of the twisted bilayer indicated by the black rhombus. Note
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that for this choice of twist angle, the upper (rotated) layer contains three symmetry-

inequivalent types of carbon atoms, which we label α, β and γ (see Fig. 4.1). Note that

the α-site atom of the upper layer falls exactly atop a carbon atom of the lower layer, and

γ-site atoms form a hexagon of atoms which lies over a similar but rotated hexagon of

atoms of the lower layer.

However, most of our calculations on defects have been performed using a larger unit

cell S2, which has lattice vectors that are twice as long: AB
1 = 4aU

1 + 2aU
2 and AB

2 =

−2aU
1 + 6aU

2 . This unit cell contains 56 atoms in each layer, i.e., 112 atoms in the bilayer

unit cell; this corresponds to the choice m1 = 4, m2 = 2.

In addition to the lattice vectors, the specification of the atomic position vectors

(atomic basis) is also necessary, for constructing TBLG. A primitive unit cell of graphene

contains two atoms, the atomic basis vectors of which can be commonly specified as:

b1 = 0 aU
1 + 0 aU

2 and b2 = 1
3 aU

1 + 1
3 aU

2 . A supercell of TBLG, which is indexed by

integer pairs (m1,m2) and (n1, n2), has 2(m2
1 +m2

2 +m1m2) carbon atoms in each layer.

For the unrotated layer, the atomic basis vectors can be calculated as:

bU
1 = p aU

1 + q aU
2 and bU

2 =
(
p+

1

3

)
aU

1 +
(
q +

1

3

)
aU

2 , (4.6)

where p and q are integers, such that p ∈ {pmin, pmin + 1, . . . , pmax} and q ∈ {qmin, qmin +

1, . . . , qmax}. The limits pmin, pmax, qmin, and qmax, depend on the integer pairs (m1,m2).

They are defined as: pmin = min [ 0,−m2,m1,m1 −m2], pmax = max [ 0,−m2,m1,m1 −

m2], qmin = min [ 0,m2,m1 +m2,m1 +2m2], and qmax = max [ 0,m2,m1 +m2,m1 +2m2].

In addition, one should apply the constraints that these atomic position vectors lie inside

the area of the supercell of TBLG. This is given by the set of conditions:

m2p−m1q ≤ 0,

and (m1 +m2)p+m2q ≥ 0,

and m2p−m1q > −(m1
2 +m2

2 +m1m2),

and (m1 +m2)p+m2q < (m1
2 +m2

2 +m1m2).

(4.7)



4.3 Twisted Bilayer Graphene 65

K
U

g
R

g
R

g
R

g
U

g
U

g
U

G
B

G
B

G
B

Γ

θ

K
R

K
U

K
R

K
U

K
R

2

2

3

3

1
1

1

2

3

1

2

3

1

2

3

K
B

K
B

K
B

1

2

3
K

B

K
B

K
B

4

5

6

Figure 4.2: The first Brillouin zone (FBZ) corresponding to the unrotated graphene layer (green),
the rotated graphene layer (red) and TBLG (for S1 in black and S2 in blue). The Dirac points K1,
K2, and K3 for the unrotated (superscript U), rotated (superscript R) and TBLG-S1 (superscript
B) are also shown. This figure has appeared in Ref. [144].

Similar conditions arise for the rotated layer in terms of (n1, n2).

4.3.2 Brillouin Zone

The knowledge of the structure of the reciprocal space and the Brillouin zone is very

essential in order to gain an understanding of the electronic properties of TBLG. If gU
1

and gU
2 are the primitive reciprocal lattice vectors corresponding to the unrotated layer,

and gR
1 and gR

2 are the primitive reciprocal lattice vectors corresponding to the rotated

layer, the reciprocal lattice vectors of the TBLG are given by:

GB
1 =

{ m1 +m2

m2
1 +m2

2 +m1m2

}
gU

1 +
{ m2

m2
1 +m2

2 +m1m2

}
gU

2 (4.8)

GB
1 =


3
7gU

1 + 1
7gU

2 , for S1 (4.8A)

3
14gU

1 + 1
14gU

2 , for S2 (4.8B)

and

GB
2 = −

{ m2

m2
1 +m2

2 +m1m2

}
gU

1 +
{ m1

m2
1 +m2

2 +m1m2

}
gU

2 (4.9)
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GB
2 =


−1

7gU
1 + 2

7gU
2 , for S1 (4.9A)

− 1
14gU

1 + 2
14gU

2 , for S2 (4.9B)

Inversely, we can write the primitive reciprocal lattice vectors corresponding to the unro-

tated layer in terms of the reciprocal lattice vectors of the TBLG.

gU
1 = m1G

B
1 −m2G

B
2 (4.10)

gU
1 =


2GB

1 −GB
2 , for S1 (4.10A)

4GB
1 − 2GB

2 , for S2 (4.10B)

and

gU
2 = m2G

B
1 + (m1 +m2)GB

2 (4.11)

gU
2 =


GB

1 + 3GB
2 , for S1 (4.11A)

2GB
1 + 6GB

2 , for S2 (4.11B)

Similar relations for the rotated layer can be found by just replacing m1 and m2 by n1

and n2, respectively.

The reciprocal lattice and the first Brillouin zone for the unrotated and rotated graphene

layers, and the twisted bilayer graphene, are shown in Fig. 4.2. The first Brillouin zone

for the TBLG (shown by the black hexagon in Fig. 4.2) corresponds to a twist angle of

38.213◦, for the smallest commensurate supercell S1. A similar figure can be obtained

when S2 is used, shown by the blue hexagon. Note that by the translational symmetry of

the lattice, KB
1 , KB

3 and KB
5 are identical; similarly, KB

2 , KB
4 and KB

6 are identical. If, in

addition, one has inversion symmetry or time-reversal symmetry, then all six K points are

identical. However, these symmetries are valid at the corners of the Brillouin zone only,

and need not necessarily hold in the interior of the Brillouin zone, i.e., one need not have

three-fold or six-fold symmetry always present. In particular, the introduction of defects

may lower the symmetry. The KU
1 and KU

2 points in the Brillouin zone of the unrotated
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layer can be folded onto points in the first Brillouin zone of the TBLG lattice:

KU
1 = (m1 −m2)KB

1 +m2(GB
1 + GB

2 ) (4.12)

KU
1 =


KB

1 + (GB
1 + GB

2 ), for S1 (4.12A)

KB
2 + (2GB

1 + 3GB
2 ), for S2 (4.12B)

and

KU
2 = (m1 −m2)KB

2 +m2G
B
1 (4.13)

KU
2 =


KB

2 + GB
1 , for S1 (4.13A)

KB
1 + 3GB

1 , for S2 (4.13B)

Similarly for the rotated layer,

KR
1 = (n1 − n2)KB

1 + n2(GB
1 + GB

2 ) (4.14)

KR
1 =


KB

1 + GB
2 , for S1 (4.14A)

KB
2 + 3GB

2 , for S2 (4.14B)

and

KR
2 = (n1 − n2)KB

2 + n2G
B
1 (4.15)

KR
2 =


KB

2 + (GB
1 + GB

2 ), for S1 (4.15A)

KB
1 + (3GB

1 + 2GB
2 ), for S2 (4.15B)

Thus, KU
1 folds onto Γ or KB

1 or KB
2 , depending on whether (m1−m2) is 3n or 3n+ 1

or 3n + 2, respectively, where n is an integer. Similarly, for the rotated layer, KR
1 folds

onto Γ or KB
1 or KB

2 , depending on whether (n1−n2) is 3n or 3n+1 or 3n+2, respectively,

where n is an integer. For TBLG with the supercell S1, we therefore have the following

mappings: KU
1 → KB

1 and KU
2 → KB

2 . Similarly, when performing calculations with the
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supercell S2, we have: KU
1 → KB

2 and KU
2 → KB

1 .

Thus when we use S1 or S2 to analyze the band-structure of the TBLG, the Dirac

cones will continue to appear at the K points of the Brillouin zone of the supercell. Thus,

these are the points whose vicinity we will focus on, to see whether the introduction of

defects opens up a band gap and/or alters the linear dispersion relation.

4.3.3 Properties of pristine TBLG

First, to benchmark our calculations with earlier results, we perform calculations on defect-

free bilayer graphene, with both Bernal stacking and twisted stacking. Our results for

the energetics and geometry, for AB-BLG and TBLG, with both LDA and DFT-D2 ap-

proaches, as well as with the PBE alone, are shown in Table 4.2. While both LDA and

DFT-D2 give values of the interlayer distance d that are in reasonably good agreement

with experiment, use of the PBE alone leads to a value that is far too large. However,

the DFT-D2 leads to a result for the exfoliation energy Eexf , i.e., the energy required

for exfoliating a graphene layer from the bilayer system, that is closer to experimental

estimates than the LDA result; once again the PBE result is completely erroneous. All

of these results are in agreement with previous theoretical work [151,185,186]. Also note

that both LDA and DFT-D2 show that AB-BLG is lower in total energy than TBLG by

about 2 meV/atom, however PBE alone leads to TBLG being more stable by the very

small amount of 0.04 meV/atom. On going from AB-BLG to TBLG, there is a very slight

increase in d, which causes a small decrease in Eexf ; however, these changes are very small.

Figs. 4.3 (a)–(c) show simulated STM images of SLG, AB-BLG and TBLG; the input

local densities of states for these calculations were obtained from DFT-D2 calculations. For

a single layer of graphene, the STM image clearly shows the honeycomb like arrangement

of carbon atoms. In the case of AB-stacked bilayer graphene, the image reflects the three-

fold symmetry of Bernal stacking. These images are in excellent agreement with earlier

reported experimental STM images [187]. In the case of TBLG, at first glance, the STM

image might appear rather similar to that of the single layer of graphene, however closer

examination of the STM image brings out the effect of the twisted lower layer. The
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AB stacked BLG

Method in-plane C-C Interlayer Exfoliation
(XC) bond length distance Energy Eexf

a0 (Å) d (Å) (meV/atom)

LDA 1.41 3.34 12.4
PBE 1.42 4.15 0.8
DFT-D2 1.42 3.20 26.1
Expt. 1.42 3.35 [181] 43 [182]

35±10 [183]
31±2 [184]

Twisted BLG

Method in-plane C-C Interlayer Exfoliation
(XC) bond length distance Energy Eexf

a0 (Å) d (Å) (meV/atom)

LDA 1.41 3.40 10.8
PBE 1.42 4.35 0.8
DFT-D2 1.42 3.30 24.0

Table 4.2: Results for structure and energetics of AB-stacked bilayer graphene and TBLG, as
obtained with different approaches. a0 is the in-plane nearest neighbor C-C bond length, d is the
interlayer distance, and Eexf is the exfoliation energy. Note that the experimental values are for
graphite, not for bilayer graphene.

4.2 A 4.2 A 4.2 A

Figure 4.3: Simulated STM images for (a) Single layer of graphene (SLG), (b) AB-stacked BLG,
and (c) Twisted-BLG. The insets show an overlay of the atomic positions of the system. The blue
circles are the carbon atoms of the upper layer of graphene, and the green circles are the carbon
atoms of the lower layer. This figure has appeared in Ref. [144].
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relatively brighter spots in this image correspond to the positions where the atoms of both

layers lie directly on top of each other, thus enhancing the STM signal.

In Fig. 4.4, we plot the electronic band structure along the path Γ–MB
1 –KB

1 –Γ as

obtained using DFT-D2 for pristine (defect-free) twisted bilayer graphene, using the S2

supercell. We first compare the results for TBLG with those obtained for SLG. Panels (a)

and (b) show the regions of the band structure near the Fermi energy (EF = 0 eV) for SLG

and TBLG, respectively. Panels (d) and (e) show the band structure in the energy range

EF - 19.8 eV to EF - 17.4 eV. At first glance, the band structure for TBLG resembles

very closely that of SLG near EF [compare panels (a) and (b) of Fig. 4.4], and it might

seem that there is no interaction between the layers of TBLG. However, if we look at

the low lying energy states for TBLG, we can clearly see that these states have split in

energy. This is a clear manifestation of the interlayer chemical interactions in TBLG. The

two band structures are quite different in the intermediate energy ranges (not shown),

however in the vicinity of the Fermi energy the Dirac bands become almost degenerate.

If we zoom in, into the vicinity of the KB
1 point, we obtain a conical dispersion with the

Γ M K Γ
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Figure 4.4: Comparison of band structure of SLG, pristine TBLG, and AB stacked BLG, shown
for states near the Fermi energy EF (a), (b), and (c), respectively, and for low-lying states (d),
(e), and (f), respectively. The Fermi energy EF is at 0.
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Figure 4.5: Calculated Band structure of pristine TBLG in the vicinity of KB
1 . Four bands are

shown: two valence bands (blue and green), and two conduction bands (red and black). The Fermi
energy EF is at 0. This figure has appeared in Ref. [144].

Dirac point lying exactly at KB
1 , and the Dirac crossing energy ED=EF . This is in good

agreement with previous authors [180]. In Fig. 4.5, we have plotted the energy surfaces of

the two topmost valence bands, which we call VB2 (blue in Fig. 4.5) and VB1 (green), and

the two lowest-lying conduction bands, CB1 (red) and CB2 (black). Note that VB1 and

VB2 are almost, but not quite, degenerate, being shifted in energy by ∼9 meV; similarly

CB1 and CB2 are displaced in energy by ∼9 meV. Note also that there is no band gap

between VB1 and CB1. These results are similar to those obtained by previous authors

who have performed calculations on TBLG [180]. Fig. 4.5 is useful in that it serves as a

baseline to compare our other results to further below, when we will see how its features

are modified upon the introduction of defects.

The band structure for AB stacked BLG is also show in Figs. 4.4(c) and 4.4(f), for

comparison with that of SLG and TBLG. The low lying states have again split in energy

for this case, the splitting is slightly larger (∼50 meV) than that observed for TBLG. The

states near EF , however, show parabolic bands, which is a well known signature of Bernal

stacking.
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To understand the interlayer interactions in TBLG in more detail, we plot a charge

redistribution map, which shows the difference in the charge density of TBLG compared

to the sum of the individual charge densities of the two isolated layers forming TBLG.

We have plotted this charge redistribution map for TBLG in Fig. 4.6(a) and we compare

it with a similar map plotted for AB stacked BLG [Fig. 4.6(b)]. The red lobes denote an

increase, whereas the green lobes denote a depletion, of electronic density of the system.

We see a clear difference in the reorganization of the charge density for TBLG and AB-

BLG. In the case of AB-BLG, there is a depletion in charge density over those atoms which

lie exactly atop the atoms of the other layer, possibly due to the repulsion of the π-electron

cloud. Those atoms which fall at the hollow site show an increase in charge density. In

the case of TBLG, the interactions are complex and give rise to a symmetric pattern in

the charge redistribution. Once again, we find a charge density depletion in the vicinity

of those atoms which lie nearly atop the atoms of the other layer. For example, the α-site

atoms of TBLG, which lie atop atoms of the lower layer, show a depletion in electron

density. Also the hexagon formed by the γ-site atoms, that nearly matches with a similar

hexagon of the lower layer, shows a depletion in the electronic density. Elsewhere, where

there is no direct overlap of atoms of the two layers, we find that the electronic density

increases. The charge redistribution in both these cases clearly reflects the symmetry of

the lattice, and gives a clear indication of the presence of interlayer interactions.

4.4 Defects in Twisted Bilayer Graphene

We consider two types of point defects in TBLG, viz., the Stone-Wales defect and the

monovacancy. For defects we work with a larger supercell S2 which is 2× 2 times as large

as the supercell S1. We perform calculations considering all possible inequivalent sites of

one defect in the S2 supercell, for both the Stone-Wales defect and the monovacancy. This

supercell corresponds to one defect in 56 carbon atoms per layer, i.e., a defect density

of 1.8%. For the monovacancy, we have in addition considered defect densities of 7.2%

(corresponding to one vacancy in the S1 supercell with 14 carbon atoms in each layer) and

0.8% (corresponding to one defect in supercell S3, which is 3× 3 times as large as S1, and
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(a) TBLG (b) AB stacked BLG

Figure 4.6: Charge density redistribution for pristine TBLG and AB stacked BLG, due to the
presence of interlayer coupling. The red lobes correspond to an increase, and the green lobes
denote a depletion, in the electron density due to the presence of the other layer. The isosurfaces
shown correspond to a density value of ±9.5×10−5 e/bohr3 for both cases. The atoms of the upper
graphene layer are shown in gray, and the lower layer in black.

contains 126 carbon atoms in each layer).

For comparison of various properties of the above-mentioned defects in TBLG, we also

consider the same defects in a single layer of graphene (SLG), as well as in an AB-stacked

bilayer graphene (we refer to this as AB-BLG). To facilitate comparison, i.e., maintain

the same defect density and system symmetry, we use a similar S2 supercell also for our

calculations on SLG and AB-BLG.

4.4.1 Stone-Wales Defect

A Stone-Wales (SW) defect is formed by rotating a single carbon-carbon bond in the

graphene sheet by 90◦, resulting in a structure with a pair each of seven-membered and

five-membered rings. This is known to be one of the most common defects in graphene-

related systems and carbon nanotubes [156]. It has been reported from calculations on

SLG [188] that an out-of-plane distortion of the carbon atoms in the vicinity of the SW

defect further stabilizes this defect. In our study of SW defects in TBLG, we explicitly

check if permitting such distortions stabilizes the SW defect.
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(a) αβ-SW (b) ββ-SW

(c) βγ-SW (d) γγ-SW

Figure 4.7: Relaxed geometries for (a) αβ-SW, (b) ββ-SW, (c) βγ-SW, and (d)γγ-SW defects
in TBLG. Lower layer atoms are black, and the upper defective layer atoms are light gray. The C
atoms near the SW defect are colored red for visual ease. This figure has appeared in Ref. [144].
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Structural properties

We create the SW defect in one of the layers of the TBLG, and look at the change in the

structural and electronic properties due to the defect. We compare our results with those

of SW defects in SLG and AB-BLG. Unlike SLG or AB-BLG, where only one type of site

for a SW defect is possible, in TBLG, there can be many inequivalent defect-sites, with

the number depending on the angle of twist between the two layers. For the case of TBLG

chosen by us, where the two layers are rotated by a relative angle of 38.213◦, there can

be four inequivalent geometries (see Fig. 4.7), corresponding to four different choices of

the rotated bond; we name these αβ-SW, βγ-SW, ββ-SW, and γγ-SW, with the labeling

convention denoting which pair of adjacent atoms is connected by the rotated bond (see

Fig. 4.1).

For SLG, we find that a sinusoidal distortion pattern about the defect center results

in the most stable geometry of the SW defect [see Figs. 4.8(a) and 4.8(b)], in agreement

with earlier reports [188]. The amplitude of distortion, Z, which is the difference between

the largest upward displacement and the largest downward displacement, is as large as 1.2

Å [see Fig. 4.8(c)] for a SW defect in SLG within a supercell of size S2, which is in good

agreement with earlier values of about 1 Å for supercells of similar size. In the case of the

bilayers, we find that SW defects in both AB-BLG and TBLG are stabilized by a similar

sinusoidal distortion pattern; however the amplitude of the distortion in the defective layer

is reduced to about 0.7 Å, the presence of the second layer inhibits the distortion. In our

study, we have also allowed the undefective layer to relax, it exhibits a smaller distortion

amplitude of ∼0.2 Å. Fig. 4.8(c) shows the comparison of the net distortion of the graphene

layers for the cases of single layer, AB-stacked bilayer, and twisted bilayer of graphene.

Both the twisted and the AB-stacked bilayers show a very similar extent of distortion.

The energy of formation of the SW defect, as obtained with the various approaches, is

given in Table 4.3. When no out-of-plane distortion is permitted, the formation energies

are larger, these values listed in parentheses in Table 4.3. First for SLG, we find that

the sinusoidal distortion leads to a stabilization of about 220 meV/defect; this is in good

agreement with earlier results [188]. This can be seen clearly by comparing the results
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(c)

Figure 4.8: Structure for SW defect in SLG, (a) the top-view and (b) the side-view showing the
distortion of the defective graphene sheet. The side view in (b) is taken by viewing perpendicular to
the dashed line in (a). (c) The distortion pattern for the SW defects in SLG, TBLG and AB-BLG.
The zero of the distortion amplitude is taken at the center of the SW defect. The dashed line in
the inset encloses the atoms over which the deviations from Z=0 are measured. This figure has
appeared in Ref. [144].

when this distortion is permitted with those when it is suppressed.

In the case of the bilayers, the distortion leads to a stabilization of the SW defect, as

compared to the undistorted case. This stabilization energy is about 40 meV in AB-BLG,

and about 60 meV in TBLG. For TBLG, we find that the defect formation energy depends

only very slightly on the position of the defect. This is because the interaction between

the layers is small. Similarly, the energy to form a SW defect in TBLG is very similar to

that in AB-stacked BLG. The small differences in defect formation energy (of the order of

tens of meV) between the different kinds of Stone-Wales defects in TBLG are due to the

differences in interlayer coupling when the SW defect is situated at different positions in

the graphene sheet. Note that when the calculations are performed with the PBE alone,

these differences disappear. In this case the interlayer coupling is described very poorly

and becomes negligible. From the DFT-D2 calculation, we see that it costs an additional

140–180 meV to create a SW defect in TBLG compared with SLG. Most of this increase in

energy is because the energy-lowering due to distortion along the z-direction is hindered

by the presence of the second layer. The same effect is seen in our LDA results; once

again, it is absent in the PBE results.
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Band Structure

The band structure of AB-stacked bilayer graphene is characterized by parabolic bands

that touch near the K points in the Brillouin zone, at the Fermi level EF [see Fig. 4.4(c)].

In contrast, for twisted bilayer graphene, there are Dirac cones, i.e., linear bands that

touch at the K points, at EF (recall Fig. 4.5 above). Given the large interest in linear

dispersion, as well as the potential importance of the band-gap engineering of graphene, we

wish to know whether, upon the introduction of defects such as Stone-Wales defects and

monovacancies, (i) the Dirac cones are maintained (ii) if not, in what way are they altered,

i.e., are they shifted in energy, and (iii) whether gaps open up, and if so, at what energies.

As we will show below, clear signatures of the importance of interlayer coupling emerge

when looking at the band structure, as opposed to the energetics of defect formation.

We examine the electronic band structure of SLG, AB-BLG and TBLG, containing

a single SW-defect in the S2 supercell. No perceptible spin-polarization was found in

any of the cases, and we therefore present non-spin-polarized results. In the presence of

the SW defect, our structures break the reflection symmetry about the two axes passing

through the SW defect. Consequently, the irreducible Brillouin zone (IBZ) is half of the

first Brillouin zone [shown by the shaded region in the TBLG Brillouin zone in Fig. 4.9(a)].

Let us consider first the high-symmetry points that lie in this IBZ. As mentioned in Section

III above, by the translational symmetry of the lattice, KB
1 is identical to KB

3 ; further, by

Stone-Wales defect: Formation energies (eV)

Method/XC SLG AB-BLG TBLG
αβ-SW αβ-SW ββ-SW βγ-SW γγ-SW

LDA 5.25 5.39 5.36 5.38 5.35 5.36
(5.47) (5.47) (5.45) (5.47) (5.45) (5.46)

PBE 5.14 5.15 5.16 5.16 5.15 5.16
(5.35) (5.38) (5.35) (5.35) (5.35) (5.35)

DFT-D2 5.09 5.27 5.24 5.27 5.23 5.24
(5.32) (5.31) (5.30) (5.33) (5.29) (5.31)

Expt. 6.02 [189]

Table 4.3: Stone Wales defect formation energies for SLG, AB-BLG, and TBLG, with sine-like
distortions in the defective layer. The values in parentheses are the formation energies when there
is no distortion along z of the defective layer.
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Figure 4.9: (a) The First Brillouin Zone for the S2 supercell of TBLG, and (b) the zoomed view
of the region marked by the square in (a) showing the position of the Dirac point ED for SLG with
SW defect (asterisk) and Dirac points E1

D and E2
D for the four types of SW defect in TBLG. This

figure has appeared in Ref. [144].

using time-reversal symmetry, these are also identical to KB
2 . Thus, electronic eigenvalues

should be identical at these three K points. However, no symmetries relate the three

points MB
1 , MB

2 , and MB
3 .

Generally in the case of graphene, one tends to plot the band structure along a path

connecting the high symmetry points of the Brillouin zone Γ, K and M. However, as

we will see below, it is not particularly useful, and perhaps even misleading, to plot the

band structure for our systems along these high-symmetry directions. Instead, we plot

the surfaces of energy dispersion E(kx, ky), in the vicinity of the point KB
1 , which is the

region of especial interest. These results, for SW defects in SLG and AB-BLG, and the

four distinct types of SW defects in TBLG, are plotted in Fig. 4.10.

Before we proceed to the band structure of TBLG, it is of interest to first consider

the band structure of SLG with a SW defect, as it will help us to interpret our results

for TBLG with SW defects. The band-structure of SW defects in SLG has been studied

extensively in the literature. However it has been a subject of debate, whether or not the

presence of the SW defect opens up a gap [44, 190]. This phenomenon of the presence

or absence of the gap, has been shown to depend on the size of the supercell chosen to

study the defect [191]. For supercell sizes that are 3n (n is an integer) times the graphene
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Figure 4.10: (a) Band structure in the vicinity of the Dirac point for the SW defect in S2 supercell
of SLG, and (b) band structure in the vicinity of KB

1 for the SW defect in the S2 supercell of AB-
stacked BLG. Panels (c), (d), (e), and (f) show the band structure for γγ-SW, αβ-SW, βγ-SW,
and ββ-SW, respectively in the vicinity of KB

1 . The degenerate Dirac bands for the TBLG split
into a complex band-structure in addition to the shift from KB

1 . The valence band maxima (VBM)
and the conduction band minima (CBM) are shown in panel (b) of Fig. 4.9, for all the cases of the
SW defect in TBLG. This figure has appeared in Ref. [144].
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primitive unit cell, where the K point folds onto Γ, the presence of the SW defect opens up

a gap. However for other supercell sizes, where this K to Γ folding is absent, the Dirac cone

is preserved, and no gap arises due to the SW defect. In addition, there is a shift of the

Dirac point away from the K point. The cause of these shifts in the Dirac point has been

attributed to electron-phonon coupling [192]; note that the 90◦ bond rotation involved in

the formation of SW defects can be viewed as a linear combination of Γ-point phonon

modes [191]. In Fig. 4.10(a) we see that the Dirac cone is preserved even after introducing

the SW defect, but the Dirac point has been shifted in k-space [see also Fig. 4.9(b), where

the position of the shifted Dirac point is indicated by the asterisk]. Note however that the

Dirac crossing energy ED remains at the Fermi energy EF .

Next, we consider the band structure of a SW defect in AB-BLG [see Fig. 4.10(b)].

The higher valence band VB1, and the lower conduction band CB1, have been plotted;

VB2/CB2 lie considerably lower/higher in energy and are therefore not seen in this figure.

A band gap of ∼34 meV has opened up in this case. The bands are very flat in the vicinity

of KB
1 , and we therefore do not define a Dirac point.

Finally, we consider the band structure of the four kinds of SW defects in TBLG, in the

vicinity of KB
1 . We show these results in Figs. 4.10(c)–4.10(f). It is interesting to compare

these figures with Fig. 4.5, which shows the band structure of TBLG in the absence of the

SW defect. We see that the introduction of the SW defect has had a significant impact on

the band structure of TBLG. Moreover, the four figures 4.10(c)–4.10(f) show perceptible

differences. This is because, as can be seen in Fig. 4.7, the registry between the atoms of

the two layers is quite different for the four types of SW defects, as a result of which the

interlayer coupling is quite different in the four cases.

Let us first consider Fig. 4.10(c), which is the easiest of the four to understand in terms

of how it arises from two twisted bilayers, one of which contains a SW defect. The Dirac

points of the two layers are shifted from each other in k-space, even when we consider

the “small” Brillouin zone that is commensurate with both layers [See the blue hexagon in

Fig. 4.2, also shown in Fig. 4.9]. We wish to emphasize that this is different from the usual

case of pristine TBLG with, e.g., the S2 supercell, where the Dirac points corresponding
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to the upper and lower layers are shifted in extended k-space, but fold back to the same

KB
1 point when considering the “small” Brillouin zone corresponding to the commensurate

supercell. For conceptual purposes, it is easy to think of each of these two Dirac points

as arising from the Dirac points of the two individual layers, one unrotated and pristine,

and the other rotated and containing a SW defect (note, however, that this picture is

oversimplified, and needs to be further qualified). For TBLG with a γγ SW defect, the

Dirac point that arises primarily from the unrotated and undefective layer lies very close

to the KB
1 point [see the position of the blue diamond that lies within the first BZ in

Fig. 4.9(b)]. The second Dirac point, which arises primarily from the rotated defective

layer, is shifted further away from KB
1 [see the position of the second blue diamond in

Fig. 4.9(b)], as a result of the SW defect, as was seen, e.g., in Fig. 4.10(a). Very small

minigaps open up at the two Dirac points due to interactions between the two layers. The

two Dirac crossing energies E1
D and E2

D are slightly shifted with respect to each other,

with one lying slightly below the Fermi energy EF , and the other lying slightly above it.

At energies further away from EF , the two Dirac cones intersect, and the resulting avoided

crossings result in the opening up of band gaps. As a result of this, the band VB1 has a

skewed “M” shape, the band CB1 has a skewed “W” shape, and the bands VB2 and CB2

directly below and above these have conical shapes. The saddle points in VB1 and CB1

that form where the two cones fuse will give rise to van Hove singularities in the electronic

density of states.

The same kind of interpretation applies to the other three types of SW defects (αβ,

ββ and βγ) shown in Figs. 4.10(d)–4.10(f), although in these cases the underlying double

cone structure is more distorted since the gaps that open up are larger (though the system

remains semi-metallic), because of a greater effect of interlayer coupling. We point out

that one effect of the introduction of the SW defects is an increase in the density of states

at the Fermi energy, since the Dirac points E1
D and E2

D have now been shifted slightly

below and above EF .

As already noted, in Fig. 4.9(b) we have marked the positions in k-space of the Dirac

points for the four kinds of SW defects in our TBLG. The Dirac points have been defined
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Figure 4.11: Planar integral of the change in electronic charge density difference ∆ρxy(z) for
(a) the SW defect (solid red line) and (c) monovacancy (solid orange line) in TBLG. The black
dashed line in (a) and (b) shows the value of ∆ρxy(z) for pristine TBLG. The zero of the abscissa
marks the midpoint between the two layers of TBLG. The net electronic charge lost or gained by
the individual layers, ∆Q, is found by integrating ∆ρxy outwards from the midpoint of the layers.
The cumulative value of ∆Q(z) for (c) the SW defect and (d) monovacancy in TBLG is shown.
The black dashed line in (c) and (d) shows the value of ∆Q for pristine TBLG. This figure has
appeared in Ref. [144].

as the points in k-space corresponding to the maximum of VB1 and the minimum of CB1.

Of these, one (arising primarily from the pristine layer) lies close to KB
1 , and one (arising

primarily from the layer with the Stone-Wales defect) lies farther away. It is important

to note that the direction of the shift of the second Dirac point (corresponding to the

minimum of CB1) in k-space depends on the orientation of the SW defect in real space.

For example, note that the points corresponding to the minimum of CB1 of βγ-SW and

γγ-SW case [shown by the round orange and blue diamond symbols in Fig. 4.9(b)] lie

very close to each other; this is due to the fact that the orientation of βγ-SW and γγ-SW

defects are very similar [see Fig. 4.7(c) and Fig. 4.7(d)].

The skewed shape of the band structure arising from double Dirac cones [see Fig. 4.10],

where VB1 looks like a tilted “M”, and CB1 like a tilted “W”, is reminiscent of the effects of

a transverse electric field on the band structure of twisted bilayer graphene [43,146]. Note

that even quite small electric fields (arising, e.g., due to a very minute charge transfer) can
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be expected to have a big effect on the positioning of the Dirac points with respect to EF ,

because of the very low electronic density of states in this region. We next check what the

nature of the charge transfer (between the two graphene layers) and charge redistribution

(in the vicinity of each graphene layer) is when two graphene sheets are brought together

to form our TBLG systems. In Fig. 4.11 (a) we have plotted our results for ∆ρxy(z), the

planar integral of the change in electronic charge density of TBLG with a γγ SW defect,

referenced to the sum of the charge densities of an isolated pristine graphene layer and

an isolated graphene layer with a SW defect. Note that the charge densities of the latter

two systems are computed making use of their geometries in the combined system. For

comparison, we also plot the same results for TBLG without a SW defect. One can clearly

see that while the curve for pristine TBLG (black dashed line) is symmetric about the

midpoint, that for TBLG with a SW defect (red solid line) is asymmetric. By integrating

∆ρxy(z) outward from the midpoint, i.e., z = 0, we get the results shown in Fig. 4.11

(b). This shows clearly that upon bringing the two layers together, there is a depletion of

electronic charge from the pristine layer, and an accumulation of charge in the defective

layer; the net charge transferred is 0.0106 electrons. It is therefore quite tempting to apply

a model in which there is a uniform positive charge (depletion of electrons) on the pristine

layer and uniform negative charge (accumulation of electrons) on the defective layer, and

approximate its effects as those of an electric field due to a parallel plate capacitor. This

would yield an electric field of strength 1.3× 108 NC−1. We see from Fig. 4.10(c) that in

our case, ED shifts by ∼0.02 eV with respect to EF . These results appear to be consistent

with those of a previous study of undefective TBLG in an electric field, where the authors

found that an electric field of 8.95× 108 NC−1 resulted in the Dirac points getting shifted

with respect to EF by ∼0.1 eV [146]. However, while these results might seem initially

encouraging, the actual situation is not so simple, since in our case, the shift in energy of

the two Dirac points is opposite in sign to that predicted by this simple model of charge

transfer, whether interpreted in terms of the direction of the electric field, or (equivalently)

in terms of how EF and ED should shift with respect to one another when electrons are

removed or added.
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Figure 4.12: The distribution of charge density corresponding to the four states that lie just above
and below the Dirac points for the case of γγ-SW defect in TBLG (corresponding to the labels (A),
(B), (C), and (D) shown in Fig. 4.10(c)), shown by the red lobes, for an isosurface of 7 × 10−4

e/bohr3. The top panel shows the top view, where the upper layer is shown in gray and the lower
layer in black. The bottom panels show the side view. This figure has appeared in Ref. [144].

A similar situation, in which the relative shift between EF and ED is, in some cases,

in the direction opposite to that expected from a naive model of charge transfer, has

been observed by previous authors who studied the electronic structure of graphene on

metals [193–196]. The authors of those previous studies attributed this to the presence of

chemical interactions between the graphene and metal surface, which cannot be accounted

for by the simple picture of charge transfer. For our systems, we find unmistakable sig-

natures of the interaction between the two layers; it is clear that a scenario in which one

Dirac cone is seen as arising entirely from the pristine layer, and the other as arising en-

tirely from the defective layer, is not correct. As evidence of this, in Fig. 4.12, we have

plotted the charge densities of four states very near the Dirac points, one each just above

and below E1
D, and one each just above and below E2

D, for the case of the γγ Stone-Wales

defect in TBLG. In all four cases, it is obvious that the states have significant charge den-

sity on both graphene layers, even though the two states near E1
D have a greater charge

density on the pristine (lower) layer, and those near E2
D have a greater charge density on

the defective (upper) layer.

We have also computed the band-structure of the γγ SW defect in TBLG using the

LDA. Upon comparing with the results obtained using DFT-D2, (see Fig. 4.10) we find

almost no change in the vicinity of EF , although there are some slight differences at
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energies away from EF .

4.4.2 Monovacancy Defect

A monovacancy defect can be created in a graphene sheet by removing one of the carbon

atoms. In our example of TBLG, there are three inequivalent choices for the site at

which this can be done; we term the resulting monovacancies as being of type α, β and

γ (see Fig. 4.1). We introduce one defect per S2 supercell for all these three types of

monovacancies. This corresponds to a defect density of 1.8% For the case of the α-

monovacancy, we have also considered defect densities of 7.2% and 0.8%, these correspond

to defect calculation in different supercells S1 and S3, respectively. This allows us to

examine the role of defect-defect interactions and strain relaxation in the defective systems.

The energy needed to create these vacancies is known as the monovacancy formation

energy. The formation energy of a monovacancy [197] is defined as:

∆Evac = Evac
Si −

(
N − 1

N

)
Enovac
Si (4.16)

where Enovac
Si

is the total energy of the pristine system containing N atoms in the supercell

Si, and Evac
Si

is the total energy of the supercell Si that contains a single monovacancy

and is comprised of N − 1 atoms. Note that the system with the monovacancy is found

to possess a magnetic moment, and all these total energies are therefore obtained from

spin-polarized DFT calculations.

Our results for the monovacancy formation energy for various single-layer and bilayer

graphene systems are shown in Table 4.4. As in the case of the SW defect, we see that the

different atomic arrangements in the different types of monovacancies are not significantly

reflected in the energetics of defect formation: the values of ∆Evac for the three types of

monovacancy for TBLG are very close to one another, and also to the values for SLG and

AB-BLG.
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Structural Properties

In all the three types of monovacancies considered for TBLG, both layers remain almost

planar. The nearest-neighbor atoms of the vacancy site are displaced noticeably from

their positions in the undefective structure. The removal of a carbon atom results in the

under-coordination of its three nearest neighbor carbon atoms, resulting in the creation

of unpaired electrons over each carbon atom. The three-fold symmetry about the vacancy

site is broken by a Jahn-Teller type distortion, resulting in an effective bonding between

any two of the three nearest neighbor carbon atoms. We find that two of the atoms

are attracted toward each other and the distance between these atoms is reduced signifi-

cantly, showing a signature of bonding. A similar phenomenon has earlier been reported

for a monovacancy in a single layer of graphene [46] and for an AB-stacked bilayer of

graphene [198]. We observe such a phenomenon in all the three vacancy positions: α, β

and γ-vacancy [see Figs. 4.13(a), 4.13(b) and 4.13(c)]. For the choice of defective supercell

S2, this bond distance is found to be 2.05 Å, 2.03 Å, and 2.04 Å, for α, β and γ-vacancies,

respectively. For the case of the α-vacancy, we have also considered different supercells S1

and S3, corresponding to a defect density of 7.2% and 0.8%, respectively. In these cases,

this shorter bond distance is found to be 2.29 Å and 1.86 Å, respectively.

Note that as the size of the supercell used for studying the defect increases (i.e., the

defect density goes down), the Jahn-Teller distortion is much more prominently observed.

In a larger supercell, the strain induced by the presence of the monovacancy can relax

more effectively, via a progressive displacement of the atoms from their original positions.

This displacement of carbon atoms goes down as one moves away from the defect. The size

of the supercell introduces a constraint on this relaxation. Thus, the larger the supercell,

the better is the strain relaxation, and the more prominent is the effect of Jahn-Teller

distortion. For our calculations of defects in the supercells, S1, S2, and S3, the average

in-plane stress was found to be −0.142, −0.071, and −0.043 eV/Å2, respectively. The

negative sign denotes that this is a tensile stress. This clearly shows that the maximum

strain relaxation is observed in the largest supercell.
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Figure 4.13: Atomic structures for (a) α-vacancy, (b) β-vacancy, and (c) γ-vacancy. Lower
layer atoms are black, and the upper defective layer atoms are light gray. The C atoms near the
vacancy-defect are colored red for visual ease. Simulated STM images “taken” from the defective
side for α-, β-, and γ vacancies are shown in Figs. (d), (e), and (f), respectively and those “taken”
from the undefective side are shown in Figs. (g), (h), and (i), respectively. The images from the
defective side are essentially indistinguishable, but the STM images from the undefective side show
the effects of the relative orientation with respect to the other layer. This figure has appeared in
Ref. [144].

Simulated STM images

Next, we compute simulated STM images of the monovacancy defects in TBLG (see

Fig. 4.13), making use of a bias voltage of 0.4 eV. The STM images of the three types
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of monovacancies (α, β and γ) are basically indistinguishable, if the STM image is taken

from the defective side of the bilayer. Interestingly, however, if the STM image is taken

from the undefective side of the bilayer, one can distinguish between the three types of

monovacancies, as their STM images show markedly different signatures; see the three

lowest panels in Fig. 4.13.

Electronic Structure and Magnetic Properties

Creating a monovacancy in TBLG results in the appearance of a magnetic moment; its

origin is similar to that in single layer graphene [48, 50]. In a pristine graphene layer,

each carbon atom is bonded to three of its neighbors by three sp2 hybridized σ-bonds

and one π-bond, each bond sharing two electrons. When one carbon atom is removed

to create a monovacancy, the carbon atom that is removed takes away its share of four

electrons, and there are three unsatisfied sp2 σ-electrons (one electron localized on each

of the three nearest neighbor carbon atoms) and one π-electron, near the monovacancy.

These unpaired electrons in each of these states will try to maximize the spin, giving rise

to a net magnetic moment of 4 µB. As noted above, two of the three C atoms surrounding

the vacancy rebond, lowering the energy via a Jahn-Teller type distortion. The spins of

the σ-electrons involved in this bonding pair up, due to Pauli’s exclusion principle. Thus

the monovacancy is expected to have a net magnetic moment of 2 µB, arising from one

σ state and one π state. This is why creating a monovacancy in a graphene sheet results

in the appearance of a magnetic moment. However, as the π-electrons have a somewhat

itinerant character, and their bands cross the Fermi level, there is fractional occupation

of this state, so that the magnetic moment becomes less than 2 µB. In our case of a

monovacacy in TBLG, in supercells of different sizes S1, S2 and S3, we find a net magnetic

moment of 1.81 µB, 1.25 µB and 1.85 µB per defect, respectively. These values are in

good agreement with earlier reported values for monovacancy defects in SLG (magnetic

moments of ranging from 1 µB to 2 µB depending on the defect concentration [46, 50])

and in AB-BLG (magnetic moment of 1.3 µB [198]). In Table 4.4, we have reported the

values for the net magnetic moment per defect, defined as Mnet =
∫
d3r(ρ↑(r) − ρ↓(r))
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Monovacancy defect: Formation energies ∆Evac(eV)

Method SLG AB-BLG TBLG
(XC) α-Vac β-Vac α-Vac β-Vac γ-Vac

LDA 8.09 8.06 8.03 8.07 8.08 8.07
PBE 7.72 7.71 7.71 7.72 7.72 7.72
DFT-D2 7.77 7.76 7.72 7.77 7.79 7.77
Expt. 7.0±0.5

[199]

Monovacancy defect: Magnetic Moments (µB)

Method SLG AB-BLG TBLG
(XC) α-Vac β-Vac α-Vac β-Vac γ-Vac

LDA 1.25 1.25 1.25 1.25 1.25 1.25
(1.46) (1.46) (1.47) (1.46) (1.46) (1.46)

PBE 1.25 1.25 1.25 1.25 1.25 1.25
(1.63) (1.63) (1.64) (1.63) (1.63) (1.64)

DFT-D2 1.25 1.25 1.25 1.25 1.25 1.25
(1.63) (1.64) (1.65) (1.64) (1.63) (1.63)

Table 4.4: Calculated values of monovacancy formation energy and net magnetic moments
(Mnet), for SLG, AB-BLG, and TBLG. The values in parentheses denote the absolute magne-
tization per defect (Mabs).

and the absolute magnetic moment per defect, defined as Mabs =
∫
d3r|(ρ↑(r) − ρ↓(r))|,

for each of the cases considered by us in the supercell S2. Here ρ↑(r) and ρ↓(r) are the

up-spin and down-spin charge densities, respectively, and the integration is carried out

over the supercell S2. All three exchange-correlation functionals give Mnet = 1.25 µB for

all systems. Interestingly however, the values obtained for Mabs vary with the functionals

used, being ∼ 1.46 µB for LDA and ∼ 1.63 µB for PBE and DFT-D2. No significant

changes in magnetic moments are seen on going from SLG to AB-BLG or TBLG.

We examine the band structure of twisted bilayer graphene to see the effect of the

twist; these results are shown in Fig. 4.14. Due to the presence of the vacancy in the

twisted supercell, the IBZ becomes half of the entire BZ, similar to that in the case of the

SW defect. In the case of SW defects, we had observed a shift of the Dirac cone from

the K point, and hence had plotted the three-dimensional band structure to ensure the

correct visualization of the energy bands. In the case of monovacancies in TBLG, there

is no shift in the position of the Dirac point in k-space. Therefore, it is sufficient to plot
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Figure 4.14: Electronic band structure for (a) α-, (b) β-, and (c) γ- monovacancies in TBLG,
plotted along high-symmetry directions in the Brillouin zone shown in Fig. 4.9(a). The majority
spin channel is shown in red and the minority in green. The dashed line denotes the position of
the Fermi energy EF . This figure has appeared in Ref. [144].
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the band structure along the conventionally used paths in the BZ; we show the plotted

band structure in Fig. 4.14. We first compare the results obtained in the three types of

monovacancy defects in TBLG. We see that for a particular type of monovacancy, the

features of the four bands (two up-spin and two down-spin) that cross the Fermi level are

quite similar in each third of the IBZ. Moreover, these four bands are also quite similar for

the three different types of monovacancies (differences in the band structure become more

apparent as one moves further away from the Fermi level). Therefore, for simplicity, when

discussing the features of the band structure, and comparing it with the band structure

of a monovacancy in SLG and pristine SLG, we will restrict ourselves to considering the

band structure of the α-monovacancy in TBLG, in one-third of its IBZ.

We carry out this comparison in Fig. 4.15. It is interesting to note that the band struc-

ture of TBLG with a monovacancy [Figs. 4.15(c) and 4.15(g)] is clearly derived from the

superposition of the band structures of a pristine SLG layer [Figs. 4.15(a) and 4.15(e)] and

SLG with a monovacancy [Figs. 4.15(b) and 4.15(f)] with some important modifications.

The bands derived from those of pristine SLG are shifted up in energy quite significantly,

so that the Dirac crossing point ED now occurs ∼ 0.25 eV above EF . In contrast, the

bands arising from the layer with the monovacancy defect are shifted very slightly down

in energy, there is also a slight change in their shape, which has a significant impact on

the density of states because of the flat dispersion.

The shifting up/down of bands can be caused due to three reasons: (i) the layer with

the monovacancy has one atom removed, and hence has four valence electrons less than

the pristine layer, (ii) there is a charge transfer between the layers, similar to that observed

in the case of the Stone-Wales defect, and (iii) there is a chemical interaction between the

layers. The effect of (i) alone can be artificially examined by separating the two layers

by a very large distance of 6.5 Å. The band structure for this artificial case is shown in

Figs. 4.15(d) and (h). In this case, we find that the Dirac crossing energy ED arising

from the pristine layer lies 0.32 eV above EF ; this shift can be attributed entirely to the

requirement of equilibration of the Fermi energies of the two layers. However, when the

spacing between the two layers is reduced to its equilibrium value of 3.3 Å, this upward
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shift is partially canceled by a downward shift that arises due to the combined effect of

(ii) and (iii), resulting in the final upward shift of 0.25 eV observed.

The initial shift of 0.32 eV can also be understood from computations of the work

function W . The work function is defined as the difference in energy between the vacuum

level and the Fermi energy EF . For SLG, we find that W = 4.24 eV, whereas for SLG with

a monovacancy, W = 4.56 eV; both of these values are computed making use of the same S2

unit cell that is used for calculations of TBLG. When the two layers are brought together,

with an interlayer separation of 6.5Å, we again obtain W = 4.56 eV; this is because of

the flat dispersion of the monovacancy states near EF and the resulting high value of the

density of states, so that the states arising from the layer with the monovacancy do not

shift perceptibly in energy, whereas the states arising from the pristine layer are shifted

in energy by 4.56− 4.24 = 0.32 eV.

The interlayer interaction becomes more clear when we compare the low-lying states

shown in the bottom panels [(e), (f), (g), and (h)] of Fig. 4.15. When a pristine SLG,

and a SLG with a monovacancy are brought together, in the absence of any interlayer

coupling, the lowest energy states shown in Fig. 4.15(h) are clearly a superposition of the

states in Fig. 4.15(e) and 4.15(f). However in the presence of interlayer interactions, the

lowest lying states split in energy. These splittings are a clear signature of the interlayer

coupling between the two layers.

The interlayer charge transfer described above can be computed, as in the case of the

Stone-Wales defect, by integrating the planar average of the charge redistribution. The

planar average is plotted as a function of the z coordinate in Fig. 4.11(c) and is seen to

be asymmetric. On integrating outward from the midpoint of the two graphene layers, we

find that the pristine layer has lost 0.02 electrons, and the layer with the monovacancy has

gained 0.02 electrons [see Fig. 4.11(d)]. These values are in good agreement with the values

obtained from a Bader charge analysis, which yields a net charge on the pristine layer of

223.983 electrons, and on the defective layer of 220.016 electrons, i.e., 0.016 electrons have

been transferred from the former to the latter.

In Fig. 4.16, we plot a charge density difference map which shows the redistribution in
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(a)

(b)

Figure 4.16: Charge density redistribution in the vicinity of the undefective lower layer of TBLG
due to the presence of an α-monovacancy in the upper layer. Part (a) shows the contours of the
depleted charge density in a plane about 0.8 Å above the undefective layer. The atoms of the upper
layer are shown as a reference. Part (b) shows a cross-sectional view of the redistributed charge
in a plane perpendicular to the layers. The units of the charge density redistribution are e/bohr3.
This figure has appeared in Ref. [144].

charge upon bringing the two twisted layers (one pristine, and one with a monovacancy)

together. To obtain this map, we subtract the individual charge densities of the defective

SLG and the pristine SLG (maintaining their geometry as that in the combined system),

from the charge density of the defective bilayer. A region of charge depletion is developed

below the vacancy site, slightly above the undefective layer. We have plotted this for the

α monovacancy; similar plots are obtained for the β and γ monovacancies. The charge

redistribution in the presence of a monovacancy is again a manifestation of the interlayer

coupling in twisted bilayer graphene.

Once again, as seen in the case of TBLG with a Stone-Wales defect, merely considering

a simple model of the net electronic charge transfer from the undefective to the defective

layer, would lead one to expect that ED will shift up further upon reducing the separation

from 6.5 Å to 3.3 Å. The fact that, in contrast, it shifted downward, is a manifestation

of the chemical interaction between the layers, as already discussed in the case of the SW

defect.
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Figure 4.17: Spatial extent of the spin polarized charge density ρSP corresponding to the states
in an energy window {EF − 0.05eV, EF } for the case of monovacancy in TBLG. The isosurfaces
shown correspond to a density value of ±2×10−5 e/bohr3. Green lobes denote negative values, and
red lobes (barely perceptible) denote positive values. This figure has appeared in Ref. [144].

The magnetic defect state that arises due to the creation of the vacancy in a single

layer of graphene (SLG) can be seen in the band structure as a spin-polarized flat band

about 0.5 eV below the Fermi energy EF , and it can also be identified as a sharp peak

in the density of states [see Figs. 4.15(b) and 4.15(c)]. This corresponds to the unpaired

σ-electron on one of the atoms near the vacancy. Further, the Dirac-like π-electrons are

scattered by the monovacancy, resulting in the breakdown of the Dirac cone in the defective

sheet, and instead opening up of a gap. The Fermi energy is lowered due to the removal of

a carbon atom, and hence the Fermi level falls in the bands below this opened gap. The

π-band is also spin polarized, as can be seen in the energy range -0.25 eV to 0.4 eV. The

high density of states near the Fermi energy for one of the spin channels leads to a high

spin polarization of π-electrons below EF .

The spin-polarized charge density ρSP is defined as the difference between the majority

and minority spin charge densities. In Fig. 4.17, we have plotted ρSP in an energy window

of width 0.05 eV below EF , for an α monovacancy in TBLG. It is clearly evident that

the spin polarization is not restricted to the immediate neighborhood of the monovacancy,

but is widespread in spatial extent. This may lead to a high degree of spin polarization of

a current that is passed through such a system. However, the net spin-polarization of the
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charge density, in a situation of randomly oriented monovacancy defects, may depend on

the sublattice details of a particular distribution of the defects, similar to that seen in the

case of SLG [48].

4.5 Summary and Conclusions

In this chapter, we have studied two types of point defects, viz., Stone-Wales defects and

monovacancy defects, that can arise or can be induced in twisted bilayer graphene. We

have focused on how these defects alter the structural, electronic and magnetic properties

of twisted bilayer graphene. We have compared these results with the same defects in

single layer graphene and AB-stacked bilayer graphene.

The formation energy of these defects is very similar to those of the corresponding

defects in single layer graphene and in AB-stacked graphene; this is to be expected because

the coupling between the two layers in twisted bilayer graphene is weak. The effect of the

presence of the second layer on the defect energetics is not particularly prominent. Also

inducing the defect on various symmetry-inequivalent sites on TBLG does not appreciably

affect the defect formation energy.

However the presence of the weak interlayer coupling manifests itself more appreciably

when we examine the band structure of TBLG with defects. When we consider TBLG

with a SW defect in one of the layers, the band structure near EF can be interpreted

as arising from a combination of two Dirac cones, that are shifted slightly in energy and

momentum. The shift in energy of the two Dirac cones is due to the combined effect of

a transfer of electrons from the pristine to the defective layer, and a chemical interaction

between the two layers; this mimics the effect of placing the system in an electric field.

The site at which the SW defect is created also affects the band structure – at some sites,

the underlying double cone structure near the K points is distorted by the opening up of

mini gaps. However, actual experimental control on the defect formation site might be

difficult.

We note here that the use of periodic boundary conditions in our plane wave calcu-

lations means that we actually have a periodic array of SW defects. Recent work has
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shown that it is possible to create multiple Dirac cones by artificially engineering a lateral

periodic potential by creating a superlattice [200].

The creation of a monovacancy in one layer of TBLG causes the Dirac cone of the other

layer to shift up in energy by ∼ 0.25 eV. This is a combined effect of the requirement of

the equilibration of the Fermi energies, charge transfer and chemical interaction between

the sheets. Both SW defects and monovacancies increase the density of states at EF ; this

should be of relevance to transport properties. Similar to what is observed in the case of

the monovacancy defect in SLG and AB-BLG, the monovacancy defect in TBLG results in

a magnetic moment. A sharp magnetic defect state arises from the unpaired σ-electron on

one of the nearest-neighbor atoms of the vacant site. The defect has a magnetic moment

of ∼ 1.2 – 1.8 µB, depending on the defect density. Spatially extended, spin polarized

π-states are also observed near the Fermi energy, both in the case of SLG and TBLG.

This raises a possibility of a large spin-polarization of the current in the defective layer.

By comparing results obtained with the LDA, GGA (PBE) and DFT-D2 methods, we

find that the PBE alone (i.e., without van der Waals interactions incorporated) generally

leads to an inadequate description of the properties bilayer graphene in general, and TBLG

in particular. In general, both LDA and DFT-D2 give very similar results, with a few

notable exceptions: the exfoliation energy predicted by DFT-D2 is in closer agreement

with experiment. Also note that even though both these methods give similar results

for the net magnetic moment Mnet, they give different values for the absolute magnetic

moment Mabs for TBLG with a monovacancy.

In summary, we have studied the effect of creating point defects in TBLG, either by

removing atoms or altering their positions. We have seen that the creation of these defects

alters the electronic and magnetic properties of twisted bilayer graphene.
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Chapter 5

Physical Origins of Weak H2

Binding on Carbon

Nanostructures

In the last two chapters, we had focused on tuning those properties of nanostructured

materials which are relevant for applications in electronics. Now we try to enhance the

adsorptive properties of carbon nanostructures, which would be helpful for designing better

on-board gas storage materials for vehicular applications. We do this by adding new

chemical functional groups to these nanostructures, which would act as binding sites for gas

molecules. In this study we limit ourselves to H2 adsorption. As a substrate for adsorption,

we choose zigzag graphene nanoribbons, and vary the chemical functionalization of the

edges of these nanoribbons, in an attempt to enhance the binding of H2.

We have now moved to one dimensional systems (zigzag graphene nanoribbons), as

we want to model the adsorption properties at chemically functionalized edges of carbon

nanostructures. In our calculations, which use periodic boundary conditions, we now need

to incorporate vacuum spacing along two directions of our system, one normal to the

graphene layer, and the other perpendicular to the zigzag edge. This will further increase

the computational expense of our calculations.

Some of the results presented in this chapter have been published in Ref. [201].

99
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5.1 Introduction

Due to many reasons, like increasing costs and depleting resources, finding alternatives to

fossil fuels has become essential. For on-board vehicular applications, hydrogen is an ideal

candidate as a fuel. It is the most abundant element in the universe, and is an extremely

clean burning fuel, producing only water vapor when combusted or used in a fuel cell.

Being the lightest element, it also has excellent gravimetric energy density, next only to

nuclear power. However, it is not viable to store hydrogen in gaseous or liquid form for

vehicular applications, and it is necessary to find new ways of storing hydrogen. On-board

storage as a compressed gas or liquid requires heavy, large, and cumbersome tanks under

potentially cryogenic conditions, and raises safety concerns due to the highly explosive

nature of gaseous hydrogen. A possible solution to this problem is to store hydrogen in

the solid state [53], i.e, to adsorb hydrogen molecules on the surface or in interior voids of

a solid. This solution is still a tricky one, as only an optimum adsorption energy range is

ideal for gas storage. From a thermodynamic perspective, the ideal gas binding strength

is intermediate between physisorption and chemisorption. This means the gas should not

bind so strongly to the substrate that its release is inhibited; at the same time, it should

not bind so weakly that a significant amount cannot be stored at ambient temperature

and readily achievable pressures [202].

Carbon-based materials are one class of materials that have been considered for the

adsorptive storage of H2 and other small gas molecules [53, 202]. Several micro- and

mesoporous systems, including activated carbon, as well as recently synthesized carbon

nanostructures such as fullerenes, carbon nanotubes and graphene, have high theoretical

capacities due to their large surface area [54, 55]. However, the binding of molecular

hydrogen to these materials is generally too weak. There have been a number of suggestions

for increasing the binding strength of hydrogen on carbon nanostructure. These include

doping the carbon substrate with alkali or transition metals, as well as applying mechanical

strain on the substrate, or changing the curvature [203, 204]. However, none of these

approaches on their own, has been proven to be sufficiently successful. One could try to

combine many strategies in order to enhance adsorption in carbon-based systems, so that
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these materials can achieve room-temperature storage targets.

Another solution for enhancing the adsorption on carbon based materials would be

to create reactive edges, as well as proper chemical functionalization of these edges, so

that these serve as binding sites for the hydrogen molecules. There are many theoret-

ical and experimental studies that have shown that the presence of edges significantly

affects the properties of graphene [205, 206]. The changes in coordination and electronic

configuration near the edges result in significant changes in the chemical reactivity of

graphene [207,208]. In particular, zigzag edges were shown to exhibit high reactivity [209].

It has also been shown that some small chemical functional groups such as carboxyl [210]

and hydroxyl [209], as well as some large molecules such as peptides [211], tend to bind

preferentially to the edges of graphene sheets. The presence of these functional groups

affects the stability and electronic and magnetic properties of the system [212–215].

Chemical functionalization of the edges also represents a promising avenue for tuning

the hydrogen uptake of activated carbons. Activated carbon materials are cheap, and

can be produced from agricultural waste via pyrolysis, followed by treatment with a base

or acid. The precise structure of activated carbons is not known, but model structures

generally consist of fragments of sp2 bonded graphitic sheets, with a large proportion of

exposed edges [216]. Activated carbons feature functional groups such as phenolic (OH),

amine (NH2), phosphonic (H2PO3), peroxide (OOH), pyran (-O-), and carboxyl (COOH);

it is believed that these groups occur mostly at graphitic edges [218].

In this chapter, we study what is the effect of chemical functionalization of the zigzag

edges on the adsorption of hydrogen molecules. We wish to find out which functional

groups are best, and why they are so. We try to gain fundamental insights into the

key physical contributions that give rise to weak binding of gas molecules on sp2 carbon

substrates, and which of these might best be leveraged for further increasing absorptive

capacity. The relevance of this study can be viewed in two ways: it can be seen as a study

of the adsorption properties of graphene and graphene nanoribbons themselves. At the

same time, it can be viewed as having implications for the use of activated carbons and

related materials as hydrogen storage media.
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5.2 Computational Details

We have performed spin-polarized density functional theory (DFT) calculations using the

PWscf code, which is part of the Quantum-ESPRESSO distribution [78]. We used a

plane wave basis set to expand the Kohn-Sham wave functions of the system. We also

used ultrasoft pseudopotentials [89] to deal with the interactions between ionic cores and

valence electrons. A plane-wave cutoff of 40 Ry for the wavefunctions and 480 Ry for the

charge densities was used. The Perdew-Burke-Ernzerhof (PBE) [77] form of the generalized

gradient approximation was utilized to approximate the exchange-correlation interactions.

We have used a (4 × 4) unit cell of graphene to perform adsorption calculations on an

extended graphene sheet, for which a Brillouin zone sampling of (3 × 3 × 1) k-points in

a Monkhorst-Pack grid was found to be sufficient. Calculations of adsorption on zigzag

graphene nanoribbons (ZGNRs) were performed using a ribbon that was six carbon atoms

wide, with a unit cell that was eight carbon atoms long; for these calculations, a (3×4×1)

k-point grid was used. To improve convergence we have used Marzari-Vanderbilt cold

smearing [178] with a width of 0.007 Ry. In order to aid comparison with earlier results

on adsorption of methane and carbon dioxide on edge-functionalized ZGNRs [219], we

have used system sizes and calculation parameters that generally match with this study.

The binding of hydrogen to the systems considered in our study is expected to be weak

and governed by van der Waals interactions. Three kinds of interaction terms are included

in the van der Waals interactions, (i) the Keesom term, which is the interaction between

permanent dipoles in the system, (ii) the Debye term, which is the interaction between

permanent dipoles and induced dipoles in the system, (iii) the London dispersion term,

which is the the interaction between instantaneously induced dipoles in the system. The

London dispersion term is generally not correctly included in traditional DFT calculations.

However, several methods have been developed in recent years to include these dispersive

interactions in DFT calculations [93–95]. The inclusion of the London term is vital to

get a correct description of weak binding of gases, and therefore one should use one of

these methods. We have chosen to use the “DFT-D2” treatment of Grimme, which gives a

fairly accurate treatment of London dispersion interactions at relatively low computational
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cost [93].

In our calculations, we consider three different regimes of chemical functionalization of

the edges of ZGNRs: (1) the dilute functionalization regime, where one functional group

is adsorbed on one of the zigzag edges of the unit cell considered [see Fig. 5.1(a)], (2)

the strong functionalization regime, where two functional groups (of the same type) are

adsorbed on the same edge, using the same unit cell [see Fig. 5.1(b)], and (3) the mixed

functionalization regime, where two different functional groups are adsorbed on the same

edge, using the same unit cell [see Fig. 5.1(c)]. In the strong and mixed functionalization

regimes, the two functional groups in the unit cell are allowed to orient differently with

respect to each other. In these cases, different starting orientations of the functional groups

were allowed and the most energetically favorable configurations thus found, were used for

H2 adsorption. As an example of this allowed freedom of orientation, we have shown in

Fig. 5.1(b) the OH groups oriented opposite to each other. In this case however, the most

favored configuration was one in which the OH groups orient in the same direction, and

this configuration was used for studying hydrogen binding.

The geometry of the functionalized zigzag graphene nanoribbon (FZGNR) system is

first optimized, and the total energy of the system, EFZGNR is computed. Next, a hydrogen

molecule is adsorbed on this FZGNR system, the geometry is again optimized, and the

total energy of the combined system, EFZGNR+H2 is computed. The force tolerance for

geometry optimization is 10−3 Ry/bohr.

The adsorption energy is defined as:

Eads = −(EFZGNR+H2 − EH2 − EFZGNR), (5.1)

where EH2 is the energy of an isolated hydrogen molecule in the gas phase. Note that

with this convention, a positive value of adsorption energy means that binding is favored.



104 Chapter 5

(a) Dilute FZGNR

(b) Strong FZGNR

(c) Mixed FZGNR

Figure 5.1: The functionalized ZGNR used in the calculations. As an example, the geometry
for OH functionalization is shown, for both dilute and strong functionalization. For the mixed
functionalization, we show the geometry for the case of NO2–OH functionalization. The black
dashed lines demarcate the boundaries of the unit cell. Color scheme for atomic spheres: H (black),
C (gray), O (red), N (violet). This figure has been published in Ref. [201].

5.3 H2 Adsorption on Graphene

First, we want to look at the adsorption of hydrogen on a bare graphene sheet and an

unfunctionalized edge of a Zigzag Graphene Nanoribbon, which would serve as benchmarks

for our results on adsorption of chemically functionalized ZGNRs. We also want to compare

our results for the bare graphene sheet and unfunctionalized ZGNRs, with those already

available in the literature.

For hydrogen adsorption on a barge graphene sheet, we consider different adsorption
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(a) (b)

Figure 5.2: Optimized adsorption geometry for hydrogen adsorption on pristine graphene, top
view shown in (a) and side view in (b). The center of mass of the H2 molecule sits at a distance
of 2.87 Å above the graphene sheet. Color scheme for atomic spheres: H (black), C (gray).

sites, as well as different orientations of the H2 molecule. We find that the hydrogen

molecule prefers to bind on the hollow site of the graphene sheet, with its molecular axis

oriented perpendicular (⊥) to the plane of the graphene sheet; the center of mass of the H2

molecule sits at a distance of 2.87 Å above the graphene sheet (see Fig. 5.2). In this case,

we find that the hydrogen molecule binds with an adsorption energy Eads of 52 meV. We

find that the hydrogen adsorption in the parallel (‖) geometry (where the H2 molecular

axis is oriented parallel to the plane of the graphene sheet), is slightly less favorable, with

a binding strength of 50 meV, and a molecule-graphene basal plane distance of 2.84 Å.

Our values are in good agreement with experimental values of 43 meV and 2.87 Å for

H2 adsorption on graphite [221]. Many of the previous theoretical investigations on this

system did not incorporate van der Waals interactions. rendering a comparison of our

results with theirs unsuitable; in fact it has been reported that use of the GGA alone

(without London dispersion interactions) leads to the absence of a stable adsorption site

for hydrogen on graphene [222]. In some cases however, calculations including van der

Waals interactions have been reported to give values for the adsorption energies Eads for

hydrogen molecules on graphene that are broadly ranged from 50 – 70 meV. The separation

of the hydrogen molecule from the graphene in these cases was found to lie between 2.7

and 3.2 Å and both ‖ and ⊥ geometries were reported as preferred [223–225].

To highlight the importance of London dispersion interactions, we separate out EL,

the contribution of the London interactions to the adsorption energy. By examining these
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contributions, we find that the contribution EL from these interactions to the binding of

H2 on graphene is 64 meV, i.e., at this geometry, in the absence of London interactions,

the net interaction between graphene and the hydrogen molecule would be repulsive.

5.4 H2 Adsorption on Edge Functionalized Zigzag Graphene

Nanoribbons

When we go from graphene to a graphene nanoribbon, the formation of edges leads to

several changes in the electronic as well as magnetic properties, due to the change in

the chemical environment at the edges. Generally the edges of zigzag nanoribbons are

passivated by hydrogen atoms, to satisfy the dangling bonds. When we try to adsorb

an H2 molecule near the unpassivated edge of a ZGNR, we find that the H2 molecule is

dissociated into H atoms, which then individually passivate two carbon atoms at the edge.

We therefore choose H-passivated ZGNRs (both the edges are passivated by hydrogen

atoms) to study molecular hydrogen adsorption, and to benchmark our results on edge

functionalized ZGNRs.

For chemical functionalization of the edges of ZGNRs, we consider five functional

groups: OH, NH2, COOH, NO2, and H2PO3. Importantly, note that the first two groups

are considered to be electron-donating groups, while the latter three are considered to be

electron-withdrawing groups. The dangling bonds at the ribbon edges were all passivated

with H atoms.

For adsorption at or near the edges of the ZGNRs, in order to span the space of

possible geometries, several kinds of initial geometries were considered. Our initial and

final geometries can be divided into two broad categories, “outer edge” (OE) and “inner

edge” (IE). In the former, we place the hydrogen molecule outside the edge of the ribbon,

whereas in the latter, we place it directly above the ribbon, but near the functionalized

edge. For the OE configurations, we have tried different starting positions for aligning the

H2 molecule with respect to the ZGNR; these can be divided into two categories: “out

of plane” (OP) and “in plane” (IP) configurations. In the IP configurations, the center

of mass of the hydrogen molecule lies initially in the plane of the graphene nanoribbon,
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Outer edge adsorption Inner edge adsorption

Group µ1 Eads µ2 R Eads R

(D) (meV) (D) (Å) (meV) (Å)

Graphene - - - - 52 2.87

Bare(H) 0.0 35 0.011 2.89 55 2.97

NO2 4.22 39 0.065 3.19 60 3.06

NH2 1.13 46 0.041 2.55 66 2.94

OH 1.224 61 0.076 2.34 57 2.94

COOH 1.78 76 0.107 2.42 61 2.96

H2PO3 2.76 87 0.118 2.34 57 2.93

Table 5.1: Adsorption energies Eads, for H2 adsorbed on dilute FZGNRs. µ1 and µ2 are estimates
of the dipole moments on the FZGNR and H2, respectively. For OE adsorption, R is the distance
between these dipoles. For IE adsorption, R is the perpendicular distance of the H2 molecule from
the FZGNR. The highest adsorption energies for each functional group have been boxed.

whereas in the OP configurations, it lies above this plane. For each of these configurations,

the H2 molecular axis can be oriented either parallel or perpendicular to the edge of the

FZGNR. For IE adsorption, one can only have “out of plane” OP geometries; however one

can still start with the H2 molecular axis either parallel or perpendicular to the edge of

the FZGNR. Further, one can position the H2 molecule at different sites near the edge,

e.g., at atop or hollow sites. By starting from such a large variety of initial geometries, we

have obtained a number of stable geometries for H2 on the FZGNRs.

5.4.1 Dilute Functionalization

We first consider the case of dilute functionalization [cf Fig. 5.1(a)], where we have attached

one functional group at one of the edges of the ZGNR in the unit cell considered. It is of

interest to consider separately our results for the outer edge and inner edge configurations,

since the binding mechanisms are different in the two cases. In Table 5.1, we have tabulated

our results for the adsorption energy Eads, for the lowest-energy geometry of the OE as well

as IE types, for the H-passivated ZGNR and the five functionalized ZGNRs. The boxed

number indicates which of the two, OE or IE, constitutes the most stable adsorption

geometry.
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One notable finding from our results shown in Table 5.1 is that the adsorption of a

hydrogen molecule is more favorable near the edges of the nanoribbon than binding over

the center of the graphene sheet. Notice that all the edges show a larger adsorption energy

than that on graphene. We find that for the H-passivated edge, as well as the ZGNRs

functionalized with NH2 and NO2, the hydrogen molecule prefers to bind on the inner

edge, where it can interact with both the π manifold of the graphene sheet and the atoms

of the functional group. The binding at this site is stronger than binding to the outer

edge or to an extended graphene sheet. On the other hand, for the other three functional

groups that contain OH moieties, viz., OH, COOH and H2PO3, the hydrogen molecule

likes to bind at the outer edge where it can interact primarily with the functional group. In

this case, the binding is again stronger than than that observed for an extended graphene

sheet or for the H-passivated edge. This suggests that the presence of functionalized

edges in graphitic substrates will increase the binding of hydrogen. These edge-induced

enhancements should also be expected for other similarly weakly adsorbed gas species on

graphene, since the key binding mechanisms are likely analogous.

We now wish to understand the origin of the enhanced binding of hydrogen in the

presence of functionalized edges. It is important to note that the chemical functional

groups which we have used for functionalization will impart a permanent dipole moment

to the FZGNR. This permanent dipole moment can induce a dipole on the H2 molecule. To

see this we carry out a charge redistribution analysis (similar to that shown in Chapter 4)

where we examine how the electronic charge density of the system reorganizes itself upon

adsorption of hydrogen. To do this, we subtract the individual charge densities of the

substrate FZGNR and the H2 molecule, from the charge density of the adsorbed system

FZGNR+H2. This is given as:

∆ρ = ρ(FZGNR + H2)− ρ(FZGNR)− ρ(H2). (5.2)

Note that the charge densities of the individual systems are evaluated at geometries cor-

responding to those in the combined system.

We have plotted the charge redistribution maps (isosurfaces of the charge difference
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∆ρ) for the most favored adsorption geometries for the OE cases, in Fig. 5.3. Here the red

lobes depict an accumulation and the green lobes show a depletion of the electronic charge.

We can clearly see that, in every case, there is a dipole induced on the hydrogen molecule

when it is placed in the vicinity of the functionalized substrate. It is the permanent dipole

on the functionalized substrate that induces this dipole moment on the H2 molecule.

Interestingly, we find that the dipolar axis need not coincide with the molecular axis.

We can make certain interesting observations just by looking at the induced dipoles

and their orientations. Firstly for the FZGNRs functionalized by electron-donating groups

OH and NH2, we find that the orientation of the induced dipoles are very similar [see

Figs. 5.3(c), 5.3(d), 5.3(g) and 5.3(h)]. In both cases, the red lobe (electron accumulation)

of the induced dipole points toward the functional group, whereas the molecular axis is

oriented perpendicular to the dipole axis. In addition, the molecule is positioned slightly

above the plane of the FZGNR. In the case of dilute functionalization with electron-

withdrawing groups COOH or H2PO3 [see Figs. 5.3(i), 5.3(j), 5.3(k) and 5.3(l)], we again

notice this orientational similarity. In both cases, the OH bond and a remaining O atom

are approximately coplanar with the induced dipole on the H2 molecule. This dipole

points with the red lobe (electron accumulation) toward the OH of the functional group,

in rough alignment with the H2 molecular axis. However, functionalization with NO2

(which is known to be a strong electron withdrawing group) is qualitatively different from

the other cases: the H2 molecule lies in the plane of the FZGNR, with the green lobe

(electron depletion) pointing toward the edge, and the molecular axis (as well as the

dipolar axis) oriented perpendicular to the edge [see Figs. 5.3(e) and 5.3(f)].

A significant contribution to the electrostatic interaction energy may be expected from

the appearance of induced dipoles on H2; we now wish to quantify this contribution. As a

first step, we try to evaluate the interaction energy between the permanent dipole moment

on the FZGNR and the induced dipole on the H2 molecule, i.e., the Debye interaction. To

do this we need to estimate the permanent dipole on the FZGNR, and the dipole induced

on the H2 molecule. The permanent dipole on the functionalized nanoribbon is difficult

to evaluate because of issues related to the problems in computing the dipole moments



5.4 H2 Adsorption on Edge Functionalized Zigzag Graphene Nanoribbons 111

of an extended system [226]. However, we can obtain an estimate of this quantity by

considering instead a benzene molecule functionalized with the same functional group.

We therefore consider the dipole moments of nitrobenzene, aniline, phenol, benzoic acid

and phenylphosphonic acid. Experimental values for the dipole moments of the first four

of these compounds are available, and are listed as the dipole moments µ1 in Table 5.1.

For phenylphosphonic acid, no experimental data appears to be available, and we therefore

use a theoretically computed value [227]. To estimate the magnitude of the induced dipole

on the H2 molecules, we can again look at the charge redistribution plots. One can

notice that the induced lobes of the charge density, in the vicinity of the H2 molecule are

clearly separated from the charge density of the FZGNR. Therefore, one can integrate the

charge inside the red or the green lobes of the dipole, bound by an isosurface of a certain

threshold value; this value was chosen to be 2× 10−4 e/bohr3. (An optimum value of this

threshold parameter should be used, this value should be small enough that the error thus

introduced in estimating the charge is small, and should be large enough, so that the red

and green lobes near the H2 molecule are sufficiently separated out from the rest of the

charge distribution.) The product of this charge, multiplied by the distance between the

weighted centers of the two lobes, gives the dipole moment. This quantity is tabulated

as µ2 in Table 5.1. Finally, we also list in Table 5.1, the value of R, our estimate of the

distance between the centers of the dipoles µ1 and µ2.

We can now estimate the Debye contribution to the adsorption energy, i.e., the electro-

static interaction energy between the permanent dipole on the FZGNR and the induced

dipole on the hydrogen molecule, as ED = µ1µ2/R
3, ignoring the angular dependence.

This is shown by the green triangles in Fig. 5.4, where we show our results for ED, plotted

as a function of the adsorption energy Eads.

We find that, in general, the Debye term ED follows a similar trend to that observed

for the adsorption energy. The largest values for the Debye energy are obtained for the

COOH and H2PO3 groups, which have both the OH groups and a lone pair present. It

has been pointed out in earlier studies [219] that there is a charge transfer from the lone

pair of the doubly bonded O atom to the other O-H bond within the functional group,
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Figure 5.4: Energy contributions from the London interaction (EL), shown by red squares, the
Debye interaction (ED), shown by green triangles, and the induced multipolar interactions (EIM ),
shown by cyan diamonds, for the outer edge adsorption of dilute functionalized ZGNRs. The sum
of these contribution is shown by black dots. The black dashed-dotted line is a guide to the eye.
The red dashed line is the y = x line, i.e. the line at which the net contributions from the different
interactions should add up to the adsorption energy Eads. Note that the energy range of the x-axis
does not start from zero. This figure has been published in Ref. [201].

resulting in further polarization of the O-H bond. This results in a greater electrostatic

interaction between the functionalized substrate and the induced dipole of the adsorbed

molecule. The lone pairs tend to deplete electron density nearby, i.e., create the green lobe

of the induced dipole, due to Coulombic repulsion. Accordingly, it can be noted that in

the case of OH-containing functional groups, the larger the number of lone pairs (basically

the number of oxygen atoms), the larger is the adsorption energy: H2PO3 > COOH >

OH.

From Fig. 5.4, we see that the magnitudes of ED are considerably smaller than those

of Eads. We have of course made many approximations in calculating ED, e.g., approxi-

mating the permanent dipole moment of the FZGNR by that of functionalized benzene,

the assumption of point dipoles, ignoring directional dependence, and the neglect of in-

duced moments on the FZGNR; nevertheless, these are unlikely to account for the large

discrepancy between ED and Eads.

Therefore, we next try to estimate the London dispersion interactions between the hy-

drogen molecule and the FZGNR, and to see whether these supply the missing contribution
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to Eads. We obtain this contribution EL as follows:

EL = −(EdispFZGNR+H2
− EdispH2

− EdispFZGNR), (5.3)

where the three terms on the right-hand-side are the contributions from dispersion inter-

actions to the total energy of the corresponding systems; note that EdispH2
is negligible.

We have plotted the results for EL as the red squares in Fig. 5.4. Note that our results

for EL for various functional groups follow the trends observed for Eads, with the lowest

enhancement for NO2, and the highest for H2PO3.

For evaluating the Debye interaction term, we have estimated the permanent dipole

moment of the FZGNR in the absence of H2. However in the presence of the hydrogen

molecule, there is also a redistribution of the charge density on the FZGNR. We can

clearly see from the charge density redistribution plots, that there are moments induced

on the functional group due to the presence of H2. There are also higher-order multipolar

electrostatic interactions between this assembly of charges, which will contribute to the

adsorption energy. We refer to this contribution to the adsorption energy as EIM . This can

be evaluated; we do so by integrating the charge within each red and green charge density

lobe, and then calculating the Coulomb energy of the resulting equivalent assembly of

point charges. In this term, we include the dipole formation energy, which is the Coulomb

interaction energy between the two opposite charges on the H2 dipole.

Finally, we compute the sum of all these contributions, ED +EL +EIM (black dots in

Fig. 5.4) and compare it with our values of Eads. The two quantities follow one another

with very good agreement, this means that the change in adsorption energy over all the

functional groups, has been well accounted for. Our results in Fig. 5.4, show that in all the

cases of OE adsorption for dilute functionalization, the majority of the binding is due to

the London dispersion interactions, a small fraction (varying between 6% and 18%) comes

from Debye interactions, and a smaller fraction (varying between 2% and 9%) comes from

the induced multipole interactions.

We point out that the calculated Eads in Fig. 5.4 is consistently greater in magnitude

than the sum of the predicted electrostatic and dispersion contributions. As we will see



114 Chapter 5

below, it turns out that we observe a similar offset (15–20 meV) between the calculated

and predicted values across all of our dilute and strong functionalized ribbons. It is

possible that this offset is due to the many approximations made in evaluating all the

contributions, alternatively, this energy mismatch may be due to the reorganization energy

of the electronic charge within the π cloud.

Next, we consider the case of inner edge (IE) adsorption, again in the dilute function-

alization regime. We have shown the lowest-energy geometries, together with the charge

redistribution, for the IE geometries, in Fig. 5.5. We find that, only in the case of NO2

functionalization, the atop site closest to the functional group is most favored for H2 ad-

sorption. In this particular case, we find an induced dipole moment on the H2 molecule,

µ2 = 0.026 D, which leads to a Debye interaction energy ED = 2 meV. However, for

all remaining cases, the hydrogen molecule prefers to bind at the hollow site closest to

the functional group, with the H2 molecular axis oriented approximately perpendicular

to the plane of the FZGNR. In these cases, the Debye interaction as well as the other

electrostatic terms are extremely small. Almost all of the binding comes from London

dispersion interactions. In fact, if we turn off the London interactions, the adsorption can

be disfavored in many of these cases.

It is worth mentioning, however, that one does notice a reorganization of electronic

charge in the vicinity of the hydrogen molecule, indicated by the red and green lobes in

Fig. 5.5. Moreover, unlike in the case of OE adsorption, the net charge contained within

these two lobes for IE adsorption is no longer equal; instead, in this case we find that the

magnitude of charge contained within the red lobe is larger than that within the green

lobe. This indicates the possibility of net electronic charge transfer from the FZGNR to

the H2 molecule. Note that the red and green lobes in Fig. 5.5, which shows IE adsorption,

are drawn for a lower isosurface value than in Fig. 5.3, which shows OE adsorption.

Another important feature which can be seen in all the IE cases where the H2 ad-

sorption is at a hollow site, is that there is a significant redistribution of the charge in

the π cloud of the graphene sheet. This is manifested in the red lobe directly below the

H2 molecule in Fig. 5.5. There is a reorganization of electronic charge, so that charge
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is removed from the π orbitals of carbon atoms further away from the adsorption site,

which then accumulates at the adsorption site. In the presence of the functional group,

this accumulated charge lobe near the adsorption site is further modified (see Fig. 5.5).

When the functional group attached is electron donating in nature, the electronic charge

in the π cloud is slightly enhanced in the region near the functional group, whereas if

the functional group is electron withdrawing, there is a depletion of charge from the π

cloud in the region near the functional group. This results in the lopsided nature of the

bottommost red lobes in Fig. 5.5, and reflects the electron donating or withdrawing nature

of the functional group.

The electron donating or withdrawing capacity of the functional group can be quan-

tified using the Hammett parameter σ [229], which is well known in the organic chem-

istry literature. Positive/negative values of the Hammett parameter indicate the electron-

withdrawing/electron-donating strength of the functional group. We can now draw cor-

relations between the magnitude or the orientation of the charge redistribution, and the

electron withdrawing or donating character of a functional group, as estimated by the

Hammett parameter. For this we define Qr and Qg as the charges contained in the red

and green lobes, respectively, in the vicinity of the H2 molecule, bound by an isosurface

of a threshold value of ±8 × 10−5 electrons/bohr3. We also find the weighted centers of

these two lobes. The line joining these two centers is analogous to a dipole axis. This

line need not coincide with the molecular axis, and is tilted at an angle θ to the normal

of the plane, as is clearly visible from the side views in Fig. 5.5. In Fig. 5.6, we have

plotted our results for the charges Qr and Qg, as well as the tilt angle θ, for the different

functional groups, for IE adsorption, as a function of the Hammett parameter. We see

that all three quantities correlate well with the Hammett parameter σ, i.e., with the elec-

tron donating or withdrawing nature of the functional group. For the non-functionalized

graphene nanoribbon, the line joining Qr and Qg is oriented vertically (perpendicular to

the graphene nanoribbon); it progressively tilts toward or away from the functionalized

edge, as the electron donating or withdrawing nature of the functional group is increased.

Collectively, the results in Fig. 5.6 strongly point to the role of the π electron cloud



5.4 H2 Adsorption on Edge Functionalized Zigzag Graphene Nanoribbons 117

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

Hammett Parameter σ

-30

-15

0

15

30
T

ilt
 a

n
g

le
 θ

 (
D

e
g

re
e
)

0

2

4

6

8

C
h

a
rg

e
 (

×
1

0
-3

 e
)

Q
r

Q
g

NH
2

OH

Bare H

COOH
H

2
PO

3

(a)

(b)

Figure 5.6: Variation of (a) the charges Qr and Qg, and (b) the tilt angle of the line joining Qr
and Qg with respect to the normal to the graphene plane, as a function of the Hammett parameter
of the functional group attached for IE adsorption of H2. Qr and Qg are the charges contained
in the red and green lobes, respectively, in the vicinity of the H2 molecule, within an isosurface
value of ∆ρ = ±8 × 10−5 electrons/bohr3. A tilt angle toward the functional group is taken to be
negative, and a tilt away from the functional group is taken to be positive. This figure has been
published in Ref. [201].

in determining the dipole and charge on the adsorbed H2 molecule, since the electron

withdrawing or donating character of the attached functional group will directly affect the

occupation of the π cloud. An electron withdrawing group depletes the electron density in

the π-cloud, and hence the charge transfer from the sheet to the H2 molecule is reduced.

This results in reduced values ofQr and Qg for increasing values of the Hammett parameter

σ, as can be seen from Fig. 5.6(a). Similar reasoning explains the increase in values of Qr

and Qg for decreasing values of Hammett parameter σ, i.e, for electron-donating groups.

Moreover, this group-induced depletion or accumulation is not entirely isotropic, and leads

to the lopsided shapes of the π-cloud. We believe this is the cause of the tilting behavior

in Fig. 5.6(b). In particular, for higher positive values of σ, the π density will be slightly

withdrawn from the region near the functional group. In response to this asymmetric π

accumulation, the dipole of the H2 molecule reorients itself, so that the dipole axis tilts

away from the functional group. This picture is reversed for an electron-donating group.

As these charge redistribution values are small, the forces induced on the H2 molecule are
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Outer edge Inner edge

Group µ1 Eads µ2 R R′ Eads

(D) (meV) (D) (Å) (Å) (meV)

NO2 4.22 61 0.019 3.25 3.22 57

NH2 1.13 77 0.067 2.68 2.75 69

OH 1.224 78 0.083 2.71 2.97 60

COOH 1.78 98 0.129 2.39 2.83 58

H2PO3 2.76 115 0.140 2.29 2.93 62

Table 5.2: Adsorption energies Eads, for H2 adsorbed on the outer edge of strongly functionalized
ZGNRs. µ1 and µ2 are estimates of the dipole moments on the FZGNR and H2, respectively. For
OE adsorption, R and R′ are the distances between the dipole µ2 and the two functional groups.
The highest adsorption energies for each functional group have been boxed.

minor, so that they do not affect the molecular orientation.

5.4.2 Strong Functionalization

Next we consider the case of strongly functionalized zigzag graphene nanoribbons (SFZGNRs);

cf. Fig. 5.1(b). In Table 5.2, we have tabulated our results showing the adsorption energy

Eads, for the most favorable geometry of the OE as well as IE type, for the five function-

alized ZGNRs. The boxed number indicates which of the two, OE or IE, constitutes the

most stable adsorption geometry.

We find that in case of the strongly functionalized ZGNRs, outer edge (OE) adsorption

of hydrogen molecule is always favored over inner edge adsorption. Also strong function-

alization results in a significant enhancement of the H2 adsorption energies in the OE

case compared to dilute functionalization. This can be seen by comparing the values in

Table 5.2 with those in Table 5.1. The highest value of adsorption energy of 115 meV

is obtained in the case of strong functionalization by H2PO3. An overall enhancement

in the adsorption energy by 30%–60% is observed for OE adsorption, compared to dilute

functionalization. However, the IE adsorption energies are very similar to those obtained

in the dilute functionalized case. This is consistent with the notion that IE adsorption is

dominated by the dispersion interactions with the π cloud, which are less affected by the

presence of the additional edge functional groups.
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In Fig. 5.7, we have plotted the isosurfaces of the charge redistribution ∆ρ, for the

most favored adsorption geometry for the OE adsorption, for the strongly functionalized

ZGNR. As before, the red lobes show an accumulation of electrons, and green lobes show a

depletion of electrons. An induced dipole on the hydrogen molecule is clearly seen in every

case. One can notice that the dipole on the H2 molecule in the three cases OH-SFZGNR,

COOH-SFZGNR, and H2PO3-SFZGNR, orients between the OH part of one group and the

lone pair of the adjacent group. In the case of OH, this lone pair is on the oxygen atom of

the OH group, while in the case of COOH and H2PO3, it is on the doubly bonded O atom.

The doubly bonded O of the functional group has a lone pair of electrons which leads to

the depletion of electronic density, leading to the green lobe of the induced dipole on H2.

The binding mechanism seems to be quite similar to that observed in the case of dilute

functionalization by COOH and H2PO3; there too the dipole moment of the H2 preferred

to align between an OH and a lone pair. However the difference between the two is that

in the case of dilute functionalization, the dipole aligned between an OH and a doubly

bonded O of the same functional group, whereas in the case of strong functionalization,

the double bonded O and OH between which it aligns belong to two adjacent functional

groups. As a result, the steric repulsion in the strongly functionalized case is smaller

than in the dilute case, allowing the induced dipole on the H2 to approach closer to the

functional groups, thereby increasing the electrostatic attraction between them, as well as

London dispersion interactions.

Interestingly, the relationship between the binding energy and the number of available

lone pairs on the oxygens of nearby OH, COOH, and H2PO3 functional groups is linear.

This result is consistent for both dilute and strong functionalized ZGNRs (see Fig. 5.8).

The linearity suggests that all oxygen lone pairs in all functional groups participate to some

degree in charge reorganization. For dilute functionalization, the charge reorganization

remains local to a single functional group, whereas for strong functionalization, both

neighboring groups participate. This fact is also confirmed upon careful examination of

the relevant panels in Figs. 5.3 and 5.7. We conclude that functional groups with high

oxygen content are likely to be effective for enhanced gas binding.
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Figure 5.8: Adsorption energy Eads of H2 adsorbed on ZGNRs functionalized with groups (OH,
COOH or H2PO3) containing the OH moiety, as a function of the number of oxygen lone pairs per
adsorbate. Note the very clearly linear relationship. This figure has been published in Ref. [201].

As before, we estimate the various contributions to Eads, for the case of strong func-

tionalization (see Fig. 5.9). The London dispersion interactions are the major contribution

to the adsorption energy, contributing ∼50% to 75% of the total value. The Debye con-

tribution has been estimated by carrying out a charge redistribution analysis similar to

that described in Section 5.4.1. Here too, when we consider the Debye contribution ED,

we find that the ordering of the various functional groups follows the same ordering as the

total adsorption energy Eads, being smallest for NO2-FZGNR and the largest for H2PO3-

FZGNR. The contributions range from 5% to 26%. In addition, we also calculate the

contribution EIM from the interactions between the assemblage of induced multipoles on

the functional groups due to the presence of the H2 molecule. This interaction contributes

about 3% to 10% of the total contribution to Eads.

It is important to note that the reason for the increased binding in the case of strong

functionalization is not the same for all the functional groups. For the three functional

groups that contain OH moieties, viz., OH, COOH and H2PO3, this increased binding

arises from an enhancement in both London dispersion as well as electrostatic (Debye

and multipolar) interactions, whereas for NO2 and NH2, most of it is due to an increased

contribution from London interactions.
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Figure 5.9: Energy contributions from the London interaction (EL), shown by red squares, the
Debye interaction (ED), shown by green triangles, and the induced multipolar interactions (EIM ),
shown by cyan diamonds, for the outer edge adsorption of strongly functionalized ZGNRs. The
sum of these three contributions is shown by black dots. The black dashed-dotted line is a guide to
the eye. The red dashed line is the y = x line, i.e., the line at which the net contribution from the
different interactions should add up to the adsorption energy Eads. Note that the energy range of
the x-axis does not start from zero.

5.4.3 Mixed Functionalization

Next we consider cases where the ZGNR is “strongly functionalized” with two different

functional groups (Mixed-FZGNR), cf. Fig. 5.1(c). With the five functional groups consid-

ered in this study, we have the possibility of ten combinations. However, it is possible that

some functional groups might not like to mix, and it may not be energetically favorable

to have configurations in which one finds two different functional groups side by side. To

estimate whether two groups like mixing, we compare the energy of the mixed situation

with that in which the two kinds of functional groups are phase segregated. We compute

the mixing energy of two functional groups A and B:

∆Emix = EA+B −
1

2
(EA + EB), (5.4)

where EA+B is the total energy of the 50-50 mixed system A+B, and EA and EB are the

total energies of the phase-segregated A and B systems, respectively. If ∆Emix is negative,
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Groups Outer edge adsorption

(A – B) ∆Emix Eads µA1 µB1 µ2 RA RB

(meV) (meV) (D) (D) (D) (Å) (Å)

NO2–NH2 -195 88 4.22 1.13 0.123 3.03 2.59

NO2–OH -72 110 4.22 1.224 0.148 3.12 2.42

NO2–COOH -26 74 4.22 1.78 0.052 3.20 2.73

NO2–H2PO3 355 – – – – – –

NH2–OH 8 83 1.13 1.224 0.071 2.82 2.64

NH2–COOH -105 89 1.13 1.78 0.118 2.51 3.24

NH2–H2PO3 204 – – – – – –

OH–COOH -30 106 1.224 1.78 0.128 2.38 3.06

OH–H2PO3 293 – – – – – –

COOH–H2PO3 368 – – – – – –

Table 5.3: Results from ab initio calculations for mixed functionalization. Mixing energies ∆Emix,
and adsorption energies of molecular hydrogen Eads, for different combinations of functional groups
for mixed FZGNRs. µA1 , µB1 , denote the permanent dipole moments on the functionalized substrate
due to A and B, respectively (see Table 5.1) and µ2 is the induced dipole moment on the hydrogen
molecule. RA and RB denote the distance from the centre of the dipole on the hydrogen molecule
to the functional groups A and B, respectively. The adsorption energies for each case have been
boxed, in order to facilitate comparison with the previous tables.

then mixing is favorable, whereas if it is positive, phase segregation is preferred. The values

obtained for ∆Emix for the ten different combinations of the functional groups considered

by us are listed in Table 5.3. We find that only five out of the ten possible combinations

like to mix: viz., NO2–NH2, NO2–OH, NO2–COOH, NH2–COOH, and OH–COOH, and

we therefore restrict ourselves to these five combinations when studying H2 adsorption

on the outer-edge of the Mixed-FZGNR. In addition, we also consider the NH2–OH case,

because in this case, ∆Emix, though positive, is very small. We also restrict ourselves

to considering only outer edge adsorption, as inner edge adsorption does not lead to a

significant binding of H2 in the strong functionalized case.

In Fig. 5.10, we have plotted the most favored adsorption geometry for the OE adsorp-

tion for the Mixed-FZGNRs, along with isosurfaces indicating the charge redistribution

∆ρ. Once again, red lobes correspond to an accumulation of electrons, and green lobes

correspond to a depletion of electrons. One can clearly see the induced dipole on the
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hydrogen molecule in every case. Interestingly, the dipole on the H2 prefers to orient itself

in between an OH or NH group of one functional group and a lone pair on the doubly

bonded O atom on the adjacent functional group. This is easily noticeable in the cases of

NO2–OH, NO2–NH2, NH2–COOH, and OH–COOH. In these cases, the dipole moments

induced on the H2 are parallel to the edge of the ZGNR, and quite large. In the two

remaining cases, viz., NO2–COOH and NH2–OH, the dipole moments are perpendicular

to the edge, and much smaller.

In some cases, one notices a remarkable synergy for mixed functionalization, with the

combination of two functional groups giving rise to much higher binding than can be ob-

tained with functionalization by either functional group alone. This is most marked for

the combination NO2-OH, which leads to a binding of 110 meV, whereas strong function-

alization by NO2 or OH alone led to binding strengths of 61 and 78 meV respectively. The

mechanism behind this synergy is easy to understand, with the induced dipole on the H2

again aligning between the OH on one side, and the lone pair on the NO2 on the other

side; such a favorable electrostatic alignment is not possible with either functional group

when present alone.

We note also that in order to achieve the proper synergy for mixed functionalization,

it appears to be favorable to pick one functional group that is electron-withdrawing in

nature, and another that is electron-donating. Note that for mixed functionalization, the

relative binding energy in the presence of oxygen-containing functional groups does not

follow the linear trend, as was observed as a function of the number of oxygen lone pairs

for dilute and strong functionalization with a single functional group (cf. Fig 5.8). This

is likely an artifact of the very different mechanism of charge reorganization between the

two functional groups.

Once again, we estimate the various contributions to Eads, for the case of mixed func-

tionalization (see Fig. 5.11). Note that for all six systems considered here, the contribution

from London dispersion interactions, EL, is more or less the same. Thus, the range of

values for Eads obtained arises entirely from the different values of the electrostatic in-

teractions (ED and EIM ) in the different systems. This demonstrates that electrostatic
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Figure 5.11: Energy contributions from the London interaction (EL), shown by red squares, the
Debye interaction (ED), shown by green triangles, and the induced multipolar interactions (EIM ),
shown by cyan diamonds, for the outer edge adsorption of mixed functionalized ZGNRs. The sum
of these three contributions is shown by black dots. The black dashed-dotted line is a guide to the
eye. The red dashed line is the y = x line, i.e., the line at which the net contribution from the
different interactions should add up to the adsorption energy Eads. Note that the energy range of
the x-axis does not start from zero. This figure has been published in Ref. [201].

interactions (and not just the London interactions) can be effectively tuned to obtain

increases in binding strength.

5.5 Summary and Conclusions

In this chapter, we have used first principles density functional theory based calculations

to enhance the adsorption of hydrogen molecules on carbon nanostructures, by chemically

functionalization. We have used graphene nanoribbons for this study, whose edges are

modified by chemical functional groups. We have taken care to incorporate the London

dispersion interactions which are essential for an accurate treatment of such a scenario

of weak binding. These are incorporated in our calculations within the semi-empirical

DFT-D2 treatment.
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Our study establishes that hydrogen always prefers to bind to the edge of the nanorib-

bons rather than to the interior of a graphene sheet. We find that chemical functionaliza-

tion helps enhance the strength of the hydrogen binding to these graphene nanoribbons.

We have considered different regimes of functionalization, dilute, strong, as well as mixed

functionalization, and we find that by properly choosing the functional groups, the bind-

ing can be enhanced by about ∼120% with respect to the pristine graphene sheet or

H-passivated ZGNR. Of the various functional groups considered by us, the largest en-

hancement in binding is found in the cases of “strong functionalization” with H2PO3, and

“mixed functionalization” with NO2 and OH, or OH and COOH. For those functional

groups that contain the OH moiety, the adsorption energy is linearly proportional to the

number of lone pairs on oxygen atoms. In each of these cases, the oxygen lone pairs

play a key role in stabilizing the binding by facilitating local charge redistribution. We

also observe an interesting synergy between several functional groups in the case of mixed

functionalization, where a significantly larger binding is obtained when a combination of

functional groups is used, than would be obtained with either functional group present

alone. Our results suggest that this synergy is best leveraged in the simultaneous presence

of neighboring electron-withdrawing and electron-donating functional groups.

We have also separated out the contributions of different interactions. We find that

most of the binding comes from the London dispersion interactions. However, for all

binding configurations, we also find a significant redistribution of electronic charge in-

duced on the hydrogen molecule. It is important to note that the axis of this induced

“dipole” 1 need not coincide with the molecular axis. For adsorption outside the edge

of the graphene nanoribbon (“outer edge” adsorption), the electronic redistribution con-

tributes significantly to the binding energy as Debye and higher-order multipole interac-

tions. For adsorption over the ribbon edge (“inner edge” adsorption), this contribution

to the binding energy is somewhat smaller in magnitude; nevertheless, one also notices a

distortion of the π electron cloud of graphene just below the molecule. In this case, both

the orientation and the magnitude of the charge redistribution on the H2 molecule clearly

1For OE, the induced positive and negative charges are equal (constituting a dipole), whereas for IE,
they are unequal due to partial charge transfer.
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reflect the electron donating or withdrawing capacity of the functional group (quantified

by the Hammett parameter), and its effect on the local occupation of the π manifold of

the nanoribbon.

Our results allow us to obtain valuable insight into the origins of the weak binding of

molecules such as hydrogen to graphene and functionalized graphene nanostructures. Even

though the London dispersion interactions provide a major component of the binding, and

their inclusion is extremely crucial in any realistic theoretical treatment of such systems,

we note that other electrostatic interactions provide a considerable fraction of the total

binding strength. We also note that these electrostatic contributions can be effectively

tuned by edge functionalization with appropriate chemical modification, thereby resulting

in further increases in gas uptake.

While this enhancement in binding at the edge can be used to tailor graphene and/or

activated carbon materials so as to increase the uptake of hydrogen, this value of adsorption

energy needs to be further enhanced by ∼40 meV before it reaches the optimum value

of ∼150 meV that is desirable for on-board vehicular applications [231]. Nevertheless,

we suggest that edge functionalization could be useful when used in combination with

other strategies, in order to achieve the required room-temperature storage capacity. In

addition, we believe we can translate many of our qualitative conclusions to other weakly

adsorbed gases on sp2 carbon substrates, where the underlying binding mechanisms are

similar.
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Spin Transport Properties and

Molecular Magnetoresistance of

Dithienylethene Molecule attached

to Magnetic Nickel Leads

Now we come to the final study of this thesis. Following the same line of study as seen

in the earlier chapters, we use first principles calculations to study the spin transport and

magnetoresistance properties of an organic molecule called dithienylethene, connected to

magnetic nickel leads. We want to tune the spin-polarized transport in this nonmagnetic

molecule and to enhance its magnetoresistance properties; we attempt to do this by chang-

ing the shape and geometry of the magnetic Ni leads to which this molecule is attached.

We have now moved from nanostructured materials to a single molecule, which can be

thought of as the ultimate limit of miniaturization. Note that in studying transport prop-

erties, we are no longer in the equilibrium situation, and first principles calculations based

on advanced non-equilibrium theories need to be incorporated. Here we use calculations

based on the non-equilibrium Green’s function technique, implemented in combination

with DFT, to calculate the transport properties. This drastically increases the computa-

tional cost. Some of the results presented in this chapter were published in Refs. [232]

129
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and [233].

6.1 Introduction

The field of molecular electronics has attracted considerable interest in recent years [26,

234–239]. Molecules have the advantage of being defect free, and easy to synthesize on

a large scale by simple chemical methods. There have been reports of p-n junctions [26],

rectifiers [234] and switches [235], all made with molecules. Realizing an electronic cir-

cuit where the electronic components consist of single molecules can be imagined as the

ultimate limit of the miniaturization of electronics.

Another novel, rapidly growing field, hand in hand with the field of molecular electron-

ics, is that of molecular spintronics, where the spin degree of freedom can be leveraged to

accomplish new types of functionalities [29, 30]. Organic molecules are especially attrac-

tive candidates for molecular spintronics, as they offer high spin coherence and long spin

lifetimes due to weak spin-orbit and hyperfine interactions. The typical system studied in

molecular electronics consists of a molecule placed between metal leads; for spintronics ap-

plications, it is of interest to consider the case where the metal is ferromagnetic [240–242].

By studying such systems both experimentally and theoretically, it has been shown that,

by a suitable choice of molecules and anchoring groups, it is possible to obtain a large

bias-dependent magnetoresistance [30, 243]. Large values of magnetoresistance (MR) are

desirable for applications such as information storage and recording.

Molecule-metal interfaces [244] and system geometry play a vital role in determining

the properties of systems relevant to molecule electronics. Properties like charge transfer

and the ionization potential of organic thin films can be tuned by varying the orien-

tation of the organic molecules [245, 246]. It has also been shown that the symmetry of

small molecules affects the accessible conformational fluctuations, and as a result the mea-

sured conductance [239]. An extreme example of the influence of molecular conformation

on conductance is provided by photoswitching molecules such as dithienylethene and di-

arylethenes [247–255], where the breaking of a C-C bond switches the molecule reversibly

between highly-conducting and highly-resistive conformations.
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UV Light

Light
Visible

Figure 6.1: The two geometrical conformations of the dithienylethene molecule, at the left is
the ‘closed’ conformation and at the right is the ‘open’ conformation. Switching between the two
conformations can be achieved by shining light. Color code: yellow balls C, large red balls S and
small green balls H.

In addition to varying molecular orientations and molecular conformations, another

way of changing the system geometry is by varying the shape of the leads, or the way in

which the molecule makes contact to the leads. Among the many open questions in the

field of molecular spintronics, is that of how best to connect molecular components with

the outside world. There have been a few previous theoretical studies of how the trans-

port properties of molecular systems are affected by the molecule-lead contact [60–64]. In

these studies, the authors found that the conductance depended on the contact geome-

try, by up to an order of magnitude. Break junction and Scanning Tunneling Microscopy

(STM) experiments on molecular transport observed either conductance values distributed

over a wide range, or peaked at a few values, which was attributed to the presence of a

number of different molecule-lead atomic conformations when performing repeated experi-

ments [64,236,256]. However, we are not aware of any such study that considered magnetic

systems. In this chapter, we examine how the contact geometry affects the properties of

spin molecular systems, in particular, the magnetoresistance. We show that this property

is surprisingly easy to understand, and that the contact geometry plays a crucial role in

determining the magnetoresistance. For our study, we consider a dithienylethene (DTE)

molecule attached between nickel leads. DTE is a photoswitching molecule that can be

reversibly switched between two stable conformations (‘closed’ and ‘open’) by shining ul-

traviolet or visible light (see Figure 6.1). In the closed conformation, the molecule is a

good conductor via resonant transport, while in the open conformation it is a poor con-

ductor via a tunneling mechanism. For our purpose, using DTE is of interest because

this permits us to investigate and compare these two different conduction regimes, while



132 Chapter 6

retaining the same molecule-lead anchoring configuration. Ni is a so-called strong ferro-

magnet, i.e., one spin channel in the d -band is completely filled. Earlier theoretical and

experimental studies have examined the conduction properties of DTE molecules between

non-magnetic leads [257–260].

6.2 Computational Details

Our calculations for determining the electronic structure and equilibrium geometry of the

molecule under consideration here were performed within the framework of ab initio den-

sity functional theory (DFT) [66]. In this study, we have used the DFT code SIESTA [82],

which uses an efficient numerical atomic orbital basis set for the description of the valence

electrons. Using a localized basis set has the advantage of reducing computational time,

as the large matrices involved in the computations become mostly sparse in a representa-

tion of localized basis functions. A double ζ plus polarization orbital basis set was used

for all the atoms in the molecule. In contrast, the atoms in the leads were treated at

the level of single ζ orbitals for the d electrons and double ζ orbitals for the s electrons

plus a p polarization orbital. The interactions between the core and the valence electrons

were described using norm-conserving, non-local Troullier-Martins pseudopotentials [261].

The Perdew-Burke-Ernzerhof (PBE) [77] form of the generalized gradient approximation

(GGA) for the exchange-correlation energy functional was used.

To perform the spin polarized transport calculations, we have used the SMEAGOL

code [30, 83, 262], that interfaces the non-equilibrium Green’s function (NEGF) scheme

for electronic transport [263], with the DFT implementation in the SIESTA code. For

our calculations, we consider a typical two terminal setup (as described earlier in Chapter

2), with the molecule or the scattering center (SC) connected between two semi-infinite

metallic leads on the left (L) and right (R). The scattering center (SC) contains the

molecule across which the the spin-polarized current of electrons is allowed to flow, as well

as a few layers of the metallic lead on either side, so as to allow a smooth matching of the

electrostatic potential in the molecule with that in the leads [83]. The leads (L and R)

are treated as reservoirs of electrons, each with a chemical potential (µL and µR). The
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effect of an applied bias voltage is to change the chemical potential of one of the leads

with respect to the other, i.e., to produce rigid shifts in the energy spectra of the leads.

The non-equilibrium Green’s function for the SC is given as,

G(E, V ) =
[
E + i0+ −H(V )− ΣL(E, V )− ΣR(E, V )

]−1
, (6.1)

where H(V ) is the Hamiltonian of the SC (which is a functional of the charge density),

V is the applied potential (bias), E is the energy, and ΣL,R are the energy- and bias-

dependent self-energies of the left, right leads. The self energies describe the interaction

of the SC with the leads and are essential for establishing the appropriate open boundary

conditions of the transport problem. The Green’s functions are calculated via a self-

consistent procedure, which accounts for the non trivial potential profile which develops

in the SC as an effect of the external bias potential on the charge density of the scattering

center. After the convergence of the self-consistent procedure, the transmission function

T (E, V ) is calculated using the Landauer-Büttiker formula [108],

T (E, V ) = Tr
[
ΓL(E, V )G(E, V )ΓR(E, V )G†(E, V )

]
, (6.2)

where ΓL,R(E, V ) = i(ΣL,R − Σ†L,R) is the broadening matrix for leads L,R. The trans-

mission function is calculated for each spin channel, and thus is labeled by a spin index

σ. The transmission function of Eq. (6.2) is integrated over the bias window (EF − eV/2,

EF + eV/2) to yield the spin-dependent current:

Iσ(V ) =
e

h

∫ ∞
−∞

T σ(E, V ) [f(E − µL)− f(E − µR)] dE . (6.3)

6.3 The Dithienylethene molecule

The dithienylethene (DTE) molecule is a non-magnetic organic photoswitching molecule,

that can reversibly switch between two stable conformations ( “closed” and “open”) upon

shining ultraviolet or visible light (see Fig. 6.1). The structure of the DTE molecule

consists of three carbon rings: a central hexagonal ring, connected on either side to two
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(a) Closed, front view (b) Closed, side view
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Figure 6.2: Front and side view of the geometry for the (a), (b) closed and (c), (d) open
conformations of the DTE molecule, respectively. Color code: C – yellow, S – red, H – green.

five-fold rings (four carbon atoms and a sulfur atom), with thiol groups on either side.

It is one of the carbon-carbon bonds of the central hexagonal ring that breaks when

the molecule is irradiated by visible light, thus changing the geometry from a “closed”

conformation to an “open” conformation. The reverse transformation from “open” to

“closed” can be caused by irradiation with ultraviolet light.

The differing geometries and resulting electronic structures of these two conformations

give rise to very different conduction properties. The “closed” molecule shows much higher

conductivity than that observed in the case of the “open” molecule. Experiments have

shown that the “closed” conformation of a pyridine-terminated DTE molecule attached to

gold leads has higher conductivity than the “open” molecule, by at least a factor of 30 [255].

The DTE molecule and its derivatives can find many applications, e.g., as opto-electronic

switches. There have been many theoretical as well as experimental studies of DTE and

related molecules attached to Au leads, with the aim of exploiting this particular virtue

of the molecules. The sulfur atoms of the thiol groups are generally used to attach to the

metal leads in these transport setups. Molecular crystals composed of molecules related

to DTE have been experimentally reported to show large shape changes upon irradiation,

and hence can find applications as photo-responsive actuators [264].

We want to understand the role of the molecule-metal contact in determining the spin
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dependent transport and magnetoresistance properties of molecules. The DTE molecule

is a good candidate for such a study, as it has two advantages: (i) the ‘photoswitching’

aspect, where the effect of the molecule-metal contact on the relative conductance of the

two conformations of the molecule can be understood, (ii) the “closed” and the “open”

conformations of DTE can be considered as representative of the two different possible

transport regimes; with the highly conducting “closed” conformation representing the

resonant transport regime and the low conduction via the “open” conformation resulting

in an example of the tunneling transport regime. Thus using the two conformations of

the DTE molecule has the advantage of allowing us to investigate and compare the effect

of the lead contact in both of these transport regimes, without significantly altering the

molecule-lead anchoring configuration.

We first examine the structural properties of the two conformations of an isolated

DTE molecule (See Fig. 6.2). The “closed” conformation of the DTE molecule is a rather

planar molecule, with the central six-fold ring and the five-fold rings on either side as well

as the thiol attachments on either side lying mostly in one plane. Only two sp3 bonded

carbon atoms of the central ring (atoms C9 and C10) and the hydrogen atoms attached

to them (atoms H7 and H8) protrude out of the plane of the molecule on either side [see

Fig 6.2(b)]. It is the bond between these two carbon atoms of the central ring that is

involved in the photoswitching process, this C-C bond is broken as the molecule switches

from its “closed” to “open” conformation. We optimized the geometry of an isolated DTE

molecule in both the conformations in a large cubical box of dimension 30 Å, and found

the length of this particular C-C bond length to be 1.51 Å for the “closed” conformation

and 3.13 Å for the “open” conformation. In the “open” conformation, these two carbon

atoms are no longer sp3 bonded, but are instead sp2 bonded, and hence like to be in the

plane of the three atoms to which they are attached. The two pentagonal rings of the

open molecule prefer to lie in different planes in the “open” conformation [see Fig 6.2(d)],

where the planes in which these rings lie make an angle of ∼45◦ with each other. We note

that upon checking the results for the structure of the isolated DTE molecules using the

plane wave pseudopotential code Quantum ESPRESSO, we obtain very similar results.
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(a) (b) (c)

(d) (e) (f)

Figure 6.3: Geometries of systems studied (a) Closed and (d) Open conformation of the DTE
molecule between flat Ni leads, attached to the hollow site, (b) Closed and (e) Open conformation
of the DTE between sharp Ni leads, and (c) Closed and (f) Open conformation of the DTE between
flat Ni leads, attached to the atop sites. Color code: C – yellow, S – red, H – green, Ni – gray.

6.4 Systems studied

To understand the effect of lead geometry on the spin dependent transport properties and

the magnetoresistance (MR), we consider two extreme cases of lead geometry: one (Case

A) consisting of a flat Ni(100) surface [see Figs. 6.3(a) and 6.3(d)] and the other (Case

B) consisting of a pointed one-atom-sharp tip [see Figs. 6.3(b) and 6.3(e)]. In Case A,

the DTE molecule is connected to the leads in such a way that the end sulfur atoms of

the molecule bind to the hollow site of the flat Ni(100) surface, this is the energetically

most favorable binding site. In this calculation, the Ni(100) surface was modeled by a slab

consisting of five layers of Ni, with 3 × 3 atoms per layer on each side of the molecule,

with periodic boundary conditions in the perpendicular directions. In Case B, the sharp

tip is constructed by placing a pyramidal Ni apex over a Ni(100) surface. In this case, the

sulfur ends of the molecule bind to an atop site on the pointed tip. To understand whether

the changes in the magnetoresistance that arise in these two extreme cases are a result of

the change in the tip geometry or are an effect of the anchoring site, we consider a third,

intermediate, situation where the DTE molecule is attached to the rather energetically

unfavorable atop binding site of the flat Ni(100) surface [see Figs. 6.3(c) and 6.3(f)]. We

perform calculations using both closed and open conformations of the molecule in all these

three cases.
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For calculating the MR, we need to consider two distinct relative spin orientations

of the leads: (i) parallel (↑↑), and (ii) antiparallel (↑↓), to each other. Thus we have

performed calculations on twelve different configurations in total, each of these calculations

are carried out at bias voltages varying from 0 V to 0.8 V.

6.5 Results

We first try to highlight the differences in the transport properties of the two conformations

of the DTE molecule, the “closed” and “open” conformations. As mentioned earlier, the

closed molecule shows much higher conductance than the open molecule. The differences

in the transport mechanisms of the two conformations can be clearly seen by looking at

differences in their electronic structures.

6.5.1 “Closed” molecule v/s “Open” molecule

The electronic properties of the DTE molecule crucially depend on its geometry. The

switching of the molecule from one conformation to the other results in a change in the

electronic structure of the molecule. This can be seen by looking at the frontier molecular

orbitals, i.e., the highest occupied molecular orbital (HOMO) and the lowest unoccupied

molecular orbital (LUMO) for the closed and open conformations of the DTE molecule (See

Fig. 6.4). It is easy to notice that in the closed case, the charge density corresponding

to the HOMO and the LUMO is mainly located between alternating carbon atoms of

the carbon backbone (atoms C1–C8) that connects the sulfur atoms (S1 and S2) of the

end thiol attachments [see Fig. 6.4(a)]. On the other hand, the HOMO and LUMO of

the open molecule have significant charge density between alternate carbon atoms of the

central carbon ring [see Fig. 6.4(b)]. It is this difference in the spatial distribution of the

frontier orbitals of the closed and the open conformations, that will result in the distinct

conduction properties of the two conformations.

When the molecule is in contact with the leads, the sharp molecular states broaden as

well as shift in energy. In Fig. 6.4 we have shown, as an example, the densities of states

of both the closed and open conformations of DTE, when connected to the hollow site
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Figure 6.4: Density of states and frontier Molecular Orbitals for the (a) closed and (b) open
conformations of the DTE molecule, corresponding to the HOMO and the LUMO, respectively.
The charge density corresponding to an isosurface value of 0.005 e/bohr3 is shown in blue. Color
code: C – yellow, S – red, H – green.

of the flat Ni leads, in ↑↑ (black curve) and ↑↓ (magenta curve) spin orientations of the

leads. In the case of the closed conformation, the HOMO and the LUMO become broad

peaks centered at about 0.5 eV below EF and at about 1.1 eV above EF , respectively. For

the open conformation, the broadening of the HOMO and LUMO is smaller, resulting in

the fairly sharp peak features at around 1.5 eV below EF and at about 1.2 eV above EF ,

respectively.

A number of previous studies have established that the closed conformation of the DTE

molecule is a good conductor and conducts via a resonant transport mechanism, while the

open conformation is a poor conductor and conducts via a tunneling mechanism, in the

open conformation. We therefore examine the projected density of states (PDOS) on the

different atoms in the system. As an example, we have plotted the PDOS over different

atoms of the closed and the open molecule attached to the hollow site of flat leads in the

↑↑ spin orientation (see Fig. 6.5). It is clearly evident that for the closed conformation,

the variation in the PDOS in the neighborhood of the Fermi energy is negligible as one

traverses the C-backbone, resulting in resonant transport. On the other hand for the open

conformation, the PDOS decays exponentially as one goes from the two ends to the middle

of the C-backbone, which is a clear signature of tunneling transport. Note that the y-axis

scales in Figs. 6.5 (a) and (b) are different.

Next, we will describe spin polarized transport via the DTE molecule, and attempt

to understand the effect of varying the lead geometry on the spin-dependent conduction
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Figure 6.5: Projected density of states over the different carbon atoms along the C-backbone for
(a) closed conformation and (b) open conformation of the DTE molecule connected to the hollow
site of the flat Ni leads at zero bias in the ↑↑ spin orientation. The PDOS is summed over both
the spin channels. See Fig 6.2(c) for the convention used to label the C-atoms.

properties and the magnetoresistance of the DTE molecule.

6.5.2 Spin Polarized Conduction

First we plot the I-V characteristics for the closed and the open conformations of the

DTE molecule in the three geometries cases discussed earlier (see Fig. 6.6). It is clear

from the I-V characteristics that the current in the closed conformations is about two

orders of magnitude higher than in the corresponding open conformations, both in the

↑↑ and the ↑↓ situations. The contributions of the majority (Iup), and the minority spin

(Idown) channels to the total current are also shown.

Some general trends can be obtained by looking at the I-V characteristics, which apply

for both closed and open conformations, despite the fact that the electronic transport

mechanism in these conformations is drastically different. (a) In the ↑↑ situation, in

general, both the spin channels show more or less equal contribution over the entire voltage

range considered. (b) In the ↑↓ situation, the contribution from the two spin channels is

roughly equal at low bias, but becomes increasingly disparate at higher bias voltages; this

gives rise to a pronounced spin polarization of the current through the molecule. In the

insets in Fig. 6.6, we also plot the degree of spin-polarization of the current (SP), which is
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defined as (Iup − Idown)/(Itot), where Iup and Idown are the currents via the majority and

minority spin channels, and Itot = Iup + Idown, is the total current. In all the geometries

considered here, the degree of spin-polarization of the current is seen to increase with

increasing the bias voltage in the ↑↓ situation, up to about 0.7 V.

Looking at the I-V curves for DTE, it is interesting to note that the impact of the

lead geometry appears to be more prominent in the tunneling transport regime (the open

conformation) than in the resonant regime (the closed conformation). The current via the

open conformation increases dramatically (by about an order of magnitude) in the cases

where contact of the molecule is made to the sharp tip geometry (Case B) and to the atop

site of the flat lead (Case C). This observation is in agreement with earlier studies showing

that the conductance via an organic molecule is significantly affected by the interface

with the leads. For example, theoretical studies show that the zero bias conductance of

alkanethiols (where it is quite well established that the conduction occurs primarily due

to a non-resonant tunneling process) connected to gold leads, depends strongly on the

atomic arrangement in the lead [61].

To further emphasize the effect of the leads, we also plot the ratio of the currents in

both the conformations of the molecule, Iclosed/Iopen. A large value of this quantity is

advantageous for the use of the DTE molecule as an optoelectronic switch. Our results

for this ratio, in the various tip geometries and attachment sites, are plotted in Fig. 6.7.

We find that in Case A, where the molecule is attached to the hollow site of the flat Ni

surface, this ratio is quite large, between 80–90 for the ↑↑ spin orientation, and ∼70 for

the ↑↓ spin orientation of the leads. For Case B where the molecule is attached to the

sharp tip, this ratio drastically drops down to 20–50 for the ↑↑ spin orientation and 10–20

for the ↑↓ situation. Even for Case C, where the molecule is attached to the energetically

unfavorable atop site, this ratio is small, ∼20. This reduction is mainly an effect of the

atop attachment site, rather than the sharp lead geometry. As seen earlier, the current

in those cases where the open molecule is attached to the atop site increases, and hence

the ratio Iclosed/Iopen goes down. These results underline the significance of the contact

geometry with the leads in determining the conduction properties. To summarize, if one
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Figure 6.7: The ratio of the current for the closed and the open molecule Iclosed/Iopen for (a)
↑↑ and (b) ↑↓ situations, for Case A (black circles), Case B (red squares), and Case C (green
triangles), respectively. This figure has appeared in Ref. [233].

wants a high “on-off” current ratio via the molecule, it is would be best to make contact

to the hollow sites of the flat leads.

To understand these results, we now look at the transmission coefficients, as a function

of the bias voltage, for the different situations discussed above. The current through

the DTE molecule is the integral of the bias dependent transmission coefficient over the

relevant bias window, as described earlier in Eq. (6.3). If one compares the transmission

coefficient in the closed and the open cases, on can clearly see that for the closed molecule

there is a significant value of the transmission in the bias window, in contrast to the open

molecule. This results in the low current in the open molecule.

Comparison with results for different lead materials

Before going to the detailed study of the magnetoresistance (MR), we wish to compare

the effect of using different metals as leads on the conduction properties of the DTE

molecule. We wish to compare our results for DTE connected to spin-polarized nickel

leads, with those obtained by some of our earlier studies on the conductance of DTE using

non-magnetic nickel, silver and gold leads [259,260]. In this case, we compare only to the

results obtained for the situation where DTE is attached to the flat nickel surface, in the

case of parallel (↑↑) spin polarization of the leads. For better comparison, the distance
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Figure 6.10: Transmission coefficients as a function of energy, calculated for both closed and open
conformations of the DTE molecule attached to four different lead materials: from top to bottom,
Au, Ag, non-magnetic Ni, and spin-polarized Ni. For each material, the transmission functions
calculated at zero bias and 1 V bias are shown. The red and blue curves denote the majority
and minority spin transmission coefficients, respectively. The vertical dashed lines denote the bias
window. The bulk DOS for each metal is also shown.

between the metal and the sulfur atom of the DTE was fixed to be 1.9 Å, for all the metals.

Though this was a stable geometry in the case of Au and Ag, this is an overestimation for

the case of nickel (optimized distance for the case of nickel is about 1.45 Å for the closed

conformation and 1.38 Å for the open conformation). However it was checked that the

results are not qualitatively different than those for the optimized case.

In Fig. 6.10, we plot the transmission functions for the closed and the open molecule

for different metal leads, for both closed and open conformations of the DTE molecule.

The transmission function is plotted for zero bias as well as for a bias of 1 V. We have

also plotted the bulk density of states (DOS) of the metals for comparison. One can see

from the DOS that the d-states of Au and Ag are completely filled, and lie way below EF .

Thus the states contributing most to the transport properties are the s-states for these

two metals. Ni is a strong ferromagnet, i.e., one spin channel in the d-band is completely

filled. In the case of non-magnetic Ni, where spin-polarization is not allowed [denoted as

Ni (nsp) in the figure], the d-states lie at EF and show up as the sharp peaks in the DOS.
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For spin-polarized Ni [denoted as Ni (sp) in the figure], the DOS is spin-split as shown, and

is indicated by the majority (red) and minority (blue) curves. In this case, the d-states of

the majority spin channel are filled and lie about 0.5 eV below EF , whereas the minority

spin channel shows the d-states at EF .

The transmission functions also show some significant differences for the above listed

metals. For Au and Ag the transmission function is quite similar, for both closed and

open conformations of the DTE molecule. The transmission for the closed conformation

shows a smooth Lorentzian-like structure for both these metals, which we point out is a

signature of the s-like electrons contributing to it. As the bias is increased, these peaks

move to lower energies, the magnitude of this shift is larger for Ag than for Au. For the

open molecule, we see a broad feature in the transmission below EF for both Ag and Au,

which narrows down (prominently for Au) at higher bias. For the case of Ni (nsp) where

it is not allowed to spin-polarize, we find that the transmission coefficient of the closed

conformation shows a broad jagged feature centered around the Fermi energy. This is a

distinct signature of the localized d-states. In the case of spin-polarized Ni, the minority

spin channel again shows this distinct d-character in the transmission coefficient. The

majority spin channel transmission resembles the transmission for the Au and Ag cases,

with a clearly visible Lorentzian-like structure just below EF . As the bias is increased,

the majority spin channel gradually becomes jagged as the d-states increasingly start to

contribute.

6.5.3 Magnetoresistance

Next, we compute the bias-dependent magnetoresistance (MR) for both the closed and

the open conformations of the molecule, these results are plotted in Fig. 6.11. The mag-

netoresistance is given as

MR(%) =

(
I↑↑ − I↑↓

I↑↓

)
× 100 =

(
I↑↑
I↑↓
− 1

)
× 100, (6.4)

where I↑↑ and I↑↓ are the currents when the molecule is placed between leads that are

spin-polarized parallel or anti-parallel relative to each other, respectively. The MR values
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show the results for the open conformation. This figure has been published in Ref. [233].

for the closed conformation are shown by dots, and those for the open conformation are

shown by squares, for all the three cases of system geometries considered.

The MR shows a significant bias dependence for most of the cases considered. Most

importantly, the magnetoresistance shows a large enhancement, in the case where the

molecule is attached to the sharp tip geometry. More specifically, the slope of the MR

vs V curve is much larger (and thus results in a much larger value of MR for most bias

values) in Case B as compared to Case A. Interestingly, this is true for both closed and

open conformations of the molecule, i.e., for both the resonant transport and tunneling

transport regimes. For Case C, where the molecule is connected to an atop site of the

flat Ni surface, the MR values are not significantly enhanced. Thus comparing the three

cases, it is clear that the enhancement of MR is an effect of the sharp tip geometry rather

than of the attachment site of the molecule lead contact.

Interestingly, we also see that in most of the cases, the MR becomes negative at higher

bias voltages. Negative values of MR mean that the net current in the antiparallel (↑↓) spin

configuration of the leads is higher than the current in the parallel (↑↑) spin case. Negative

values of MR have been reported previously by Dalgleish et al., who note that this may

be expected to happen in general for molecules placed between ferromagnetic leads [265].
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They observed that organic molecules connected between Fe leads show negative MR at

higher bias, irrespective of whether the molecule conducts via resonant transport or via

tunneling. They however speculated that this effect may be absent for Ni leads, due to the

relatively small spin splitting in case of Ni in comparison with Fe; our results are contrary

to this.

6.6 Discussion and Analysis

It is important to understand the origin of the above set of trends observed in the spin-

polarized conduction and the bias dependent magnetoresistance properties of the DTE

molecule. We believe that, the closed and the open conformations of the DTE molecule

being representative of the resonant and tunneling transport regimes, an explanation of

the above results should be applicable and extendable to most nonmagnetic molecules in

general.

To gain some insight into our results, we first look at the projected density of states

(PDOS) over various atoms of the the Ni/DTE/Ni system. We find that the most sig-

nificant change in the PDOS, with the change in bias voltage applied, occurs for the two

sulfur atoms that are used to anchor the DTE molecule to the Ni leads. This variation

of anchoring sulfur atom PDOS is shown in Figs. 6.12 and 6.13 for the closed and open

molecules, respectively, for all the cases considered by us. There are some common trends

in how different features in these PDOS curves change with bias, e.g., one can observe that

as the bias increases the PDOS curves become increasingly mismatched in energy for the

↑↑ case, while the reverse happens in the ↑↓ case. These trends are present in both closed

and open molecules. This raises the possibility of the formulation of an explanation of the

spin-dependent conduction and bias dependent MR properties of the entire molecule lead

system, by focussing on the PDOS of the anchoring sulfur atoms alone. We now proceed

to develop such an explanation.
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6.6.1 A Simple Model for Magnetoresistance

We have come up with a simple explanation for the origin of the MR properties of the

Ni/DTE/Ni system, this is shown schematically in Fig. 6.14. We show in this figure, only

the data of the PDOS for Case A, for simplicity of demonstration. Similar arguments

hold for Case B and Case C. In Fig. 6.14, we basically compare the PDOS of the two end

sulfur atoms, S1 and S2 (shown in red and green). The left hand panels of the figure are

for the ↑↑ spin configuration, whereas the right hand panels show the results for ↑↓ spin

configuration. The change in the PDOS of S1 and S2 as a function of the applied bias,

for the closed conformation [panels (a) – (d)], and for the open conformation [panels (e)

– (h)], is shown. A simple schematic model PDOS, with semi-circular density of states, is

shown in the bottom panels [panels (i) – (l)], to facilitate easier conceptual understanding.

Consider the molecule attached to the Ni electrodes via sulfur atoms S1 and S2; the

sulfur PDOS is spin-split due to the coupling with the magnetic Ni leads. At zero bias, in

the ↑↑ spin configuration, the PDOS over S1 and S2 is identical, as shown schematically

in Fig. 6.14(i) [also compare with Figs. 6.14(a) and 6.14(e)]. On the other hand, in the

↑↓ spin configuration, the sulfur PDOS is spin-reversed as shown in Fig. 6.14(j) [also see

Figs. 6.14(b) and 6.14(f)].

A large PDOS over a sulfur end atom is favorable for transmission of electrons across

the contact; thus for better conductance over the entire molecular junction, a large PDOS

over both the end sulfur atoms is necessary. A mismatch in the PDOS over S1 and

S2 will inhibit transport and thus reduce conductance. Thus, at low bias voltages, the

conductance is larger in the ↑↑ spin configuration, than that in the ↑↓ case, resulting in

positive MR for low bias voltages (see Fig. 6.11).

When the bias is applied, the PDOS for S1 shifts to higher energies, while the PDOS

for S2 shifts lower in energy. This leads to an increasing mismatch between the PDOS

of the left and the right sulfur atoms in the ↑↑ case, with increase in bias; this is shown

schematically in Fig. 6.14(k) [and in Figs. 6.14(c) and 6.14(g) in the actual data]. On the

other hand, in the ↑↓ situation, the increasing bias leads to a better matching between

the PDOS of the two S atoms, in one of the spin channels, as can be seen in Fig. 6.14(l)
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lines indicate the bias window. This figure has been published in Ref. [233].
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[and in Figs. 6.14(d) and 6.14(h) in the actual data]. This explains the increasing spin-

polarization of the current at large bias in the ↑↓ case, as the conductance of the spin

channel of which the PDOS starts matching, increases. As an example, if we compare

Figs. 6.14(a) and 6.14(c) (the ↑↑ case), increasing the bias will cause the conductance to

decrease, as one goes from a situation of almost complete overlap of the PDOS of S1 and

S2 (red and green curves, respectively), to a drastically reduced overlap of the two. On

the contrary, comparing Figs. 6.14(b) and 6.14(d) (the ↑↓ case), one goes from a situation

of minimal overlap of the red and green curves, to a scenario of almost total overlap in

the majority spin channel. This leads to a higher conductance, as well as a larger spin-

polarization of the current. This also explains the negative MR at higher bias voltages,

where I↑↑ is larger than I↑↓.

Now we proceed to put our simple model on a more quantitative footing. Let ρSiσ,↑↑(E, V =

0) and ρSiσ,↑↓(E, V = 0) be the PDOS on the anchoring sulfur atom Si (i = 1, 2), at V = 0

for the ↑↑ and ↑↓ spin orientation of the leads, respectively, that we have calculated

from our DFT calculations. σ is the spin index that runs over “up” and “down” spin

channels. Within our model, we assume that the effect of the applied bias voltage V is

to cause a rigid shift in the PDOS: ρSiσ,↑↑(E, V ) ≈ ρ̃Siσ,↑↑(E, V ) = ρSiσ,↑↑(E ± V/2, 0) and

ρSiσ,↑↓(E, V ) ≈ ρ̃Siσ,↑↓(E, V ) = ρSiσ,↑↓(E ± V/2, 0), where the + and − signs are for i = 1

and 2, respectively. Here ρ̃Siσ (E, V ) is the approximation for the actual bias dependent

PDOS calculated by adding a rigid shift due to the applied bias. As discussed earlier, the

larger the PDOS, the larger is the probability that electron transport occurs across the

contact. Thus the current flowing is proportional to the PDOS over both the anchoring

sulfur atoms, in the relevant bias window, simultaneously. Thus, the total current flowing

through the Ni/DTE/Ni system (adding up the contributions of both the spin channels),

in the ↑↑ and the ↑↓ situation, respectively, is given as:

I↑↑ ∝

EF+V
2∫

EF−V2

(
ρ̃S1
up,↑↑(E, V ) · ρ̃S2

up,↑↑(E, V ) + ρ̃S1
down,↑↑(E, V ) · ρ̃S2

down,↑↑(E, V )
)
dE, (6.5)
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and

I↑↓ ∝

EF+V
2∫

EF−V2

(
ρ̃S1
up,↑↓(E, V ) · ρ̃S2

up,↑↓(E, V ) + ρ̃S1
down,↑↓(E, V ) · ρ̃S2

down,↑↓(E, V )
)
dE. (6.6)

Thus the magnetoresistance is given as:

MR(%) =


∫ [

ρ̃
S1
up,↑↑(E,V )·ρ̃S2up,↑↑(E,V )+ρ̃

S1
down,↑↑(E,V )·ρ̃S2down,↑↑(E,V )

]
dE∫ [

ρ̃
S1
up,↑↓(E,V )·ρ̃S2up,↑↓(E,V )+ρ̃

S1
down,↑↓(E,V )·ρ̃S2down,↑↓(E,V )

]
dE

− 1

× 100, (6.7)

where the limits of integration are over the bias window, i.e., from {EF − V
2 } to {EF + V

2 }.

The approximate values of MR as estimated by Eq. (6.7), are shown by the red curves in

Fig. 6.11. Our results obtained from such a simple model compare remarkably well with

the more accurate results of the full self-consistent NEGF calculations. The model is very

simple, however it succeeds in capturing the main features of our more exact results, i.e.,

(i) enhancement of MR for the sharp tip (Case B) compared to the flat surface (Case A),

and (ii) the transition from positive to negative MR as the bias is increased. This suggests

that the MR is mainly governed by the electronic structure of the contact sulfur atoms,

as given by their zero bias projected density of states, given the spin polarization of the

contact material. The electronic structure of the anchoring sulfur atoms is in turn very

sensitive to the contact geometry.

6.7 Summary and Conclusions

To summarize our results, we have performed first principles DFT and NEGF transport

calculations on a system consisting of a non-magnetic DTE molecule placed between spin-

polarized Ni leads. We have shown that the understanding of the molecule-metal interface

is very important in determining the properties of molecular spintronic systems. We

have shown that the molecular magnetoresistance and the spin-polarized conductance can

be tuned by changing the shape of the leads. We see a significant enhancement in the

magnitude of the molecular magnetoresistance at most bias voltages, for the case where
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the molecule is anchored to a sharp metal tip rather than a flat metal surface. Our results

show that precisely tailored transport properties will require atomic-scale precision in the

contact geometry; however this is typically difficult to control experimentally. We also

observe a transition from positive to negative magnetoresistance as the bias voltage is

increased.

Our results are surprisingly simple to understand – our NEGF-level results for the

behavior of magnetoresistance as a function of voltage can be reproduced not just quali-

tatively, but also to a large extent quantitatively, by a simple model which requires as its

input only the projected density of states on the anchoring atoms of the molecule, calcu-

lated at zero bias. Estimates using this model can be obtained at significantly lower com-

putational cost than that required when invoking the full machinery of the bias-dependent

NEGF calculation. Importantly, our model is seen to hold for both the resonant transport

and tunneling conducting regimes. We believe that this model can be quite helpful in

obtaining predictive assessments of the bias dependent magnetoresistance properties of

other molecules as well.
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Chapter 7

Summary and Outlook

We now summarize the main findings of this thesis and present an outlook for possible

directions of future research.

The broad aim of this thesis has been to design various materials properties of nanos-

tructures which would be best suited to different technological applications, using first

principles density functional theory based calculations. In this thesis, we have shown

four different schemes, viz., compositional variation, deliberate creation of defects, chem-

ical functionalization and morphological modification, can effectively tune properties for

electronics, spintronics, and gas storage applications of nanostructured materials.

We started with tuning the dielectric properties of SiGeN and SiCN materials, by

changing the relative composition of Si/Ge or Si/C. We observed almost linear monotonic

increase in dielectric properties with composition for SiGeN, whereas a non-monotonic

behavior was found to hold true for SiCN. Clearly SiGeN seems to be a good material for

dielectric tuning, with a dielectric constant that can be tuned from ∼7.7 to ∼9.7.

Next, we created defects in a two-dimensional system of twisted bilayer graphene,

either by removing atoms or changing their placement, and showed that many interesting

feature in the electronic aspects arise. Notable among these properties are the creation of

double Dirac cones, the appearance of magnetic moment, and an increase in the density

of states at the Fermi level. This study of defects also provides us important insights into

the extensively studied, and much debated aspect of weak interlayer coupling in bilayer
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graphene.

Then, we used chemical functionalizaton to enhance hydrogen adsorption in carbon

nanostructures, by up to ∼120 % compared to that in pristine graphene. We identified

the contributions from various interactions to the adsorption energies, and based on this

understanding, provided guidance as to what interactions to tune for increasing the hy-

drogen adsorption. We also showed that there is an almost perfectly linear increase in the

adsorption energy upon increasing the oxygen lone pair content. Though our study here

was done for hydrogen adsorption, a similar line of analysis could be followed up for other

weakly binding gases.

Finally we have enhanced the molecular magnetoresistance of a molecular spintronic

setup of an organic dithienylethene molecule between magnetic nickel leads, by tuning

the shape of the leads to which the molecule is attached. We have also developed a

simple, computationally inexpensive yet predictive model to understand and quantify the

full bias-dependent magnetoresistance. We believe that this model would work for other

non-magnetic molecules as well as molecules connecting to leads via other connecting

groups. Though the two stable geometries of the photoswitching dithienylethene molecule

were used here as representative for resonant and tunneling transport, we also gain some

knowledge about the effect of lead geometry on the photoswitching ON-OFF ratio. This

would be of interest for opto-electronics applications.

Outlook

There are some open questions which can be addressed in the future. For example, as

a follow up of our study to enhance the dielectric properties with composition shown in

Chapter 3, one can tune the properties further by using simultaneous substitution of Si

with Ge and C, to get materials like Si3−ξ−χGeξCχN4. It would also be interesting to

consider the role of defects and new dopants on the dielectric properties in such systems.

The effect of amorphization on the dielectric properties would also be an interesting study.

It would also be interesting to try new techniques like GW Approximation calculations to

see an effect on the band gap and optical properties of these materials.
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Following up on the results presented in Chapter 4, we would like to do transport

calculations and see if indeed the presence of a monovacancy in TBLG leads to strongly

spin-polarized transport.

For the issues concerning gas storage addressed in Chapter 5, we also want to explore

other ideas for enhancing adsorption, as well as examine the coverage dependence of bind-

ing, in greater detail. We also wish to use the techniques developed in the study shown in

this thesis, for understanding adsorptive storage of other gaseous fuels.

Based on the understanding developed in Chapter 6, we have a number of follow up

studies in mind. The validation of the simple model for other molecules and other connect-

ing groups, generalization of this model to explore full bias dependent magnetoresistance

of magnetic molecules, are a few to mention. In this thesis work, we have been looking at

photoswitching molecules that change shape and conductance properties on being exposed

to light. However, we have studied them using ground state DFT; it would be interesting

to return to some of these systems using time dependent density functional theory.
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Appendix A

Brillouin zone integrations over a

non-uniform k-point mesh.

In (pristine) graphene, the density of states (DOS) in the vicinity of the Fermi energy EF

is very low. This low DOS arises from the conical bands (Dirac cones) in the neighborhood

of the K point. The Dirac cones cross exactly at the K point at EF . Apart from the

Dirac cones, there are no bands present in the rest of the Brillouin zone (BZ), in the energy

window ∼ EF − 2 eV to ∼ EF + 2 eV. However, at other energies, there are bands which

stretch all over the Brillouin zone.

As a result of such a band structure, the numerical BZ integrations in graphene are

tricky. Some quantities, e.g., the Fermi energy EF , can be very sensitive to the density of

the k-point mesh used. Especially, progressively increasing the k-point sampling density

does not guarantee a quick convergence of EF . The problem lies in the fact that in the

energy window EF − 2 eV, the eigenvalues which contribute to the BZ integration come

only from the neighborhood of the six corners of the BZ. Thus for the precise evaluation

of EF , one would like to have a high density of k-points near the six corners of the BZ.

The correct evaluation of the Fermi energy also requires that the k-points at which the

Dirac points lie, (i.e. the K points in the case of pristine graphene) must be included in

the integration. This means that for graphene one must use an unshifted k-point mesh

where nk, the number of k-point divisions, is a multiple of three.
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Figure A.1: Non-uniform k-point sampling that is dense near the K point, but sparse in rest of
the BZ. This mesh corresponds to ∆ks=18, and ∆kd=54.

However in the case of Stone-Wales defects in graphene, the Dirac cone shifts slightly

away from the K point. For getting a correct value of EF , it is essential that the k-point

at which the shifted Dirac point lies, is used in the integration. This can require a very

dense k-mesh, if a uniform sampling is used. In such a scenario, a non-uniform k-point

mesh (a k-point mesh which is very dense in the vicinity of the Dirac point, but relatively

sparse in the rest of the BZ), would be better for carrying out the BZ integration. An

example of such a non-uniform k-mesh is shown in Fig. A.1.

In this mesh, the BZ is divided into two regions with uniform k sampling: (1) a dense

region in the vicinity of K point, with a k-point density ρd = 1/∆kd
2 and (2) a sparse

region in rest of the BZ, with a k-point density ρs = 1/∆ks
2. ∆kd and ∆kd are the grid

spacings of the dense and sparse k-meshes, respectively. The mesh shown in Fig. A.1,
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Figure A.2: Comparison of DOS for a non-uniform k-mesh and a very dense uniform mesh for
graphene. The non uniform mesh corresponds to ∆ks=18, and ∆kd=54, shown in Fig. A.1. The
dense uniform mesh corresponds to a 36 × 36 Monkhorst-Pack mesh.

corresponds to ∆ks=18, and ∆kd=54. For BZ integration, appropriate weights must be

assigned to the k-points in each of the regions. These weights are simply proportional to

the k-point density in the two regions, ρd and ρs.

Using such a non-uniform mesh we have calculated the DOS for graphene (see Fig. A.2).

Our results compare quite well with the DOS calculated with a very fine k-point sampling.
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[62] A. Grigoriev, J. Sköldberg, G. Wendin, and Z. Crljen, Phys. Rev. B 74, 045401

(2006).

[63] H. Kondo, H. Kino, J. Nara, and T. Ohno, Phys. Rev. B 73, 235323 (2006).

[64] C. Li, I. Pobelov, T. Wandlowski, A. Bagrets, A. Arnold, and F. Evers, J. Am.

Chem. Soc. 130, 318 (2008).

[65] M. Born and J. R. Oppenheimer, Ann. Physik 84, 457 (1927).

[66] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).

[67] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).

[68] D. D. Johnson, Phys. Rev. B 38, 12807 (1988).

[69] D. Vanderilt and S. G. Louie, Phys. Rev. B 30, 6118 (1984).

[70] D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566 (1980).

[71] J. P. Perdew and A. Zunger, Phys. Rev. B 23, 5048 (1981).

[72] S. Vosko, L. Wilk, and M. Nussair, Can. J. Phys. 58, 1200 (1983).

[73] R. O. Jones and O. Gunnarsson, Rev. Mod. Phys. 61, 689 (1989).

[74] F. Herman, J. P. Van Dyke, and I. P. Ortenburger, Phys. Rev. Lett. 22, 807 (1969)

[75] A. D. Becke, Phys. Rev. A 38, 3098 (1988).

[76] J. P. Perdew and Y. Wang, Phys. Rev. B 45, 13244 (1992).

[77] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).



Bibliography 169

[78] P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car, C. Cavazzoni, D. Ceresoli,

G.L Chiarotti, M. Cococcioni, I.Dabo, A. Dal Corso, S. de Gironcoli, S. Fabris,

G. Fratesi, R. Gebauer, U. Gerstmann, C. Gougoussis, A. Kokalj, M. Lazzeri, L.

Martin-Samos, N. Marzari, F. Mauri, R. Mazzarello, S. Paolini, A. Pasquarello, L.

Paulatto, C. Sbraccia, S. Scandolo, G. Sclauzero, A. P Seitsonen, A. Smogunov, P.

Umari, and R. M Wentzcovitch, J. Phys. Condens. Matter 21, 395502 (2009).

[79] X. Gonze, J.-M. Beuken, R. Caracas, F. Detraux, M. Fuchs, G.-M. Rignanese, L.

Sindic, M. Verstraete, G. Zerah, F. Jollet, M. Torrent, A. Roy, M. Mikami, Ph.

Ghosez, J.-Y. Raty, and D. C. Allan. Computational Materials Science 25, 478

(2002).

[80] J. A. Pople et al., Gaussian Inc., Wallingford CT, 2004.

[81] O. K. Anderson et al., Electronic Structure and Physical Properties of Solids. The

Uses of the LMTO Method, edited by H. Dreysse, Springer Lecture Notes in Physics

(Springer, New York, 2000).

[82] J. M. Soler, E. Artacho, J. D. Gale, A. Garcı́a, J. Junquera, P. Ordejón, and D.

Sánchez-Portal, J. Phys.: Condens. Matter 14, 2745 (2002).

[83] A. R. Rocha, V. Garcia-Suarez, S. W. Bailey, C. J. Lambert, J. Ferrer, and S.

Sanvito, Phys. Rev. B. 73, 085414 (2006).

[84] O. F. Sankey and D. J. Niklewski, Phys. Rev. B 40, 3979 (1989).

[85] J. Junquera, O. Paz, D. Sánchez-Portal, and E. Artacho, Phys. Rev. B 64, 235111

(2001).

[86] J. C. Phillips and L. Kleinman, Phys. Rev. 116, 287 (1959).

[87] W. E. Pickett, Computer Physics Reports 9, 115 (1989).
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