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Preface

The theme underlying this thesis is the investigation of strongly correlated model

Hamiltonians and materials. In this context, the first chapter provides a general

introduction to the strongly correlated electronic systems next two chapters 2 & 3

describe the development and implementation of two methods, namely multi-orbital

iterated perturbation theory and maximum entropy method, while the chapters 4-7

investigate the physics arising from the application of these methods along with a

numerically exact method namely continuous time quantum Monte-Carlo (CTQMC)

to the gapped Anderson impurity model (chapters 4 and 5), correlated band insulator

models (chapter 6) and to the cubic perovskite material 3C-BaRuO3 in chapter 7.

The final chapter examines a system in the extreme strong correlation limit, where

the charge degree of freedom is completely frozen, and hence the Heisenberg model

along with the Dzyaloshinskii-Moriya interactions yields an excellent description.

The system is an orthoferrite alloy, namely YFe1−xCrxO3, which displays weak

ferromagnetism and magnetization reversal in certain parameter regimes. We now

describe the work contained in these chapters in some detail.

Theoretical investigations of quantum correlated systems represent a great chal-

lenge in modern condensed matter physics. The greatest difficulty lies in the absence

of methods that can deal satisfactorily with all aspects of the problem, namely the

multiple degrees of freedom such as spin, charge, orbital and lattice, in the presence

of strong Coulomb interactions. Although a single method possessing the above

mentioned capability remains a holy grail, a less ambitious goal would be to find

an approximate method that is computationally inexpensive, yields data directly on
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real frequencies, can handle all interactions strengths and temperatures, and most

importantly, is extensively benchmarked with exact methods to ascertain its range of

validity. This thesis describes the development of such a method in its second chapter.

The method is named multi-orbital iterated perturbation theory (MO-IPT), which

as the name suggests is a diagrammatic perturbation theory based method. We used

MO-IPT to study N-fold degenerate and non degenerate Anderson impurity models.

As applications of the solver, we have combined the method with dynamical mean

field theory to explore lattice models like the single orbital Hubbard model, covalent

band insulator and the multi-orbital Hubbard model for density-density type interac-

tions in different parameter regimes. The Hunds coupling effects in case of multiple

orbitals is also studied. The limitations and quality of results are gauged through

extensive comparison with data from the numerically exact continuous time quantum

Monte Carlo method (hybridization expansion CTQMC). In the case of single orbital

Hubbard model, covalent band insulators and non degenerate multi-orbital Hubbard

models, we obtained an excellent agreement between the Matsubara selfenergies of

MO-IPT and hybridization expansion CTQMC. But, for the degenerate multi-orbital

Hubbard model, we observe that the agreement with CTQMC results gets better

as we move away from particle-hole symmetry. We have integrated MO-IPT with

density functional theory based electronic structure methods to study real material

systems. As a test case, we have studied the classic, strongly correlated electronic

material, SrVO3. A comparison of density of states and photo emission spectrum

(PES) with results obtained from different impurity solvers and experiments yields

good agreement. We find that the method performs excellently in all regimes except

close to half-filling or in the proximity of quantum phase transitions.

It is very well known that quantum Monte-Carlo (QMC) algorithms are numeri-

cally exact and produce data on the imaginary frequency/time (Matsubara) axis.

But the usefulness of these algorithms is restricted because of the ill-posed problem

of Wick’s rotation or analytic continuation involved in extracting real frequency data

x



from imaginary axis. This in turn requires bins of data along with the covariance

matrix. For traditional Monte-Carlo methods such as Hirsch-Fye QMC, the maxi-

mum entropy method (MEM) based on binned data performs very well. However,

unlike Hirsch-Fye QMC methods, binning cannot be implemented in the present

implementations of CTQMC due to prohibitive computational cost. Hence, in chapter

3, we propose an alternative way to create bins by mapping each bin to a different

random seed used in the Markovian chain of the CTQMC algorithm. The bins ob-

tained by each random seed, if used to generate a covariance matrix, is amenable to

analytic continuation by MEM. We benchmark this procedure by carrying out MEM

calculations for single and two particle quantities of single-impurity Anderson model

and lattice model as well. Using the analytically continued dynamical susceptibility,

we calculate thermodynamic quantities like nuclear magnetic relaxation rate ( 1
T1T

),

Knight shift(Ks ) and Korringa ratio(κ) for single-impurity Anderson model in the

particle-hole symmetric and asymmetric cases.

In chapters 4 and 5, we applied the CTQMC method followed by MEM to

investigate the physics of a magnetic impurity in a semi-conducting host. The

screening of a magnetic impurity by conduction electrons in a metal generates a new

energy scale called Kondo temperature (TK) and the associated many-body screening

resulting in a singlet ground state is called the Kondo effect. This is a very well

understood phenomenon. The fate of a magnetic impurity in a semiconducting host

is, however, debated. The question is - To what extent is the Kondo screening active

if there are no conduction electrons at the Fermi level? We find, in a symmetric

impurity case (Chapter-4), that for any finite gap (δ) in the conduction band, the

Kondo effect is suppressed and the ground state is a doublet. The imaginary part of

Matsubara self-energy (-Im Σ(iωn)) exhibits universal scaling in terms of ωn/TK for

a fixed gap of δ/TK , which is in parallel to the single-particle spectral function on

real frequency axis. Using the self-energy and the longitudinal static susceptibility,

we obtain a phase diagram in the temperature-gap plane. The separatrix between

xi



the low temperature local moment phase and the high temperature generalized

Fermi liquid phase of this phase diagram is shown to be the lower bound of the

critical scaling region of the zero gap quantum critical point. Based on dynamical

spin susceptibility scaling as a function of ω/T, we classified the zero gap quantum

critical point as an interacting type. We have computed the nuclear magnetic spin-

lattice relaxation rate, the Knight shift and the Korringa ratio, which show strong

deviations for any non-zero gap from the corresponding quantities in the gapless

Kondo screened impurity case. In the asymmetric case (Chapter-5), we find a critical

Kondo destruction of the Fermi surface in the quantum relaxation regime for a

finite value of gap δ in the bath density of states. The critical gap δc increases with

increasing particle-hole asymmetry.

The unusual effects of local Coulomb repulsion (U) in band insulators is the

theme of chapter 6. The localizing effect of U is intuitive and well-known from

extensive studies of the Mott metal-insulator transition. However, a recent study

by Garg et al opened up the possibility of finding an interaction driven metal in an

otherwise non-interacting ionic band insulator. We examine the role of U in models

that incorporate covalency into the ionic Hubbard model, and ask if metallicity is

further enhanced or suppressed. The CTQMC as well as IPT methods have been

used in this work within the framework of dynamical mean field theory (DMFT). A

rich phase diagram in the temperature-covalency (ionicity) plane was found. The

interaction driven metallic region found by Garg et al, here is shown analytically to

be just a line of measure zero in the U-V(ionic potential) plane for the ionic Hubbard

model. Especially, the point where the covalency is equal to the ionicity was found

to have two metallic regimes, one at the non-interacting level, and the other at large

interactions. Even more surprising is the finding that these two metallic regions are

separated by a correlated band-insulator phase. Hence correlations can not only

delocalize but also force a metal into a band-insulator.

A highly successful framework to study electronic correlations in real materials
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is the integration of density functional theory with DMFT. In chapter 7, a first-

principles investigation of cubic-BaRuO3, by combining density functional theory

with dynamical mean-field theory along with MEM, has been carried out. The

Ruthenates have strong hybridization with Oxygen due to the extended nature of 4d

orbitals in space. The screened Coulomb interaction in these materials is of the order

of 4d bandwidth, so we should expect weak to intermediate electronic correlations in

these materials. But experimentally, these oxides exhibit characteristic signatures

of strong electronic correlations such as high effective mass and non-Fermi liquid

behaviour. There are theoretical predictions that strong correlations and non-Fermi

liquid signatures in these materials are due to the Hund’s coupling. The name

coined for them in the literature is Hund’s metals. In BaRuO3 the local, on-site

Coulomb repulsion, U , was chosen to be the same as that found through constrained

random phase approximation calculations for the closely related Strontium ruthenates.

We determine the Hunds exchange, J, appropriate for 3C-BaRuO3 such that the

computed high temperature paramagnetic moment matches the experimentally

found value. Non-magnetic calculations with these parameters for single-particle

dynamics and static susceptibility show that cubic-BaRuO3 is in a spin-frozen

state at temperatures above the ferromagnetic transition point. A strong red shift

with increasing J of the peak in the dynamical susceptibility indicates a dramatic

suppression of the Fermi liquid coherence scale in cubic-BaRuO3. Such a clean

separation of energy scales in this system provides scope for an incoherent spin-frozen

phase, that extends over a wide temperature range, to manifest in non-Fermi liquid

behaviour at high temperatures and to be the precursor for the magnetically ordered

ground state.

In the final chapter, we build a semi-classical model to explain weak ferromag-

netism and magnetization reversal observed experimentally in YFe1−xCrxO3. These
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orthoferrite alloys are in fact canted antiferromagnets wherein the Dzyaloshinskii-

Moriya (DM) interaction plays a prominent role in the canting of spins. We success-

fully explain the weak ferromagnetism and magnetization reversal in YFe1−xCrxO3

at all values of x. The reason for magnetization reversal for the doping of x=0.4 and

0.5 is that Dzyaloshinskii-Moriya interaction between Fe-Fe and Cr-Cr is in opposite

direction to that between the Iron and Chromium atoms.
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Chapter 1

Introduction

“Correlation” is the behavioral dependence among two or many entities. In this

thesis, we are interested in quantum dynamical correlations between electrons in

solids. Consider a typical material containing electrons, and positive ions (have

mass ∼ 1000 times the electron mass). Since our primary focus is on dynamics

of electrons at relatively low energy scales(∼ 1-2 eV), relativistic effects need not

be considered. Employing the Born-Oppenheimer approximation[1] we can write a

general Hamiltonian that describes the electron dynamics in solids as,

H =
N∑
i=1

(
−~2

2m
∇2
i + V (ri)

)
+ e2

∑
i<j

1

ri − rj
, (1.1)

where V (ri) is the potential felt by an electron at position ri due to the periodic

array of positive ions. The last term in the above equation represents the Coulomb

interaction between electrons. The long range nature of Coulomb interactions, ( 1
rij

),

should, intuitively, lead to strong correlations. However, this is not the case, especially

when the systems have valence electrons in s and p shells. Due to the extended

nature of s and p orbitals in real space, the Coulomb repulsion between electrons in

these orbitals is highly screened. In such situations, a static mean field theory works

quite well in general. The basic idea of a mean-field theory is that the Coulomb

interaction between electrons can be replaced by an interaction between a single

1



2 Chapter 1.

electron with an effective field generated by all other electrons. With this simple

approach, the systems that have valence in s and p orbitals can be understood in a

straightforward manner.

A highly successful approach towards solving eq. 1.1 is provided by the density

functional theory(DFT)[2], which is based on two theorems by Hohenberg and

Kohn[2, 3]. These state that (a) the ground state density ρGS(r) of a bound system

of interacting electrons in some external potential V (r) determines this potential

uniquely; (b) the density that minimizes the total energy is the exact groundstate

density[4]. These statements basically reduce the problem of finding a many-body

wavefunction dependent on 3N variables on a problem of finding a function, namely

the density ρ(r) of only 3 variables. The catch is that the functional dependence

of energy on density is, in general, unknown. But, if we approximate the energy

functional Ev[ρ], then from the second theorem we can find an approximation to

the ground-state density, simply by minimizing it with respect to density. One of

the most successful early approximations among such functionals is the local density

approximation(LDA)[5, 6] where Ev[ρ] is represented by just a local functional

of density ρ(r). Subsequent improvements over the LDA functional include the

local spin density approximation and generalized gradient approximation (GGA).

However, there is no systematic way of deriving these functionals and different type of

functionals are appropriate for different class of compounds[7–9]. DFT, in principle,

yields the ground state density of the system and the ground state wave function has

a single Slater determinant of single particle wave functions. However, within DFT,

we can not treat real spins and any information about the excitation spectrum of

eq. 1.1 can not be obtained. Despite the above mentioned draw backs, DFT with

LDA/GGA functionals has been successfully used to explain the experimental band

structures in a very wide range of materials



1.1 Strongly correlated electronic systems 3

1.1 Strongly correlated electronic systems

DFT, however, fails to explain the spectral properties of solids which have partially

filled d and f shells. For this class of compounds, DFT quite often predicts a metallic

ground state but experiments show that they are insulators. Due to the localized

nature of d and f orbitals in space, screening of Coulomb interaction between electrons

in those orbitals is poor. Thus, the electrons in d and f orbitals experience a much

higher Coulomb repulsion than in the s/p orbitals, leading to strong correlation

effects, which in turn imply the break down of any effective one particle picture where

the ground state wavefunction of the system is a combination of Slater determinants,

and there are no well defined one electron excitations in the system. Because of strong

correlations, these systems exhibit interesting properties and phases. The materials

which come under this category are termed as strongly correlated electronic systems

(SCES). Typical examples of SCES[10] include cuprates, rare-earth compounds,

actinides and transition metal oxides. Some of the features of strong correlation

effects include metal to Mott transition in V2O3[11–16], itinerant magnetism in

transition metal oxides[17], giant magneto-resistance in manganites[18, 19], and high-

temperature superconductivity in cuprates[20]. Theoretical studies of SCES require

quantum many-body methods which are capable of handling strong correlations

between electrons. Traditionally, these methods have been applied to studying

model Hamiltonian’s, that ignore material specific information. With the advent of

dynamical mean-field theory (DMFT), it has become possible to combine methods

that capture material specific information based on DFT with many body methods

that are capable of handling strong correlation effects. Before we delve into the

DFT+DMFT framework, we briefly review some of the model Hamiltonian’s below.
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1.2 Microscopic model Hamiltonian’s:

The multi-orbital Hubbard model(MO-HM)[17, 21–24]is a paradigm for study of

electronic correlations in SCES. In the standard second quantization notation, the

MO-HM can be written as,

H =
∑
iασ

εiαniασ +
∑
ijαβσ

Tαβij (c†iασcjβσ +H.c.) +
∑
iα

Uniα↑niα↓ +
∑
iα 6=β

U ′niα↑niβ↓

+
∑
iσα<β

(U ′ − J)niασniβσ −
∑
iα 6=β

J(c†iα↑c
†
iβ↓ciβ↓ciα↑ + c†iβ↑c

†
iβ↓ciα↑ciα↓ +H.c.) ,

(1.2)

where c†iασ creates an electron at lattice site i, in orbital α, with spin σ and cj,β,σ

annihilates an electron at site j, in orbital β, with spin σ. The first term represents

the onsite energy of each orbital; the second term represents nearest neighbour

hopping between electrons in the orbitals. U(U ′) represents the intra(inter) orbital

local Coulomb interaction. The last three terms represents the Ising, spin flip and

pair-hopping Hund’s coupling terms, respectively. This is a model of great interest to

the many-body community because the interplay between orbital and spin degrees of

freedom leads to a rich variety of quantum phases. This model has, unfortunately, not

been amenable to exact solutions except in limiting cases such as in one dimension

for a single orbital. So, approximate analytical schemes and numerical methods to

find the solution are necessary. As a brute force method, one can diagonalize[25]

the Hamiltonian in eq. 1.2 for finite number of lattice sites to get eigen vectors and

eigen values. However as we increase the number of lattice sites, the dimension of

Hilbert space grows exponentially and hence the problem is no more tractable. We

can solve the above models exactly by using dynamical matrix renormalization group

theory[26–28] (DMRG) in one dimension but the application of the method to higher

dimensions[29] is not well established. There are other approaches as well, but they

are in the process of development. It is necessary to develop approximate methods,
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that capture the essential physics of the model and are tractable computationally.

In this respect dynamical mean field theory has emerged as the method of choice,

wherein a lattice problem is mapped onto a quantum impurity problem with a

self-consistently determined hybridization, that can be solved analytically (in an

approximate way) or numerically. Most of this thesis is devoted to the study of

MO-HM, so we will revisit this model again in the later chapters of this thesis.

Before we begin discussing DMFT, we must mention another fundamental model,

namely the multi-orbital single-impurity Anderson model (MO-SIAM)[17] which is

required to understand the effect of magnetic impurities in metals and semiconductors.

The MO-SIAM embodies a single magnetic impurity with discrete quantum states

(orbitals) coupled to a continuum of non-interacting degrees of freedom called the

bath, which could also have a multi-band structure. In second quantization notation,

we can write MO-SIAM as,

H =
∑
iασ

εiαniασ +
∑
ijαβσ

Tαβij (c†iασcjβσ +H.c.) +
∑
mσ

εmnmσ +
∑
iαmσ

V αm
i (c†iασdmσ +H.c.)

+
∑
m

Unm↑nm↓ +
∑
m<m′

U ′nm↑nm′↓ +
∑

σ,m<m′

(U ′ − J)nmσnm′σ

−
∑
m 6=m′

J(d†m↑d
†
m′↓dm′↓dm↑ + d†m′↑d

†
m↓dm↑dm↓ +H.c.) , (1.3)

where c†iασ(ciασ) creates(annihilates) the electron at lattice site i, in orbital α with

spin σ and d†mσ(dmσ) creates(annihilates) the electron in orbital m with spin σ on

impurity. V αm
i is the hybridization between bath and impurity, which allows the

electrons to hop from impurity to conduction band and vice-versa. The last four

terms in MO-SIAM represent interactions between impurity electrons in different

orbitals. We can also describe MO-SIAM in the effective action formalism, which is
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given by,

Seff = −
∫ β

0

dτ

∫ β

0

dτ ′
∑
ijσ

c†iσ(τ)G0
ij(τ − τ ′)cjσ(τ ′)

+
∑
ijklσσ′

Uijkl
2

∫ β

0

dτc†iσ(τ)c†kσ′(τ)clσ′(τ)cjσ(τ) , (1.4)

where indices, i, j, k, l denote orbitals on the impurity, and the matrix Uijkl repre-

sents the interactions between orbitals on impurity. G0(iωn) is the time dependent

bare electron Green’s function, which is given by

G0(iωn) =
1

(iωn + εm)I−∆(iωn)
, (1.5)

where I represents the identity matrix of size m×m (and m is the number of orbitals

on impurity). ∆(iωn) is the hybridization function, which has information about

the structure of the bath. The above action represents a general impurity model

that can be used to study Kondo effect in the multi-orbital case. The method which

solves the above impurity problem is called impurity solver and it is a numerical

program or analytical scheme which is able to calculate observables like the local

Green’s function G(τ − τ ′) = −〈Tτc (τ)c†(τ ′)〉Seff and self energy Σimp(iωn).

1.3 Dynamical mean field theory

Finding a non-perturbative solution for correlated models such as eq. 1.2 used to

be an impossible task before 1989, when Metzner and Vollhardt found a new limit

of the correlated models called infinite coordination number[30] or equivalently the

infinite dimensional limit. This limit took inspiration from classical mean field

theories, many of which become exact in the limit of high dimensions. The advantage

of this new limit is that the contribution of non-local diagrams to the self-energy

is zero and it turns out to be a purely local quantity i.e., Σij(iωn) = δijΣii(iωn).

In the infinite-dimensional limit, by appropriate scaling of hopping elements, the
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competition between the kinetic energy and Coulomb energy is retained in a non-

trivial way. Subsequently, E. Müller-Hartmann et. al.[31] justified the neglect of k

dependence of self-energy in the infinite-dimensional limit. Later, it was shown by

Antoine Georges et.al.[32] that in the infinite-dimensional limit one can map the

correlated lattice problem on to a self-consistent quantum impurity model such as

eq. 1.4.

The DMFT equations may be derived in many ways; one of them being the

cavity method. The basic idea of cavity method is the following; Suppose we have

a periodic lattice of N lattice sites. We can pick one lattice site and call it as a

site-0 or an impurity site. Treat it as isolated from the remaining lattice sites i.e.,

an artificial cavity surrounding the site-0 or impurity site has been created. We can

define an effective dynamics for the impurity site by explicitly integrating out all

the electronic degrees of freedom on the cavity except those of site-0. This yields an

effective action such as the one given by eq. 1.4 in case of MO-HM. In this effective

action, G0
ij(τ − τ ′) represents the Weiss mean field or the host Green’s function. In

Matsubara space, the host Green’s function is represented as,

G0(iωn) =
1

(iωn + εm)I−∆(iωn)
, (1.6)

where ∆(iωn) is the hybridization function, and it represents retardation effects from

cavity states that we have integrated already. In comparison with classical mean field

theory, the Weiss effective field in DMFT is a function of energy or time rather than

being just a scalar. The dynamical dependence of Weiss effective field is essential for

incorporating local temporal quantum fluctuations, which is the main objective of

DMFT. Thus, DMFT is the quantum analog of a classical mean field theory. One of

the quantities of interest in DMFT is the local interacting Green’s function given by,

Gloc(τ − τ ′) = −〈Tτc (τ)c†(τ ′)〉Seff (1.7)
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Now, we need to find a self-consistency condition which relates the local Green’s

function (Gloc(iωn)) with the Weiss dynamical field G0(iωn). By using effective

action defined in eq. 1.4, one can calculate impurity self-energy, Σimp(iωn) from the

interacting Green’s function and Weiss effective field,

Σimp(iωn) = G0(iωn)−1 −G−1
loc(iωn) = (iωn + εm)I−∆(iωn)−G−1

loc(iωn) . (1.8)

In the infinite-dimensional limit, one can neglect the momentum dependence of lattice

self-energy (Σlattice(iωn) = Σlattice(k, iωn)∀ k). Then, the local Green’s function can

be written as,

∑
k

1

(iωn + εα)I−H(k)−Σlattice(iωn)
= Gloc(iωn) . (1.9)

The approximation made to get the self-consistency condition is that the lattice self-

energy must be equal to the impurity self-energy[32, 33] i.e., Σimp(iωn) = Σlattice(iωn).

With this approximation, we can immediately find a self-consistency condition for

the local Greens’ function Gloc, which is nothing but an impurity Greens’ function

and the condition is,

∑
k

1

∆(iωn) + G−1
loc(iωn) + I(εα − εm)−H(k)

= Gloc(iωn) . (1.10)

Now we can find G0(iωn) and Gloc(iωn) by using an iterative procedure. An example

of a self-consistency procedure for implementing DMFT could be as follows; Start with

an initial guess of Weiss effective field G0(iωn). Then by employing an impurity solver,

calculate the self-energy. By using DMFT mapping, (Σimp(iωn) = Σlattice(iωn)) and

eq. 1.10, we will calculate lattice Green’s function(Gloc(iωn)). With this lattice

Green’s function and impurity self-energy, find a new Weiss effective field G0((iωn)

by using lattice Dyson equation, eq. 1.8. Then again solve the impurity problem

using new Weiss effective field. Iterate the procedure until convergence in the Weiss
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effective field or the self-energy reaches the desired accuracy. While DMFT is exact in

the infinite-dimensional limit, it may be used as an approximation in finite dimensions.

The most challenging step in the DMFT loop is solving the impurity problem, which

is done by using impurity solver as discussed earlier. There are semi-analytical and

numerically exact methods available as impurity solvers within DMFT. However,

each method has pros and cons, and we present a brief comparison in Table 1.1.

Table 1.1: Pros and Cons of impurity solvers within DMFT: (QMC: quantum Monte-
Carlo, NRG: numerical renormalization group, ED: exact diagonalization, DMRG:
density matrix renormalization group, IPT: iterative perturbation theory, LMA:
local moment approach, NCA: non-crossing approximation and FLEX: fluctuation
exchange approximation)

Impurity Solvers in DMFT Category Issues

QMC Exact

Computationally expensive, Very
hard to reach low temperature and
need Wick’s rotation for real fre-
quency data.

NRG Exact
Low frequency problems; lacking
for multi-orbitals.

ED Exact Discrete single particle spectrum.

DMRG Exact
Stability issues and numerical arti-
facts.

IPT Approximate
Well benchmarked for single or-
bital models.

LMA Approximate
Well benchmarked for single or-
bital models; non-perturbative

NCA Approximate Restricted to high temperature.

FLEX Approximate Lacking strong coupling physics.

In this thesis, we extended an iterative perturbation theory to multi orbital

problems, which is called a multi orbital iterative perturbation theory (MO-IPT)[34].

It is an interpolative approach and more details about MO-IPT can be found in the

one of the chapters of this thesis. In most of the chapters of this thesis, we have
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used a numerically exact method called hybridization expansion continuous time

quantum Monte-Carlo (HY-CTQMC) as a solver and details about HY-CTQMC

can be found in the beautiful review by Emanuel Gull et. al[35]. Here we are going

to compare CTQMC method with classical Ising Monte-Carlo (IMC) method in the

following steps.

Step:1

In IMC, we deal with a Hamiltonian of the form HI=
∑

ij Jσi ·σj . In case of CTQMC

methods, we work with quantum impurity Hamiltonian’s which can be written as

the sum of two parts Himp = Ha+Hb. Then we will treat Hb as a perturbation

term. There are three flavors of CTQMC based on Hb. They are continuous time

interaction expansion (CT-INT) algorithm, continuous time auxiliary field (CT-AUX)

algorithm and continuous time hybridization expansion (HY-CTQMC) algorithm. In

case of CT-INT and CT-AUX algorithms, the interaction term is the perturbation

term, i.e Hb = Hint while in HY-CTQMC the hybridization between impurity and

bath is the perturbation term, i.e Hb = Hhyb.

Step:2

The partition function in the classical case (IMC) is given by Z = Tr[exp(−βHI)]. In

case of CTQMC methods, the partition function in the diagrammatic perturbation

theory representation is given by Tr[e−βHaTτe
(−

∫ β
0 dτHb(τ))].

Step:3

We can represent partition function in the IMC as a sum of all Ising configurations

of configuration space (C) i.e., Z =
∑

x∈C[exp(−βHI(x))] =
∑

x∈CW(x). In case of

CTQMC methods, we expand the partition function in powers of Hb then we can

write Z =
∑∞

k=0

∫∫∫ β
0
dτ1...dτkp(τ1, ..., τk) =

∑
x∈CW(x). Each term in the expan-

sion series represents a set of Feynman diagrams and the weight of the diagrams

(configuration) at k-th order is W(x) = p(τ1, ..., τk)dτ1...dτk.

Step:4

The elements of configuration space (C) in the Ising case contains a set of N “Ising
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spins” each assuming either an up or down state, i.e, C = {{↑, ↑, ↓, ↑, ..}, {↑, ↓, ↓, ↓

, ..}, ..., {↑, ↓, ↓, ↑, ..}}. The elements of configuration space (C) in CTQMC methods

depend upon perturbation term Hb. In case of CT-INT methods, for single orbital

case, the elements of configuration space (C) contains perturbation order and interac-

tion vertex at different Matsubara times, C = {{}, {1, τ1}, {2, τ1, τ2},..,{k, τ1, ..τk}}.

Step:5

In Monte-Carlo methods, we stochastically sample the elements of configuration space

(C). For IMC, these correspond to configurations of binary spins; while in CTQMC

they correspond to terms of the diagrammatic expansion series. By connecting

the vertex at different Matsubara times (in case of CT-INT) by non-interacting

propagators G0, we can show that the terms of expansion series are nothing but a

set of Feynman diagrams. In figure 1.1, we show the schematic of one such diagram

at the second order in the expansion series for CT-INT.

Figure 1.1: (color online) Schematic representation of diagramatic, perturbation
series expansion of CT-INT at the second order level in terms of Feynman, diagrams.

Step:6

By using a Markov chain, elements of configuration space (C) may be generated in

both the methods, i.e., IMC and CTQMC methods.

Step:7

In case of IMC, we begin with a particular Ising configuration and then randomly

pick a site and flip the Ising spin at that site. This kind of update leads to a new

Ising configuration ({↑, ↑, ↓, ↑, ..} → {↑, ↓, ↓, ↑, ..}). In case of CTQMC, we start

with a particular order of perturbation series say kth order. Then either we insert

a vertex randomly in the interval [0,β] or pick a particular vertex randomly from

the present order and then remove it. When we insert a vertex, then the order of



12 Chapter 1.

perturbation series increases from k to k+1 and in case of the removal of vertex, the

order of perturbation series decreases from k to k-1. These are the most common

updates that have been used in case of CTQMC methods. We have showed this kind

of updates for CT-INT at the second order of perturbation series in figure 1.2.

Figure 1.2: (color online) Schematic representation of insertion and removal updates
in CT-INT method.

Step:8

Once the new configuration in the Markov chain is generated, one can accept or

reject those configurations by using Metropolis acceptance probability. For the case

of Ising Monte-Carlo, it is Wacc = min(1, e−β∆E) and for CTQMC methods, it is

Wacc = min [1, βp(τ1,.τ,.τk)
k+1dτp(τ1,..τk)

].

Step:9

If the new configuration is accepted by the Metropolis algorithm, then we can calcu-

late the quantities of interest such as single and two particle Green’s function for

that configuration.

1.4 Maximum Entropy Method

The CTQMC solvers are numerically exact methods, but the usefulness of the

methods is limited because the data obtained from these methods is only on the

imaginary axis, whereas, most of the experiments measure correlation functions on

the real frequency axis. To get real frequency data from quantum Monte-Carlo

(QMC) methods, we need an analytic continuation of QMC data from Matsubara

axis to the real frequency axis. In figure 1.3 we have plotted the schematic pictures

of analytic continuation or Wick’s rotation for single and two particle quantities.
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Figure 1.3: (color online) Schematic of Wick’s rotation for single particle and two
particle quantity

Figure 1.4: (color online) Schematic of MEM procedure

The relation between fermionic single particle Green’s function and real frequency

spectrum (A(ω)) in Matsubara time and frequency [36, 37] are given by,

G(τ) =

∫
dωA(ω)K(τ, ω) (1.11)

G(iωn) =

∫
dωA(ω)K(iωn, ω) , (1.12)

where the expression for kernels are[37–39]

K(τ, ω) =
e−τω

1 + e−βω
(1.13)

and K(iωn, ω) =
1

iωn − ω
(1.14)

. Inverting the equations 1.11 and 1.12 is an ill-posed problem because of the

exponential nature of kernels K(iωn, ω) and K(τ, ω). At finite τ , and for large

frequency ω, kernel K(τ, ω) in eq 1.11 is exponentially small, so the G(τ) is insensitive

to the high-frequency features of A(ω). This means that there exist an infinite number

of A(ω)’s for a given G(τ) (within numerical accuracy), and hence the uniqueness
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of A(ω) is lost. Another way to see this is that, if we approximate the G and A in

the above equations by equal length vectors and K by a square matrix, then should

find that the determinant of K, is exponentially small (i.e., K−1 is ill-defined). In

this thesis, we have developed and used a powerful method, namely, the maximum

entropy method (MEM) for Wick’s rotation of CTQMC data. The basic idea of

MEM is, for a given G(τ), instead of asking - what is A(ω), we should ask - what

is the most probable A(ω). This can be obtained by maximizing the conditional

probability of A(ω) for a given data G i.e., P (A|G). The output of CTQMC solver

is the local Green’s function( G(iωn)) and the two particle susceptibility(χ(iνn)) on

Mastubara axis. We will pass these outputs as input to the MEM code. The output

of the MEM code is the real frequency Green’s function(G(ω)) and two particle

susceptibility (χ(ω)) on real frequency axis. A schematic of this procedure is shown

in figure 1.4.

1.5 DFT+DMFT

As mentioned earlier, the current framework of choice for studying strongly correlated

materials is the combination of DMFT with abinitio methods such as DFT[40], with

an LDA/GGA functional. The basic idea of DFT+DMFT[41] is to build a low energy

effective model for the real material by projecting the band structure obtained from

DFT on to a low-energy subspace of interest. In this thesis, we have used Wannier

90[42] technique, using which we can construct the maximally localized Wannier

orbitals, and then project the DFT band structure on to them for the chosen energy

window. Once we obtain the low energy effective model (HGGA(k)) for a given real

material, then we can introduce local electronic correlations by using DMFT. The

main object of interest in DFT+DMFT is the local electronic Green’s function, which
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is given by,

Gloc(iωn) =
∑
k

1

(iωn + µ)I−HGGA(k)−Σlattice(iωn)
. (1.15)

We obtain it by using various impurity solvers, some of which have been mentioned

above in the section 1.3 on DMFT. With this short introduction on strongly correlated

electronic systems and numerical techniques which have been used to study SCES,

we are going to discuss the work contained in this thesis briefly.

Bibliography

[1] M. Born and R. Oppenheimer, Annalen der Physik 389, 457 (1927), ISSN

1521-3889, URL http://dx.doi.org/10.1002/andp.19273892002.

[2] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964), URL http://link.

aps.org/doi/10.1103/PhysRev.136.B864.

[3] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965), URL http://link.

aps.org/doi/10.1103/PhysRev.140.A1133.

[4] J. Chayes, L. Chayes, and M. Ruskai, Journal of Statistical Physics 38, 497

(1985), ISSN 0022-4715, URL http://dx.doi.org/10.1007/BF01010474.

[5] R. O. Jones and O. Gunnarsson, Rev. Mod. Phys. 61, 689 (1989), URL http:

//link.aps.org/doi/10.1103/RevModPhys.61.689.

[6] R. M. Dreizler and E. K. Gross, Density functional theory: an approach to the

quantum many-body problem (Springer Science & Business Media, 2012).

[7] D. C. Langreth and M. J. Mehl, Phys. Rev. B 28, 1809 (1983), URL http:

//link.aps.org/doi/10.1103/PhysRevB.28.1809.

[8] A. D. Becke, Physical review A 38, 3098 (1988).



16 Chapter 1.

[9] A. D. Becke, The Journal of Chemical Physics 98 (1993).

[10] M. Imada, A. Fujimori, and Y. Tokura, Rev. Mod. Phys. 70, 1039 (1998), URL

http://link.aps.org/doi/10.1103/RevModPhys.70.1039.

[11] D. B. McWhan and J. P. Remeika, Phys. Rev. B 2, 3734 (1970), URL http:

//link.aps.org/doi/10.1103/PhysRevB.2.3734.

[12] D. B. McWhan, T. M. Rice, and J. P. Remeika, Phys. Rev. Lett. 23, 1384

(1969), URL http://link.aps.org/doi/10.1103/PhysRevLett.23.1384.

[13] L. Baldassarre, A. Perucchi, D. Nicoletti, A. Toschi, G. Sangiovanni, K. Held,

M. Capone, M. Ortolani, L. Malavasi, M. Marsi, et al., Phys. Rev. B 77, 113107

(2008), URL http://link.aps.org/doi/10.1103/PhysRevB.77.113107.

[14] F. Rodolakis, P. Hansmann, J.-P. Rueff, A. Toschi, M. W. Haverkort, G. San-

giovanni, A. Tanaka, T. Saha-Dasgupta, O. K. Andersen, K. Held, et al., Phys.

Rev. Lett. 104, 047401 (2010), URL http://link.aps.org/doi/10.1103/

PhysRevLett.104.047401.

[15] A. Toschi, P. Hansmann, G. Sangiovanni, T. Saha-Dasgupta, O. K. Andersen,

and K. Held, Journal of Physics: Conference Series 200, 012208 (2010), URL

http://stacks.iop.org/1742-6596/200/i=1/a=012208.

[16] P. Hansmann, A. Toschi, G. Sangiovanni, T. Saha-Dasgupta, S. Lupi, M. Marsi,

and K. Held, physica status solidi (b) 250, 1251 (2013), ISSN 1521-3951, URL

http://dx.doi.org/10.1002/pssb.201248476.

[17] A. Georges, L. de’ Medici, and J. Mravlje, Annual Review of Con-

densed Matter Physics 4, 137 (2013), http://dx.doi.org/10.1146/

annurev-conmatphys-020911-125045, URL http://dx.doi.org/10.1146/

annurev-conmatphys-020911-125045.



1.5 DFT+DMFT 17

[18] S. Jin, T. H. Tiefel, M. McCormack, R. A. Fastnacht, R. Ramesh, and L. H.

Chen, Science 264, 413 (1994), http://www.sciencemag.org/content/264/

5157/413.full.pdf, URL http://www.sciencemag.org/content/264/5157/

413.abstract.

[19] R. von Helmolt, J. Wecker, B. Holzapfel, L. Schultz, and K. Samwer,

Phys. Rev. Lett. 71, 2331 (1993), URL http://link.aps.org/doi/10.1103/

PhysRevLett.71.2331.

[20] J. Bednorz and K. Mller, Zeitschrift fr Physik B Condensed Matter 64, 189

(1986), ISSN 0722-3277, URL http://dx.doi.org/10.1007/BF01303701.

[21] J. Hubbard, Proceedings of the Royal Society of London A: Mathematical,

Physical and Engineering Sciences 276, 238 (1963), ISSN 0080-4630.

[22] J. E. Han, M. Jarrell, and D. L. Cox, Phys. Rev. B 58, R4199 (1998), URL

http://link.aps.org/doi/10.1103/PhysRevB.58.R4199.

[23] S. Sakai, R. Arita, and H. Aoki, Phys. Rev. B 70, 172504 (2004), URL http:

//link.aps.org/doi/10.1103/PhysRevB.70.172504.

[24] L. de’Medici, A. Georges, and S. Biermann, Phys. Rev. B 72, 205124 (2005),

URL http://link.aps.org/doi/10.1103/PhysRevB.72.205124.

[25] H. Lin, J. Gubernatis, H. Gould, and J. Tobochnik, Computers in Physics 7

(1993).

[26] S. R. White, Phys. Rev. Lett. 69, 2863 (1992), URL http://link.aps.org/

doi/10.1103/PhysRevLett.69.2863.

[27] S. R. White, Phys. Rev. B 48, 10345 (1993), URL http://link.aps.org/doi/

10.1103/PhysRevB.48.10345.



18 Chapter 1.

[28] K. A. Hallberg, Advances in Physics 55, 477 (2006), http://dx.

doi.org/10.1080/00018730600766432, URL http://dx.doi.org/10.1080/

00018730600766432.

[29] S. Liang and H. Pang, Phys. Rev. B 49, 9214 (1994), URL http://link.aps.

org/doi/10.1103/PhysRevB.49.9214.

[30] W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324 (1989), URL http:

//link.aps.org/doi/10.1103/PhysRevLett.62.324.

[31] E. Mller-Hartmann, Zeitschrift fr Physik B Condensed Matter 76, 211 (1989),

ISSN 0722-3277, URL http://dx.doi.org/10.1007/BF01312686.

[32] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Rev. Mod. Phys. 68,

13 (1996), URL http://link.aps.org/doi/10.1103/RevModPhys.68.13.

[33] A. Georges, AIP Conference Proceedings 715 (2004).

[34] N. Dasari, W. R. Mondal, P. Zhang, J. Moreno, M. Jarrell, and N. Vidhyadhiraja,

arXiv preprint arXiv:1504.04097 (2015).

[35] E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov, M. Troyer, and P. Werner,

Rev. Mod. Phys. 83, 349 (2011), URL http://link.aps.org/doi/10.1103/

RevModPhys.83.349.

[36] J. E. Gubernatis, M. Jarrell, R. N. Silver, and D. S. Sivia, Phys. Rev. B 44,

6011 (1991), URL http://link.aps.org/doi/10.1103/PhysRevB.44.6011.

[37] M. Jarrell and J. E. Gubernatis, Physics Reports 269, 133 (1996).
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Chapter 2

A multi-orbital iterated

perturbation theory for model

Hamiltonians and real

material-specific calculations of

correlated systems ?

2.1 Introduction

The development of efficient methods to solve quantum impurity problems, especially

those involving multiple orbitals, has been a significant research direction in the

field of theoretical condensed matter physics. Subsequent to the development of

the dynamical mean field theory (DMFT)[1], which is exact in the limit of infinite

dimensions and an excellent local approximation in finite dimensions, the importance

of obtaining reliable solutions to general quantum impurity problems has increased

further.

?Nagamalleswararao Dasari, Wasim Raja Mondal, Peng Zhang, Juana Moreno, Mark Jarrell
and N. S. Vidhyadhiraja, Manuscript under review in PRB, arXiv:1504.04097117.
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Within the DMFT framework, a lattice model may be mapped onto a quantum

impurity embedded in a self-consistently determined host. The impurity problem

may then be solved by a variety of techniques including– numerically exact methods

like quantum Monte Carlo (QMC), numerical renormalization group (NRG), exact

diagonalization (ED) and density matrix renormalization group (DMRG) or semi-

analytical methods like iterated perturbation theory (IPT), local moment approach

(LMA), non-crossing approximation (NCA) and fluctuation exchange approximation

(FLEX). Each method has its own advantages as well as pitfalls. For example, QMC[2]

is a numerically exact method, but is computationally expensive. It yields data on

the Matsubara axis (or imaginary time) so to obtain dynamical quantities such as the

density of states and transport quantities, analytic continuation of the data to real

frequencies is essential[3], which is a mathematically ill-posed problem. Additionally,

it is very difficult to access the low temperature region where statistical errors become

important. As a real frequency method, NRG[4] can avoid the difficulties that arise

from the need to carry out analytic continuation. However, the method becomes

extremely cumbersome for more than one impurity or channel. NRG is better suited

for low temperature studies. Recently,[5] NRG was applied to study degenerate

multi-orbital lattice problems, but the non-degenerate case remains unexplored.

ED[6] is also a real-frequency method, but one considers only a finite number of bath

states, so the resulting energy spectrum is discrete, and the broadening procedure for

obtaining continuous spectra is not free of ambiguities. Moreover, large systems or

multi-orbitals are not accessible. DMRG[7] for the single site case has some numerical

artifacts and its accuracy as an impurity solver is not entirely clear[2].

The semi-analytical methods are perturbation theory based solvers that attempt

to capture the essential physics by constructing an ansatz for the single-particle

quantities. The ansatz is based on satisfying various limits or conservation laws, and

comprises diagrams up to a certain order or sums a specific class of processes to infinite

order. The main advantages of these methods are that they are computationally less
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expensive than the numerically exact methods listed above, while also yielding real

frequency data. However, semi-analytical methods are, by definition, approximate

and need to be benchmarked against exact results to gauge their range of validity.

For example, although NCA[8] gives qualitatively correct results for temperatures

higher than the Kondo temperature, spurious non-analyticity at the Fermi energy

develops at lower temperatures[9]. To recover the correct Fermi liquid behavior at

low temperatures, one needs to consider a larger class of diagrams[10]. The FLEX

approximation is conserving in the Baym-Kadanoff sense, but it does not have the

correct strong coupling behavior. So when it is employed for the half-filled Hubbard

model, strong coupling physics like the Mott transition is not captured[11, 12]. The

FLEX[13] has been extended to study degenerate multi-orbital problems but the

issues plaguing single-orbital problems remain. The LMA is a highly[14, 15] accurate

technique, that has been benchmarked extensively [16] with NRG, but the method

has not been used to study lattice problems except the periodic Anderson model[17].

Moreover, extensions to symmetry broken phases or multiple orbital problems remain

to be carried out.

The IPT is a simple, second order perturbation theory based method and it

has been used widely to solve impurity[18, 19] and lattice problems[20] at zero as

well as at finite temperature. In the IPT, a self-energy ansatz is constructed that

interpolates between known limits (i.e., weak coupling, atomic and high frequency

limits) which is why it is also called an interpolative approach. It is clear that even

the single-orbital IPT is not free of ambiguities so different constraints or limits to

construct the ansatz yield different results. Hence, an IPT for multi-orbital problems

has been ‘synthesized’ in many different ways by various groups[21], and we discuss

these variations next.

The IPT ansatz for the self-energy Σ(ω) is based on a rational or continued

fraction expansion of a specific subset of diagrams, and consists of a small number

of free variables that are fixed by satisfying various limits, such as atomic and
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high frequency limits and conservation laws such as the Luttinger’s theorem. Such

an interpolative approach was first initiated by Mart´in Rodero[18, 22] for the

single impurity and periodic Anderson models. The approach used the second order

self-energy as a building block and the pseudo-chemical potential µ0, was fixed by

assuming that the occupation n0 of the non-interacting part of the Anderson impurity

problem is equal to the lattice occupation n. For the single impurity Anderson model

(SIAM), Yosida and Yamada[19, 23] demonstrated that perturbation theory in U is

quite well behaved for the symmetric case when expanding around the Hartree-Fock

solution. Based on these findings, Georges and Kotliar[20, 24] introduced an impurity

solver called iterative perturbation theory (IPT) to solve the single band Hubbard

model within DMFT.

Subsequently, Kajueter and Kotliar[25, 26] proposed a modification to the IPT

called modified iterative perturbation theory (MIPT). In addition to the usual

constraints of IPT, the MIPT constrains the zero frequency behavior of the self

energy by adding a pseudo chemical potential µ0 to the Hartree corrected bath

propagators. This pseudo-chemical potential, µ0, can be obtained in different ways

so there is an ambiguity in the method. Kajueter[25] fixed this free parameter by

satisfying the Friedel’s sum rule (equivalently Luttinger theorem), hence his method

is called IPT-L. The Luttinger theorem and Friedel’s sum rule are valid only at zero

temperature, hence for finite temperature calculations, Kajueter[21] used the same

µ0 that was obtained at zero temperature.

To study spontaneous magnetism in the single band Hubbard model, Potthoff,

Wegner and Nolting[27, 28] improved MIPT further by taking into account the

spectral moments up to third order and instead of fixing µ0 by using Luttinger

theorem, they fixed it by the n = n0 constraint. This method may be called IPT-n0.

They also considered the simpler option, where lattice chemical potential µ is equal

to the pseudo chemical potential µ0. This is called IPT-µ0 and they bench-marked

IPT-L and IPT-n0 with IPT-µ0. Recently, Arsenault, Sémon, and Tremblay[29]
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bench-marked IPT-n0 with CTQMC and found the pathology in IPT-n0 that, in the

strong coupling regime, the method does not recover a Fermi-liquid for filling close

to n = 1. They suggested a new method (IPT-D) to fix the µ0 through a double

occupancy constraint. The range of schemes originating from the inherent ambiguities

at the single-orbital level give an idea of the far larger range of approximations that

can be built at the multi-orbital level. These schemes will be described next.

Kajueter[21] extended his single orbital perturbative scheme to the degenerate

multi-orbital case. He used the coherent potential approximation (CPA) to calculate

higher order correlation functions in the self energy. He showed, by benchmarking

against ED, that the scheme provides reasonable results only if the total particle

density per site is less than one. For fillings greater than one, his scheme produced a

false double peaked structure at the Fermi level instead of a single resonance. The

reason for such a spurious structure is that the high frequency tails in the continued

fraction expansion can be systematically improved by considering poles involving

higher-order correlations functions in the self-energy, but this in turn seriously

degrades the low frequency behavior when the Luttinger’s theorem is attempted to

be satisfied. To study quantum transport in mesoscopic systems such as multi-level

quantum dots, Yeyati et al. [30] introduced an interpolative scheme based on IPT-n0.

Liebsch[31] applied an extension of IPT to study the orbital selective Mott-transition,

using which he showed that inter-orbital Coulomb interactions gives rise to a single

first-order transition rather than a sequence of orbital selective transitions. In

Liebsch’s extension of IPT for the multi-orbital case, he chose the self energy to

be the combination of Hartree term and second order pair-bubble diagram with

interaction vertices between electrons in different orbitals on the impurity. Laad et

al.[32] constructed an interpolative scheme for multi-orbitals that was used extensively

to study real materials through the LDA+DMFT framework. In a similar context,

Fujiwara et al.[33] developed an interpolative approach for degenerate multi-orbitals.

The novelty of their method was that they used ligand field theory in the atomic limit
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to find the higher-order correlation functions.Although there exist a large range of

schemes for extending IPT to the multi-orbital case, extensive benchmarking of any

single method has not been carried out. Recently Savrasov et al. [34], and Oudovenko

et al.[35] developed an interpolative approach for degenerate multi-orbitals based on

a simple rational form of the self-energy, where the unknown coefficients in the self-

energy are determined using slave boson mean-field and Hubbard I approximations.

In their Hirsch-Fye-QMC work on the SU(4) Hubbard model, they have observed a

good agreement in the particle-hole asymmetric cases.

In the present work, we build upon the previous knowledge to develop an inter-

polative scheme for solving a general multi-orbital quantum impurity problem. Our

scheme is also based on the second-order self-energy as a building block and we use

the generic name for the method as simply multi-orbital iterative perturbation theory

(MO-IPT). Our method has a single pseudo-chemical potential µ0, that is found

by satisfying the Luttinger’s theorem. We impose the correct high frequency and

atomic limits to get the unknown coefficients in the self-energy ansatz. In the single

orbital case, we find that MO-IPT recovers the usual MIPT self energy expression

and for the degenerate multi-orbital case, our MO-IPT self-energy expression reduces

to that of Kajueter[21]. The main novelty lies in handling the high frequency poles

in a systematic way. The method is general enough that it can be applied to study

symmetry broken phases, Hund’s coupling (density-density type) and crystal field

effects.

Since, MO-IPT is a semi analytical method it needs to be bench-marked. Subse-

quent to the description of the method, we embark upon an extensive benchmarking

of MO-IPT with numerically exact, hybridization expansion continuous time quan-

tum Monte Carlo method (S-CTQMC)[36] as implemented in the ALPS[37] libraries

and our own implementation of interaction expansion CTQMC (W-CTQMC). Our

main conclusion is that the MO-IPT method works very well when used away from

integer-fillings, even at reasonably strong coupling. At or close to integer-fillings,
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the physics is captured only qualitatively, and the asymptotic behavior close to

phase transitions could even be wrong. We have also integrated the MO-IPT with

material-specific, density functional theory based calculations (GGA+DMFT), and

thus tested it for a prototypical example of strongly correlated electronic system,

SrVO3. We compare the density of states (DOS) obtained from MO-IPT with

hybridization expansion CTQMC. A rather good agreement is obtained when the

MO-IPT photo-emission spectra (PES) is compared with experiments.

2.2 Model and Formalism

The multi-orbital Hubbard model for density-density type interactions and for cubic

environment in standard second quantization notation is given by

H =
∑
iασ

εiαniασ +
∑
ijαβσ

Tαβij (c†iασcjβσ + h.c) +
∑
iασ

U

2
niασniασ̄

+
∑

iασ 6=βσ′

(U − 2J)

2
niασniβσ′ +

∑
iσα6=β

(U − 3J)

2
niασniβσ .

(2.1)

where c†iασ creates the electron at lattice site i, in orbital α with spin σ and cjβσ

annihilates the electron at site j, in orbital β with spin σ. We are mainly interested

in the local single particle electron dynamics, which is given by the momentum sum

of the lattice Green’s function

Ĝloc(ω
+) =

∑
k

1

(ω+ + µ)I− Ĥ(k)− Σ̂(k, ω+)
. (2.2)

Here Ĥ(k) comprises intra-unit-cell hybridization and inter-unit-cell hopping, namely

Ĥ(k) = Ĥintra + Ĥ(k)inter (2.3)

where
(
Ĥintra

)
αβ

= εαδαβ + Tαβii (2.4)

and
(
Ĥ(k)inter

)
αβ

= ε(k)αβ , (2.5)
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where εα are orbital energies, Tαβ
ii are intra-unit cell hybridization matrix elements,

and ε(k)αβ is the dispersion of the lattice, that depends on its geometry. For example,

in the case of a simple cubic lattice, ε(k)αβ assumes the form, −2tαβ(cos kx + cos ky +

cos kz).

Within DMFT, one can map the multi-orbital Hubbard model on to an auxiliary

impurity problem with a self consistently determined bath. The Hamiltonian of the

corresponding single impurity multi-orbital Anderson model, is expressed in standard

notation as:

Himp =
∑
α

(εα − µ)f †αfα +
1

N

∑
k,α

Vkα

(
c†kαfα + f †αckα

)
+
∑
k,α,β

εkαβc
†
kαckβ +

1

2

∑
α 6=β

Uαβnαnβ (2.6)

Here α and β are impurity orbital indices including spin. The first term in the above

equation represents the orbital energy; the second term is the hybridization between

the impurity and the host conduction electrons, the third term represents the host

kinetic energy and the final term is the local Coulomb repulsion between electrons

at the impurity. The corresponding impurity Green’s function is given by,

Ĝimp =
1

(ω+ + µ)I− ε̂− ∆̂(ω+)− Σ̂imp(ω+)
, (2.7)

where (ε̂)αβ = εαδαβ. ∆̂(ω+) =
∑

k |Vkα|2(ω+I− Ĥ(k))−1 is the hybridization matrix

or equivalently the self-consistently determined bath; Σ̂imp(ω
+) is the impurity self-

energy obtained by solving the impurity problem. The set of equations is closed by

noting that, within DMFT, the lattice self-energy is momentum-independent and is

the same as the impurity self-energy, i.e Σ̂(k, ω+) = Σ̂imp(ω
+). The local Green’s

function obtained in Eq. (6.2) is used for defining a new hybridization as

∆̂(ω+) = (ω+ + µ)I− ε̂− Σ̂imp(ω
+)− Ĝ−1

loc(ω
+) . (2.8)
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Obtaining the self-energy however is the most challenging step, and we employ

multi-orbital iterated perturbation theory to solve the multi-orbital Anderson model.

The starting point, as usual, is an ansatz for the impurity self-energy, given by[25]

(
Σ̂imp(ω)

)
αβ

= δαβ

(∑
γ 6=α

Uαγ〈nγ〉+
Aα
∑

γ 6=α Σ
(2)
αγ (ω)

1−Bα

∑
γ 6=α Σ

(2)
αγ (ω)

)
. (2.9)

The self-energy is thus restricted to being diagonal in the orbital basis. In the above

ansatz, the first term is simply the Hartree energy and the second term contains the

second order pair-bubble diagram Σ̂(2) of matrix size N×N, where N is the number

of orbitals. The second order pair-bubble diagram on the real frequency axis is given

by

Σ
(2)
αβ(ω) =U2

αβ

∫ ∫ ∫
dε1dε2dε3ρα(ε1)ρβ(ε2)ρβ(ε3)

nF (−ε1)nF (ε2)nF (−ε3) + nF (ε1)nF (−ε2)nF (ε3)

ω+ − ε1 + ε2 − ε3
,

(2.10)

where ρα = − 1
π
ImG̃α and G̃α is the Hartree corrected bath propagator, which is

obtained from a Dyson like equation, and is given by

G̃−1
α =

(
Ĝ−1
loc + Σ̂ + ε̂− (µ− µ0) I

)
αα

. (2.11)

The pseudo chemical potential, µ0, is found at T = 0 by satisfying the Luttinger’s

theorem,

−Im

π

∫ 0

−∞
dωTr

(
dΣ̂(ω)

dω
Ĝimp(ω)

)
= 0 . (2.12)

At finite temperature, an ambiguity exists in the determination of the pseudo-chemical

potential. We choose to use the µ0 determined at zero temperature for all finite

temperatures. The chemical potential, µ, is found by fixing the total occupancy from

the local Green’s function, Ĝloc, to be equal to the desired filling,

− 1

π
Im

∫ 0

−∞
TrĜloc = ntot , (2.13)
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where the trace is over the spin and orbital indices. The unknown coefficients Aα, Bα

from Eq. (2.9) are obtained in the standard way by satisfying the high frequency

limit and the atomic limit respectively. The detailed procedure to derive Aα, Bα

and their expressions are discussed in the Appendix A. These coefficients contain

higher order correlation functions. The order of the correlation functions depends on

number of poles in the self energy. For example a pole of order n involves (n+1)th

order correlation functions. For a two pole ansatz Aα and Bα involve two and three

particle correlation functions. We calculate the two particle correlation function [38]

using the equation of motion method to obtain [39]

∑
m′ 6=m

Umm′〈nmnm′〉 = − 1

π

∫
dωnF (ω)Im [Σm(ω)Gm(ω)] . (2.14)

This single equation is not sufficient to find all the two-particle correlators. Hence as

an approximation, we use the following:

〈nmnm′〉 = −
∫
dωnF (ω)Im(Σm(ω)Gm(ω))

πUmm′(Norb − 1)
. (2.15)

We calculate the three particle correlation function encountered in Bα approximately

by decoupling it in terms of two and single particle correlation functions. In this

work, we have ignored the three particle correlation function.

2.3 Results and Discussion

The formalism developed in the previous section is applied to a wide variety of

correlated systems. We begin with a discussion of the well studied paramagnetic Mott

transition in the half-filled single-band Hubbard model. Then we examine the doped

Mott insulator. The covalent insulator is considered next, followed by the two-orbital

Hubbard model. For the latter, We investigate the effect of filling, Hund’s coupling

and crystal field splitting. Finally, we move to real material calculations considering
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specifically the case of SrVO3. As mentioned earlier we bench-mark our results with

those from numerically exact CTQMC[36] methods. The CTQMC formalism yields

results on the Matsubara frequency axis so to get the real frequency data, analytical

continuation is required. We avoid analytic continuation by transforming the real

frequency data obtained from MO-IPT to imaginary frequencies using the following

spectral representations:

G(iωn) =

∫
AG(ω)dω

iωn − ω
, (2.16)

and

Σ(iωn) =

∫
AΣ(ω)dω

iωn − ω
, (2.17)

where AG(ω) = −ImG(ω)/π and AΣ(ω) = −ImΣ(ω)/π. In order to quantify the

efficiency of the method, the imaginary part of the self energy needs to be bench-

marked rather than the Green’s function. This is because the former is far more

sensitive than the latter and moreover, the low energy scale of the system depends

on the imaginary part of the self energy.

2.3.1 Single band Hubbard model: Half-filled case

The Hamiltonian for the single band Hubbard model is given by

H =
∑
ijσ

T σij(c
†
iσcjσ + h.c) +

∑
iσ

εiσniσ +
∑
iσ

U

2
niσniσ̄ . (2.18)

We study the above model within DMFT for a semi-elliptical density of states, given

by

ρ(ε) =
4

πW

√(
W

2

)2

− ε2 . (2.19)

Here W is the full-band width. In our calculations, we choose the energy unit to be

W
2

= 1.

The half-filled Hubbard model exhibits an interaction-driven metal-insulator Mott

transition at a critical Uc. Terletska et al. [40] found that the critical exponents and
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Figure 2.1: (Color online) (a) Quasi-particle weight Z of the single band half-filled
Hubbard model obtained with different impurity solvers (see text for more details)
(b) Double occupancy D obtained from MO-IPT and S-CTQMC.

scaling functions obtained by IPT are identical to those from CTQMC. Here, we

revisit this case and benchmark the quasiparticle weight, double occupancy, spectra

and imaginary part of the self-energy. The MO-IPT method reduces to the second

order perturbation theory in terms of Hartree-corrected propagators. In Fig. 2.1(a)

we compare the quasi-particle weight Z obtained from different impurity solvers and

several values of the Coulomb interaction. The values of Z obtained from S-CTQMC

match well with those from NRG[41] for all values of U/W except close to the

Mott-transition. This is most likely because we have done CTQMC calculations

at β = 64, while NRG is at zero temperature. The critical interaction strength,

Uc
W
≈ 1.35 obtained from both the methods[42] agrees very well. The Z obtained

from MO-IPT at β = 64 matches quantitatively with CTQMC and NRG in the

weak coupling limit and only qualitatively in the proximity of the transition. On

the other hand, the results of the self energy functional approach (SFA)[43] agree

with MO-IPT in the strong coupling limit rather than in the weak coupling limit.

The MO-IPT yields the critical value of Uc
W

= 1.42, which is in good agreement with



2.3 Results and Discussion 33

Figure 2.2: (color online) Comparison of the imaginary part of Matsubara Green’s
function (left panels) and self energy (right panels) obtained from MO-IPT, S-
CTQMC and W-CTQMC[44] for U/W = 1.0 (top panels) and U/W = 1.5 (bottom
panels) at β = 64.

the critical value Uc
W

= 1.45 obtained from SFA[43] at zero temperature. The double

occupancy obtained from MO-IPT and S-CTQMC (shown in panel (b) of Fig. 2.1)

also match, except very close to the transition. A detailed comparison of spectra

from S-CTQMC and W-CTQMC with the same from MO-IPT (transformed to

imaginary frequencies) is shown in Fig. 2.2. The left panels show the imaginary part

of the Green’s function at U/W = 1.0 (top panel) and U/W = 1.5 (bottom panel),

while the right panels show the imaginary part of the corresponding self-energies.

The excellent agreement between the three methods is clearly evident.

2.3.2 Single band Hubbard model: Doped Mott insulator

case

The single band Hubbard model has gained a lot of interest, because the doped

Mott insulator regime is believed to capture the essential physics of high Tc

superconductors[45]. This regime is, in reality, highly complex, because many
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different factors such as proximity to the antiferromagnetic Mott insulator, disorder,

d-wave superconducting fluctuations and pseudogap physics have to be treated on

an equal footing. Hence, investigations of the doped Mott insulator in all its glory

represents one of the toughest challenges in condensed matter. Here, we take a

simplistic approach to the problem, and investigate the performance of MO-IPT in

the paramagnetic doped Mott insulator in infinite dimensions. Our MO-IPT reduces

basically to the IPT-L in this regime.

Figure 2.3: (color online) Quasi-particle weight obtained from MO-IPT (or IPT-
L) is compared to the same obtained from CTQMC for the paramagnetic doped
Mott-insulator as a function of filling with U/W = 1.5 and β = 64.

A comparison of quasi-particle weight at U/W = 1.5 obtained from MO-IPT

and S-CTQMC as a function of filling (Fig. 2.3) yields, surprisingly, an excellent

agreement. We observe that as we decrease the filling (from 1) for a given U/W , the

Mott insulator turns into a strongly correlated metal and finally ends up as a simple

metal. In the strong coupling limit, for filling close to n = 1, the IPT-n0 method

gives an insulating solution, while the IPT-L correctly predicts a metal in agreement

with exact methods. Kajueter and Kotliar have benchmarked the real-frequency

spectral functions obtained from IPT-L with exact diagonalization calculations and

had found good agreement. We find that the imaginary part of the Green’s function
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Figure 2.4: (color online) Doped Mott insulator: Comparison of imaginary part of
Matsubara Green’s function and self energy obtained from MO-IPT, W-CTQMC
and S-CTQMC for U/W = 1.5 at different fillings and β = 64.

and self-energy obtained from IPT, when transformed to the Matsubara frequency

axis using equations 2.16, 2.17 are almost identical to those obtained from the strong

coupling and weak-coupling variants of CTQMC (see Fig. 2.4). The slope of the

ImΣ(iωn) as ωn → 0 is 1− 1/Z, and the good agreement of Z shown in Fig. 2.3 is

simply a reflection of the detailed agreement for all frequencies. Such an excellent

agreement is truly surprising because IPT is a perturbative method by construction

and the strongly correlated, doped Mott insulator regime should not, in general, be

amenable to perturbative methods.

2.3.3 Covalent Insulator

The discovery of topological insulators [46] has led to a renewed interest in the role

of e-e correlations in band insulators (BI)[47]. The prime examples of such materials

would be FeSi[48] and FeSb2[49], since experimental measurements indicate a small

optical gap and large thermopower (at low T ). Increasing temperature leads to

closing of the gap, and concomitantly a insulator-metal crossover in the resistivity.
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Such large scale spectral weight transfers are highly indicative of strong correlations.

Specific heat measurements also seem to validate this observation. The band gap in

these systems is a simple consequence of the structure of the hopping matrix and not

of completely filled electronic shells [50]. Hence these materials are called covalent

insulators[47, 50]. A Hamiltonian that describes the covalent insulator is given by[50]

H =
∑
kσ

(
a†k,σ b†k,σ

)
Ĥ(k)

ak,σ
bk,σ

+
∑
iα

Uααniα↑niα↓ , (2.20)

where α = a and b are two sub-lattices with semi-elliptic bands and having dispersion

εk and -εk respectively. The two sub-lattices are coupled by a k−independent

hybridization V . While the unit of energy is chosen to be W = 2 throughout, for this

subsection W=4 has been chosen in order to benchmark with earlier results[50]. This

is the first two-band model we have studied in this work, since the previous cases

pertained to the single-band Hubbard model. Hence this will be the first real test of

the ‘multi-orbital’ part of MO-IPT. Since this is still the half-filled case, Luttinger’s

theorem does not have to be satisfied explicitly. The Aα = 1 and Bα = 0 for all

orbitals. Thus, the MO-IPT used for the covalent insulator case is equivalent to that

employed by Liebsch [31] for studying the Mott transition in the two-band Hubbard

model.

The quasi-particle weights (Fig. 2.5(a)) and double occupancy (Fig. 2.5(b))

obtained from MO-IPT and S-CTQMC (shown as black circles and red squares

respectively) are in close agreement except in the proximity of the transition of

the correlated band insulator to a Mott insulator. Unlike the ionic Hubbard model

case[51], we do not see any intervening metallic phase between the correlated band

insulator and the Mott insulator. This is also consistent with the S-CTQMC results.

At high temperatures, the correlated band insulator should be gapless, and must

develop the gap with decreasing temperature. Precisely this behavior is seen in

the real frequency spectra (left panels, Fig. 2.6), which arises from the spectral
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Figure 2.5: (color online) Covalent insulator: (a) Quasi-particle weight Z as a function
of U/W obtained from MO-IPT (black circles) and CTQMC (red squares) for β = 60
and V=0.5.(b) Double occupancy as a function of U/W obtained from MO-IPT and
S-CTQMC. (c) Charge gap as a function of U/W obtained from MO-IPT at T=0.

weight transfer in the self-energy as a function of temperature. The high reliability

of these spectra and self-energies computed through MO-IPT is apparent in the

excellent agreement with the same obtained through strong coupling CTQMC (on the

Matsubara axis, in Fig. 2.7). The crossover of the band-insulator to Mott insulator

is also visible in the increasing (negative) slope of the imaginary part of self-energy

with increasing U/W .

2.3.4 Two orbital Hubbard model

Encouraged by the excellent benchmarking of MO-IPT with CTQMC for the two-band

covalent insulator system, we now move on to the two-orbital Hubbard model[52, 53].

The Hamiltonian, in standard notation, for a cubic environment and for unbroken

spin symmetry, is described in equation 2.1. Throughout the chapter, we have

considered local interactions of density-density type which are obtained by neglecting

spin flip and pair-hopping terms that must be present for a rotationally invariant

Hund’s coupling. The hopping is taken to be diagonal in orbital indices for simplicity.
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Figure 2.6: Covalent insulator: Spectral functions (left panels) and imaginary part
of self energy (right panels) from MO-IPT at U/W = 5.0 and V=0.5 for a range of
β = 1/T values (increasing T from top to bottom).

Figure 2.7: (color online) Covalent insulator: Comparison of the imaginary part of
Matsubara (a) Green’s function and (b) self-energy obtained from MO-IPT (black)
and S-CTQMC (red) for various U/W values and β=60.
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(a) Half-filling: J = 0

We begin by considering the half-filled case (total occupancy is two) with J = 0.

The Hamiltonian (equation 2.1) has SU(4) symmetry in this situation. We have

employed a semi-elliptic non-interacting density of states of full-band width W = 2

for the MO-IPT-DMFT calculations.

Figure 2.8: (color online) (a) Two-orbital SU(4) symmetric Hubbard model at half-
filling: Quasi particle weight obtained from different impurity solvers as a function
of U/W for β = 64. (b) Double occupancy obtained from MO-IPT (black circles)
and hybridization expansion CTQMC (red squares) for β=64.

In Fig. 2.8(a), we plot the quasi-particle weight (Z) obtained from different

impurity solvers for the particle-hole symmetric case. The results from strong

coupling CTQMC, ED[54] and SFA[43], including the critical Uc, where the system

transitions from metal to Mott-insulator, are in good agreement. The critical value Uc

obtained in the multi-orbital case is greater than the value obtained in the single band

case. The Mott transition is absent in the FLEX result [13]. The MO-IPT is seen to

underestimate the quasiparticle weight as compared to the other methods (except

MO-IPT<nn>=0; see below). However, the critical Uc agrees reasonably well with

that from hybridization expansion CTQMC. The green diamonds are from a variant of

MO-IPT (used e.g. by Fujiwara et al. [33]) where the two-particle correlation function
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is simply decoupled into two single-particle terms (〈nαnβ〉=〈nα〉〈nβ〉). The neglect of

two particle correlations leads to a much worse comparison than MO-IPT. In contrast

to the not-so-good agreement with exact methods for the quasiparticle weight,

the average double occupancy obtained from MO-IPT shows excellent agreement

with CTQMC (see Fig. 2.8(b)). Since the total energy of the system depends on

single particle and two particle correlation functions, we expect that thermodynamic

quantities like total energy or specific heat computed through MO-IPT might be

reliable. One more important observation is that the double occupancy remains

finite and almost constant even beyond the Mott transition, unlike the the single

band case. We also compare the single-particle Green’s function and self-energy on

the Matsubara frequency axis (Fig. 2.9). At high frequencies, the agreement between

MO-IPT and S-CTQMC is seen to be excellent, while the agreement worsens at low

frequencies, especially with increasing U/W .

Figure 2.9: (color online) Two-orbital, SU(4) symmetric Hubbard model at half-
filling: Imaginary part of Matsubara Green’s function (left panels) and self energy
(right panels) obtained from MO-IPT (red solid lines) and S-CTQMC (black solid
lines) at β=64.
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(b) Half-filling: Effect of Hund’s coupling (J)

The interplay of Hund’s coupling, J , and a local interaction U , has been investigated

by several groups. The main consensus is that strong correlation effects can be

affected significantly through J [54, 55]. For example, in the half-filled case, the

Uc for Mott transition is lowered by (N − 1)J , where N is the number of orbitals,

while the critical U is enhanced by 3J in the non-half-filled (but integral occupancy)

case [54]. It is important to know the extent to which the interplay between J

Figure 2.10: (color online) Two orbital half-filled Hubbard model, finite J : Quasi
particle weight dependence on U/W obtained from (a) strong coupling CTQMC,
(b)ED and (c) MO-IPT for various J values. Insets in the panels (a) and (b) show
the effect of J on Z in the weak coupling regime.

and U is captured by the MO-IPT method. In Fig. 2.10(a) and (b), the quasi-

particle weight Z for different values of J obtained from S-CTQMC and ED [54]

are shown. Indeed, with increasing J , the Uc at which Z → 0 decreases sharply, as

expected from the atomic limit. Also, for each J , the quasiparticle weight decreases

monotonically with increasing interaction strength. Although the latter trend is

qualitatively captured by the MO-IPT result (shown in Fig. 2.10(c)) for larger J ,

there is a disagreement with the exact results at lower J values. The MO-IPT yields

a Uc that is a non-monotonic function of J . The insets of panels a and b in Fig. 2.10
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zoom in on the low interaction (U/W . 0.3) part of the main panels. Unlike for

U/W & 0.3, where increasing J leads to a monotonic reduction of Z, a rise and fall

of Z is observed for U/W . 0.3. Although such a trend is achieved by MO-IPT as

well, the non-monotonicity sustains even for larger U/W . A frozen local-moment

phase is seen in the S-CTQMC calculations for any given J in the strong coupling

limit, while such a phase is not observed either by ED[54] or MO-IPT calculations. It

must be mentioned here that the CTQMC calculations employ a density-density type

Hund’s coupling, while the ED employs a fully rotationally invariant J . Although the

quasiparticle weight dependence on U and J is not accurately captured by MO-IPT,

the single-particle dynamics on all scales is in qualitative agreement with S-CTQMC

calculations (as seen in Fig. 2.11).

Figure 2.11: (color online) Two orbital half-filled Hubbard model, finite J : Imaginary
part of Matsubara Green’s functions (left panels) and self-energy (right panels)
obtained from S-CTQMC (black) and MO-IPT (red) for different values of J and
U/W at β=64.

(c) Away from Half-filling: Effect of J

The MO-IPT method works best away from half-filling, which is consistent with

the results of comparisons carried out previously by other groups[56]. In order to
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illustrate this, here we study the two orbital Hubbard model for a ntot = 1.1. The

imaginary part of the Matsubara self-energy obtained from S-CTQMC matches well

with that from MO-IPT (Fig. 2.12, panels (a) and (b)), hence the latter does well

in this regime. This observation is reinforced by the panels (c)-(e), which show

a comparison of the quasiparticle weights as a function of U/W for three values

of J , namely J = 0, U/4.0 and U/3.5. The results of MO-IPT are seen to agree

very well with those from CTQMC. For most real material calculations, the regime

considered in this subsection is perhaps the most relevant. Hence, accurate results

from MO-IPT in this regime prove its efficacy for integration into first-principles

approaches. The Hund’s coupling and Coulomb interaction have a synergistic effect

Figure 2.12: (color online) Two-orbital Hubbard model: Effect of J away from
half-filling (ntot = 1.1) The imaginary part of the Matsubara self-energy for various
J-values, and fixed U/W = 1 as computed within (a) S-CTQMC and (b) MO-IPT.
Comparison of quasi particle weight obtained from MO-IPT (black circles) and
CTQMC (red squares) as a function of U/t for (c) J = 0.0, (d) J = U/4 and (e)
J = U/3.5 for β = 64; and (f) as a function of J for a fixed U/W = 1.0.

at half-filling, while in the doped case, the reverse occurs[55]. This is shown in panel

(f) of Fig. 2.12, where an increase of Z is seen with increasing Hund’s coupling at a

fixed interaction strength. It is quite instructive to study the real frequency spectral

functions and self-energies as obtained from MO-IPT. These are shown in Fig. 2.13



44 Chapter 2.

Figure 2.13: (color online) Two-orbital Hubbard model, away from half-filling: Real
frequency spectral functions (left panels) and minus imaginary part of self energy
(right panels) for various U/W and J values.

for various values of interaction strength and Hund’s coupling, J . In the absence

of Hund’s coupling, the spectrum (shown in the left panels of Fig. 2.13) exhibits

spectral weight transfers characteristic of increasing correlation strength: a central

resonance that becomes sharper, and Hubbard bands that grow in prominence with

increasing U/W . However, at a fixed U/W , increasing Hund’s coupling leads to a

reversal of the aforementioned trend, i.e, a broadening of the resonance and a melting

of the Hubbard band (see e.g. left panel bottom figure of 2.13). In this parameter

regime, a previous formulation of the multi-orbital iterated perturbation theory[56]

found a double peak structure at the chemical potential. Such a feature was shown

by the authors[25] to be spurious by comparison to results from exact diagonalization.

The reason we do not observe such a spurious feature is that we have considered

only two poles in the self-energy, in contrast to the formulation of Ref. [25], where

they have retained all the eight poles (for a two-orbital model). Although our ansatz

seems like an ad-hoc truncation scheme, the justification for such a scheme lies in its

excellent agreement with CTQMC results (shown in Fig. 2.14) and the absence of

spurious features. In Fig. 2.14, the imaginary part of Matsubara Green’s functions
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and self energies obtained from MO-IPT are compared with those from CTQMC for

three values of J at U/W = 1.25 and β =64. For all values of the Hund’s coupling,

an excellent agreement is obtained.

Figure 2.14: (color online) Two-orbital degenerate Hubbard model, away from half-
filling: Comparison of Imaginary part of Matsubara Green’s function (left panels)
and self energy (right panels) obtained from MO-IPT and S-CTQMC for various
values of J at U/W = 1.25.

2.3.5 Two orbital Hubbard model: Crystal field splitting

and Hund’s coupling

We now proceed to the case of a two-orbital model with non-degenerate orbitals, i.e.,

with crystal field splitting[57] in the presence of Hund’s coupling. In most materials,

the crystalline environment lifts the orbital degeneracy[58]. For example in transition

metal oxides, due to crystal field effects, the five fold degenerate d-level splits into

triply degenerate t2g and doubly degenerate eg levels and the corresponding energy

gap is ∼1-2 eV. The degeneracy of each of these levels (t2g, eg) is further lifted by

distortions such as the GdFeO3 type, or arising through the Jahn-Teller effect or

spin-orbit coupling. The energy cost for such distortion induced splitting is ∼few
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meV. Recently, Pavarini et al.[59] studied crystal field effects in d1 type perovskites

such as SrVO3, CaVO3, LaTiO3 and YTiO3 theoretically. It was found that crystal

field effects and cation-covalency (GdFeO3 -type distortion) lift the orbital degeneracy

and reduce the orbital fluctuations. Thus, investigating crystal field effects in model

Hamiltonians is highly relevant for understanding of real materials.

We have investigated the Hamiltonian in equation 2.1 by considering two orbitals

with energies ε1 = 0.0 and ε2 = −0.2W , which corresponds to a crystal field splitting

of 0.2W . The results from MO-IPT, for a fixed total filling of ntot = 1.1, are compared

with those from strong coupling CTQMC at the corresponding orbital occupancies.

In Fig. 2.15, we compare the quasi particle weights of the two orbitals obtained from

MO-IPT with that of CTQMC. We observe a better agreement of Z for orbital-1

than for orbital-2. This must be expected, since orbital-1 is further away from

particle-hole symmetry than orbital-2. The corresponding orbital occupancies as a

function of increasing interaction (and hence J) are shown in Fig. 2.15. The deviation

between results from the two methods increases with increasing U and J(= U/4),

which indicates that MO-IPT is almost exact for U/W . 0.5.

Figure 2.15: (color online) Crystal field effects: Quasi particle weights for (a) orbital-1
and (b) orbital-2, obtained from MO-IPT and CTQMC for various U/W values with
J = U/4 at β=64. The insets show the corresponding occupancies.
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Figure 2.16: (color online) Crystal field effects: Comparison of imaginary part of self
energy for orbital-1(left) and orbital-2(right) obtained from MO-IPT and S-CTQMC
for various values of U/W and J = U/3.5.

Next, we benchmark the single-particle dynamics in the presence of crystal field

splitting. In Fig. 2.16, we show the imaginary part of the Matsubara frequency

self energies obtained from MO-IPT and CTQMC for orbitals-1 and 2 (left and

right panels respectively). The agreement between the results is quite evident, this

suggesting that the MO-IPT should serve as a good method to study interacting,

real material systems with finite crystal field effects and Hund’s couplings. This is

especially true if the material in question has a large number of bands, which would

make it prohibitively expensive to treat with CTQMC, while MO-IPT would be able

to handle it with ease. We now demonstrate the efficacy of MO-IPT when applied

to a well studied, real material system, namely SrVO3.

2.3.6 Application to real materials: SrVO3

Over the past decade or so, the combination of density functional theory (DFT) with

dynamical mean field theory, such as LDA+DMFT[60], has emerged as one of the most

powerful methods for electronic structure calculations of strongly correlated electronic
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systems. Although the DFT results contain rich, material specific information, being

a single particle theory, it works well only for weakly correlated systems where the

ratio of Coulomb interaction (U) to bandwidth (W ) is small i.e., U/W � 1. If

we consider the opposite limit of U/W � 1, we have successful methods like the

Hubbard-I and Hubbard-III approximations or the LDA+U method for predicting

the ground state of the system. But these also have limitations, such as the neglect of

dynamical fluctuations in the LDA+U method. In nature, there are many materials,

for example, transition metal oxides which lie in between these two limits. It has

been established in the context of model Hamiltonians that the DMFT can handle

both the limits quite efficiently. Hence a natural combination of LDA with DMFT is

expected to bring predictive capabilities in the theory of strongly correlated electronic

systems. Nevertheless, LDA+DMFT is not without its own bottlenecks.

One of the central issues of LDA+DMFT method is the correct definition of a

correlated subspace. The basic idea of a correlated subspace is to make an appropriate

choice of energy window around the Fermi level and fit the band structure to a

few-orbital tight-binding model. Many techniques have been proposed to construct

such a material specific ‘non-interacting’ Hamiltonian. The two major techniques for

this purpose are down-folding [61] and projection based Wannier function technique

[62]. In general, for example in transition metal compounds, bands which are crossing

the Fermi level like those having d-orbital character are considered in the desired

energy window for Hamiltonian construction. This process becomes simple if there is

no hybridization in the system in the sense that these bands with d-orbital character

are well separated from other bands like bands with p-orbital character. As Dang et

al.[63] pointed out, a mixing of these d orbital bands with p orbital bands can create

several complications. However, after getting the ’non-interacting’ Hamiltonian ,

one can add various types of interactions terms to this Hamiltonian to obtain a

full material-specific multi-orbital Hamiltonian. The solution of such a Hamiltonian

is however a major challenge and this is where the MO-IPT can be most useful,
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since it scales only algebraically with increasing number of bands, while yielding

real frequency quantities directly. In contrast, impurity solvers like CTQMC and

ED scale exponentially with increasing number of orbitals and are naturally very

expensive, especially for investigations of real materials. As a test case, we study

SrVO3 which is considered a prototypical example of a strongly correlated electronic

system.

(a) Computational Details

We perform our density functional theory (DFT) calculations with linearized aug-

mented plane wave (LAPW) based method as implemented in the all-electron package

WIEN2K[64]. The experimentally determined structure[65] of cubic SrVO3 in a non-

magnetic phase was used for the calculations (neglecting spin-orbit coupling). The

product of plane-wave cut off (Kmax) and smallest atomic sphere radius (RMT ) was

chosen as RMT ×Kmax = 7.0 for controlling the basis set. The radii of the muffin-tin

spheres were chosen to be 10−15% larger than the corresponding atomic radii. Thus,

the values used for RMT were 2.50 for Sr, 1.89 for V and 1.71 for O. With these

parameters, charge leakage was absent and our DFT results agree well with results

from DFT calculation with other basis sets [66]. We utilize the generalized gradient

approximation (GGA) of Perdew, Burke and Ernzerhof[67] for the exchange and

correlation functional. In this calculation, we consider 512 k-points in the irreducible

part of the Brillouin zone. After getting the Bloch-eigen states, all the necessary

inputs for constructing the maximally localized Wannier functions (MLWFs) are

prepared by the WIEN2WANNIER code[68]. Finally, the Hamiltonian HDFT is

constructed in the maximally localized Wannier basis by taking a projection of three

V − t2g orbitals within the energy window of -1.0 eV to 1.8 eV with respect to the

Fermi level with a standard procedure as implemented in Wannier90[69]. We begin

by discussing the DFT results.
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(b) GGA+DMFT: Results and discussion

Figure 2.17: (color online) Band structure of SrVO3 obtained from DFT.

Our computed band structure and density of states (DOS) are presented in

Fig. 2.17 and Fig. 2.18. The three bands, crossing the Fermi level, are highlighted in

cyan, violet and grey colors. These bands originate from the V − t2g states, and are

located between -1.1eV and 1.5eV. The V − eg states lie at higher energies, between

1.1eV to 5.8eV (see the projected density of states in Fig. 2.18). The band structure

agrees well with previous results by Ishida et. al.[70] obtained in the LAPW basis.

When compared with results from the linear muffin-tin orbital (LMTO) calculations

of Nekrasov et al. [71], the position of V − t2g bands agrees well but the position of

V − eg states differs by about 0.3 eV. This discrepancy is, most likely, due to the

difference in basis sets used in the two calculations. A significant computational

simplification results from ignoring the hybridization between V − t2g and V − eg

orbitals, since the low energy correlated subspace comprises just three V −t2g orbitals.

Thus, the DFT results yield a ‘non-interacting’ Hamiltonian ĤDFT (k), which in

this case is a 3× 3 matrix for each k. Thus, the full DFT +DMFT Hamiltonian is



2.3 Results and Discussion 51

Figure 2.18: (color online) The projected density of states (DOS) of SrVO3 as
calculated by GGA (LAPW).

Figure 2.19: (color online) Comparison of spectral function of SrVO3 obtained from
different methods for U = 3.44 eV and J = 0.46 eV (see text for details).
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given by

Ĥ = ĤDFT (k) + Ĥint , (2.21)

where Ĥint is the interaction term is given by

Ĥint = U
∑
i,α

niα↑niα↓ +
∑

iα 6=β,σσ′
(U ′ − δσσ′J)niασniβσ′ . (2.22)

In the above expression, i stands for V sites and α is the t2g orbital index with

spin σ. U , U ′(= U − 2J) and U ′ − J(= U − 3J) are the local, intra orbital and

inter orbital Coulomb repulsion respectively and J is the Hund’s exchange. The

local, non-interacting lattice Green’s function, in the orbital basis, (Ĝ0(ω)), can be

obtained from the DFT calculated ĤDFT (k) by the following equation as

Ĝ0(ω)α,β =
∑
k

([
(ω+ + µ)I− ĤDFT (k)− ĤDC

]−1
)
α,β

(2.23)

≡
[
(ω+ + µ)I− ∆̂(ω)

]−1

, (2.24)

where µ is the chemical potential and ∆̂(ω) is the hybridization. In the DFT approach

electronic correlations are partially entered through LDA/GGA exchange-correlation

potential. This part of the interaction(ĤDC) has to be subtracted in LDA+DMFT

approach to avoid double-counting. This is not an important issue when the low

enery effective Hamiltonian contains only d-manifold because we can absorb it into

chemical potential. However it is an important issue when the low energy effective

Hamiltonain contains O-2p orbitals also. Various schemes for finding the double-

counting correction ĤDC exist, each with a different physical motivation. Details

about such schemes may be found in the work by Lechermann et al.[72] and Nicolaus

Parragh[73]. In general we can construct the modified host Green’s function for the

αth orbital as

G̃α =

([
Ĝ−1

0 + ε̂+ ĤDC − (µ− µ0) I
]−1
)
αα

, (2.25)

We find the pseudo-chemical potential using the same procedure as in the model
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calculations. The self-energy could be found, e.g. through the MO-IPT method

outlined in the section 2.2. The second-order self-energy Σ
(2)
αβ in equation 2.9 is a

functional of the modified host Green’s functions,
{
G̃α
}

. The full local Green’s

function for the lattice Hamiltonian (equation 2.21) is given by

Ĝα,β =
∑
k

([
(ω+ + µ)I− ĤDFT (k)− ĤDC − Σ̂(ω)

]−1
)
α,β

. (2.26)

The above Green’s function may be used to obtain a new host Green’s function

through the Dyson’s equation:

G̃α(ω) =

([
Ĝ−1 + Σ̂ + ĤDC + ε̂− (µ− µ0) I

]−1
)
αα

. (2.27)

In general, the chemical potential, µ is found by fixing the total occupancy from the

full Green’s function, Ĝ to be equal to the value found from DFT.

− 1

π
Im

∫ 0

−∞
TrĜ = nDFTtot , (2.28)

where the trace is over spin and orbital indices.

Thus the full solution of the problem proceeds as follows: Given the ĤDFT (k),

we guess an initial self-energy, as well as the µ and µ0; and use these to find the

local and the host Green’s functions through equations 2.26 and 2.27. The host

Green’s functions are then used to find the self-energy, Σ̂. Equations 2.26 and 2.28

are used to find the chemical potential. For a fixed µ0, these equations are then

iterated, until the self-energy converges. With the chosen pseudo-chemical potential,

the Luttinger’s integral, equation 2.12 is computed using the converged self-energy

and local Green’s functions. If the Luttinger’s theorem is satisfied within a numerical

tolerance, the solution is considered to be obtained, else the µ0 is tuned, and the

DMFT equations are iterated, until the Luttinger’s theorem is satisfied.

The DFT predicted occupancy per spin on the three correlated V-t2g orbitals in
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SrVO3 is 0.166, which implies SrVO3 is a d1 system. For the DMFT calculations, we

employ interaction parameters U = 3.44 eV and J = 0.46 eV, that were obtained

by Taranto et al. [74] through the random phase approximation (RPA). For SrVO3,

we haven’t introduced explicit double counting correction because we choose the

correlated subspace that is identical with the set of Wannier bands. We absorb the

double counting correction and orbital energies in the lattice chemical potential,

which we find by using equation 2.28.

Our computed GGA+DMFT spectrum for SrVO3 is shown in Fig. 2.19 and

compared with results obtained from other impurity solvers. The GGA result (shown

in blue) has no signatures of correlation, while each of the DMFT calculations

exhibit a three peak structure. The CTQMC results from GW+DMFT (black) agree

qualitatively with those from LDA+DMFT. However, the details do differ. Namely,

the positions and weights of the resonance at the Fermi level and of the Hubbard

bands differ to a significant extent. This difference, naturally, can be attributed

to the different starting points, namely GW vs LDA, of the CTQMC calculations.

Results from the MO-IPT solver agree with those from CTQMC in the neighborhood

of the chemical potential as well as in the proximity of the lower Hubbard band. The

upper Hubbard band is clearly in disagreement with the CTQMC results.

As a final benchmark of the GGA+DMFT(MO-IPT) calculation, we compare our

result with the experimentally measured photo emission spectrum (PES) which is

shown in Fig. 2.20. A Hubbard satellite at ∼ −1.5 eV is seen in the experimental PES

spectrum. Our GGA+DMFT(MO-IPT) calculation predicts the Hubbard satellite at

-1.25 eV. Results from other approaches, namely LDA, LDA+DMFT(CTQMC) and

GW+DMFT(CTQMC) are also reproduced. Surprisingly, the closest match with

the experiment is achieved by the GGA+DMFT(MO-IPT) in terms of the position

and width of the resonance at the Fermi level and of the lower Hubbard band. Thus,

we infer that the MO-IPT method outlined in this work may be used as an efficient

tool to study the electronic structure of real material systems.
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Figure 2.20: (color online) Comparison of photo emission spectra obtained
from different methods GW+DMFT [74], GGA+DMFT (MO-IPT), LDA+DMFT
(CTQMC)[74] and experiment [75].

2.4 Conclusions

The development of iterated perturbation theory as an impurity solver for single band

models and for multi-band models dates back to almost two decades. Although a few

comparisons with numerically exact methods have been made, being a perturbative

approach, the method has suffered from reliability issues, especially for multi-orbital

systems. Nevertheless, several multi-orbital extensions of IPT have been proposed

and used to investigate model Hamiltonians and even real material systems. In

this work, we have outlined a multi-orbital extension of IPT, and benchmarked it

extensively against continuous time quantum Monte Carlo results. One of the main

bottlenecks in methods based on spectral moment expansions is the evaluation of

high-order correlation functions. We find that including such correlations that are

beyond two-particle type through approximate methods such as CPA or lower order

decomposition, can lead to spurious features at the chemical potential. We find

the best benchmarks simply by neglecting correlations beyond two-particle. We

conjecture that evaluation of the higher-order correlations through exact methods such
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as ligand field theory might be able to circumvent the issues mentioned above[76, 77].

We are presently implementing such a procedure. Such a procedure will also enable

us to treat the Hund’s coupling term in the rotationally invariant form rather than

the simpler and approximate density-density type treated in the present work. Apart

from the benchmarks for model Hamiltonians in various parameter regimes, we

have also carried out a GGA+DMFT(MO-IPT) study of the perovskite SrVO3, and

compared the photoemission with experiments and results from other methods. The

agreement with experiment was found to be excellent. A full scale implementation

of the method outlined here, with detailed instructions for installation and use may

be found at http://www.institute.loni.org/lasigma/package/mo-ipt/.
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Chapter 3

Analytic continuation of

hybridization expansion

continuous-time quantum

Monte-Carlo data using maximum

entropy method ?

3.1 Introduction

Computational methods based on quantum Monte-Carlo (QMC) algorithms are

powerful tools to study the properties of interacting quantum many-particle systems.

These methods are numerically exact, and they provide data for single and two-

particle correlation functions on the Matsubara (imaginary) time or frequency axes.

However, experiments measure either single or two particle dynamical quantities

like photoemission spectra, transport and nuclear magnetic resonance on the real

frequency axis. To get real frequency data from QMC methods, we need to carry out

?Nagamalleswararao Dasari, Juana Moreno, N. S. Vidhyadhiraja and Mark Jarrell, Draft under
revision.

65



66 Chapter 3.

analytic continuation of QMC data from the imaginary to the real frequency axis.

The relation between fermionic single particle Green’s function and real frequency

spectrum (A(ω)) in Matsubara time and frequency[1, 2] is given by

G(τ) =

∫
dωA(ω)Kτ (τ, ω) (3.1)

G(iωn) =

∫
dωA(ω)Kn(iωn, ω) , (3.2)

where the kernels are given by Kτ (τ, ω) = e−τω/(1+e−βω) and Kn(iωn, ω) = 1/(iωn−

ω)[2–4]. Obtaining A(ω) from G(τ) or G(iωn) amounts to inverting the integrals

in equations 3.1 and 3.2. Such an inversion is, however, an ill-posed problem

as seen from the following argument. At finite τ and for large frequency ω, the

kernel Kτ (τ, ω) in equation 3.1 is exponentially small. This would imply that the

high-frequency features of A(ω) are insensitive to G(τ). In other words, there exist

an infinite number of A(ω) functions for a given G(τ) within numerical accuracy and

hence the problem of analytic continuation is ill-posed. If we approximate the G(τ)

and A(ω) in the above equations by equal length vectors and the kernel by a square

matrix, we would find that the determinant of K is exponentially small implying

that K−1 is ill-defined.

Previously, methods such as least square fit, Pade approximation, and regu-

larization have addressed the analytic continuation problem. In case of the least

square method, the spectrum is approximated with a set of box functions [3, 4]. By

minimizing the least-square misfit between the spectrum and QMC data, we can

determine the location and weight of the box functions. For a better resolution

of features in the spectrum, if the number of box functions are increased, then

the misfit becomes unstable and noisy. In the Pade approximation[5] technique,

we fit G(τ) or G(iωn) to the ratio of two polynomials, which is then analytically

continued by replacing iωn → ω + i0+. It works only when the QMC data (i.e. G(τ)

or G(iωn)) is very precise or when the fitting function is known a priori. In general

the Pade approximation method is unreliable. The regularization approach works by



3.1 Introduction 67

regularizing the kernel so that K−1 exists[6]. But this method produces a spectrum

A(ω) with features that are overly smeared out by regularization.

In this work, the maximum entropy method (MEM) has been employed for analytic

continuation of QMC data. By taking advantage of Bayesian methods, MEM recasts

this problem of inversion into that of optimization. In general, a posterior probability

[2, 7, 8] of the spectra P (A | G) for a given data G is defined. The final analytically

continued spectrum is the one that maximizes P (A | G)(∝ P (A)P (G | A)) for a

given prior probability P (A). Care must be taken while defining the prior probability

function P (A), such that A has only the correlations that are required to reproduce

the data G. The likelihood function P (G | A) is defined by taking advantage of

statistical sampling nature of the QMC process.

Recently developed continuous time Monte-Carlo (CTQMC) algorithms [9–11]

have greatly improved our understanding of strongly correlated systems. These

algorithms have been used extensively as impurity solvers to study correlated lattice

models within the dynamical mean field theory (DMFT)[12] framework. Previously

used QMC algorithms like Hirsch-Fye quantum Monte-Carlo (HF-QMC)[13, 14]

suffered from sign problems as well as Trotter-decomposition error[15]. Most of the

CTQMC algorithms are free from the latter problem although some of them do have

the sign problems, but proper tools[9] to handle them do exist. At least in the case

of single site DMFT, the CTQMC methods have been performing far better than

previous QMC algorithms. In these methods, the Matsubara time action integral is

not discretized, so they are free from Trotter-decomposition error. The single and

two particle Green’s functions are accumulated by using fine equidistant grid called

bins[16] for the interval [0,β]. The advantage of such kind of accumulation is, we

can measure the Green’s functions very efficiently and as we increase the number of

grid points(bins) to get smooth data then the performance of algorithm will not be

reduced. But the data obtained as such is highly correlated, and is hence useless for

MEM. The binning procedure is the standard way of removing correlations, however
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binning the data during Monte-Carlo simulation time is numerically expensive and it

also slow downs the performance of the algorithm. Here, we propose an alternative

way to create bins by mapping each bin to a different random seed used in the

Markovian chain of the CTQMC algorithm. The bins obtained by each random

seed, if used to generate a covariance matrix, is amenable to analytic continuation

by MEM. The data for single and two particle quantities thus obtained is used for

analytic continuation through the maximum entropy method.

The chapter is organized in the following way: In Section 3.2, we review the

technical aspect of maximum entropy method. In sections 3.3 and 3.4 we apply

the MEM to analytically continue the single and two particle quantities of single-

impurity Anderson model computed through hybridization expansion continuous time

quantum MonteCalo (HY-CTQMC). In Section 3.5, we calculate the experimentally

observable thermodynamic quantities like the nuclear magnetic relaxation rate(NMR),

Knight shift and Korringa ratio. In section 3.6, we discuss the procedure for analytic

continuation of data obtained from correlated lattice models. Finally, we conclude

the chapter with the summary of our results.

3.2 A brief review of the maximum entropy method

(MEM)

3.2.1 Prior probability

As explained in the introduction (below equations 3.1 and 3.2), the exponential

nature of the kernel makes the determination of a unique A(ω) that reproduces the

data G(τ) within numerical error an ill-posed problem. Thus, we can not answer the

question – “ For a given G(τ) what is A?”. Instead, we can ask –“Given G(τ), what

is the most probable A?”. The maximum entropy method can be used to answer

this question. This is done by using Bayesian statistics. If we have two events a and
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b, then according to Bayes theorem,[17] the joint probability of these two events is,

P (a, b) = P (a | b)P (b) = P (b | a)P (a), (3.3)

where P (a | b) is the conditional probability for a given b. These probabilities are

normalized so that P (a) =
∫
dbP (a, b) and 1 =

∫
daP (a). As explained before, the

MEM transforms the inversion problem to one of optimization. The way this is done

is to find the spectrum A, which maximizes the conditional probability P (A | G)

which is given by,

P (A | G) =
P (G | A)P (A)

P (G)
. (3.4)

In the above equation P (Ḡ | A) is the likelihood function and P (A) is the prior

probability of A. P (G) is a constant because we work with one set of QMC data.

For bosonic and fermionic Green’s functions, we can define a positive definite

unnormalized spectrum, so we can think of it as an unnormalized probability density

∫ ∞
−∞

dωA(ω) <∞. (3.5)

Skilling et al[18, 19] argue that the prior probability for such an unnormalized

probability density is proportional to exp(αS) where S is the entropy defined relative

to some positive definite function m(ω), called the default model.

S =

∫
dω

[
A(ω)−m(ω)− A(ω)ln

(
A(ω)

m(ω)

)]
. (3.6)

Now the prior probability is conditional on two unknown quantities m(ω) and α. We

can write prior probability as,

P (A | mα) = exp(αS). (3.7)

We can show very easily that P (A | G,m, α) ∝ P (A | m,α) in the absence of the



70 Chapter 3.

data G. i.e the optimal A is equal to m.

3.2.2 Likelihood function

We utilize the central limit theorem (CLT) to define a likelihood function. According

to the CLT, in the limit of large measurements (Nd), the distribution of Gi
l (where “l”

is an integer from 1 to L, and “i” an integer from 1 to Nd) will approach a Gaussian

form if each of these measurements are completely uncorrelated. Then the probability

of a particular value of Gl is given by,

P (Gl) =
1√
2πσ

e−
χ2

2 , (3.8)

where

χ2 =
1

σ2

(
1

Nd

Nd∑
i=1
Gi

l −Gl

)2

=
1

σ2
(〈Gl〉 −Gl)

2, (3.9)

and

σ2 =
1

Nd(Nd − 1)

∑
i

(
〈Gl〉 −Gi

l

)2
. (3.10)

Here the angular bracket indicates an average over the bins of data. Data obtained

from QMC simulations are not free from correlations. Correlations exist not only

between adjacent measurements Gi
l and Gi+1

l but also between errors of data at

adjacent time slices Gi
l and Gi

l+1. The removal of these correlations is one of the

most critical steps in the MEM procedure.

3.2.3 Preparing uncorrelated data

Here, we describe the procedure to quantify and remove the correlations between

‘ideally independent’ sets of data in general terms. The procedure specific to data

obtained from continuous time quantum Monte-Carlo data will be described later in

Section 3.4. To know whether the data has correlations between adjacent measure-

ments or not, we plot the histogram of QMC data for all measurements at a given



3.2 A brief review of the maximum entropy method (MEM) 71

Matsubara time Gl or frequency G(iωn). Then, we compare the histogram of data

with a Gaussian fit. To quantify the deviation of the histogram from Gaussian fit, we

measure the moments of the distribution. We calculate the third moment(skewness)

and fourth moment (kurtosis) because these are the relevant ones in the present

case. Skewness measures the degree of asymmetry around the mean and kurtosis

measures the flatness of the distribution about the Gaussian fit. Correlated data

has a significant skew and kurtosis. We measure these values about what is expect

from a Gaussian distribution, and we will use such relative values. To remove these

correlations, we re-bin the data for example by setting G1
l equal to the average of 20

measurements, G2
l equal to the average of 20 measurements, etc. A priori, we don’t

know the bin size (average number of measurements). We should take a bin size

large enough that we can remove the correlation between bin-averages and at the

same time it should be small enough so that we have sufficient number of bins that

justify our assumption about probability density of likelihood function. Jarrell et.

al.,[2] has described a procedure to find the smallest bin size that yields uncorrelated

data. We refer the reader to the above reference.

Once we remove the correlations between adjacent measurements, then only the

correlations between errors of the Green’s function at adjacent time slices remain.

These correlations in Matsubara time are characterized by using covariance matrix,

Clk =
1

Nbins(Nbins − 1)

Nbins∑
j=1

(
〈Gl〉 −Gj

l

)(
〈Gl〉 −Gk

l

)
. (3.11)

According to the central limit theorem, the likelihood function is P (G | A) =

exp(−χ
2

2
). Here

χ2 =
L∑
l=1

(
Gl −

∑
jKl,jAj

σl

)2

. (3.12)

σ2
l represent the diagonal elements of C. In general, the covariance matrix Clk is

not diagonal since the errors at different values of τ are correlated. To remove these

correlations, we must find the transformation U , which diagonalizes the covariance
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matrix,

U−1CU = σ
′

i

2
δij. (3.13)

Now we rotate the data and kernel into this diagonal representation K
′

= U−1K ,

G
′

= U−1G. Then each measurement of G
′

l becomes statistically independent in the

diagonal representation. In such a diagonal representation, we will define χ2 as

χ2 =
∑
l

(
G
′

l −
∑

jK
′

l,jAj

σ
′
l

)2

. (3.14)

To remove correlations between adjacent measurements we re-bin the data with

large bin size and many bins are required to calculate the covariance matrix accurately.

If we do not have enough bins of data, then the eigenvalue spectrum of the covariance

matrix can become pathological, i.e., produce a sharp break. Empirically we find

that the number of bins must be chosen such that Nbins ≥ 2L, where L is the number

of required independent eigenvectors, to remove the kink in the eigenvalue spectrum.

If we use a small time step in QMC simulations to reduce systematic errors, the

QMC data between adjacent times can become highly correlated. In such a case, the

covariance matrix becomes ill-conditioned and can not be diagonalized. We resolve

this problem by eliminating a fraction of the data from every other time step.

3.2.4 Selection of α

The prior probability P (A) ∝ exp (αS) has a constant α which strongly affects the

choice of most probable spectrum because it controls the competition between S and

χ2 in P (A | G,m, α) ∝ P (G | A,m, α)P (A | m,α) = exp(αS−χ2)
ZsZL

. Where Zs and ZL

are the normalization factors. If α is large, then the entropy term in P (A | G,m, α)

dominates. In this case, we obtain the spectrum A to be almost similar to the default

model m. If α is smaller in P (A | G,m, α), then the numerical error in the QMC

data starts to dominate, so that the spectra display random oscillations and noise.

So care should be taken while selecting α. There are three flavors of MEM based
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on the selection of α, which will not be discussed here and more details can be

found elsewhere[8]. In our calculations, we used Bryan’s MEM, which calculates the

optimal spectrum Â(α) for each α. The final solution is,

Ā =

∫
dαÂ(α)P (α | Gm). (3.15)

where P (α | Gm) is the posterior probability of α for given data and model. Even

when the data is less precise but still uncorrelated, Bryans method produces more

acceptable results and converges to the good results faster than other methods such

as classic MEM and historic MEM[8]. Care has to be taken while using Bryan’s

method, because we calculate P (α | Gm) using a Gaussian approximation. If this

approximation fails, calculations tend towards a smaller value of α. We can easily

identify this situation during the simulations and can resolve this by increasing the

quality of data or by choosing a better default model.

3.2.5 Default model selection

Here again we take advantage of Bayesian statistics to select the default model. One

can prepare different default models based on set of parameters used to define the

model. But we select a model based on its posterior probability which is given by,

P (m | G) =

∫
dαP (α | G)P (m). (3.16)

Since the prior probability of the model P (m) is unknown, P (m | G) determines

only the relative probability of one default model over the other. The best default

model is the one that has largest posterior probability by assuming that P (m) is flat.

One can try very informative models such as spectrum with sharp distinct features.

Such default models often have large posterior probabilities P (m | G). However such

informative models should be avoided unless the sharp features in the spectrum are

certain and real.
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3.2.6 Annealing method

A default model may be obtained from perturbation theory at high temperature.

The spectrum obtained at that temperature through analytic continuation serves as

a default model for a lower temperature. Such a procedure has a strong physical

motivation. At high temperatures, the perturbation theory becomes exact so we

initiate the annealing procedure with exact results. As we cool the system we

expect that the high-frequency features of the spectrum to freeze out. Thus, we

required QMC to provide low-frequency information or features of the spectrum.

QMC is a statistical sampling procedure, according to Nyquist theorem, QMC data

has information only below the Nyquists frequency ωN = π
∆τ

. Thus, perturbation

theory provides high-frequency information and QMC provides the low frequency

information enabling MEM to be a natural choice to treat both low and high frequency

information in the spectra. Till now, we have discussed the standard procedure of

binning, quantifying QMC data and selection of the default model. Now we are

going to present relation between different dynamical correlation functions with their

spectral functions in the context of single-impurity Anderson model. Later we will

show our results of MEM obtained from CTQMC data along with our new binning

procedure.

3.3 Model and formalism

The effective action for a single impurity Anderson model (SIAM) is given by[11],

Seff = −
∫ ∫

0

β

dτdτ ′
∑
σ

c†0σ(τ)G0(τ − τ ′)−1
c0σ(τ ′) +

∫
0

β

dτUn0↑(τ)n0↓(τ) , (3.17)

where G0(τ − τ ′) is the time dependent bare Green’s function, which in Matsubara

frequency is given by

G0(iωn) =
1

iωn + µ−∆(iωn)
, (3.18)
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where ∆(iωn) is the hybridization function given by,

∆(iωn) =
∑
k

Vk
2

iωn − εk
=

∫
dε
V 2D0(ε)

iωn − ε
, (3.19)

and Vk = V ∀k is the hybridization matrix element and D0(ε) =
∑

k δ(ε − εk) is

the host/bath density of states[1, 20]. In this work, we consider a flat band host of

half-band width, D=2t and V = t = 1 define the units. The SIAM can be solved by

using the CTQMC solver and subsequently be used to measure observables like the

Green’s functions[11],

G(τ − τ ′) = −〈Tτc(τ)c†(τ ′)〉Seff (3.20)

by using the effective action defined in equation 3.17. We used hybridization expansion

continuous-time quantum Monte-Carlo(CTQMC) solver for these calculations. We

analytically continue the single and two particle Greens’ functions on to the real

frequency axis by using maximum entropy method. Here we used annealing method

to ensure robustness with respect to an ambiguity in the choice of default models

and to capture low energy scales properly. Throughout the chapter, we have done

MEM calculations in Matsubara frequency space.

3.3.1 Single particle quantities

We describe the procedure of analytic continuation for the self-energy below. In

QMC methods, we calculate the self-energy Σ(iωn) from the Dyson equation which is

given by Σ(iωn) = G−1(iωn) - G−1(iωn). The bare and interacting Green’s function

(G, G) obtained from QMC methods always has statistical and systematic errors

and the coefficient of 1/iωn of Green’s functions are not equal to -1. Then the linear

coefficient of the imaginary part of self-energy in the Dyson equation diverges when

iωn → ∞. Thus, the imaginary part of self-energy obtained from QMC methods

do not have correct high-frequency behavior. In the MEM procedure we ensure the



76 Chapter 3.

high-frequency behavior of self-energy on real frequency axis from high-frequency

moments of Σ(iωn). The high-frequency expansion of self-energy in Matsubara

frequency[21, 22] is given by,

Σ(iωn) = ΣH +
Σ1

iωn
+O((iωn)−2). (3.21)

where the expansion coefficients in case of single orbital are given by,

ΣH = U〈n〉 , (3.22)

Σ1 = U2〈n〉(1− 〈n〉) . (3.23)

The expansion coefficients for models with multiple orbitals are discussed in other

works[11]. Now we define a new quantity to ensure correct high-frequency behavior

of self energy on real frequency axis and for normalized spectrum, which is given by,

Σ
′′
(iωn) =

Σ(iωn)− ΣH

Σ1

. (3.24)

The relation between Σ
′′
(iωn) and the real frequency spectrum is given by,

Σ
′′
(iωn) =

∫
D
′′
(ω)dω

iωn − ω
, (3.25)

where D
′′
(ω)= − 1

π
ImΣ

′′
(ω) is non-negative and normalized to one.

∫
− 1

π
ImΣ

′′
(ω)dω = 1 (3.26)

Instead of dealing with the self-energy directly, we analytically continue the ‘Hartree

corrected’ and high-frequency treated quantity in equation 3.24. Subsequent to

obtaining D
′′
(ω) using MEM, it is straight forward to get the real part of self energy
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using the Kramers-Krönig relation,

Re Σ(ω) = Σ1

∫
D
′′
(ω
′
)dω

′

ω − ω′
+ ΣH . (3.27)

Finally, the spectral function of the impurity may be computed using,

A(ω) =
−1

π
Im

[
1

ω+ + µ−∆(ω)− Σ(ω)

]
. (3.28)

3.3.2 Two particle quantities

Within linear response theory the spectral functions of two particle Green’s functions[23,

24] can be related to the experimentally measured quantities. Calculation of two

particle quantities is one of the most challenging tasks because these measurements

take a lot of computational time and lack of perturbative theory calculations makes

analytical continuation more difficult. Nevertheless, these quantities give more de-

tailed information about the system. For example, materials like FeSi, FeSb2 exhibit

a charge gap, but they do not have a spin gap[25]. So, by computing spin and charge

susceptibilities, one can find spin and charge gaps. In our calculations, we have

implemented analytic continuation for two particle quantities related to impurity.

CTQMC impurity solver measures impurity two-particle correlation function

χ(τ) = 〈Sz(τ)Sz(0)〉. By using MEM, we have calculated the dynamical spin

susceptibility χ(ω) = χ
′
(ω) + iχ

′′
(ω). The relation between the χ(τ) and χ(ω) is

given by Hilbert transform[8, 26],

χ(iνn) =

∫ β

0

dτeiνnτχ(τ) =

∫ ∞
−∞

χ
′′
(ω)

iνn − ω
dω . (3.29)

The above bosonic spectral function is anti-symmetric, so we will make it symmetric

by redefining it in the following way,

χ(iνn) =

∫ ∞
−∞

ω2A(ω)

ν2
n + ω2

dω . (3.30)
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Because A(ω) = χ
′′

(ω)
ω

is a symmetric function, only the real part of χ(iνn) survives.

Although the above spectral function is a positive definite quantity, it is not normal-

ized. This can be done using spectral moments. As mentioned earlier, an absence

of perturbative theories for use as default models leads us to use an alternative

procedure developed by Jarrell et.al.[8], which is again based on moment expansion.

The moments used for generating the default model are,

1

2
χ(ω = 0) =

∫ ∞
0

dω
χ
′′
(ω)

ω
, (3.31)

χ(τ = 0) =

∫ ∞
0

dω
χ
′′
(ω)

ω
ω coth(

βω

2
) . (3.32)

These moments used as constraints to the principle of maximum entropy. By

maximizing the entropy in addition to the above mentioned two conditions in

equation 3.32 with Lagrangian multipliers λ0 and λ1 we obtain default model, given

by

m(ω) = e[λ0+λ1ω coth(βω
2

)] . (3.33)

The model generated above is normalized by scaling the dynamical susceptibility by

χ(ω = 0), given by (using equation 3.29)

χ(iνn = 0) =

∫ ∞
−∞

χ
′′
(ω)

ω
dω = χ(ω = 0) . (3.34)

Thus, the normalized spectrum dynamical spin susceptibility spectrum Ã(ω) is given

by inverting the following equation:

χ(iνn)

χ(ω = 0)
=

∫ ∞
−∞

ω2Ã(ω)

ν2
n + ω2

dω . (3.35)
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Figure 3.1: (color online) Schematic of the binning procedure for impurity problem.

3.4 Results and discussion

3.4.1 Binning in CTQMC

As we mentioned before, the proper preparation of uncorrelated QMC data is the

most critical step in MEM procedure. Because of the way we are accumulating the

Green’s function to get efficient measurements and for good performance of algorithm

we observe that CTQMC data on Matsubara time is highly correlated. We will come

back to this point at a later stage. The procedure we use to get binned data is the

following, we prepare say N (in practice, about 500− 1000) input files for the SIAM,

each with a distinct random seed. Then a CTQMC solver is initiated for each input

file as a single process. The data set obtained from each input file (for each random

seed) is treated as a single bin of data. The number of measurements we have done for

each bin is about 1000. The number of measurements has to be chosen carefully and

they should be neither too large nor too small. The reason for the latter is obvious,

namely, the data would be so noisy that making any sense of it would be impossible.

The former is however a subtle point. Normally, one would assume that a larger

number of measurements would yield a lower noise to signal ratio. However, the

downfall of making a very large number of measurements, especially for MEM, is that

the stochastic errors become very small, even smaller than systematic errors. This

naturally leads to a breakdown of the Gaussian assumptions in the MEM procedure.

Namely, that in MEM, we need to normalize likelihood function P(G|A) and P(A|α

m) to locate most likely spectrum Â and the value of α. It will be done by Gaussian
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approximate to the integrals so we require that the errors should also have a Gaussian

distribution. But the systematic errors do not have such distribution, which results

in spurious features appearing in the spectrum. Once we obtain the binned data in

this procedure (as shown in figure 3.1), we test the quality of data by using different

techniques as mentioned Section 3.2. In our procedure we always ensure that the

binned data has a Gaussian distribution. We have confirmed it by measuring the

skew and kurtosis, which are very small (∼ 10−1 to 10−2). We then calculate the

covariance matrix from equation 3.11 and the number of data points we used to

calculate covariance matrix should satisfy empirical relation Nbins ≥ 2L, where L

is the number of data points otherwise the eigenvalue spectrum of the covariance

matrix can become pathological, i.e., produce a sharp break[8]. We observe that the

off-diagonal elements of the covariance matrix are, in general, non zero implying that

data at different times are correlated. To remove these correlations, we diagonalize

the covariance matrix followed by rotating the kernel and data into this diagonal

space. In the literature, we observe that the diagonalization and rotation steps have

been avoided in many works by assuming that the off-diagonal elements are very

small, but this is really a crucial step, without which the features in the spectra may

not be reliable.

With the aforementioned considerations, we compute the covariance matrix for

the Green’s function in Matsubara time as well as the self-energy in Matsubara

frequency, which are then diagonalized. Figures 3.2(a) and 3.2(b) show the square

root of eigenvalues(σL) of the covariance matrices of G(τ) and Σ(iωn) respectively,

as a function of matrix index L independent eigen vectors for β = 4 and U
W

= 1.0. In

our calculations we used 1000 bins of data and at β = 4 the number of data points

(L) we have considered for G(τ) is 28 and for Σ(iωn) is 10, which are satisfying the

empirical relation Nbins ≥ 2L to avoid pathology in the eigenvalue spectrum of the

covariance matrix. In case of G(τ) (see figure 8.1(a)) still we encountered a sharp

break in the eigenvalue spectrum of covariance matrix while it is absent in case
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Figure 3.2: Square root of eigen values of the covariance matrix obtained from
(a) Matsubara time Green’s function and (b) Matsubara frequency self-energy for
U/W = 1 and β = 4.

of Σ(iωn) and shown in figure 8.1(b). As we mentioned in Section 3.2, to remove

pathology in the eigenvalue spectrum of the covariance matrix, we need to increase

the number of bins. We increased the number of bins for G(τ) then calculated the

covariance matrix and even with an increase of bins we could not able to remove

sharp break in the eigenvalue spectrum of covariance matrix. It seems to us this is

an inherent problem of continuous-time QMC data on Matsubara time because these

algorithms do not require discretization of action on Matsubara time. To confirm it

further, we diagonalize the covariance matrix obtained from Matsubara frequency

Green’s function. The eigenvalue spectrum not shown here, but interestingly, the

sharp break observed in Matsubara time, was not found in this case. Such a sharp

break is indicative of correlations within data. Hence, we believe that the presence of

a sharp break in the imaginary time data is because the Green’s functions are being

accumulated in Matsubara time, which makes the corresponding data at adjacent

times highly correlated.

To get binned data and covariance matrix for two particle quantities, we use the
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same procedure as that for single particle quantities. Figures 3.3(a) and (b) show

Figure 3.3: Square root of eigen values of the covariance matrix obtained from (a)
Matsubara time two particle correlation function and (b) Matsubara frequency two
particle correlation function.

the square root of eigenvalues of the covariance matrix obtained from two-particle

correlation function in Matsubara time and frequency respectively at β=4.0 and U
W

= 1.0. As observed in the case of single particle quantities, a kink is found in the

eigenvalue spectrum of the Matsubara time data, which could not be removed by

rebinning or increasing the number of bins. Hence, we have carried out MEM in

Matsubara frequency for two particle quantities as well.

In the next two subsections, we consider the half-filled and doped cases of the

single-impurity Anderson model (equation 3.17). We have implemented the maximum

entropy method as detailed above for single and two-particle quantities.

3.4.2 Half-filling case

In the particle-hole symmetric case of the single impurity Anderson model(SIAM),

the annealing procedure (section 3.2.6) in MEM is initiated with a Gaussian default

model. In figure 3.4(a) we show the impurity self-energy for various temperatures.
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Figure 3.4: (color online) (a) Imaginary part of the analytically continued self energy
on real frequency axis for different β and U/W = 1 (b) Real part of self energy on
real frequency axis and (c) the impurity spectral function for same parameters as
(a). (∆0 = πV 2

W
= 0.7853)

As we cool the system, we can see that the high energy features remain unaffected,

and spectral weight transfers occur at progressively lower energy scales. Figure 3.4(b)

shows the real part of self-energy obtained by a Kramers-Krönig transformation of

the imaginary part of self-energy. The bottom panel of figure 3.4 is the corresponding

temperature dependent single-particle spectral function. In figure 3.4(a) & 3.4(b),

the evolution of low energy features is not clear but it is clearly visible in the

single-particle spectral function. At high-temperatures the single-particle spectral

function is broad and featureless as must be expected. As we cool the system,

a three peak structure emerges; two symmetrical Hubbard bands at ω ∼ ±U/2

and a central Abrikosov-Suhl(AS) resonance at the Fermi level (ω = 0). The two

Hubbard bands corresponds to local quasi-particles with lifetime ∼ ~
2∆0

(∆0 = πV 2

W
),

which describes the behaviour of additional electron in the localized state. In strong

coupling, the width of the central peak is proportional to Kondo temperature (TK)

which corresponds to the low energy spin-flip excitations in the system. If we do
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not eliminate the correlations in the CTQMC data, there will be glitches in the low

energy part of the spectrum, which are clearly absent here (see inset of figure 3.4(c)

for better visibility) for the properly prepared data.

Figure 3.5: (color online) Imaginary part of dynamical spin susceptibility on real
frequency axis for different β and U/W = 1.

The dynamical susceptibility has been obtained using the annealing method

described in section 3.2.6. As a consistency check, a default model given by Salomaa

(for the resonant level model) was also employed for the MEM. We observe that

both methods yield similar spectral features. We present results obtained from

the annealing method in figure 3.5, where the imaginary part of dynamical spin

susceptibility for various temperatures at U/W = 1 and n = 1 is shown. At high

temperature, the spectral function Imχ(ω) has a broad peak whose maximum is

∼ ω/TK ∼ 3− 4 and there is almost no spectral weight at high frequencies. With

decreasing temperature, the single broad maximum observed at high temperature

splits into two: a low and high frequency peak. The latter acquires greater spectral

weight with decreasing T and remains broad, while the former becomes sharper. As

T → 0, the low frequency peak position is at ω ∼ 0.67TK , and its width is also

proportional to the Kondo scale. Such behaviour can be used to extract the low
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energy scale from a computed or measured dynamical susceptibility.

3.4.3 Doped case

Figure 3.6: (color online) (a) Imaginary part of self energy on real frequency axis for
different β and U/W = 1.0 (b) Real part of self energy and (c) impurity spectral
functions for same parameters as (a). (∆0 = πV 2

W
= 0.7853)

Now, we consider the SIAM away from particle-hole symmetry at a filling of

n = 0.83. Again, the annealing procedure in MEM is initiated with an asymmetric

Gaussian default model which is given by m(ω) = 1
π
√
γ

exp[−(ω−εd
γ

)2]. In figure 3.6,

we show the self-energy and single-particle spectral function at U
W

= 1.0 for different

temperatures. As observed in the symmetric case, the high temperature spectrum is

broad and featureless, while at low T , a three peak structure emerges. The Hubbard

band below the Fermi level is quite close to the central AS resonance, while the

upper Hubbard band is asymmetrically placed and distinct.

In figure 3.7, shows the imaginary part of dynamic spin susceptibility for different

temperatures at U/W = 1 and n = 0.83. Although the value of the Kondo scale is

much higher as compared to the symmetric case, the frequency and temperature

dependence of the Imχ(ω) is very similar, hence the low frequency peak, may be
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Figure 3.7: (color online) Imaginary part of dynamical spin susceptibility on real
frequency axis for different β and U/W = 1.

used, in general to obtain information about the coherence scale in the system.

In the next section, we use the dynamical susceptibilities calculated in this and

the previous sub-sections to compute experimental observables such as the nuclear

magnetic relaxation rate, Knight shift and the Korringa ratio.

3.5 Thermodynamic observables: NMR, Knight

shift and Korringa ratio

The computation of dynamical susceptibility, χ(ω) = χ
′
(ω) + iχ

′′
(ω), allows us to

predict experimentally observable quantities such as the nuclear magnetic relaxation

rate (NNMR)( 1
T1T

), Knight shift(Ks) and Korringa ration(κ) through the following
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expressions[27, 28]:

1

T1T
=

2KB|Ã|2

γ2
e~4

lim
ω→0

χ
′′
(ω)

ω
, (3.36)

Ks =
|Ã|χ′(0)

γeγN~2
, (3.37)

κ =
~

4πKB

(
γe
γN

)2
1

T1TK2
s

. (3.38)

In the above equations, γN (γe) is the nuclear (electronic) magnetic moment and Ã

is hyperfine coupling constant, which is assumed to be momentum independent. χ
′
(0)

is the real part of local dynamical spin susceptibility obtained from Kramers-Krönig

transformation of imaginary part of local dynamical spin susceptibility. We can show

very easily that it is nothing but the local static susceptibility(χloc(T )).

Figure 3.8: (color online) (a) Nuclear magnetic relaxation rate (b) Knight shift and
(c) Korringa ratio at U/W = 1 and for n = 1, 0.83.

In figure 3.8(a), we show the NMR rate as a function of T
TK

, at U
W

= 1.0 for

particle-hole symmetric and asymmetric cases. We observe that NMR is proportional

to 1
Tα

at high-temperatures in the local moment region where α ∼ 1 (see power

law fit in figure 3.8(a)) and with decreasing temperature becomes independent of
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temperature in the Kondo singlet region. The fluctuating field due to impurity spin

couples to the probe nuclear spin represents a relaxation mechanism and hence T1 is

finite in the local moment region. With decreasing T , the local moment is screened

and hence the probe spin does not relax, and hence T1 diverges. The Knight shift

measures the response of such a fluctuating local moment to the external field is

simply proportional to the local impurity susceptibility. Indeed, the behavior of

the Knight shift presented in figure 3.8(b) is very similar to that of the NMR. The

Korringa ratio shown in figure 3.8(c) should be independent of temperature in the

Kondo region as expected from the exact result derived by Shiba for the single

impurity Anderson model[29].

3.6 MEM for real materials: SrVO3

Until now, we have done MEM calculations for a simple model, namely the SIAM.

The procedure we have implemented to get binned data for the impurity problem can

also be used for lattice problems using the framework of DMFT. Here we demonstrate

the implementation of MEM for analytic continuation of CTQMC data obtained

through a first principles calculation using density functional theory (DFT)+DMFT.

Details about DFT+DMFT procedure can be found elsewhere in the literature[30–33].

Here, we follow the method described in our recent work on the multi-orbital iterative

perturbation theory[33].

The method has been described briefly below. First we have done DFT calcu-

lations for SrVO3 within the generalized gradient approximation using the plane

wave pseudo-potential code QUANTUM ESPRESSO[34]. A low energy window near

the Fermi-level in the band structure is chosen using which maximally localized

Wannier orbitals[35] are constructed within the energy window by using projection

technique[32]. The low-energy effective Hamiltonian H(k) in the Wannier basis is

computed using Wannier 90. Local electronic correlation are treated within DMFT

using CTQMC. To get binned data from DFT+DMFT, we have taken the bath
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Figure 3.9: (color online) Schematic of the binning procedure for lattice problem.

Green’s function from the last iteration of the DFT+DMFT converged loop. Then a

single DMFT iteration is executed on 1000 single processors with distinct random

seeds. Once the binned data as shown in figure 3.9 is obtained, we proceed further to

check the quality of data. We have used a spectrum obtained from MO-IPT as the

default model, instead of finding it from the annealing procedure. In figure 3.10, we

show the MEM spectrum obtained from DFT+DMFT(HY-CTQMC) at β = 40 eV−1

by using default model obtain from MO-IPT. Our MEM calculations successfully

reproduce the features in the spectra at all energy scales.

3.7 Conclusions

Continuous time quantum Monte-Carlo methods are powerful tools for studying

quantum impurity problems. For efficient measurements, CTQMC algorithms ac-

cumulate the Green’s functions on a fine grid of Matsubara time for the interval of

[0,β]. Such an accumulation procedure yields highly correlated data in Matsubara
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Figure 3.10: (color online) MEM spectrum obtained from DFT+DMFT(HY-CTQMC)
data (using MO-IPT as a default model) for SrVO3 at U = 3.4 eV, J = 0.44 eV and
β = 40 eV−1.

time. We show that uncorrelated data may be obtained by mapping the random

seeds used for initiating the Markov process to a bin and using imaginary frequency

data rather than imaginary time. A somewhat subtle issue is the choice of number

of measurements, which should neither be too low which will result in incorrect data,

nor too high, because the systematic error will then dominate over the stochastic

error, and hence the maximum entropy method cannot be applied. The implemented

MEM for single and two particle quantities of SIAM and real material SrVO3 exhibit

well known features and for the latter, compare well with other theories.
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Chapter 4

Quantum critical dynamics of a

magnetic impurity in a

semiconducting host ?

4.1 Introduction

The screening of a magnetic impurity by conduction electrons is a quantum many

body phenomenon that generates an exponentially small Kondo scale, TK , in strong

coupling. The emergence of a Kondo scale has been confirmed in dilute metallic

alloys[1] and mesoscopic quantum dot[2] systems. The Kondo effect, arising in

Anderson impurity model and the effect of magnetic impurities on thermodynamic

properties in the Kondo limit are well understood and studied theoretically as well

as experimentally. The issue that remains to be fully understood is the fate of

dilute magnetic impurities in a semiconducting bath. This problem is of relevance to

valence fluctuating insulators and dilute magnetic semiconductors[3]. Theoretical

investigations of this issue have focused on the gapped Anderson impurity model

(GAIM), which describes a correlated impurity coupled to a bath of conduction

?Nagamalleswararao Dasari, Swagata Acharya, A. Taraphder, Juana Moreno, Mark Jarrell and
N. S. Vidhyadhiraja, to be submitted, arXiv:1509.09163.
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electrons whose density of states has a hard gap at Fermi-level.

The GAIM has been studied by various analytical and numerically exact methods.

Ogura and Saso[4, 5] investigated GAIM using poor man’s scaling, 1/N expansion,

self consistent perturbation method within non-crossing approximation [4, 5] (NCA)

and Hirsch-Fye QMC (HF-QMC). In case of the particle-hole symmetric model,

they concluded that as we increase the gap (δ) the ground state of the magnetic

impurity changes from a generalized Fermi-liquid (GFL), singlet state to a local

moment (LM) doublet state. The 1
N

expansion and NCA yield a finite critical gap,

δc=TK for the transition from the GFL to the LM state, while HF-QMC gives

δc ≈ TK
2

. An improved version of NRG later used by Chen and Jayaprakash [6] to

calculate thermodynamics of the GAIM showed that, δc is identically zero i.e the

ground state is a doublet for any finite gap. A recent study by Galpin et. al. [7]

using a non-perturbative method called the local moment approach(LMA) arrived

at the same conclusions as the NRG. A closed scaling form for the single particle

spectral function was also obtained. A Kondo resonance like feature survives only

for δ
TK
≈ 1. Although non-Fermi liquid LM behavior is observed at low frequency

scales, the ‘high’ frequency ( |ω|
TK
� δ

TK
) form was found to be identical to that of the

gapless case. These studies have focused on the T = 0 dynamics. At finite but ‘low’

temperatures, we expect the local moment ground state to manifest in non-Fermi

liquid behaviour which should crossover to a generalized Fermi liquid behaviour at

‘higher’ temperatures, T
TK
� δ

TK
. Such a thermally induced crossover, albeit not

studied hitherto, should have very interesting consequences in the single-particle and

two-particle quantities.

In this chapter, we have studied the finite temperature dynamics of the particle-

hole symmetric case of the GAIM using the hybridization expansion version of the

continuous time quantum Monte-Carlo(CTQMC)[8]. The main advantages with

CTQMC are that the method is numerically exact and very low temperatures

(T � TK) may be accessed without a sign problem. Our results have confirmed that
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the critical gap of particle-hole symmetric case of GAIM, δc is indeed zero. Using

the temperature dependent Matsubara self-energy, we construct a ‘phase’ diagram

in the U − T plane, which not only shows the aforementioned crossover from LM to

GFL ‘phases’, but also provides insight into the specific NFL behaviour of the LM

phase. We have computed the static and dynamical susceptibility. The former shows

the gradual reduction of screening and hence the uncovering of the local moment as

the gap is increased. The latter was computed on the imaginary frequency axis and

then transformed to the real axis through analytic continuation (using maximum

entropy method[9]). Further, the dynamical susceptibility is used to predict the

magnetic relaxation rate, the Knight shift and the Korringa ratio. Each of these

quantities exhibit highly anomalous behaviour when there is a gap in the conduction

band as compared to the gapless case. We begin with a brief review of the model

and formalism in section 4.2. Subsequently, in section 4.3, we discuss single-particle

dynamics and construct the phase diagram. The results for two-particle quantities

are discussed and this section ends with predictions for experimentally measurable

quantities. We conclude the chapter in section 4.4.

4.2 Model and Formalism

The generic Anderson model that describes the quantum impurity coupled to a bath

of conduction electrons is given by

H =
∑
kσ

εkc
†
kσckσ + V

∑
kσ

(c†kσdσ + h.c) + εdnd + Und↑nd↓ .

where εk is the host dispersion and V is hybridization matrix which couples the

impurity to the bath. εd is the energy for the non-dispersive impurity and U is the

energy cost for double occupancy on the impurity. The bath Green’s function in the
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Matsubara frequency space can be written as

G0(iωn) =
1

iωn − εd −∆(iωn)
. (4.1)

Here ∆(iωn) is the hybridization function and is given by

∆(iωn) = − iV 2

D − δ

[
tan−1

(
D

ωn

)
− tan−1

(
δ

ωn

)]
, (4.2)

which corresponds to a flat band density of states with band width W and a gap

of 2δ at the Fermi level. We have employed hybridization expansion CTQMC[8]

to measure dynamical quantities such as single and two particle Green’s functions.

Hybridization expansion CTQMC method yields the data on Matsubara axis then

we have calculated the dynamical spin susceptibility by using maximum entropy

method[9].

4.3 Results and Discussion

The critical gap for the level crossing transition, from a singlet ground state (of

a Fermi liquid) to a doublet, is zero in the symmetric case. Hence at T = 0, we

expect a local moment ground state for any non-zero δ. However, it is known from

T = 0 LMA studies that, although the low frequency single-particle spectrum of

the gapped case is very different from that of the δ = 0 case, the high frequency

(ω/TK � δ/TK) dynamics of the gapped system is identical to the scaling spectrum

of the gapless case. Such a crossover in the zero temperature ω-dependence must

manifest in the temperature dependence. Hence, for any finite gap, the system is

expected to cross over from a generalized Fermi liquid (GFL) to a local moment

(LM) state with decreasing temperature. We now show the GFL to LM crossover in

single particle and two-particle quantities.

The imaginary part of the self-energy is shown in figure 4.1 for various gap values
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Figure 4.1: (color online)Imaginary part of Matsubara frequency self energy for
a range of values of gap in the conduction bath density of states at (a) β = 10,
(b)β = 45 and (c) β = 400 with U = 4.0 and V = 1.0. The dashed line is a power
law fit to the low frequency part of the gapless case.(d) For a fixed δ/TK=0.1 and
β = 500, the low frequency imaginary part of the self-energy for various U -values
collapses onto a universal scaling power law when plotted vs ωn/TK and scaled by a
multiplicative factor, Yf ∼ O(1).

and decreasing temperature (from top to bottom) for a fixed interaction strength.

A low frequency power law is observed in the gapless case at all temperatures, the

exponent of which approaches unity as T → 0. This is characteristic of Fermi liquid

formation in the δ = 0 case. For the δ > 0 cases however, the −ImΣ(iωn) decreases

with increasing ωn initially and subsequently merges into a power law. The bottom

panel of figure 4.1 shows −ImΣ(iωn) for various U -values, but a fixed δ/TK vs ωn/TK .

The collapse onto a single power law with O(1) multiplicative factors indicates that,

in strong coupling, the exponent has a universal value, dependent only on T/TK

and δ/TK . Furthermore, the lower the gap value, the upturn occurs at a lower

temperature. The scale at which this change in the ωn dependence (from a power law

form to an upturn followed by a power law) occurs marks the crossover from a GFL

to LM state and is denoted by Tco(δ, U). The locus of such crossover temperatures

as a function of gap values for fixed U may be used to construct a ‘phase diagram’
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in the δ̃ − T̃ plane which is shown in figure 4.2.

Figure 4.2: (color online) A phase diagram in the T
TK

- δ
TK

plane for varying U values.
The shaded region is the generalized Fermi liquid while the unshaded is the local
moment regime. The dashed line is the extrapolated, asymptotic strong coupling
separatrix between the GFL and LM phases.

The region above the loci (for each U) represents the GFL, while the region below

is the LM state. The universal, strong coupling asymptotic locus of the crossover

points will be the dashed line (in figure 4.2), which has a form Tco = a(δ/TK)b with

a ∼ O(1) and b ∼ 1.4. In the limit of vanishing gap, the crossover temperature,

Tco → 0. This corroborates the result from earlier investigations[6, 7] that the critical

gap for a local moment ground state is zero in the symmetric case.

For the gapless case (δ=0), the local static spin susceptibility, namely; χloc(T ) =∫ β
0
dτ〈Sz(τ)Sz(0)〉 is known[10] to be temperature-independent for T � TK , which

represents Pauli-paramagnetic behaviour. Such behaviour indicates a complete

screening of the local moment. Nozieres had proposed[11] an exhaustion argument

for heavy fermion systems, wherein one of the assumptions was that only those

conduction electrons within an interval of kBTK of the chemical potential are involved

in the screening. However, it is now established[12] that such an assumption is

unjustified. The screening process involves electrons from infrared scales all the way
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Figure 4.3: (color online) (a) The product of temperature and the local static spin
susceptibility (4Tχloc(T )) as a function of T/TK for a range of gap values (indicated
in legends) for a U = 6.0. The dashed line is a linear fit in the gapless case. (b)The
T → 0 residual moment on the impurity for different U values as a function of gap.
The brown dashed line is a power law fit to the low gap part of the U = 8.0 data.

to logarithmically high energy scales. Thus, with a gap in the vicinity of the chemical

potential, we should expect that while the screening process will occur, the moment

will not be completely screened. Indeed, this is seen in the upper panel of figure 4.3

where we show 4Tχloc(T ) for various gap fractions (0.1 ≤ δ/TK ≤ 1) as a function of

temperature for a fixed U = 6.0. The gapless case (black symbols) shows a linear

dependence (dashed line is a linear fit) as expected. However it must be noted that

the linearity extends only upto about T/TK ∼ 0.1. For any finite gap, it is seen that

the low temperature Tχloc(T ) becomes flat indicating an unscreened moment, m

given by limT→0(4Tχloc(T )) = m2. A higher gap would lead to a lesser number of

conduction states available for screening, hence the limiting zero temperature value

of m must increase with increasing δ. This is shown in the lower panel of figure 4.3,

where the square of the moment vs δ/TK is shown for three different U values. A

fit to the lower gap values indicates a power law dependence of m on δ/TK with

the exponent ∼ 0.9. We also note that, even with a large gap of 4TK , only about

three-fourths of the moment is unscreened, hence states from non-universal scales

are involved in the Kondo screening of the magnetic moment.
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Figure 4.4: (color online) Spectral function f(ω,T)= πχ
′′

(ω)TK
2ωχloc(T )

for different gap values

and β = 100, which corresponds to a T/TK = 0.06 for U = 4.0.

The dynamics of collective excitations of GAIM is much less understood than the

single particle excitations. Hence, we compute the dynamical spin susceptibility χ
′′
(ω)

through an analytical continuation of the two particle correlation function χloc(iωn)

using the maximum entropy method[9]. The closed form results of Salomaa[13]

for the resonant level model were employed as the default model for the analytic

continuation. In the Salomaa model the parameter Γ was chosen such that it

maximizes the, posterior probability of the model. We have also calculated χ
′′
(ω)

by using a model which has obtained from annealing procedure[14]. We have found

that our results are robust against the choice of the model. In figure 4.4, we show

f(ω, T ) = πTKχ
′′

(ω)
2ωχloc(T )

for three gap values at β = 100 and U = 4.0. The three gap

values correspond to three different regimes, namely the low temperature gapless

case (δ = 0 and T � TK), the small gap case (δ = TK/20 < T � TK) and the

finite gap case (T � δ = TK/2). For the gapless case, we observe a Kondo like peak

centered at ω = 0 with a width ∼ O(TK)[9]. With further decrease in temperature,

this width does not change. In the small gap case, a peak like structure resembling

that of the gapless case is observed. This implies a partial screening of the local

moment since the temperature is higher than the gap. With decreasing temperature,
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the local moment emerges in the form of a narrow peak at ω = 0, as seen in the third

case. The width of this peak vanishes as T → 0, signifying a free local moment with

a zero energy cost for a spin-flip. The weight of this Dirac delta peak is proportional

to 〈S2
z 〉 of the impurity[15]. Apart from this peak at ω = 0, a continuous spectrum,

albeit of low weight, corresponding to excitations of particle-hole pairs[15] is observed

for ω & δ.

Figure 4.5: (color online) Dynamical susceptibility scaling collapse: (a) χ(τ) vs

πT/ sin(πτT ), (b) Imχ(ω)
χloc(T )

vs. ω/T for various temperature fractions with U = 6.0

and δ/TK = 0.5. The dashed lines in both the panels are power law fits.

Since the critical gap for the quantum phase transition from a singlet to a doublet

ground state is δc = 0, and the transition is continuous, we must expect a finite

temperature critical scaling region of this quantum critical point. This critical

scaling region is characterised by an ω/T scaling for real frequency quantities. It

has been shown through conformal boundary field theoretic arguments that such a

scaling manifests as a πT/ sin(πτT ) scaling for imaginary time quantities [16, 17].

In top panel of figure 4.5, we show the susceptibility χ(τ) computed for U = 6 and

δ/TK = 0.5 as a function of πT/ sin(πτT ) for various temperature fractions. A scaling

collapse is evident for temperatures T/TK & 0.218, while for lower T/TK , a deviation
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Figure 4.6: (color online) Single particle, two particle Green’s functions and Dynami-
cal susceptibility scaling collapse: (a)G(τ) vs πT/ sin(πτT ), (b) χ(τ) vs πT/ sin(πτT ),

(c) Imχ(ω)
χloc(T )

vs. ω/T for various temperature fractions with U = 6.0 and δ/TK = 0.25.
The dashed lines in all panels are power law fits.

Figure 4.7: (color online) Single particle, two particle Green’s functions and Dynami-
cal susceptibility scaling collapse: (a)G(τ) vs πT/ sin(πτT ), (b) χ(τ) vs πT/ sin(πτT ),

(c) Imχ(ω)
χloc(T )

vs. ω/T for various temperature fractions with U = 6.0 and δ/TK = 1.0.
The dashed lines in all panels are power law fits.

from the power law scaling is observed. In the lower panel, a similar universal scaling

collapse of the real frequency susceptibility (obtained through MEM; see chapter on



4.3 Results and Discussion 105

MEM for details) is observed when plotted as a function of ω/T and this kind of

scaling collapse has been observed in Bose-Fermi Kondo models[18]. We note that

the self-energy and static susceptibility showed a crossover from local moment like

behaviour to generalized Fermi liquid behaviour at precisely the temperature above

which the scaling collapse is observed (see figures 4.1 and 4.2). We have verified

that the same holds for other gaps as well (e.g. δ/TK = 0.25 and 1 in figures 4.6 and

4.7 respectively). Thus the shaded region of the finite temperature ‘phase diagram’

shown in figure 4.2 is in fact the critical scaling region (or the ‘fan’) of the δc = 0

QCP.

Figure 4.8: (color online) (a) Nuclear spin-lattice relaxation rate, (b) Knight shift and
(c) Korringa ratio as a function of temperature for various gap values and U = 4.0.
Inset: Knight shift at low temperature.

The dynamical susceptibility (χ(ω, T ) = χ′(ω, T )+iχ′′(ω, T )) may be used directly

to calculate experimentally measurable observables such as the nuclear spin-lattice

relaxation rate (1/(T1T )), Knight shift(Ks) and Korringa ratio (K) as follows [9, 19]:

1

T1T
= A lim

ω→0

χ′′(ω, T )

ω
(4.3)

Ks(T ) = Bχ′(0, T ) = B

[
P

∫
dεχ′′(ε, T )

πε

]
= Bχloc(T ) (4.4)



106 Chapter 4.

K =
C

T1T [Ks(T )]2
. (4.5)

Where A = 2kB
γ2e~4
|Ã|2, B = |Ã|

γeγn~2 and C = ~
4πkB

( γe
γn

)2. Ã is the hyperfine coupling

between the nuclear and electron spins, and γn (γe) is the nuclear (electronic)

gyromagnetic ratio. The main assumption in the above expressions is that the

hyperfine coupling is momentum independent. These three observables have been

computed for various gap values and a fixed interaction strength (U = 4) and are

shown in fig. 4.8 as a function of T/TK . The singlet ground state in the gapless

case implies that the relaxation mechanisms for the probe nuclear spin (e.g 63Cu)

due to the impurity spin (e.g. Fe) fluctuations would be suppressed sharply as the

temperature drops below the Kondo scale. Thus the relaxation time scale should

diverge with decreasing temperature. This is observed precisely in the top panel of

figure 4.8 for the gapless case where the 1/T1T saturates as T → 0 implying that

T1 →∞. As seen from the figure 4.3, the residual moment is finite for any non-zero

gap, and moreover the magnitude of the moment increases with increasing gap as

∼ (δ/TK)0.87. This would then imply that the coupling between the probe nuclear

spin and the impurity moment would remain finite even as T → 0. For all δ & TK/10,

we find that the 1/(T1T ) ∼ T−α with α > 1 implying that T1 ∼ Tα−1 and hence

vanishes as T → 0. However for δ = TK/20, we find that α ∼ 0.67, implying that T1

diverges even though a residual moment exists. A diverging T1 for a finite gap is

surprising, and the origin of such a result is not clear. Nevertheless, the relaxation

rate 1/(T1T ) does diverge for any finite gap, and is hence consistent with the critical

gap being zero in the symmetric case.

The Knight shift is proportional to the static susceptibility, χloc(T ). Hence, at

temperatures below the Kondo scale in the gapless case, the Ks should saturate,

which is indeed seen in the middle panel of figure 4.8. For any non-zero gap, the

ground state being a doublet should yield a 1/T behaviour. For the higher gaps,

the 1/T is clearly seen while for the lower gaps, much lower temperatures (T � δ)
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need to be accessed to see such behaviour (see inset of the middle panel). Shiba has

considered the gapless Anderson impurity model[20] and has proved to all orders in

perturbation theory that the Korringa ratio (κ) must be a constant as T → 0. The

bottom panel of figure 4.8 confirms this, while showing that the κ diverges with

decreasing temperature for any finite gap in the host.

4.4 Conclusions

In the present work, the manifestation of the zero gap quantum critical point in

a precisely determined finite temperature region has been demonstrated through

a striking scaling collapse of the dynamical susceptibility. We have also shown

that this critical scaling region is characterised by anomalous behaviour of various

single-particle and two-particle static and dynamical quantities. Based on dynamical

spin susceptibility scaling as a function of ω/T , we classified the zero gap quantum

critical point as an interacting type. The gapped Anderson impurity model is

believed to be the appropriate model for many material systems, such as dilute

magnetic semiconductors. It could also be of potential relevance for lattice systems,

where within the dynamical mean field theory framework, a gap could arise in the

hybridization of the self-consistently determined host. Our study yields an insight

into the region and extent of the influence of the zero gap quantum critical point

on the finite temperature properties and hence could prove to be important for the

understanding of such systems.
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Chapter 5

A continuous time quantum

Monte-Carlo study of local

quantum critical dynamics in the

asymmetric gapped Anderson

impurity model ?

5.1 Introduction

One of the main challenges in condensed matter physics is to address the universal

behavior of correlated quantum systems. The quantum critical region, that fans

out from the quantum critical point (QCP) determines the physical properties of a

system in a large range of temperature and control parameters such as magnetic field,

pressure and chemical substitution. The existence of a novel class of quantum critical

points(QCP) in heavy fermion metals manifesting in highly anomalous physical

properties has been experimentally established[1–6]. It has been observed that in

?Nagamalleswararao Dasari, Juana Moreno, Mark Jarrell and N. S. Vidhyadhiraja, Manuscript
in preparation.
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the quantum critical region, the dynamical spin susceptibility and single particle

relaxation rates are linear in T and dynamical spin susceptibility satisfies the ω
T

scaling [3, 4]. To describe these novel QCPs require the introduction of additional

critical modes beyond standard Landau’s order parameter fluctuations[7]. It has

been proposed that these additional critical modes are those arising from the critical

destruction of Kondo effect[7]. Experiments such as quantum oscillation and Hall

effect observed [1, 8] the critical Kondo destruction through a sudden change of

Fermi surface at the quantum critical point. If such an effect is local in space, we

should expect to find it in a quantum impurity model by varying some athermal

parameter[9]. Indeed, the quantum impurity models which shows critical Kondo

destruction are the pseudo-gap Anderson model[9–11] and gapped Anderson impurity

model(GAIM)[12–15].

The symmetric and asymmetric GAIM have been studied extensively by various

methods. An early Hirsch-Fye QMC study[16] identified the critical gap, δc, as zero

in the symmetric case (η = 0), and also argued that the δc 6= 0 in the asymmetric

case (η 6= 0). Another early study[17, 18] employed an impressive range of methods

including poor man’s scaling, 1/N expansion, non-crossing approximation and Hirsch-

Fye QMC (HF-QMC). The conclusion reached by the latter by the analytical methods

was that δc = 2TK , where TK is the Kondo scale of the gapless case; while the

HF-QMC yielded δc ∼ TK . Later studies using numerical renormalization group

(NRG)[12, 15] and local moment approach (LMA)[13, 14] showed that δc = 0 for

η = 0, while δc is non-zero and depends quite non-trivially on η in the asymmetric

case. A recent NRG study[15] confirmed the results of the previous T = 0 NRG

and LMA works. Thus, at T = 0, a line of quantum critical points exist in the

gap-asymmetry plane that separate a singlet Fermi liquid state from a local moment

doublet state.

In case of the pseudogap Anderson model, the dynamical scaling and relaxation

behavior in the quantum critical regime is very well understood [9–11, 13]. However,
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a similar study for the GAIM model has not yet been carried out. Such a study

would be extremely useful in classifying the nature of quantum critical points (QCP)

in the gap-asymmetry plane. Especially from the experimental point of view because

calculations of such kind would yield characteristic signatures in the transport

properties of dilute magnetic impurities in semiconductors and superconductors.

Recently, by using hybridization expansion continuous-time quantum Monte-Carlo

(HY-CTQMC) approach[19], we identified[20] the critical scaling region of the zero

gap QCP in the particle-hole symmetric case as the region above the separatrix of the

low temperature local moment phase from the high temperature generalized Fermi

liquid. In this work, we have carried out a finite temperature study of the particle-hole

asymmetric GAIM in the strong coupling limit by using the same method, namely

HY-CTQMC[19]. We find, in agreement with the previous works[12–16], that critical

Kondo destruction occurs in the quantum relaxation regime and manifests as a line

of QCPs in the gap-asymmetry plane, which separates a Kondo screened generalized

Fermi liquid phase from a local moment phase.

5.2 Model and Formalism

The generic Anderson model that describes the quantum impurity coupled to a bath

of conduction electrons is given by

H =
∑
kσ

εkc
†
kσckσ + V

∑
kσ

(c†kσdσ + h.c) + εdnd + Und↑nd↓ (5.1)

where εk is the host dispersion and V represents the strength of hybridization, that

couples the impurity to the bath. εd is the energy of the non-dispersive impurity and

U is the Coulomb repulsion for two electrons on the impurity. The bath Green’s

function can be written in the Matsubara frequency space as

G0(iωn) =
1

iωn − εd −∆(iωn)
,
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where ∆(iωn) is the hybridization function and is given by

∆(iωn) = − iV 2

D − δ

[
tan−1

(
D

ωn

)
− tan−1

(
δ

ωn

)]
.

Such a ∆(iωn) corresponds to a flat, conduction band density of states having a band

width of W = 2D and gap of 2δ at the Fermi level. The particle-hole asymmetry

parameter is defined by η = 1 + 2εd
U

. We note here that it is only the impurity level

that is away from particle-hole symmetry while the conduction band is symmetric.

As mentioned in the introduction, the hybridization expansion version of CTQMC

as implemented in the ALPS[21] library has been employed to solved the model in

equation 5.1. The advantages of this method as compared to earlier versions of QMC

are manifold − A much reduced sign problem, access to far lower temperatures and

larger interaction strengths are a few. Nevertheless, since the data obtained is on

the imaginary time/frequency axis, analytic continuation is required for viewing real

frequency single-particle or two-particle quantities. In the following section, we begin

by reviewing the key results of the previous works and subsequently describe the

results obtained in this work.

5.3 Results and Discussion

As mentioned before in the introduction, previous NRG[12, 15] and LMA[13, 14]

studies of the GAIM in the particle-hole symmetric case demonstrated critical Kondo

destruction for δc = 0. Thus, even an infinitesimal gap in the conduction electron

density of states results in complete absence of screening at T = 0 and the ground

state is doubly degenerate local moment (LM) state. Surprisingly, the single particle

dynamics such as the spectral function of the GAIM was found to be similar to that

of the gapless case on an energy scale ω > δ[13]. For small gaps, δ/TK � 1 (where

TK is the Kondo temperature in the gapless case), the spectral function shows a

hallmark of Kondo effect, namely a Kondo resonance at frequencies ω ∼ TK , while
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true non-Fermi liquid LM behaviour can be seen only at ω � δ. Furthermore, the

single particle spectral function exhibits universal scaling as a function of ω/TK for

fixed gap values, δ/TK . In the particle-hole asymmetric case the ground state of

the system evolves from a generalized Fermi-Liquid (GFL) state to LM state with

increasing δ and a finite δc is found for any non-zero asymmetry. As in the symmetric

case, the single-particle spectral function across the transition for small gap values

(δ/TK � 1) shows a Kondo resonance for ω > δ and a collapse of high energy tails

onto the gapless case for ω � δ. The ground state of the symmetric case cannot be

perturbatively connected to the non-interacting ground state while the asymmetric

case does.

Recently we have studied the particle-hole symmetric case of GAIM at finite

temperature by using HY-CTQMC[20]. Our key findings are as follows; The imaginary

part of Matsubara self-energy (-Im Σ(ωn)) exhibits universal scaling in terms of

ωn/TK for a fixed gap of δ/TK , which is in parallel to the single-particle spectral

function on real frequency axis. The zero gap quantum critical point at T=0 manifests

in a finite temperature quantum critical region, which has been demonstrated through

a scaling collapse of single particle, two particle static and dynamical quantities.

Based on dynamical spin susceptibility scaling as a function of ω/T , we classified the

zero gap quantum critical point as an interacting type. Now we present our results

of single and two-particle quantities for the asymmetric GAIM.

We begin with the results of single particle irreducible impurity self energy. We

have measured the gap in terms of the Kondo temperature of the gapless case (δ

= 0) which is given by TK =
√

(UπV
2

4D
) exp(−εd(εd+U)D

UV 2 ) [18]. For U = 6.0, V = 1.0

and η of 0.4 we find TK ∼ 0.12; while the U
π∆

is 2.43 which corresponds to the

strong coupling limit or Kondo limit. As in our previous work[20] on the symmetric

limit of the GAIM, we identify the ground state phase based on the low frequency

behavior of self energy defined on the imaginary frequency axis. In the generalized

Fermi liquid region, we should expect −ImΣ(iωn → 0) ∝ A|ωn|α, where the exponent
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Figure 5.1: (color online) Imaginary part of Matsubara self energy for different gap
values in the bath density of states for a U = 6.0 corresponding to which a gapless
Kondo scale is obtained as TK = 0.12. The temperature is β = 1/T = 800 and the
particle-hole asymmetry, η = 0.4.

α → 1 as T → 0. The local moment (LM) phase is characterized by a partially

screened impurity moment, the fluctuations of which cost no energy at T = 0. In this

phase, the imaginary part of self energy would diverge at low Matsubara frequencies

i.e, −ImΣ(iωn) ∼ B/ωn. In the crossover region or quantum critical region, the

imaginary part of self energy may be described by −ImΣ(iωn) ∼ C +D|ωn|α where

0 < α ≤ 1 and C 6= 0. In figure 5.1 we show the imaginary part of Matsubara self

energy for three gap values and TK of 0.12 at β = 800. For a gap of δ = TK/30, the

imaginary part of self energy has GFL behavior. As we increase the gap value to

δ = TK/15, the (extrapolated) intercept becomes finite and the above mentioned

crossover form is seen. At higher gap values such as TK/8 shown in figure 5.1, the

local moment form is seen which crosses over to a power law at higher ωn. Thus, for

a given asymmetry η, by varying the gap δ in the conduction band density of states,

we observe a crossover from a GFL phase to LM phase.

The manifestation of such a crossover is also seen in the local static spin sus-

ceptibility, given by χ(T ) =
∫ β

0
dτ〈Sz(τ)Sz(0)〉. In figure 5.2 we have plotted the
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Figure 5.2: (color online) Local static spin susceptibility as a function of temperature
for different gap values at U = 6 and and η = 0.4, for which TK = 0.12.

χ(T ) as a function of temperature for various gap values (shown in legends), with a

U = 6 and η = 0.4 (hence TK = 0.12). The dotted line is a 1/T or a local moment

fit to the low temperature part. In the gapless case, the susceptibility is almost flat

(within numerical tolerance), which is natural for a Fermi liquid, since we expect

it to be of the Pauli paramagnetic type. As the gap is increased, a slight upturn

is seen, and beyond TK/20, a qualitative change is seen in the form of a 1/T form

at low temperature for all δ > TK/15. In fact, the region over which the local

moment form fits the χ(T ) increases with increasing δ. From this finite temperature

crossover of Pauli paramagnetic behaviour to local moment behaviour, we may

conclude that a zero temperature quantum phase transition occurs in the interval

δ ∈ (TK/20, TK/15). That the transition is continuous cannot be stated without

carrying out a zero temperature calculation, which is impossible with quantum Monte

Carlo methods. Nevertheless, previous LMA and NRG calculations have conclusively

established a line of quantum critical points in the η − δ plane. Our calculations

show the finite temperature manifestation of these QCPs.

In order to further confirm the range (in δ) of the quantum phase transition
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Figure 5.3: (color online) Self energy in the main panel and moment in the inset.U=6,
η = 0.4, β = 700.

underlying this finite temperature crossover, we refer to figure 5.3. In the main panel,

we show the same data as in the figure 5.1, but for a larger number of gap values,

while the inset shows the square of the unscreened moment as a function of gap.

From the main panel, we see that the low frequency part of −ImΣ(iωn) is a power

law for all δ ≤ TK/20, while for δ ≥ TK/15, a deviation from the power law is seen

in the form of an upturn at the lowest ωn. Since the power law with a zero intercept

is characteristic of a GFL, we identify the ground state for all δ ≤ TK/20 as a GFL,

and for gaps higher than TK/15 as a local moment state. This analysis restricts

the range of a possible co-existence region due to a first order transition to between

TK/20 and TK/15, which matches with the inference from the susceptibility data.

The inset shows the unscreened moment as a function of gap. The shaded region

denotes gaps in the range of δ < TK/20. For the gapless case, the screened moment

should be zero at T = 0. However, since our calculations are at a finite temperature

of β = 700 (in figure 5.3) a small T 2 contribution is expected. With increasing gap,

although a clear rise of the moment cannot be identified, a crude estimation yields

a result that concurs with that of the main panel. The shaded region represents
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δ ≤ TK/20, for which the moments are close to that of δ = 0. The first point above

this region is δ = TK/15, which, is quite above the shaded region, and hence can be

crudely identified as a lower bound for the LM phase.

A similar analysis for other asymmetries yields the critical gap (in practice, a

range is obtained) as a function of η, and hence a phase diagram in the η − δ plane

as shown in figure 5.4 for U = 5.0 and U = 6.0. With a rescaling of gap with respect

to the Kondo scale, the two data sets collapse onto a single universal phase boundary.

The plateaus seen are, naturally, an artifact of the finite resolution in identifying

the critical gap. In agreement with previous works[12–16], the critical gap for the

transition from the GFL phase (at low δ) to a LM phase (at higher δ) increases with

increasing asymmetry. The symmetric case (η = 0) data point is from our previous

work[20].

Figure 5.4: (color online) Critical δ vs. η phase diagram (a) for TK = 0.172 and β =
700. (b) for TK = 0.12 and β = 800.

Now, that we have derived a ground state phase diagram from finite temperature

crossovers in single and two particle quantities, we examine the manifestation of the

quantum critical points in other finite temperature properties. A quantity which

determines the low energy behavior of single particle excitations on the impurity is
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Z(T ) = [1− ImΣ(iω0)/ω0]−1, which reduces to the quasiparticle weight[22] in the

limit T → 0. In figure 5.5 we have plotted the Z(T ) as a function of temperature for

different gap values and TK ∼ 0.172. As has been argued before, at a sufficiently

high temperature (T & δ), the physics of a gapped impurity is identical to that of a

gapless impurity, and this underlies the collapse of all curves at high temperature. As

we decrease the temperature, three distinct kinds of behaviour are observed. For low

gaps (δ . TK/20), the Z(T ) saturates implying FL behaviour, while for the largest

gaps shown, a power law with exponent one (dotted line fit) implies that Z(T )→ 0

as T → 0 implying LM behaviour. The intermediate gaps display a crossover

behaviour, where the the T → 0 behaviour cannot be determined with certainty

unless calculations at much lower T are carried out. Although the hybridization

expansion version of CTQMC allows us to access far lower temperatures than e.g.

the Hirsch-Fye version, β > 700−800 calculations were impossible with the currently

available resources. Thus, we are forced to conclude that the ‘quasiparticle weight’

could not be used to clearly support the phase diagram shown in figure 5.4.

Figure 5.5: (color online) Quasi particle weight (Z(T)) as a function of temperature
for different gap values at TK = 0.172. The interaction strength, U = 5.0 and
asymmetry, η is 0.4.

Finally, we examine the dynamical spin-spin correlation functions as a function
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Figure 5.6: (color online) Matsubara time spin-spin correlation function for different
gap values at TK = 0.12, β = 800 and for η = 0.4.

of Matsubara time to understand the behavior of spin dynamics. In figure 5.6 we

plot the spin-spin correlation function χzz(τ)= 〈Sz(τ)Sz(0)〉 for various gap values

and TK of 0.12. The value of χzz(τ) at τ = 0 represents the bare local moment[23]

of spin 1
2

electron which is given by mloc = g ×
√
χ(τ = 0) ≈ 0.93. The bare local

moment which is formed at τ = 0 is dynamically screened by conduction electrons

at larger τ ∼ β/2. In the figure 5.6 we observe that the bare local moment does not

change as we change the gap value but the dynamically screened moment depends

on the gap value significantly. For a generalized Fermi-liquid at low temperature,

χzz(τ) at τ = β
2

should be proportional to T2; while in case of LM phase it has a

finite constant value. Our results are consistent with the GFL behavior of χzz(β)

for the gap of δ = 0.0, TK
30

and for larger gap values we have LM behavior in χzz(β).

We note that from the behaviour of dynamical spin-spin correlation function, it is

very hard to distinguish the critical gap which separates GFL from LM behavior,

since the noise at high τ makes it impossible to make a precise identification of the

dynamically screened moment value at τ = β/2.
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5.4 Conclusions

Our study of the particle-hole asymmetric gapped Anderson model at finite tem-

perature in the quantum relaxation regime reveals the existence of a line of Kondo

destruction quantum critical points in the gap-asymmetry plane, in agreement with

previous works[12–16]. The critical gap increases monotonically as we increase the

asymmetry. We found that, although the frequency dependence of the self-energy

and the local susceptibility as a function of temperature may be used to construct

the phase diagram, the quasiparticle weight or the dynamical susceptibility require

much higher precision calculations at much lower temperatures than possible with

the current resources for identifying critical gaps. A classification of the quantum

critical points using critical scaling analysis and transport calculations are under

progress.
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Chapter 6

Interplay of strong correlations

and covalency in ionic band

insulators?

6.1 Introduction

The recent discovery of interaction-driven topological phases[1, 2], such as, fractional

quantum-Hall states, spin-liquids, Kondo-insulators and bosonic topological phases

has created a huge interest in, otherwise considered to be mundane, band insulators.

Some questions of fundamental interest in band insulators are: how do correlations

drive a band insulator into a metal and a Mott insulator(MI) and are correlated band

insulators fundamentally different from simple band insulators which have identical

charge and spin excitation gaps? Theoretically these issues have been addressed

in all dimensions, from one to infinity, by various studies of model Hamiltonians

such as the ionic Hubbard model[3–12], a two-sublattice model with inter-orbital

hybridization[13, 14], a two-band Hubbard model with crystal field splitting[15] and

a bilayer model with two identical Hubbard planes[16–20].

?Nagamalleswararao Dasari, Juana Moreno, Mark Jarrell and N. S. Vidhyadhiraja, Draft under
revision.
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The ionic Hubbard model, which comprises a two-sublattice system having orbital

energies, V and −V with a local Coulomb repulsion, drew a lot of attention after

the pioneering work by Arti Garg et. al.,[6], which showed that correlations can

turn a band insulator into a metal and for higher interaction strengths, U , into a

Mott insulator. The U − V phase diagram, found through a iterated perturbation

theory (IPT) solution of the self-consistent impurity problem within dynamical mean

field theory (DMFT), exhibited a finite metallic region, which transformed into a

line at large U and V , as should be the case in the exactly known atomic limit.

Later studies using a modified form of IPT, and numerical renormalization group at

zero temperature (T = 0), and a continuous time quantum Monte-Carlo (CTQMC)

study, while confirming the existence of an intervening metallic phase, were not in

agreement about the extent of the metallic region. Furthermore, one could ask if

there exist parameters other then interaction strength, that could induce metallicity

in band insulators, and what would be the interplay of interactions with such an

athermal parameter. In this work, we have answered this question within a two

orbital Hubbard model with on-site repulsion, U , between electrons of opposite spin.

The novelty of the model is embodied by a parameter “x ∈ [0, 1]” which may be

interpreted as the degree of ionicity, while 1− x is comcomitantly interpreted as the

degree of covalency. Such a parametrization permits us to explore the interplay of

ionicity and covalency in interacting band insulators. So for x = 1, we obtain purely

ionic band insulators[6] while for x = 0, the model reduces to purely covalent band

insulators[13]. One of the main findings is that, while the two extremes of x = 0 and

x = 1 are, indeed, band insulators, albeit of different kinds, the x = 0.5 turns out to

be a metal even in the non-interacting case. The interaction driven metallic region

found in Ref[6] is shown analytically to be just a line of measure zero in the U − V

plane for the ionic Hubbard model. We find that the phase diagram in the U − T

plane is strongly dependent on the degree of covalency (or ionicity).

This chapter is organized as follows: In Sec. 6.2, we define the model and methods
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chosen to study correlation effects in different kinds of band insulators. In Sec. 6.3,

first we discuss the analytical results at zero and finite temperatures and then

we present and discuss our numerical results. Finally, in Sec. 6.4, we present our

conclusions.

6.2 Models and Methods

We have considered a two orbital Hubbard model with a local Coulomb interaction

between two electrons of opposite spin on same orbital. In the second quantized

notation, the Hamiltonian reads,

H = −µ
∑
iασ

n̂iασ +
∑
ijαβσ

tαβij (c†iασcjβσ + h.c) +
∑
iασ

U

2
n̂iασn̂iασ̄ , (6.1)

where c†iασ(ciασ) creates (annihilates) an electron at lattice site i, in orbital α with

spin σ. We set the chemical potential µ = U
2

so that each site has a total average

occupancy of 2 (i.e. half filling). We are mainly interested in local single particle

electron dynamics, which is given by the momentum sum of the lattice Green’s

function,

Gσ(ω+) =
∑
k

[
(ω+ + µ)I−Hσ(k)−Σσ(k, ω+)

]−1
, (6.2)

where ω+ = ω + iη and η → 0+. Here, Hσ(k) comprises intra-unit-cell hybridization

and nearest neighbour inter-unit-cell hopping, namely

Hσ(k) = Hσ
intra + Hσ(k)inter . (6.3)

We have calculated the local single particle propagators within the DMFT framework,

wherein the single particle irreducible self-energy Σσ(ω+) is local, and will be

determined by solving the auxiliary Anderson impurity model. The local, interacting

Green’s function (equation 6.2) may be related to the non-interacting Green’s function
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G0σ(ω+) through the Dyson equation:

G−1
0,σ(ω+) = G−1

σ (ω+)−Σσ(ω+) , (6.4)

where I is the identity matrix. We construct a non-interacting Hamiltonian Hσ(k)

as an interpolation between an ionic band insulator (IBI) and a covalent insulator

(CI) as follows:

Hσ(k, x) = HIBI + HCI

= x

∆ εkσ

εkσ −∆

+ (1− x)

ε̃kσ V

V −ε̃kσ

 . (6.5)

In the IBI, a two sublattice system has staggered ionic potentials ∆ and -∆ and

and a k-dependent hybridization (εkσ) between sites on sublattice 1 and 2. The

CI is characterized by two semicircular bands having opposite sign of the hopping

parameter and a k-independent hybridization V . The diagonal dispersion in the CI

corresponds to intra-band electron hopping, while the off-diagonal dispersion in the

IBI corresponds to inter-band electron hopping. By varying the parameter x from

1 to 0, we can interpolate smoothly between a purely ionic limit (for x = 1) and a

purely covalent limit(x = 0). The percentage of covalency in the ionic band insulator

increases as we decrease x from 1 to 0.

The motivation to build and study the above Hamiltonian is twofold: (a) There

are three primary chemical bonds namely ionic, covalent and metallic bonds and in

general, there is no perfect ionic bond i.e., it always has partial covalency. Quantifying

the covalency or the ionicity of a given bond is not without ambiguities[21, 22].

Depending upon the percentage of covalency in the ionic bond, properties of the

system changes drastically[21, 22]. Equation 6.5 is one the simplest and of course,

non-unique, ways of parametrizing a system wherein the bonding has an ionic as well

as covalent character. (b) Another perspective from the view point of real materials
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is that the non-interacting Hamiltonian Hσ(k) could have both inter-unit cell and

intra-unit cell hybridizations, where inter-unit cell hopping is often neglected in

model calculations[23].

Throughout the chapter we have considered the case where V = ∆ and εk =

ε̃k. The structure of Hσ(k, x) strongly affects the structure of the impurity Greens

functions and for orbital (or sublattice) 1, it is given by,

G1σ(ω+) =

∫
dε

ζ2σ(ω+, ε)ρ0(ε)

ζ1σ(ω+, ε)ζ2σ(ω+, ε)− [V (1− x) + εx]2
, (6.6)

where

ζ1σ(ω+, ε) = ω + iη + µ− [V x+ ε(1− x)]− Σ1σ(ω+) ,

ζ2σ(ω+, ε) = ω + iη + µ+ [V x+ ε(1− x)]− Σ2σ(ω+) ,

and ρ0(ε) = 2
πD

√
1− (ε/D)2. D = 1 is our energy unit and η is the convergence

factor. In the half-filling case, the Hamiltonian has mirror type symmetry between

orbitals, which reflects in the impurity Green’s function and self-energy in the

following way,

G1σ(ω+) = −
[
G2σ(−ω+)

]∗
, (6.7)

Σ1σ(ω+) = U −
[
Σ2σ(−ω+)

]∗
. (6.8)

By using above self-energy symmetry relation, we can readily show,

ζ1σ(ω+, ε) = −[ζ2σ(−ω+, ε)]∗ , (6.9)

then equation 6.6 can be written as,

G1σ(ω+) =

∫
dε

ζ∗1σ(−ω+, ε)ρ0(ε)

ζ1σ(ω+, ε)ζ∗1σ(−ω+, ε) + [V (1− x) + εx]2
. (6.10)
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Now we are going to present a few analytical results for the density of states at the

Fermi level (ω = 0) and subsequently, we will discuss our numerical results.

6.3 Results and Discussion:

6.3.1 Analytical results: T=0

We assume that in the band insulator and metallic phases, a Fermi-liquid expansion

of self-energy holds, namely that Σ(ω)
ω→0→ Σ(0) + ω(1− 1/Z) +O(ω2). Then, the

value of imaginary part of self-energy at zero frequency is ImΣ1σ(0) = 0, and the

corresponding density of states (DOS) D1σ(0) = − 1
π
ImG1σ(0) is given by,

D1σ(0) =

∫
dερ0(ε) η

π

η2 + [Re(ζ1σ(0, ε))]2 + [V (1− x) + εx]2
. (6.11)

Where Re(ζ1σ(0, ε))=[µ− (V x+ ε(1− x))− ReΣ1σ(0)]. For a metallic system there

should be a finite DOS at the Fermi level, while in the case of insulators, it should

be zero. In the following sub-sections for different values of x, we are going to find

the conditions for existence of metallicity.

(a) x=1 (Ionic band insulator)

By substituting x = 1 in equation 6.5 the non-interacting Hσ(k, x)) reduces to:

Hσ(K) =

V εk

εk −V

 . (6.12)

In literature it is called an “ionic Hubbard model (IHM)”, where there are two

semi-circular electronic bands with staggered ionic potential V and -V and εkσ is the

dispersion of the bands. The name ionic band insulator suggests the non-interacting

excitation spectrum (Ek =
√
ε2k + V 2) has a gap due to ionic potential (V). The
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DOS at the Fermi level is given by,

D1σ(0) =

∫
dερ0(ε) η

π

[η2 + ε2 + (µ− ReΣ1σ(0)− V )2]
. (6.13)

By taking the limit η → 0, we get

D1σ(0) =

∫
dερ0(ε)δ

(√
ε2 + (µ− ReΣ1σ(0)− V )2

)
. (6.14)

This expression states that if µ−ReΣ1σ(0)− V = 0 then D1σ(0) = ρ0(0), else D1σ(0)

= 0. For a given V, in the non-interacting case the condition is never satisfied while

in the interacting case it can only be satisfied for a single value of U. Thus, the

metallic phase (because this state is adiabatically connected to U=0 and V=0 state)

for x=1 exists only on a single line ratherthan a region of U values in the U-V phase

diagram. In the limit of V → ∞ and U → ∞, ReΣ1α(0) → 0, this implies the

asymptote of the metallic phase is U
2

=V, which agrees exactly with the atomic limit.

(b) x=0 (covalent band insulator)

In this limit, Hσ(k, x) can be written as,

Hσ(K) =

εk V

V −εk

 . (6.15)

In the the literature the systems defined by this type of Hamiltonian are called as

“Covalent band insulators (CBI)”, where there are two semi-circular electronic bands

of dispersion εkσ, -εkσ and k independent hybridization(V) between the orbitals.

The name covalent band insulator suggests that the gap in the non-interacting

excitation spectrum (Ek =
√
ε2k + V 2) is due to the inter-orbital hybridization V

(i.e., covalency). The two bands have dispersion with opposite in sign ensuring the

finite gap in non-interacting excitation spectrum, Ek, for any value of V. The DOS
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at the Fermi level, for x=0, reduces to the following form,

D1σ(0) =

∫
dερ0(ε) η

π

[η2 + V 2 + (µ− ReΣ1σ(0)− ε)2]
. (6.16)

By taking the limit η → 0, we get

D1σ(0) =

∫
dερ0(ε)δ

(√
V 2 + (µ− ReΣ1σ(0)− ε)2

)
= 0 foranynon− zeroV . (6.17)

Thus for the covalent band insulators, interactions do not close the gap, no matter

how strong they are. That means there is no existence of metallicity in the covalent

band insulators.

(c) x=0.5

It corresponds to the case where the ionicity and covalency are in equal ratio and

the structure of Hσ(k, x) is given by,

Hσ(K) = 0.5 ∗

V + εkσ V + εkσ

V + εkσ −(V + εkσ)

 . (6.18)

The DOS at the Fermi level is given by,

D1σ(0) =

∫
dερ0(ε) η

π

η2 + (ε+V )2

4
+ [µ− ReΣ1σ(0)− ( ε+V

2
)]2

. (6.19)

In the non-interacting case i.e., U=0 (⇒ µ=0 & ReΣ1σ(0)=0),

D1σ(0) =

∫
dερ0(ε) η

π

η2 + (ε+V )2

2

, (6.20)
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D1σ(0) =

∫
dερ0(ε)δ

(
ε+ V√

2

)
= ρ0(−V )

√
2 ,

=
2
√

2

πD

√
1−

(
−V
D

)2

. (6.21)

Thus, there is finite DOS at the Femi-level in the non-interacting case, i.e., the

ground state is a metal. This can also be proven from the non-interacting excitation

spectrum (Ek =
√

2(εk+V )), which has zero gap. For finite U the DOS at Fermi-level

is given by,

D1σ(0) =

∫
dερ0(ε)δ

√(ε+ V )2

4
+

(
µ− ReΣ1σ(0)− (ε+ V )

2

)2
 , (6.22)

and it is finite only when U
2
− ReΣ1σ(0) = 0. When U → 0+, U

2
− ReΣ1σ(0) 6= 0

since, ReΣ1,σ(0) ≈ Un1σ 6= U
2

. Thus, the metallic phase exists only at U = 0, beyond

which we get a band insulator for a range of U values. As we increase the U value,

U
2
−ReΣ1σ(0) decreases, since n1,σ → 0.5. Thus a second interaction induced metallic

phase arises at a finite U value when µ− ReΣ1σ(0) = 0, beyond which the system

becomes a Mott insulator. An interaction induced band insulator sandwitch between

two metallic phases emerge due to the local electronic correlations.

(d) 0.5> x <1.0 and 0> x <0.5

In the general case, the DOS at Fermi level is given by,

D1σ(0) =

∫
dερ0(ε)δ (g(ε)) . (6.23)

Where g(ε) is given by,

g(ε) =
√

(V (1− x) + εx)2 + (Re(ζ1σ(0, ε)))2

=
√

(V (1− x) + εx)2 + [µ− ReΣ1σ(0)− (V x+ ε(1− x))]2 . (6.24)
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When g(ε) = 0 then there are finite DOS at the Fermi level. It is possible only when,

ε =
−V (1− x)

x
& µ− ReΣ1σ(0)− (V x− V (1− x)2

x
) = 0.

If µ− ReΣ1σ(0) = −V (1−2x)
x

, then

µ− ReΣ1σ(0)−(V x+ ε(1− x)) = −V (1− 2x)

x
− V x− ε(1− x)

= −(1− x)

x
[V (1− x) + εx] (6.25)

After substituting the above equation in equation 6.24, we can write g(ε) as,

g(ε) =

√
1 +

(1− x)2

x2
(V (1− x) + εx)2

=
√
x2 + (1− x)2

(
ε+ V

(1− x)

x

)
(6.26)

If µ− ReΣ1σ(0) + V (1−2x
x

)= 0 satisfied for some U-value, then

D1σ(0) =
1√

x2 + (1− x)2
ρ0

(
−V (1− x)

x

)
(6.27)

=
1√

x2 + (1− x)2

2

πD

√
1−

(
−V (1− x)

x

)2

. (6.28)

For a given x, whether the condition µ− ReΣ1σ(0) + V (1−2x
x

) = 0 is satisfied or not

is completely decided by n1σ. For x > 1
2

(i.e., 1-2x < 0), if n1σ<0.5, then ReΣ(0) ≈

Un1σ <
U
2
, and hence, U

2
-ReΣ1σ(0)>0 i.e., a specific U might exists which satisfies

the condition. If n1σ>0.5 then for any U value the condition is never satisfied. For x

< 1
2
(i.e., 1-2x > 0), the condition µ− ReΣ(0) = −1−2x

x
is never satisfied unless n1σ

> 0.5.
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6.3.2 Analytical results: T>0

At low enough temperatures the expression for Fermi-liquid form of self energy is,

Im Σ1σ(ω) ∼ max(ω2 + T 2). It has a finite value at zero frequency (i.e., Im Σ1σ(0) 6=

0) then we can write equation 6.10 for zero frequency as,

G1σ(0) =

∫
dερ0(ε)[−iImΣ1σ(0) + Re(ζ∗1σ(0, ε))]

[ImΣ1σ(0)]2 + [V (1− x) + εx]2 + [Re(ζ∗1σ(0, ε))]2
, (6.29)

and the corresponding DOS as,

D1σ(0) =

∫
dερ0(ε)[ImΣ1σ(0)]

[ImΣ1σ(0)]2 + [V (1− x) + εx]2 + [Re(ζ∗1σ(0, ε)]2
. (6.30)

The above integral is finite when [V (1− x) + εx]2 + [Re(ζ∗1σ(0, ε)]2 ≤ [ImΣ1σ(0)]2 and

it will be satisfied for a range of U values. The integral has a maximum value only

when [V (1− x) + εx]2 + [Re(ζ∗1σ(0, ε)]2=0. Thus, at finite temperature, we have a

metallic region rather than a metallic point (which is observed at T=0).

6.3.3 Numerical results

Now we are going to describe the numerical results, which are obtained by solving

the auxiliary Anderson impurity model of equation 6.1 with in DMFT. For zero

temperature calculations we have used iterated perturbation theory (IPT) which is

developed[24] by the authors of this thesis, and for finite temperature calculations, we

have used numerically exact method called hybridization expansion continuous-time

quantum Monte-Carlo (HY-CTQMC)[25, 26]. In the numerical calculations we have

fixed the value of V=0.5.

(a) x=1 (ionic band insulator)

In the Hartree-Fock (HF) theory the excitation spectrum
[
Ek =

√
ε2k + (V − U δn

2
)2
]

has a gap of (V − U δn
2

) for any non-zero value of V and it becomes gapless only

when V =0 (⇒ δn = (n1σ-n2σ)=0). So for a given δn, the value of Reζ1σ(0)(i.e.,
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Figure 6.1: (color online) (a) Reζ1σ(0) as a function of U for δn = 0.0025,0.0050
obtained from HF-theory (b) Reζ1σ(0) as a function of U for δn = 0.0025 obtained
from DMFT (IPT). In the inset we have zoomed on the zero crossing to show that
we have a single zero crossing as a function of U (We have used η=10−9 and energy
unit D = W

2
= 2).

µ − ReΣ1σ(0) − V ) is constant with respect to U and it goes to zero only when

δn=0. Thus, the metallic phase exists in HF-theory only when V = 0 (⇒ δn =

0) and indeed we observed the same as shown in figure 6.1(a). Once we turn on

local electronic fluctuations beyond static (HF) theory a completely different picture

emerges. In figure 6.1(b), we have plotted Reζ1σ(0) as a function of U for δn =

0.0025 which is obtained by using IPT. When we increase the U value, Reζ1σ(0)

starts decreasing and it reaches zero at a critical value, Uc. Above critical value,

Uc, Reζ1σ(0) changes its sign. The local electronic correlations in the ionic Hubbard

model initially renormalizes the gap in the non-interacting spectrum(charge gap) and

at critical value, Uc, charge gap closes. Above Uc gap opens in the spectral function.

Hence in the U-V phase diagram of IHM, metallic phase exists only on a single line,

rather than a finite range of U values.

We have calculated the Fermi-level spectral weight Ã1σ = −G1σ(τ = β
2
)/Tπ as

a function of U
W

for different temperatures by using HY-CTQMC and plotted in
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Figure 6.2: (color online) Fermi-level spectral weight Ã1σ as a function of U for
different β values obtained from HY-CTQMC for x=1.( Downarrow corresponds to
increase in U, Uparrow corresponds to decrease in U, Energy unit D = W

2
= 1)

figure 6.2. We will first focus on the results obtained for the lowest temperature

( 1
T

= β = 128) that we have reached through our calculations. At low U value,

the Fermi-level spectral weight Ã1σ is zero up to U
W

= 0.75. Beyond that, it starts

increasing with U and it reaches a maximum value(∼ 0.6) around U
W

= 1.25. Then it

becomes constant for a range of U value. As we increase the U-value further, there

is a discrete jump (first order transition) in Ã1σ, where the DOS at the Fermi-level

is zero. This means, for small U-values we have a band insulator (BI) and for

intermediate U-values BI crosses-over (Uco) to a metal (M) then finally it becomes

Mott-insulator (MI) for large U-values (> Uc1). At the same temperature (β = 128),

starting with MI state, we reduce the U-value, system went to a metallic state at Uc2

which is smaller than Uc1. The region between critical values(Uc2, Uc1) corresponds

to the coexistence region, where M and MI solutions simultaneously exist. As we

increase the temperature, beyond β=32 the transition from M to MI turns into a

crossover. At finite temperature, we observed a metallic region in the ionic Hubbard

model rather than a metallic point.

We find the crossover value (Uco) from BI to M by a linear fit of Ã1σ to the
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Figure 6.3: (color online) Finite temperature phase diagram of Ionic band Insulator
(x=1.0) obtained from HY-CTQMC (BI: Band Insulator, M: Metal and MI: Mott
Insulator), Inset: Linear fit to Ã1σ in the metallic region at β=128.

region where it grows linearly with U, which has shown in the inset of figure 6.3. We

identified the critical values (Uc2,Uc1) based on low frequency behaviour of imaginary

part of self energy (MI state: -Im Σ1σ(iωn) ∝ 1
ωn

and M state: -Im Σ1σ(iωn) ∝ ωn).

We have used the same procedure throughout the chapter to find critical values at

each temperature and x. We have determined the critical values at each temperature,

for x = 0 as shown in figure 6.3. As we increase the temperature, the metallic region

which is bounded between two insulators increases (i.e., BI region decreases) and the

coexistence region between M and MI decreases and finally disappears at β=32. By

extrapolating the critical values in figure 6.3 to zero temperature, we cannot conclude

the existence of metallic phase. But as we increase the U value, CTQMC yields the

impurity occupancy which is always less than 0.5 (i.e., n1σ < 0.5). That means there

will be a single U value, where the metallic condition µ − ReΣ1σ(0) = V satisfies,

since ReΣ1σ(0) < U
2

. The existence of metallic region at finite temperature in IHM

for a broad range of U values is mainly due to the proximity of existence of metallic

point at zero temperature which is confirmed by analytics, IPT and HY-CTQMC.
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(b) x=0 (covalent band insulator)

We have calculated the low energy quasi-particle weight (Z) and gap in the spectral

function (charge gap: ∆c) which are obtained from MO-IPT and plotted in figure 6.4

as a function of U. As we increase the U-value, Z smoothly decreases, because of

correlations. On the other hand, charge gap is also goes to zero with U. But we didn’t

observe the closing of gap in the spectral function for any U-value before the system

goes to MI state (Z ∼ 0). This means as we increase the U value, system evolves from

BI to MI without a metallic point, which is consistent with our analytical results.

Local electronic correlations in the CBI renormalizes the charge gap, but they can’t

close the gap. The critical U where the system is goes from BI to MI is almost at

twice the bandwidth because of strong bonding nature of a covalent character.

Figure 6.4: (color online) (a) Quasi particle weight(Z) as a function of U
W

obtained
from IPT. (b) Charge gap as a function of U

W
obtained from IPT.(We have used η=

10−2 and energy unit is D=W
2

=2)

We have calculated the Ã1σ as a function U
W

from HY-CTQMC and plotted

in figure 6.5 for different temperatures. The behavior of Ã1σ for x = 0(CBI) is

completely different from x = 1(IHM) case. For example, Ã1σ is zero up to large

value of U
W

(=2.0) even though both insulators have same band-widths, i.e., BI phase

in CBI persists up to large U values. The increment of Ã1σ with respect to U increases

rather sharp and it is finite for a narrow range of U values in compare with IHM.
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Figure 6.5: (color online) Fermi-level spectral weight as a function of U
W

for different
β values obtained from HY-CTQMC for x=0.0 (Energy unit D=W/2=1.0)

As we increase U, system first evolves from BI to M (Uco) then finally went to a

MI state at critical Uc1. The transition from M to MI is a first-order type and it

persists even for higher temperatures. For fixed β, we have also calculated the Ã1σ

value by decreasing U value from MI then system evolves into a BI state at critical

Uc2 without an intermediate metallic state. The region between critical Uc2 and Uc1

corresponds to the coexistence region, where BI, M, and MI solutions coexist.

We extracted the critical values at each temperature from the procedure mentioned

it earlier and plotted in figure 6.6. We observed BI phase for a wide range of U

values. At low-temperature metallic region exists for a narrow range of U values

and it broadens as we increase the temperature. Previous calculations on CBI by

using HY-CTQMC have not found such a narrow metallic region. The coexistence

region(Uc2, Uc1) between BI, M, and MI decreases as we increase temperature. The

critical values obtained from HY-CTQMC at low temperature confirms that there is

no metallic point in CBI at zero temperature, and it is consistent with the analytical

arguments and IPT results.
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Figure 6.6: (color online) Finite temperature phase diagram of Covalent band
Insulator (x=0.0) on T Vs U plane (Energy unit D=W/2=1.0).

(c) x=0.5 (Equal ratio of ionicity and covalency)

Figure 6.7: (color online) Non-interacting spectral function for x=0.5 (We have used
η=10−2 and energy unit = D = W

2
= 1)

The non-interacting spectral function A(ω)=ρ1σ(ω) + ρ2σ(ω) plotted in figure 6.7

for x = 0.5 has finite DOS at Fermi level and the value is 0.7797, which is good

agreement with the analytical expression of
√

2ρ(−V ) i.e., non-interactng ground

state is a metal.
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Figure 6.8: (color online) Fermi-level spectral weight as a function of U
W

obtained
from HY-CTQMC for different β values and x=0.5 (Energy unit D = W

2
= 1).

We have calculated the Fermi-level spectral weight Ã1σ as a function of U from

HY-CTQMC for different temperatures and plotted in figure 6.8. At low temperature

(β=128) as we increase U, there is a minimum in Ã1σ before the system went to a MI

state and the highest value of 0.6 in Ã1σ reached at U
W

=1.1. The extrapolation of Ã1σ

to U = 0 axis confirms there is a finite weight at Fermi-level. There are two metallic

regions one is at small U
W

(<0.5) another one is at large U
W

(=1.1). An interaction

induced band insulator has been emerged in between these two metallic regions, and

MI state is at large U values. As a function of temperature, the minimum of Ã1σ

which has observed at low-temperature starts filling up.

Next, we need to address whether the metallic behaviour observed at low U

values, is it due to thermal broadening or not? To know this we did low temperature

(β=300) calculations using HY-CTQMC then we plotted Ã1σ in figure 6.9(a). The

extrapolation of Ã1σ to U
W

=0 axis confirms that there is a metal at U=0, i.e., the

emergence of metal is not due to thermal broadening. Once we turn on U, then the

non-interacting metal turn into a band insulator that means correlations created a

band insulator. It is well known that correlations in the metal create MI (charge
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Figure 6.9: (color online)(a) Fermi-level spectral weight as a function of U
W

obtained
from HY-CTQMC for x=0.5 and β = 300 (c) Fermi-level spectral weight as a function
U
W

obtained from IPT for x=0.5 and β = 300 (Energy unit D=W
2

= 1).

gap is an order of U). The local electronic correlations turn band insulator into a

metal seems counter-intuitive, but the creation of band insulator due to electronic

correlations seems even more counter-intuitive. It is very difficult to reach low U-

values using HY-CTQMC to find the Ã1σ value and to compare it with our analytical

value. So we have done IPT calculations at β=300 and we plotted Ã1σ as a function of

U
W

in the figure 6.9(b). We can clearly see at U=0, there is a metal Ã1σ = 0.76, which

is in close agreement with the exact value derived from the analytical expression.

IPT also predicted two metallic regions, a BI region in between them and MI region

at large U. The critical U-values predicted from IPT are somewhat different from

HY-CTQMC, due to the lack of correct strong coupling behavior in the interpolative

methods.

In figure 6.10, we have plotted the critical values as a function of U
W

obtained

from HY-CTQMC at different temperatures. According to analytical predictions,

metallic behavior which exists at U=0 turns into a BI with increase of U and there is

a possibility of existence of second metallic phase at larger U-value if the condition

µ−ReΣ1σ(0)=0 satisfied, before the BI turns into a MI. The extrapolation of critical

lines to zero temperature axis gives a metallic point at zero U-value and it turns
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Figure 6.10: (color online) Finite temperature phase diagram (T Vs U) for x=0.5
covalency (Energy unit D=W/2=1).

into a BI with increase of U at critical Umb. Finally the BI went to MI state without

second metallic phase. The reason for the absence of second metallic phase is because

of the metallic condition (µ− ReΣ1σ(0)=0) never satisfied, since n1σ <0.5 for any

value of U. At finite temperature, we observed two metallic phases followed by BI

and MI insulators up to β of 100 and beyond this, the BI region disappears and only

M and MI regions survives. The metallic behaviour observed at finite temperature

for large U values is due to the thermal broadening and the region between critical

values (Uc2 ,Uc1) corresponds to the coexistence of M and MI solutions.

(d) 0>x<0.5 and 0.5>x<1.0

Before going to analyze the interacting case results for general x value, let’s focus

on the results from the non-interacting case. In figure 6.11, we have plotted the

occupancy of each orbital i.e., n1σ, n2σ and the gap in the spectral function as a

function of x, at V=0.5. When x = 1, due to staggered ionic potential, the occupancy

of orbital 2 is almost filled while the orbital 1 is almost empty and the gap in the

spectral function is in the order of V=0.5. As we decrease x from 1 up to x=0.5,
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Figure 6.11: (color online) Non-interacting occupancy (a) for orbital 1 (b) for
orbital 2 and (c) gap in the spectral function as function of x (V = 0.5 and Energy
unit=D=W

2
=1)

there is no much change in the orbital occupancies. On the other hand, the gap in

the non-interacting spectrum smoothly decreases, and reaches zero at x=0.5. As we

decrease x, below 0.5, then the occupancy of the orbital 2 decreases while it increases

for orbital 1 and the gap in the spectral function increases. For x=0, the gap reaches

a value of 0.5 and the corresponding occupancy of each orbital is 0.5.

Figure 6.12: (color online) T Vs U phase diagram for 0.5> x <1.0 (Energy unit = D
= W

2
=1).
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At each temperature, we have calculated the critical values as a function of U
W

for

0.5> x <1.0 and plotted in figure 6.12. As we decrease x from 1, then the metallic

region that exists between BI and MI increases (i.e., a small amount of covalency

favors metallicity) and the coexistence region between metal and MI decreases. From

analytical results we know the condition that needs to be satisfied to get a metallic

phase at zero temperature is µ− ReΣ(0) = −1−2x
x

. It will be satisfied with a single

U-value for 0.5> x <1 and only when n1σ <0.5. From finite temperature data

by extrapolation of critical curves to T=0 axis we cannot confirm the existence of

metallic phase, but we can confirm it from the value of n1σ. For any value of U,

and for 0.5> x <1, we find that n1σ <0.5, that means there is a possibility for the

existence of metallic point at single U-value at T=0. The metallic region observed at

finite temperature is not only due to thermal broadening but also from the existence

of metallic point at T=0. As we decrease x from 1, the critical value Uco decreases.

From this, at least we can speculate, the existence of metallic point at T=0 shifts

towards low U-values and it reaches U=0 for some value of x.Indeed, we determined

it for x=0.5, where non-interacting ground state itself is a metal.

Figure 6.13: (color online) T Vs U phase diagram for 0.0> x <0.5 (Energy unit = D
= W

2
=1)
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In figure 6.13, we have plotted the critical values for 0.0> x <0.5. As we decrease

x from 0.5, the metallic region sandwiched between BI and MI decreases (i.e., critical

value of crossover from BI to M increases) while the coexistence region between BI,

M and MI increases. At zero temperature, for 0.0> x <0.5, the metallic condition

µ− ReΣ(0) = −1−2x
x

, will be satisfied at a single U-value only when n1σ > 0.5. For

0.0> x <0.5, and for any value of U, we find that n1σ <0.5 means that there is

no chance of satisfying the metallic condition. Thus there is no metallic point at

zero temperature. This can also be confirmed from the behavior of critical critical

at low enough temperature. The metallic region observed at finite temperature for

0.0> x <0.5 is due to the thermal broadening and this is because of disappearance

of metallic point at zero temperature.

Figure 6.14: (color online) Critical U values Vs x Phase diagram for V = 0.5 and
β=128 ( Energy unit D=W/2=1)

6.4 Conclusions

We have studied the role of local electronic correlations in different kinds of band

insulators by changing the parameter x. Our analytical results predict that there is
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a metallic point in the IHM model where it is absent for the case of CBI. For x=0.5

non-interacting ground state is a metal but the correlations turns non-interacting

metal into a BI. We derived an expression for the value of the density of states

at the Fermi level for the general case. We also derived the conditions for the

existence of metallic phase in the general value of x. The summary of numerical

results are plotted in figure 6.14. Our numerical results confirmed the analytical

predictions of the existence of metallic point in IHM while the absence of it in CBI

at zero temperature. For x=0.5, non-interacting ground state (GS) is a metal, but

with correlations GS changes from metal to a Band Insulator. We observed an

interaction induced BI for x=0.5 and this phase was counter-intuitive in the sense

of our fundamental understanding of correlation effects. The value of n1σ obtained

from HY-CTQMC confirms the existence of metallic point at zero temperature for

0.5< x <1.0 and while there is no such point for 0.0> x <0.5. The metallic point

observed for 0.5> x <1.0 moves towards lower U values as we decrease x from 1 then

finally it reached U=0 for x=0.5. At finite temperature we observed a broad metallic

region for x=1 then it becomes widen as we decrease it from 1. This is because of

the existence of metallic point at zero temperature. For x=0.5 at finite temperature

we observed a two metallic regions followed by BI and MI. For 0.0> x <0.5, we

observed a metal in a narrow range of U values and the range decrease as we decrease

x from 0.5. The metal we observed for 0.0> x <0.5 is due to thermal broadening.

The electronic correlations favor the metallicity when the covalency is smaller than

ionicity, and it has opposite effect when covalency greater than ionicity. Our results

will open new directions in the study of electronic correlations of band insulators.
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Chapter 7

A first principles investigation of

cubic BaRuO3: A Hund’s metal ?

7.1 Introduction

Transition metal oxides (TMOs) have occupied a unique and very significant position

in the investigations of correlated electron systems. The interplay of spin, charge and

orbital degrees of freedom in the partially filled and localized 3d and 4d orbitals leads

to a rich set of phenomena including high temperature superconductivity, colossal

magneto-resistance and the Mott metal-insulator transition. Due to the extended

nature of 4d orbitals, the corresponding TMOs exhibit strong hybridization with

oxygen. This leads to a large crystal field splitting that could be of the order of

the local screened Coulomb interaction(U) and a broad 4d band of width W . As a

consequence, these materials prefer a low spin state rather than the high spin state.

Furthermore, the wide d-band in 4d-orbital based TMOs such as Ruthenates

leads to a moderate screened Coulomb interaction U ' W as compared to the much

narrower d-band in 3d-orbital based TMOs[1]. Surprisingly however, most of the

Ru-based TMOs show strong correlation effects that are reflected in the enhanced

?Nagamalleswararao Dasari, S. R. K. C. Sharma Yamijala, Swapan K. Pati, Manish Jain, T.
Saha Dasgupta, Juana Moreno, Mark Jarrell and N. S. Vidhyadhiraja, to be submitted.
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linear coefficient of specific heat γ. A few of such Ruthenates are mentioned in

Table 7.1, where we have also indicated the magnetic order of the ground state as

well as the effective mass computed as the ratio of experimentally[1–4] measured

γ to γLDA, computed[2] within a local density approximation(LDA). The origin of

such enhanced effective mass could be a local Coulomb repulsion induced proximity

to a insulating state. An alternative origin could be Hund’s[1, 5, 6] coupling J(intra-

atomic exchange), which, as has been shown recently for several materials, especially

Ruthenates[3, 4], leads to their characterization as ‘Hund’s metals’. A prominent

member of this class is BaRuO3 which, depending on synthesis conditions, can

Table 7.1: Magnetic ground state and the ratio of γ to γLDA for 4d Ru-based
compounds

Compound Magnetic order γ
γLDA

Sr2RuO4 PM 4

Sr3Ru2O7 PM 10

CaRuO3 PM 7

SrRuO3 FM < 160 K 4

3C-BaRuO3 FM < 60 K –

4H-BaRuO3 PM 3.37

6H-BaRuO3 PM 3.37

9R-BaRuO3 PI 1.54

exist in four polytypes[7]. These are nine-layered rhombohedral (9R), four-layered

hexagonal(4H), six-layered hexagonal(6H) and cubic(3C). The 9R has a paramagnetic

insulating (PI) ground state while 4H and 6H are paramagnetic metals(PM). The

3C-BaRuO3 polytype is a ferromagnetic metal with Curie temperature, Tc = 60 K,

which is much smaller than the value of Tc(= 160 K) in SrRuO3[8]. The experimental

value of the saturated magnetic moment of 3C-BaRuO3[7] is 0.8 µB/Ru, which is

far less than 2.8 µB/Ru, expected for a low spin state of 4d Ru. It is also smaller

than measured value of 1.4 µB/Ru in SrRuO3[8]. The observed effective magnetic
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moment (µeff ) in the paramagnetic phase of BaRuO3 and SrRuO3, is however, very

close to the S=1 moment. From Table 7.1, we can readily understand that electron

correlations in 4H-BaRuO3 and 6H-BaRuO3 are comparable with SrRuO3 and in

case of 9R-BaRuO3 they are weak. Although the strength of electron correlations

in 3C-BaRuO3 is still unknown, a non-Fermi liquid behavior in the experimental

measured resistivity[7, 9](ρ(T) ∝ T1.85) hint towards a strongly correlated system.

In the present work, the following questions have been addressed: Is 3C-BaRuO3

a correlated metal or not? If yes, then what is the origin and strength of correlations?

What is the probable origin of non-Fermi liquid NFL signature[7, 9] in the resistivity?

We have employed the dynamical mean field theory(DMFT) framework in combina-

tion with an ab initio method[10], namely density functional theory(DFT) within

the generalized gradient approximation (GGA)[11]. In the DMFT[12] framework,

a lattice problem may be mapped on to a single impurity Anderson model with a

self-consistently determined bath. The resulting quantum impurity problem has been

solved by using hybridization expansion[13, 14] continuous-time quantum Monte-

Carlo algorithm (HY-CTQMC). The main finding is that 3C-BaRuO3 is a Hund’s

correlated metal. Furthermore we find that 3C-BaRuO3 is in a spin-frozen state

at temperatures in the neighbourhood of the experimental ferromagnetic transition

temperature. This state, we speculate, is the precursor of the ferromagnetic ground

state and also a possible origin of the experimentally observed NFL behavior in

resistivity.

The rest of the chapter is organised as follows. In Section 7.2, we describe the

DFT details and Wannier projection briefly. In Section 7.3, we describe our results

from GGA+DMFT(HY-CTQMC) for 3C-BaRuO3. We present our conclusions in

the final section.
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7.2 Details of the density functional theory calcu-

lations and results

Density functional theory (DFT) calculations have been performed within the general-

ized gradient approximation using the plane wave pseudo-potential code QUANTUM

ESPRESSO[15]. We have used ultra-soft pseudo-potentials with Perdew-Burke-

Ernzerhof exchange-correlation functional. An 8×8×8 Monkhorst-Pack k-grid is used

for optimization together with an 80 Ry energy cutoff and a 640 Ry charge cutoff.

The system is considered to be optimized if the forces acting on all the atoms are less

than 10−4 Ry/Bohr. After optimization, we find the lattice parameter to be 4.0745

Å. Throughout the calculations, Marzari-Vanderbilt cold smearing is used with a

degauss value of 0.01 Ry. A 20×20×20 k-grid without any symmetries is used for all

the nonself-consistent calculations (including Wannier90 calculations). To extract

the information of the low-energy subspace, which will be used by the DMFT code,

we have projected the Bloch wave-functions obtained from our DFT calculations on

to the Ru-t2g orbitals using the maximally localized Wannier functions[16] (MLWF)

technique as implemented in the Wannier90 code[17]. The electronic bandstructure,

density of states (DOS) and projected DOS (pDOS) of BaRuO3 in its non-magnetic

(NM) phase are given in figure 7.1 and 7.2. Clearly, BaRuO3 is a metal in its

NM-phase with major contributions from the Ru-4d and O-2p orbitals across the

Fermi-level. Hybridization between Ru-4d orbitals and O-2p orbitals spans from

∼ -8 eV below the Fermi level to ∼ 5 eV above the Fermi level. Bands above 5

eV are mainly composed of Ba-d orbitals and Ru-p orbitals. We find that, due

to the octahedral environment of the oxygen atoms surrounding the Ruthenium

atoms, the Ru-4d orbitals split into two sets, namely, t2g and eg, where t2g (eg)

orbitals contribution to the DOS is mainly below (above) Fermi-level, supporting

the low-spin t2g configuration of the nominal valence Ru4+ (d4). From figure 7.2, we

infer that the low energy subspace (-2.5 to 1 eV) which is relevant for the DMFT
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Figure 7.1: (color online) Band-structure of cubic BaRuO3 in its nonmagnetic phase.
Energies are scaled to the Fermi-level (dotted line).

Figure 7.2: (color online) Projected density of states (PDOS) of BaRuO3. Green
(shaded light gray), violet (shaded dark gray), black (thick line), gray (dotted and
dashed line) and orange (dashed line) colors represents the density of states (DOS)
of whole system, Ru-atom, O-atom, Ru-t2g and Ru-eg, respectively.

calculations is mainly composed of the Ru-t2g orbitals (with minor contributions of

O-2p orbitals and Ru-eg orbitals) have occupancy of ∼ 4 electrons. Hence, to extract

this low energy subspace Hamiltonian in an effective Wannier function basis, we
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Figure 7.3: (color online) Orbital plots of maximally localized Wannier functions
used to reproduce the low energy subspace Hamiltonian.

Figure 7.4: (color online) Low energy subspace band-structure obtained from (a)
Plane-wave basis and (b) Wannier basis.

have projected the Bloch-wave-functions obtained from our DFT calculations onto

the dxz, dyz, and dxy orbitals. The optimized Wannier functions calculated using the

MLWF method as implemented in Wannier90[17] code are given in figure 7.3 and the

corresponding low energy subspace band-structure calculated using these Wannier

functions are given in figure 7.4. Clearly, band-structures obtained from both the

basis sets (Wannier, plane-wave) compare fairly well in the low energy subspace,

validating the proper choice of our projections. Also, as shown in figure 7.3, the

Wannier functions show the dxz, dyz, and dxy orbital character and in addition have

a substantial O-2p character due to their contributions near the Fermi-level. The

H(k) obtained in this Wannier basis is used for all the DMFT calculations, as the

unperturbed or the ‘non-interacting’ Hamiltonian.
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7.3 GGA+DMFT: Results and Discussion

In DMFT calculations we have introduced a local Coulomb interaction of density-

density type between orbitals. The interaction part of the Hamiltonian is given in

the second quantization notation by,

H int
ii =

3∑
iα=1

Uniα↑niα↓ +
∑
iα 6=β

∑
σσ′

(V − Jδσσ′)niασniασ′ ,

where i represents lattice site and α, β represent orbital indices. U is the Coulomb

repulsion between two electrons with opposite spin on the same orbital. We impose

orbital rotational symmetry on the above Hamiltonian by setting V = U − 2J ,

where J is the Hund’s coupling, which lowers the energy of a configuration with

different orbitals (α 6= β), and parallel spins σ = σ′. We have solved the effective

impurity problem within DMFT by using HY-CTQMC. In the literature, a range

of U and J values have been used for 4d-Ru based TMOs. Indeed, determining

these without ambiguity is not possible at present. In a recent work[3], using the

constrained random phase approximation(cRPA) method, the U value for Ruthenates

was found to be 2.3 eV. Thus, we choose URu=2.3 eV. We fix the JRu such that the

theoretically calculated paramagnetic magnetic moment matches the corresponding

experimentally measured value. Apart from this specific set of model parameters,

we have investigated a range of (U, J) values in the neighbourhood of (URu,JRu) to

ascertain the position of 3C-BaRuO3 in the phase diagram. In the DMFT calculations,

we find the chemical potential by fixing the occupancy should be equal to 4 electrons

per Ru, which is obtained from threefold degenerate t2g bands in the Wannier basis

or ‘non-interacting’ Hamiltonian. Now, we are going to discuss our results for single

and two particle dynamics obtained from GGA+DMFT by using HY-CTQMC as an

impurity solver.
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Figure 7.5: (color online) Imaginary part of Matsubara self energy (−ImΣ(iωn)) for
U = 2.3 eV and different J values for (a) T=60 K, and (b) T=116 K.

7.3.1 Single Particle Dynamics

To begin with, we focus on single particle dynamics that is mainly determined

by the self-energy Σ(iωn). Figure 7.5(a) shows the imaginary part of Matsubara

self-energy for U = 2.3 eV and T = 60 K for a range of J values. For J . 0.1, the

low-frequency behavior of self-energy has a generalized Fermi liquid (GFL) form i.e.,

−ImΣ(iωn) ∼ aωαn where 0 < α ≤ 1. As we increase J , a deviation from the power

law is seen at low ωn as the −ImΣ(iωn) acquires a non-zero intercept. The latter is

characteristic of non-Fermi liquid behaviour, where the imaginary part of self-energy

has a finite value as ωn → 0 i.e, −ImΣ(iωn → 0)) ∼ Γsgn(ωn). Thus as a function of

J , we observe a finite T crossover in the single particle dynamics driven by Hund’s

exchange[18]. Moreover, the crossover persists even for a higher temperature T= 116

K and is shown in figure 7.5(b).

A natural question arises about the choice of the U = 2.3eV for 3C-BaRuO3.

Does this crossover from GFL to NFL survive with respect to variations in U?

The imaginary part of self-energy for U = 3 and 4eV computed at a temperature,

T=60 K is shown in figure 7.6. Clearly, for U = 2.3 and 3 eV, the intercept of the
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Figure 7.6: (color online) Imaginary part of Matsubara Self energy for T=60 K and
different J values (mentioned in legends) with (a) U = 3 eV, and (b) U = 4 eV.

.

imaginary part of the self-energy is finite for J & 0.2 (from figure 7.5 and the top

panel of figure 7.6), while for U = 4 eV, a GFL form of −ImΣ(iωn) is obtained for

0 ≤ J ≤ 0.5 eV. This implies that the NFL behaviour for higher values of U(& 4) eV,

if at all occurs, must be for J > 0.5eV. Hence, we conclude that the URu = 2.3eV,

corresponding to 3C-BaRuO3 is somewhat special, since it places this material in a

crossover region for physically reasonable values of the Hund’s exchange.

It is known from recent works on Ruthenates that the NFL behaviour seen in

the single-particle dynamics is characteristic of a finite temperature spin-frozen

phase which crosses over to a Fermi liquid ground state at lower temperatures. This

incoherent spin-frozen state[4] is characterised by finite intercepts in the imaginary

part of self-energy and fluctuating local moments (through susceptibility). In order to

understand the crossover phase in a better way, we carry out a quantitative analysis

of the imaginary part of the self-energy for many more J values in the same range

as considered in figure 7.5. The imaginary part of self-energy at low Matsubara
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Figure 7.7: (color online) Exponent α (left) and intercept C (right) obtained by
fitting the data to -Im Σ(iωn) = C + A |ωn|α at different J values, U = 2.3 eV and
T = 60 K, 116K and 232K.

frequencies is fit to the form[18]

−ImΣ(iωn)
ωn→0→ C + A|ωn|α (7.1)

, and figure 7.7 shows the exponent α (circles) and intercept C (squares) as a

function of J at various temperatures from 60K to 230K, for U =2.30 eV. The

exponent α initially decreases with increasing J , goes through a minimum value

of 0.5 at a J ∼ 0.25eV and increases gradually for higher J . Such behaviour has

been found previously by Werner[18] et. al., in the model calculations of three

orbital Hubbard model with fully rotationally invariant interactions for fixed filling

n=2.0, Hund’s coupling J and varying the U value. The
√
ω behavior of self-energy

at the minimum attributed[18] to the experimentally observed mysterious optical

conductivity σ(ω) ∼ ω−1/2 of SrRuO3[19–21] and CaRuO3[22, 23]. In the recent

study of CaRuO3 within DFT+DMFT showed that rotation and tilting distortion

of ideal cubic perovskite structure[24] mimicking the non-Fermi liquid signatures

in the optical conductivity down to frequencies of terahertz, even systems have
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proper Fermi-liquid form of self-energy. The intercept C remains zero for J . 0.15

eV and above that it has a finite value which increases with J . Thus we identify

a crossover Hund’s exchange J0 = 0.15 eV such that for J < J0 the GFL phase

exists, while for J > J0 the crossover NFL phase exists at ∼ 60− 80K, where frozen

moments are expected to scatter the conduction electrons. It is interesting to note

that the exponent α in the GFL or in the NFL region is not equal to 1. In the GFL

phase, the exponent must approach 1 with decreasing temperature, and indeed, it

does, as seen in figure 7.7 for J < J0. Curiously, the exponent hardly changes with

either temperature or J in the spin-frozen phase even until 60K. For 3C-BaRuO3,

a ferromagnetic transition occurs at Tc = 60K. Thus, it is likely that the spin-

frozen phase is a precursor of the FM phase, and the local moments condense into a

magnetically ordered state for T < 60K. We have repeated the above analysis for

U = 3eV and find that the crossover J0 ∼ 0.15eV is the same as that for U = 2.3 eV

within numerical tolerance. Even the intercept depends very weakly on temperature,

thus, the spin-frozen phase appears to be almost temperature independent. This

implies that the NFL behaviour should manifest in transport and thermodynamic

quantities over a wide range from about 60K to at least 230K.

The crossover function, given in equation 7.1 does not have a microscopic basis,

and has been used purely as a fitting function. Since the latter is not unique, the

identification of J0 must be verified through an alternative fit. Hence, we have used

a fourth order polynomial also to fit −ImΣ(iωn) and confirm the robustness of J0.

The intercept C0 shown in the top panel of figure 7.8 does become non-zero only

for J & J0. Thus, the identification of J0 remains robust. For a Fermi liquid, the

linear coefficient of the self-energy, C1 is related to the quasiparticle weight, Z by

C1 = −(1 − 1/Z) at T = 0. Although C1 does not have the same interpretation

at finite temperature, a qualitative picture may be obtained by examining the

dependence of Z = 1/(1 + C1). The lower panel of figure 7.8 shows that the Z

decreases throughout the GFL phase. Although the Z lacks any interpretation in
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Figure 7.8: (color online) Imaginary part of self energy (-Im Σ(iωn)) fitted to 4th
order polynomial: (a) zeroth order coefficient, C0 (b) Z = 1/(1 + C1), where C1 is
the linear coefficient, for different J values, U=2.3 and 3.0 eV and T = 60 K.

the NFL phase (J > J0), a finite Z is, nevertheless, obtained which behaves in a

similar way as the exponent of the power law fit (figure 7.7).

7.3.2 Two Particle Dynamics

The collective excitations of a system are described by two particle dynamical

correlation functions. The observed non-Fermi liquid behavior of single particle

quantities for J > J0 should manifest through collective excitations also. To see

such effects, the two particle dynamical spin-spin correlation function χzz(τ) =

〈Ŝz(τ)Ŝz(0)〉 is computed for different J values at U = 2.30 eV and T = 60 K and

shown in figure 7.9. The instantaneous value of χzz(τ) at τ = 0 represents the bare

local moment[25], which is increasing with increasing J . This can be understood

from the fact that time spent by the impurity in the low lying atomic multiplet [26]

states (S=1) is larger when compared to the other multiplet states of higher energy.

Due to the presence of conduction electrons, the bare local moment formed at τ = 0

is dynamically screened at large τ . The difference between value of χzz(τ) at τ = 0
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Figure 7.9: (color online) Matsubara time spin-spin correlation function for different
J values and U = 2.3 eV, T = 60 K.

and τ ≈ β
2

signifies the dynamical screening time i.e., larger the difference smaller

the screening time and vice-versa. As we increase the J , the difference between

value of χzz(τ) at τ = 0 and τ ≈ β
2

reduces, implying reduced screening. It has been

shown[18], at low temperature, for GFL χzz(τ) around τ = β
2

is proportional to T 2

while in NFL phase it has finite value. Our results are consistent with the GFL

behavior of χzz(τ) for a small value of J , and we observed a finite value for χzz(τ)

as we increased the J corresponding to a NFL phase. As a function of J the two

particle dynamical spin-spin correlation function signals an electronic crossover.

The effect of temperature on spin correlations may be gauged through the local

static spin susceptibility, given by χloc(T ) =
∫ β

0
dτχzz(τ). Figure 7.10, shows χloc(T )

as a function of temperature for a range of J values. For J . 0.1, χloc(T ) is very

weakly dependent of temperature over the entire range shown, which is characteristic

of Pauli-paramagnetic behavior and hence corresponds to a GFL behaviour. For

larger J values, we observe local moment behavior (χloc(T ) ∼ 1
T

) behaviour at lower

temperatures as well (see dashed line fit in the main panel). Thus with increasing J ,

χloc also crosses over to local moment region from GFL regime. We will see later
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Figure 7.10: (online) Local static spin susceptibility; Dashed curves represent a
power law fit at low temperatures. Inset: screened magnetic moment as a function
of temperature for different J values and U = 2.30 eV.

that the temperature dependence of susceptibility allows to identify the value of

Hund’s exchange coupling appropriate for 3C-BaRuO3.

In most of the 4d Ru-based TM oxides, most theoretical studies are restricted to

single-particle spectral functions and static susceptibilities[4, 5]. There are only a few

studies on two particle spectral functions including vertex corrections[25], and even

those are limited to fixed U and J values. However there are no studies available for

the behavior of two particle spectral functions (including vertex corrections) across the

GFL to NFL crossover. We have calculated the dynamical spin susceptibility χ(ω, T )

on the real frequency axis by using maximum entropy method[27]. In figure 7.11, we

show the imaginary part of χ(ω, T ) for various J values at U = 2.30 eV and T=60

K. A large scale spectral weight transfer to the infrared occurs upon increasing J of

χ(ω, T ). Concomitantly, the half-width at half maximum also decreases. The peak

in χ(ω, T ) represents the characteristic energy scale of the system, below which a

Fermi liquid should emerge. The dramatic red shift of the peak with increasing J

implies a strong suppression of the coherent scale[28–30]. Thus with increasing J ,
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Figure 7.11: (color online) Imaginary part of dynamical spin susceptibility on real
frequency axis obtained from maximum entropy method for various J values, U =
2.3 eV and T = 60 K.

the Fermi liquid ground state should crossover to an incoherent phase at increasingly

lower temperatures (with increasing J). Since the only other scale (apart from the

coherence scale) are the non-universal scales such as J or the bandwidth or U , the

incoherent crossover phase should exist from very low temperatures to quite high

temperatures. This explains the wide temperature range over which an incoherent

spin-frozen phase, and the corresponding non-Fermi liquid behaviour is found, e.g in

the resistivity[1, 7, 31].

7.3.3 Cubic(3C)-BaRuO3

Now we turn to an identification of model parameters appropriate for 3C-BaRuO3

in the (U, J) plane. CaRuO3 and SrRuO3 crystallizes in orthorhomic distorted

perovskite of space group Pnma while BaRuO3 belongs to the space group of Pm-

3m which corresponds to a structure of ideal cubic perovskite. The significant

structural changes from CaRuO3 to SrRuO3 and to BaRuO3 is decrease in bending

angle[7] (180◦-φ) of Ru-O-Ru bonds and it becomes zero for BaRuO3. Apart from
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slight distortions of RuO6 octahedra of CaRuO3, SrRuO3 in compare with BaRuO3,

all of these materials have threefold degenerate t2g bands near the Fermi-level with a

formal valance of 4 electrons i.e., t4
2ge

0
g. The strong ionic character of Ba2+ broadens

the 4d bandwidth so we can expect weak electronic correlations in BaRuO3 compare

with CaRuO3 and SrRuO3. Recently different materials are placed together[1] on a

map of interaction strength and the filling of electronic shell. Based on strength of

electronic correlations we can expect BaRuO3 to be placed in that map[1] just below

SrRuO3. As mentioned earlier, we have chosen URu=2.3 eV for 3C-BaRuO3 which

has been obtained through cRPA for its closely related cousins in the Ruthenate

family[3, 4, 32]. The JRu is obtained by comparing the theoretically computed,

temperature dependent, static susceptibility (from figure 7.10) with that of the

experiment[7]. From experiments, it is know that the saturated magnetic moment at

5K (in the ferromagnetic state) is 0.8µB/Ru, while the high temperature paramagnetic

moment is 2.6µB/Ru. Since our theory is valid only in the paramagnetic phase,

we choose the latter for theoretical comparison. One more issue in the theory is

the use of Ising-type or density-density type Hund’s coupling, which results in a

S = 1 state corresponding to an ideal magnetic moment of 2µB/Ru rather than

2.8µB as would be expected for a true S = 1 state with a rotationally invariant

J term. Thus, the high temperature moment that we would be comparing to is

(2.6/2.8)× 2 = 1.86µB/Ru. We see from the inset of figure 7.10 that such a moment

is obtained for J ∼ 0.5 eV. Hence we identify JRu ∼ 0.5eV . We observe that the

experimentally measured χ−1
loc(T ) is linear at high temperature, and deviates from

linearity at T . 150K. Again, such deviation from the high temperature 1/T form is

seen for J ∼ 0.5 at T . 150K (in the main panel of figure 7.10), thus lending support

to the identification of JRu ∼ 0.5 eV from the magnetic moment. We have checked

that the deviations from linearity occur at much higher temperatures (& 300K) for

J = 0.3 and 0.4eV, hence the error bar on JRu should be less than 0.1eV.

The value of Hund’s coupling JRu ∼ 0.5 eV places 3C-BaRuO3 deep in the
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incoherent spin-frozen phase for T & 60K, and thus could explain the transition into

a magnetically ordered state at T . 60K. This could very well also be the main

reason for the experimentally observed non-Fermi liquid behavior in ρ(T ). For the

values of U=2.3 eV and J ∼ 0.5 eV, we obtain a relatively modest effective mass

m∗

mGGA
of 1.562 at T = 60K. A definitive comment about the effective mass in the

ground state cannot be made with the preceding estimate at finite temperature,

since the quasiparticle weight has a proper meaning only below the Fermi liquid

coherence scale, which is strongly suppressed for J = 0.5 as seen from the dynamical

susceptibility results (from figure 7.11). Thus, unless extremely low temperature

calculations are carried out, a proper estimate of m∗ is not possible. Nevertheless,

the strong suppression of the Fermi liquid scale suggests that 3C-BaRuO3 could

be very strongly correlated. Here, we would like to comment on the value of U(=

4.0 eV) and J(=0.6 eV) chosen in a previous work [33] on 3C-BaRuO3 within the

dpp model. They obtained the interaction parameters from a “local spin density

approximation constraint” technique. For those parameters, a recent study of one of

the 4d Ruthenium compounds[3] within a five d-band model finds that correlations

are induced due to the proximity of a Mott insulating state, which concurs with

our results for a three d-band model (from the lower panel of figure 7.6). However,

the proximity of a Mott insulating state does not violate adiabatic continuity and

hence as shown above, the choice of (U, J) = (4.0, 0.6) eV would not explain several

anomalous features of 3C-BaRuO3 including the wide 1/T behaviour of χloc(T ), or the

NFL behaviour of resistivity. These and the transition to a ferromagnetically ordered

state at low temperature are naturally explained by the presence of a spin-frozen

phase as found for URu = 2.3eV and JRu ∼ 0.5 eV.

7.4 Conclusions

We have studied the 3C-BaRuO3 in the paramagnetic phase by using GGA+DMFT

(HY-CTQMC). In the dynamical correlation functions and static spin susceptibility,
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we observed a crossover from GFL to NFL region with respect to J and by fitting

the self-energy to simple cross-over function (linear in ωαn) determined the cross-over

boundary i.e., J0 = 0.15 eV. The local, on-site Coulomb repulsion, URu = 2.3 eV, was

chosen to be the same as that found through constrained random phase approximation

calculations for the closely related SrRuO3. We determine the Hunds exchange, J,

appropriate for 3C-BaRuO3 such that the computed high temperature paramagnetic

moment matches the experimentally found value i.e., JRu ∼ 0.5 eV. Non-magnetic

calculations with these parameters (URu, JRu) for single-particle dynamics and static

spin susceptibility show that cubic-BaRuO3 is in a spin-frozen state at temperatures

above the ferromagnetic transition point. A strong red shift with increasing J of the

peak in the dynamical susceptibility indicates a dramatic suppression of the Fermi

liquid coherence scale in cubic-BaRuO3 . This state, we speculate, is the precursor

of the ferromagnetic ground state and also a possible origin of the experimentally

observed NFL behavior in resistivity. For the values of URu = 2.3 eV and JRu ∼ 0.5

eV, we obtain a relatively modest effective mass m∗

mGGA
of 1.562 at T = 60K. However

the quasiparticle weight has a proper meaning only below the Fermi liquid coherence

scale, which is strongly suppressed for JRu ∼ 0.5 eV.
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Chapter 8

Weak ferromagnetism and

magnetization reversal in

YFe1−xCrxO3
?

8.1 Introduction

Rare-earth orthoferrites and orthochromites with the general formula RMO3, where

R = Rare earth or Yttrium and M = Fe and Cr, have perovskite structure with

orthorhombic distortion (space group: Pnma) and an antiferromagnetic ground state.

Below the Néel temperature TN , all these compounds exhibit a weak ferromagnetic

behavior, arising from a slight canting of the antiferromagnetic backbone, similar to

that observed in compounds such as α-Fe2O3 and few transition metal carbonates.

Such weak ferromagnetism (WFM) could result from either an antisymmetric su-

perexchange, also known as Dzyaloshinskii-Moriya (DM) interaction or single-ion

magnetic anisotropy or both[1, 2]. In orthoferrites and orthochromites, although both

of these mechanisms operate, it has been argued that the antisymmetric exchange

interaction is the dominant cause of the observed WFM[2]. Neutron diffraction

?Nagamalleswararao Dasari, P. Mandal, A. Sundaresan and N. S. Vidhyadhiraja, published in
Europhysics Letters, 99, 17008 (2012).
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studies have shown that the magnetic structure is G-type with the magnetic easy

axis lying along the z-direction[3, 4]. In these weakly ferromagnetic orthoferrites,

the spontaneous moment orients along the y-direction whereas the Dzyaloshinskii

vector D points along the x-direction[2, 5]. When R is a magnetic ion, most of these

compounds undergo a spin re-orientation transition below which the direction of easy

axis is changed to y. At low temperatures, some compounds exhibit magnetization

reversal (MR) due to antiferromagnetic coupling of R-moments with the canted

Cr-moments[6–8].

In a similar orthorhombic compound with nonmagnetic R-ion, namely YVO3,

weak ferromagnetism and MR have been reported[9]. The origin of MR has been

explained based on a competition between DM interaction and single-ion magnetic

anisotropy[10](SIMA). MR is also well known in several ferrimagnetic systems such as

spinels[11, 12], garnets[13] and Prussian blue analogs[14, 15]. In these materials, MR

has been explained by different temperature dependence of sublattice magnetization

arising from different crystallographic sites, as predicted by Néel for spinel systems.

In antiferromagnetic perovskite systems, like YVO3, the magnetic ions occupy

a single crystallographic site and therefore Néel’s mechanism cannot explain the

MR[16, 17]. In previous studies we demonstrated temperature induced MR in

several canted antiferromagnetic oxides with nonmagnetic R-ion and mixed transition

metal ions such as La1−x/2Bix/2(Fe0.5Cr0.5)O3, BiFe0.5Mn0.5O3 and YFe1−xMnxO3

(0.1≤x≤0.45)[16–18]. In these systems, magnetic ions (Fe, Cr and Mn) in trivalent

state are disordered at the B-site of the perovskite.

Here, we report a systematic and combined, experimental and theoretical study

of a solid solution of two weakly ferromagnetic materials namely YFeO3 and YCrO3,

that have TN ' 640K and 140K respectively. We find, predictably, that at low and

high values of x in YFe1−xCrxO3, the compounds show WFM behaviour. However,

for intermediate compositions x = 0.4 and 0.5, a surprising temperature-dependent

MR is observed. The possibility of finding MR in this system was indeed conjectured
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more than three decades ago[19], but was not demonstrated until recently [20] (for

x = 0.5). The previously mentioned mechanisms for MR do not explain our findings.

Thus, based on the experimental results and previous theoretical insights, we propose

a simple mechanism based on an interplay of competing DM interactions that is able

to explain the data quantitatively.

Polycrystalline samples of YFe1−xCrxO3 (0≤x≤1) have been synthesized by solid

state reaction route by mixing stoichiometric amount of Y2O3 (preheated at 1223

K), Fe2O3 and Cr2O3 and sintered at 1743 K for 24 hours with several intermittent

grindings. Rietveld refinement was carried out on the room temperature x-ray powder

diffraction (XRPD) data collected with Bruker D8-Advance diffractometer. Magnetic

measurements were carried out with a vibrating sample magnetometer in a Physical

Property Measurement System (PPMS), Quantum Design, USA.

Figure 8.1: (color online) Variation of lattice parameters and volume as a function
of x in YFe1−xCrxO3.

A complete solid solution exists in YFe1−xCrxO3 as the two end members YFeO3

and YCrO3 have the orthorhombic structure (Pnma). In this structure, the Fe and

Cr ions are randomly distributed at the 4b site. Unit cell parameters a, b, c and cell

volume V , as extracted from Rietveld refinement, are shown in figure 8.1. All these
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parameters decrease with x and follow Vegard’s law as expected from the difference

in ionic radii between Fe3+ and Cr3+ (0.645 and 0.615 Å), respectively. Field-cooled

magnetization measurements of YFe1−xCrxO3 at an applied magnetic field of 100

Oe for various x in the temperature interval 10 - 650 K were carried out. Our

magnetization measurements reveal that the Néel temperature varies non-linearly

with x. Further, all samples exhibit weak ferromagnetism below TN and the samples

with x = 0.4, and 0.5 exhibit magnetization reversal. These results are explained

based on the model described below.

Neutron scattering results show that the Y(Fe,Cr)O3 system is a G-type Néel

antiferromagnet for all doping. As the Fe and Cr ions are disordered at the B-site,

the Hamiltonian must have antiferromagnetic superexchange interaction term, of the

form JijŜi · Ŝj with Jij > 0 for three possible pairs[20], namely Fe-O-Fe, Cr-O-Cr

and Fe-O-Cr. The Fe3+ ions have a spin S = 5/2 while the Cr3+ have S = 3/2.

In a solid solution, the two ions would occupy sites randomly with probability

PFe = (1− x) and PCr = x. The superexchange term will only be able to explain

the antiferromagnetic order, while the explanation of weak ferromagnetism requires

invoking other mechanisms such as Dzyaloshinskii-Moriya interactions (DM) or the

single-ion magnetic anisotropy (SIMA). In the parent compounds, YFeO3 and YCrO3,

the WFM has been understood as arising purely from DM interactions of the Fe-Fe

and Cr-Cr pairs respectively. For compositions not equal to 0 or 1, we continue to

keep only DM interactions, neglecting SIMA completely. Furthermore, for x 6= 0, 1,

we must consider DFeCr along with the usual DFeFe and DCrCr interactions. In

previous work on this system, the authors have suggested [20]the choice of DM

interactions to have the form ~DFeFe || ~DCrCr || − ~DFeCr. We arrive at the same

conclusion by eliminating other possibilities, and indeed find excellent explication of

the experimental results with this approach (described below).
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8.2 Model and Results

The Heisenberg hamiltonian[21] without the DM or SIMA can be written in a general

form as

Hs =
∑
ijαβ

J ijαβŜiα · Ŝjβ . (8.1)

Here i, j denote lattice site indices and α, β indicate the type of magnetic ion, which

in our case could be either Fe or Cr. Employing the molecular field approximation

(MFA) for the antiferromagnetic case and ignoring the spin-flip terms, the above

Hamiltonian reduces to

HMFA = −
∑

α=Fe,Cr

(Heff
Bα

∑
i∈A

Ŝziα +Heff
Aα

∑
i∈B

Ŝziα) (8.2)

with z being the number of nearest neighbours and Heff
Bα is the mean field due to

the B-sublattice atoms on the A-sublattice which is explicitly given by

Heff
Bα = 2zPFeJαFe〈ŜzFe〉B + 2zPCrJαCr〈ŜzCr〉B . (8.3)

Correspondingly, Heff
Aα is the mean field due to the A-sublattice atoms on the α-atoms

in the B-sublattice. Note that the mean fields are different for the Fe and the Cr

atoms and depend on doping levels as well. Using the above MFA Hamiltonian, the

partition function may be obtained in a straightforward way by tracing over the

ŜzFe and ŜzCr eigenvalues, which yields the self-consistent equations that describe the

temperature dependence of the Fe and Cr spins as 〈Ŝzα〉 = SαBJ(Xα) α = Fe, Cr ,

where the sublattice index has been suppressed (for clarity) and BJ(x) is the Brillouin

function; The Xα’s are given by

XFe =
2zSFe
kT

[
JFe,FeP

2
Fe〈ŜzFe〉+ JFe,Cr PFePCr〈ŜzCr〉

]
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and

XCr =
2zSCr
kT

[
zJCr,Fe PCrPFe〈ŜzFe〉+ JCr,Cr P

2
Cr〈ŜzCr〉

]
.

Solving the above coupled nonlinear equations, we can obtain the A-sublattice magne-

tization as MA(T ) = n
2
gµB(PFe〈ŜzFe〉A + PCr〈ŜzCr〉A) . For a perfect antiferromagnet

considered until now, the total magnetization (Mtot = MA +MB) is naturally zero.

To find the Néel temperature of the doped system, we can follow the usual pro-

cedure of linearizing the above equations in the limit T → T−N , where we expect

〈Szα〉 → 0. It is easy to see that the requirement of getting non-zero values of

〈Szα〉 yields a 4× 4 determinant which when further simplified yields the equation

1− 2LM − 2KMLN −N2 −K2 + L2M2 +K2N2 = 0 where

K =
2zP 2

FeSFe(SFe + 1)

3KT
JFeFe , L =

PCr
PFe

JFeCr
JFeFe

K

N =
2zP 2

CrSCr(SCr + 1)

3KT
JCrCr , M =

PFe
PCr

JFeCr
JCrCr

N .

For J/kT � 1, we retain terms of O((J/kT )2) and neglect the higher order terms,

thus getting

TN(x) =
2z

3k

(∑
αβ

Sα(Sα + 1)Sβ(Sβ + 1)P 2
αP

2
βJ

2
αβ

) 1
2

(8.4)

where α, β = Fe, Cr, Pα = (1− x)δFe,α + xδCr,α is the probability of site occupancy,

and the spins are given by SFe = 5/2 and SCr = 3/2. The nearest neighbour

coordination number z is 6 for the present case. In a previous molecular field

theoretical study of the doped system, the TN vs x expression was obtained[22],

which was different than the one obtained above. However, their result seems

inconsistent with undoped system Néel temperature expression, i.e., if x = 0 or

x = 1, we should recover the pure compound Néel temperature expressions, which

their expression does not while the above equation does. This inconsistency could

be because they neglected to consider the probabilistic aspect of the occupancy
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of the site on which the mean-field is acting. Using the above equation for x = 0

and x = 1 with TN from experimental measurement [4, 23] being 640 K and 140

K respectively, we can extract the values of JFeFe and JCrCr as 18.4 K and 9.3 K

respectively. These small J/kT (∼ 0.03 − 0.07) values self-consistently justify the

neglect of cubic and higher order terms in (J/kT ). To find JFeCr, we carry out a best

fit of the above equation to the experimentally measured TN (x), as shown in figure 8.2

(circles: theory and experiment: diamonds). This yields a JFeCr = 24.0 K, which is

surprisingly higher than the superexchange in the parent compounds. The agreement

of experimental data with the theoretical expression given above is remarkable. The

Figure 8.2: (color online) Variation of Néel temperature (experiment:triangles and
theory:circles) with increasing Cr content. The theoretical curve has been computed
with JFeCr = 24 K.

dominant x dependence near low Cr concentration is TN(x → 0) = TN,Fe(1 − 2x)

and at high concentration, close to YCrO3 is TN (x→ 1) = TN,Cr(1− 2(1− x)). The

Néel temperatures at intermediate concentrations are, as usual, somewhere between

those of the two parent compounds, but at the two ends, as is seen in experiment as

well, the doped compound has a lower TN than the parent compound.

Now we build upon the underlying antiferromagnetism and outline our ap-

proach for understanding the weak ferromagnetism and magnetization reversal in
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the YFe1−xCrxO3 system. To begin with, consider the parent compounds, YFeO3

and YCrO3. As the experimental results(see later) show, the parent compounds

are weak ferromagnets [4, 23]. Such weak ferromagnetism (WFM) is caused by a

small canting of the underlying antiferromagnetic lattice. In general, the canting

could be strongly temperature dependent and could arise due to a variety of reasons

most important of which are the DM and the SIMA interactions. For YVO3, it was

argued [10] that a strongly temperature dependent DM interaction energy along with

a staggered easy axis leads to a magnetization sign reversal with decreasing tempera-

ture. The authors did include SIMA in their semi-classical approach, albeit without

temperature dependence. Although a good agreement with experimental data was

achieved, the anisotropy term was found (by fitting to experiments) to be about 1.7

times the Heisenberg exchange. Such a result violates the initial assumption that

the DM/SIMA interactions are much weaker compared to the Heisenberg exchange

and may thus be treated perturbatively. Furthermore, such a large anisotropy is

physically unjustified.

We present a alternative approach to the present problem that is minimalist but

physically and internally consistent. It has been argued in the literature (see for

instance [1]) that for relatively high Neel temperatures (TN & 100 K), the canting

is caused primarily by DM interactions, while for lower TN materials, the single-ion

anisotropy dominates. Since the parent compounds have high TN , our minimalist

approach neglects the effects of SIMA completely and aims to understand all of the

magnetization behaviour in the doped system purely through DM interactions.

The Hamiltonian including only the superexchange and the DM interactions in

the absence of an external field is given by

HS =
∑
〈ij〉

(JijŜi · Ŝj − ~Dij · (Ŝi × Ŝj)) . (8.5)

The classic DM interaction has been derived by Dzyaloshinskii and Moriya [1] for the

non-centrosymmetric anion mediated antisymmetric exchange interaction between
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two same magnetic ions. Yamaguchi extended this result to different kinds of

magnetic ions, [24] namely R3+ and Fe3+ in RFeO3. Extending this idea to the doped

system here, we consider DM interactions between neighbouring Fe and Cr ions.

We employ the molecular field approximation again, and with the model shown in

Figure 8.3: Schematic spin structure for the YFe1−xCrxO3 system.

figure 8.3, the average energy reduces to a function of the canting angles θ and φ.

To find the canting angles, we minimize the energy above with respect to θ and φ.

In the small angle limit, we end up with two linear equations, which are in terms of

JFeFe, JCrCr, JFeCr, DFeFe, DCrCr and DFeCr.

The superexchange parameters Jαβ are obtained from the experimental Néel

temperatures and the Dαβ are obtained by comparing theory to the experimentally

measured weak ferromagnetic magnetization in the parent and the doped compounds.

For the parent compounds (x = 0 and x = 1), we find temperature independent

canting angles (as in [25]) θ = DFeFe/2JFeFe and φ = DCrCr/2JCrCr. The net

magnetization is given in the general case (for a powder sample[26]) as

Mnet =
ngµB

2

(
PFe〈ŜzFe〉θ + PCr〈ŜzCr〉φ

)
(8.6)

where the average z-component of each of the spins is given by the earlier found mean

field expressions. By comparing the temperature dependence of the theoretically

obtained magnetization to the experimentally measured one for the parent compounds,

we can extract the magnitudes of the Dzyaloshinskii vectors, DFeFe and DCrCr.
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Taking the physically reasonable [4] DM values of DFeFe and DCrCr as 0.4K and

0.32K respectively, we compute the magnetization vs. temperature. As shown in

figure 8.4, the description of weak ferromagnetism purely using DM interactions

agrees remarkably with experiment. The inset shows that a common mechanism

underlies the WFM of both the parent compounds, since the M/Mmax vs. T/TN

is almost identical for both. The slight deviation of theory from experiment for

YCrO3 suggests that single-ion magnetic anisotropy might need to be invoked to get

a better fit. The canting angles θ and φ do not depend on temperature in the parent

Figure 8.4: (color online) Magnetization (experiment and theory, see legends) as a
function of temperature for the parent compounds YFeO3 and YCrO3. The inset
shows that a common mechanism underlies the WFM of both the parent compounds,
since the M/Mmax vs. T/TN is almost identical for both.

compounds. We will see below that this will not be the case for the doped case.

The DM interaction between the Fe and Cr atoms must be expected to depend

on the concentration x. So, to obtain the values of DFeCr as a function of x, we

follow the same route as for the parent compounds. The parameter DFeCr is obtained

for each concentration x using a best fit to the experimental data. The g factor

has been varied slightly for obtaining a quantitative fit, which amounts to a simple

multiplicative scaling of the y-axis. We first consider the doping range x = 0.1, 0.2
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and 0.3. The experimental data is shown in figure 8.5 (black circles). The Néel

temperature decreases with increasing x, and the overall magnetization value also

comes down. A broad maximum appears and this is a characteristic signature of

spin reorientation. The limiting zero temperature (T → 0) magnetization is seen to

decrease sharply. Thus it can be expected that at higher doping, a magnetization

reversal will occur, and indeed this is seen as we show below. Before that, let us

discuss the comparison to theory. In the top panels of figure 8.5, the theoretically

computed magnetization (in red) with the same exchange couplings as before and

best fit values of DFeCr=-1.3 K, -0.84 K and -0.35 K for x=0.1,0.2,0.3 respectively

are superimposed on the experimental data. The agreement is seen to be excellent

over the entire temperature range. The canting angles, as inferred from the above

comparison (not shown) depend on temperature and in fact increase monotonically in

magnitude. Thus the different dependences of θ and φ on T seems to be responsible

for the continuous spin reorientation.

Figure 8.5: (color online) Magnetization (experiment:black and theory:red) as a
function of temperature for three compositions, x = 0.1 (left), 0.2(middle) and 0.3
(right).

The experimental data for x = 0.4 and 0.5 is shown (in black circles) in figure 8.6.

For x = 0.4, a smooth magnetization reversal with a compensation point at Tcomp ∼
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170 K is seen. In fact, for temperatures below the compensation point, the magnetic

behaviour must be described as weak diamagnetism, since these are field cooled

experiments, albeit with a small applied field (100 Oe). For x = 0.5, the onset of

antiferromagnetism also signals WFM, but with a slight decrease in temperature,

magnetization reversal occurs. The theory curves are again superimposed (in red) onto

the experiment, with DFeCr=-0.39 K and -0.31 K and again the whole temperature

dependence is captured faithfully. Thus, in this approach, the magnetization reversal

may be argued to arise from the competition between the magnetization of the Fe-Fe

and Cr-Cr pairs vs. that of the Fe-Cr pairs, induced by the interatom DM interaction.

In other words, if DFeCr were zero, then the magnetization of Fe atoms and the Cr

atoms would just add up, and there would be no temperature dependent reversal

or even spin reorientation. But in the presence of DFeCr, which is antiparallel

to DFeFe and DCrCr, the Fe-Cr nearest neighbour pairs would exhibit WFM in

a direction opposite to the Fe-Fe and Cr-Cr neighbour pairs, and thus at values

of composition where heterogenous pairs are expected to be large in number as

compared to homogenous pairs, one can expect a reversal of magnetization with

decreasing temperature. The composition at which the reversal should occur should

be determined by the relative magnitudes of the isotropic exchange strength. This

is larger for Fe-Fe (∼ 18 K) than for Cr-Cr (∼ 9K), and hence the Cr atoms,

which would normally order antiferromagnetically at much lower temperatures, begin

ordering much above the Néel temperature of the parent compound YCrO3, because

of the JFeCr exchange. Thus the reversal must happen closer to YFeO3 and indeed

it is seen at x=0.4.

The compositions x = 0.6, 0.7 and 0.9, which are closer to the parent Cr compound

YCrO3 are discussed in figure 8.7. It is seen that WFM is recovered for these

compositions, since the number of homogenous pairs (Cr-Cr) would be expected

to be larger than the heterogenous pairs. The theory agrees reasonably well with

experiment. For x = 0.7, the middle panel of figure 8.7 shows that the agreement
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Figure 8.6: (color online) Magnetization (experiment:black and theory:red) as a
function of temperature for x = 0.4 (left) and 0.5 (right). Magnetization reversal is
seen in this composition range.

between theory and experiment is excellent for temperatures & 100 K, while at

low temperatures, the theory predicts lower magnetization than what is observed

in the experiment. We conjecture that at higher concentrations of Cr, the theory

might need to be modified and other interactions like the single-ion-anisotropy that

have been neglected in the present approach might have to be included to get

better agreement. In fact, for x = 0.8, the experiments (not shown here) show two

magnetization reversals, but the absolute value of magnetization is very small and

almost comparable to the field induced magnetization values. Such a double reversal

simply cannot be captured by the present theoretical approach.

8.3 Conclusions

In conclusion, we have investigated the magnetization behaviour as a function

of temperature and doping for the solid solution YFe1−xCrxO3. An interplay of

different DM interactions leads to interesting spin-reorientation and magnetization
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Figure 8.7: (color online) Temperature dependent magnetization (experiment: black
and theory:red) for x = 0.6 (left), 0.7 (middle) and 0.9(right).

reversal. It is interesting to note that even though the parent compounds are weak

ferromagnets with monotonic temperature dependence of magnetization M(T ), the

mixed compounds display magnetization reversal and a non-monotonic M(T ). In

our approach, this behaviour finds a natural explanation in terms of the doping

dependence of DFeCr (shown in figure 8.8) and the negative sign of the parameter,

which suggests that the DM vector DFeCr is opposite in direction to the DFeFe

and DCrCr vectors in the parent compounds. This opposite direction introduces a

competition between the canting driven by the DM interactions of the heterogenous

pairs (Fe-Cr) versus the homogenous pairs (Fe-Fe and Cr-Cr). Thus we are able to

obtain quantitative agreement between theory and agreement for the whole range of

doping and temperature with a very simple, consistent and transparent approach.

This also suggests that doping could be used very effectively to tune the antisymmetric

exchange parameter. Furthermore, we opine that the interplay of various interactions

considered here must exist in other similar B-site disordered perovskite materials.

The canting angles were found to depend appreciably on temperature and doping.

The DM interaction too seems to be dependent strongly on the composition. These
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Figure 8.8: (color online) The DM interaction DFeCr between the Fe and Cr atoms,
as obtained from the comparison of theory and experiment is shown as a function
of composition x. It is intriguing to note that it is maximum in magnitude close to
YFeO3 and decreases almost monotonically with increasing x.

two together suggest that changes in spin structure induce changes in the lattice

structure, which implies the existence of significant spin-phonon coupling. Indeed,

recent experiments [20] have indicated a multiferroic nature of the YFe0.5Cr0.5O3

material. The microscopic justification for the x dependence of the parameters

obtained here would require a detailed analysis of the structural changes in the

orthorhombic lattice due to the size differences in the Fe/Cr ions. Additionally, we

would also require to find out the changes in the spin interactions due to the lattice

distortions. These investigations will be the subject of future studies.
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Appendix A

Derivations for Aα, Bα in the

MO-IPT ansatz

In this appendix, we provide the derivations and expression of the unknown parame-

ters appearing in the MO-IPT ansatz for the self energy(equation 2.9).

Derivation for Aα:

The spectral representation of the αth-orbital Green’s function is given by

Gαα(z) =

∫ ∞
−∞

Dαα(ε)dε

z − ε
. (A.1)

This can be Taylor expanded to obtain the Green function in terms of spectral

moments,

Gαα(z) =

∫ ∞
−∞

Dαα(ε)dε

z
(1 +

ε

z
+
ε2

z2
+ · · · ) =

∞∑
n=0

µn
zn+1

, (A.2)

where µn’s are the spectral moments. We can also represent the Green function in

terms of a continued fraction expansion and this is given by

Gαα(z) =
α1

z + α2

1+
a3

z+a4+···

. (A.3)

By comparing equation A.3 with the equation A.2, we obtain the continued fraction

195



expansion coefficients in terms of spectral moments. Now we can calculate the

spectral moments exactly up to any order by using the following expressions[1]:

µααn =

〈[...[[fα,H],H], ...H]−︸ ︷︷ ︸
(n-p)-fold

, [H, ...[H, [H, f †α]]...]−︸ ︷︷ ︸
p-fold


+

〉

n = 0,1,2,.... ; 0≤ p ≤ n

The relation between first few spectral moments and continued fraction expansion

coefficients is given by,

α1 = µαα0 = 〈{fα, f †α}〉 = 1 , (A.4)

α2 = −µαα1 = 〈{[fα,Himp], f
†
α}〉 ,

α2 = −[(εα − µ) +
∑
β 6=(α)

Uαβ〈nβ〉] , (A.5)

α3 = −µ
αα
2 µαα0 − (µαα1 )2

µαα1 µαα0

, (A.6)

µαα2 = (εα − µ)2 +
1

N

∑
kα

V 2
kα + 2(εα − µ)

∑
β 6=α

Uαβ〈nβ〉

+
∑
β 6=α

∑
γ 6=α

UαβUαγ〈nβnγ〉 , (A.7)

α3 =
−1
N

∑
kα V

2
kα −

∑
β,γ 6=αUαβUαγ (〈nβnγ〉 − 〈nβ〉〈nγ〉)

(εα − µ) +
∑

β 6=α Uαβ〈nβ〉
. (A.8)

For sufficiently large values of z, one can truncate the continued fraction expansion

of the Green’s function (equation A.3) at the appropriate level and take the limit

z → ∞. Then

Gαα(z) =
α1

z + α2 − α2α3

z

(A.9)

After substituting the continued fraction expansion coefficients in equation A.9, we

find the self energy contribution for the Green’s function in the high frequency limit
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as

Σα(ω)
ω→∞−−−→

∑
β 6=α

Uαβ〈nβ〉+

∑
β,γ 6=α UαβUαγ (〈nβnγ〉 − 〈nβ〉〈nγ〉)

ω

Σα(ω) =
∑
β 6=α

Uαβ〈nβ〉+
∑

β 6=α U
2
αβ〈nβ〉 (1− 〈nβ〉)

ω

+

∑
β 6=α

∑
γ 6=(β 6=α) UαβUαγ (〈nβnγ〉 − 〈nβ〉〈nγ〉)

ω
(A.10)

It is easy to show that in the limit of high frequencies, Σ
(2)
αβ has the following form[2],

Σ
(2)
αβ =

U2
αβ

ω
〈n0β〉 (1− 〈n0β〉) (A.11)

Here n0β is the Hartree-corrected charge on impurity because the propagators used

in the second order pair bubble diagram are Hartree-corrected propagators. In the

high frequency limit the self energy ansatz reduces to the following form:

Σα(ω) =
∑
β 6=(α)

Uαβ〈nβ〉+ Aα
∑
β 6=(α)

Σ
(2)
αβ . (A.12)

We obtain the expression for Aα by substituting equation A.11 in the equation A.12

and comparing with equation A.10 as

Aα =

∑
β 6=(α) U

2
αβ〈nβ〉 (1− 〈nβ〉)∑

β 6=(α) U
2
αβ〈n0β〉 (1− 〈n0β〉)

+

∑
β 6=(α) Uαβ

∑
γ 6=(β 6=α) Uαγ (〈nβnγ〉 − 〈nβ〉〈nγ〉)∑

β 6=(α) U
2
αβ〈n0β〉 (1− 〈n0β〉)

.

Note that a two-particle correlation function is needed to find Aα.

Derivation for Bα:

The relation between the impurity Green’s function and the self energy in the atomic

limit is,

Gα(ω) =
1

ω+ + µ− εα − Σα(ω)
, (A.13)
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where the self-energy, Σα(ω) may be represented as a continued fraction:

Σα(ω) = ω+ + µ− εα −
1
α1

z+
α2

1+
a3

z+a4···

. (A.14)

As a simple case we consider only two poles in the self energy. In principle we can

keep all the poles in the self energy but the difficulty is that pole of order n in the

self energy involves the n+ 1th order correlation function. These functions are very

hard to calculate without making approximations. With the two pole approximation

for self energy, equation A.14 reduces to the following form[3]

Σα(ω) =
∑
β 6=(α)

Uαβ〈nβ〉+
α2α3

ω+ + α3 + α4

(A.15)

where α2 = −µαα1 , (A.16)

α3 = −µ
αα
2 − (µαα1 )2

µαα1

, (A.17)

and α4 = −µ
αα
1 µαα3 − (µαα2 )2

µαα1 µαα2 − (µαα1 )2
. (A.18)

In the atomic limit(V→ 0), the second order pair bubble diagram Σ
(2)
αβ(ω) reduces to

the following form[4, 5],

Σ
(2)
αβ(ω) =

U2
αβ[〈n0β〉(1− 〈n0β〉)]

ω+ + µ0

. (A.19)

Here µ0 is the pseudo-chemical potential. As mentioned earlier, we find this quantity

by satisfying the Luttinger’s theorem or equivalently the Friedel’s sum rule. Now,
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the self energy ansatz becomes

Σα =
∑
β 6=(α)

Uαβ〈nβ〉+
Aα
∑

β 6=(α) U
2
αβ[〈n0β〉(1− 〈n0β〉)]

ω+ + µ0 −Bα

∑
β 6=(α) U

2
αβ[〈n0β〉(1− 〈n0β〉)]

. (A.20)

By comparing the equation A.20 with equation A.14 we find the expression for Bα

in terms of spectral moments as,

Bα =
µ0 − (α3 + α4)∑

β 6=(α) U
2
αβ[〈n0β〉(1− 〈n0β〉)]

(A.21)

After substituting the spectral moments in equation A.21 Bα becomes,

Bα =
µ0 + εα − µ−

∑
β 6=α Uαβ〈nβ〉

τα

−
∑

β 6=α
∑

γ 6=α
∑

η 6=α UαβUαγUαη [〈nβ〉〈nγnη〉 − 〈nβnγnη〉]
τ 2
αAα

(A.22)

where

τα =
∑
β 6=α

U2
αβ〈n0β〉(1− 〈n0β〉) (A.23)

Bibliography

[1] M. Potthoff, T. Wegner, and W. Nolting, Phys. Rev. B 55, 16132 (1997), URL

http://link.aps.org/doi/10.1103/PhysRevB.55.16132.

[2] A. L. Yeyati, F. Flores, and A. Mart´in-Rodero, Phys. Rev. Lett. 83, 600 (1999),

URL http://link.aps.org/doi/10.1103/PhysRevLett.83.600.

[3] V. Oudovenko, K. Haule, S. Y. Savrasov, D. Villani, and G. Kotliar, unpublished.

[4] H. Kajueter and G. Kotliar, Phys. Rev. Lett. 77, 131 (1996), URL http://link.

aps.org/doi/10.1103/PhysRevLett.77.131.

199



[5] A. Mart´in-Rodero, F. Flores, M. Baldo, and R. Pucci, Solid State Commu-

nications 44, 911 (1982), URL http://www.sciencedirect.com/science/

article/pii/0038109882903039.

200



Curriculum Vitae

CONTACT INFORMATION

Nagamalleswara Rao Dasari Mobile: (+91)9972763678

Theoretical Sciences Unit, email: nagamalleswararao.d@gmail.com

JNCASR, Bangalore, 560064.

India.

BIOGRAPHICAL DATA

Date and Place of Birth: September 10, 1983, Andhra Pradesh, India.

Citizenship: Indian

Language: Telugu, English

EDUCATION

2009 - Present Ph.D., Jawaharlal Nehru Centre for Advanced Scientific Research,

Bangalore, India.

2003 - 2005 Master of Science, Acharya Nagarjuna University, Andhra Pradesh,

India.

2001 - 2003 Bachelor of Science, Acharya Nagarjuna University, Andhra Pradesh,

India.

TEACHING EXPERIENCE

2007 - 2008 Junior Lecturer, Humanities and Sciences Department, ACE Engineer-

ing college, Andhra Pradesh, India.

2005 - 2007 Junior Lecturer, Physics Department, DNR college, Andhra Pradesh,

India.

PROFESSIONAL QUALIFICATIONS

• Qualified for the final round Interview of SPM Fellowship in 2009.

• All India Rank 10 in GATE-2009 (99.82 percentile).

• All India Rank 60 in JEST-2009.

• UGC-CSIR (NET) Exam Qualified in Dec 2008 and Dec 2009.

201



RESEARCH AFFILIATIONS

• Visiting Scholar, TU Wien, Austria, 22nd June 2015 - 5th July 2015.

• Visiting Scholar, University of Würzburg, Germany, 8th June 2015 - 20th June

2015.

• Visiting Scholar, Department of Physics & Astronomy, Louisiana State Univer-

sity, USA, 2012 October - May 2013.

• Visiting Scholar, Department of Condensed Matter Physics and Material

Sciences, S. N. Bose National Centre for Basic Sciences, India, 15th November

2011 - 25th December 2011.

AWARDS RECEIVED

• International travel-grant award from JNCASR, India, June 2015.

• International travel award from ICAM-I2CAM, USA, Sept 2012.

• International travel-fellowship award from CICS, India, Jan 2012.

• Senior Research Fellow(SRF) award received from UGC-CSIR, India, Aug

2011.

COMPUTER SKILLS

• Advanced: Fortran, Python, Linux, Latex

• Intermediate: C++

REFERENCES

Prof. N. S. Vidhyadhiraja Prof. Mark Jarrell

Theoretical Sciences Unit, Department of Physics & Astronomy,

JNCASR, Bangalore, Louisiana State University, Baton Rouge,

Karnataka, India. LA 70803-4001, USA.

Tel: +91-80-22082790 Tel: +1-225(578)-7528

Email: nsvraja@gmail.com Email: jarrellphysics@gmail.com

202



203


