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SYNOPSIS OF THE THESIS

The objective of this thesis is to study the dynamics of clustering in granular

and active matter models. In Chapter 1, we provide the necessary back-

ground for the works presented in the subsequent chapters. Various scaling

properties related to spatiotemporal pattern formation and their relevance

in the context of dynamics in aforementioned systems have been discussed in

detail. In this chapter, we also provide discussions on a number of relevant

computational techniques and introduce a few methods which are used later

to analyze the simulation data.

In Chapter 2 we have studied the dynamics of clustering in a freely cool-

ing granular gas model (GGM), where particles collide inelastically, in space

dimension d = 2, via the event driven molecular dynamics (EDMD) simula-

tions. Emergence of particle-rich and particle-poor domains in the system at

late time resembles the pattern formation in a vapor-liquid phase transition.

The primary objective has been to understand the growth behavior. We have

identified a power-law time (t) dependence of average cluster or domain size

and accurately quantified the corresponding exponent via a finite-size scal-

ing technique. It has been demonstrated that the finite-size effects are much

stronger in GGM compared to the standard phase transition scenario.

Chapter 3 contains results for the energy decay, growth and aging in

GGM as well as in a ballistic aggregation model (BAM). In the BAM the

particles move ballistically and stick to each other following collisions. In this

chapter the focus has been on space dimension d = 1. Growth of average

mass (m) of clusters in BAM has been shown to be inversely proportional to



the decay of energy (E), i.e., m ∼ 1/E ∼ tξ. The value of the exponent ξ

is estimated to be 2/3, that obeys a d- dependent scaling theory prediction

ξ = 2d/(d+2). Via a renormalization-group method of analysis of the EDMD

simulation results, we show that the exponent in the GGM has nearly the

same value as in the BAM. Furthermore, via more direct investigation we

demonstrated that the growth mechanism in GGM is same as that in the

BAM. For the investigation of aging, we have studied the decay of the density

autocorrelation function with the progress of time. Quantitative similarity of

the decay in the two models further establishes the close equivalence between

the GGM and BAM.

In Chapter 4 we have studied the kinetics in d = 2, for clustering in

the same models as in chapter 3. Unlike in d = 1, here we show that GGM

and BAM are not equivalent. Furthermore, it has been demonstrated, from

accurate analyses, that the scaling theory prediction related to the energy

decay and cluster growth does not hold for BAM, in this dimension, when the

packing fraction is low. The aging property for the BAM has been shown to

obey the similar scaling property as in d = 1. The corresponding power-law

exponent λ has been estimated. In both d = 1 and 2, it is observed that λ

obeys a lower bound that depends upon the space dimension and structural

property.

Chapter 5 deals with the dynamics of the BAM in d = 2 and 3, for

various different densities. We have estimated the exponents for the (power-

law) decay of the kinetic energy and growth of the average cluster mass for

a wide range of the packing fraction. It is shown that these exponents follow

a hyperscaling relation and their values are observed to approach the above



mentioned scaling theory prediction as the density increases.

Finally, in Chapter 6, we have presented results for the coarsening dy-

namics in a two-dimensional model active matter system. The model con-

sists of passive inter-particle interaction and active alignment interaction.

The passive and active interactions have been introduced via the well-known

Lennard-Jones and Vicsek models. We perform molecular dynamics simula-

tions for very low overall density of particles for which disconnected clusters

form and grow with time. The influence of the self-propelling activity in the

coarsening process has been quantified by comparing the results with those

from the corresponding passive model that also undergoes phase transition.
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Chapter 1

Introduction

1.1 Nonequilibrium systems

Thermodynamics and equilibrium statistical mechanics have been used

widely in various situations for the understanding of systems in equilibrium

[1]. But, most of the natural systems are inherently not in equilibrium.

Examples include systems from microscopic scale to the scale of the universe.

Granular flows, turbulent motion in fluids, motion of active microswimmers

as well as formation and breakdown of cosmic particles are all examples of

out-of-equilibrium systems. In our daily life also, most of the systems we

deal with are out of equilibrium. Though lots of studies have been done to

understand various nonequilibrium systems, a compact and general theory is

missing due to ample diversity in the exhibited phenomena [2]. In this thesis,

we will primarily deal with granular and active matter systems, examples of

typical nonequilibrium systems, detailed introduction about which will be

given in following sections.

1
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1.2 Granular systems

Granular materials, very common in nature, show diverse properties [3] in

various situations. There have been much recent interest to study the struc-

ture and dynamical properties of granular systems. They consist of large

number of particles with typical size of grains within the range between µm

to cm. These materials can be found in different places in nature, examples

ranging from powders to life-saving drugs to the daily necessary commodities

like rice, sugar, coffee beans etc. to the cosmicdust particles in the planetary

rings. They are widely used in various industries like pharmaceutical, agri-

cultural and mining. Natural calamities and various geological processes,

viz., earthquakes, landslides, erosions, dune migration, etc. occur due to

distinctive properties of soil, sand, etc.

Though common, as evident from the previous paragraph, understanding

of their structural and dynamic behavior is still a challenge. The size of

the particles are such that the Brownian motion is often irrelevant for its

description. As an example, energy of a typical grain of size 1mm, moving

with a velocity 1cm/sec can exceed the thermal energy kBT by few orders of

magnitude, where kB is the Boltzmann constant and T is the typical room

temperature. The collective behavior of granular particles is also interesting

and can be very much different from the properties of the three common

phases of matter, i.e., solid, liquid and gas, mostly due to the dissipative

nature of forces acting among the grains, such as inelastic collisions and

friction [3]. Since thermal energy is not sufficient for the motion of the grains,

thermodynamic fluctuations play negligible role on its dynamics. Thus, to
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keep the system alive, these grains need to gain energy from external sources,

viz., gravity, electric or magnetic fields, etc. Understanding fundamental

behavior of these systems can give insights to some of those aforementioned

natural phenomena.

Studies on granular systems are not new [4–10]. In the last century, most

of these research were done in the applied engineering field, keeping various

industrial applications in mind. But, in last few decades physicists became

interested to study the dynamical properties as well as pattern formation in

these systems [9,10] under various conditions. A seminal work in this regard

was done by P. K. Haff [4], where the temporal decay of temperature for such

a system, which is a collection of homogeneously distributed grains colliding

inelastically among themselves, has been predicted. The temperature men-

tioned above is called the “granular temperature”, which is essentially the

average kinetic energy of the particles. We can see that granular system is a

rich area of research in non-equilibrium statistical physics [9] and also in the

context of pattern formation about which some discussions will be provided

in the following sections.

As already mentioned, there are two important aspects which make the

granular systems unique from the conventional states of matter. First, the

non-Brownian behavior of the grains. The second is the dissipative nature

of collisions among the grains. Numerous experiments have been performed

to understand their various collective complex behavior, e.g., formation of

convection rolls, brazil-nut effects, size segregation and pattern formation

under vertical vibration [11–16], etc.
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1.2.1 Granular gas

A dilute assembly of granular particles is known as granular gas. Particles

move ballistically until they make momentum conserving inelastic collisions.

During the nonequilibrium evolution, granular gases form various patterns

depending on the details of the problem [9]. There is a fluid-like behavior

due to the flow of the grains from one part of the system to another. As

an idealization, granular flow can be thought of a fluid composed of solid

hard particles or grains. The behavior of the motion of the flow is entirely

determined by particle collisions [3–5]. There exist works on granular gas

flows where continuum dynamical descriptions have been obtained for the

evolution of mass, momentum and energy [17]. This leads to describe the

system via hydrodynamic equations [17, 18], viz., Navier-Stokes equations,

like molecular fluid. But, due to continuous decrease of energy of the system,

a dissipative term needs to be considered in the energy equation. Though

many experimental [11, 12] and theoretical [5] works are related to dilute

granular media, in nature granular matter can be rather dense.

Two cases

Depending on whether any external drive is present or not, granular gas

generally falls into two categories [19, 20].

(i) Freely cooling granular gas (FCGG), in which there is no external drive to

compensate for the energy dissipation due to inelasticity and friction. Thus,

due to continuous decrease of velocities, particles can come to rest. Even the

simplest and well-studied model of spherical particles capture many basic
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features of the real dynamics and is a good example of a phase ordering

system showing non-trivial coarsening behavior [21–23].

(ii) The second one is driven granular gas. As the name suggests there is an

external drive on the system. There are various ways to agitate a granular

system, viz., by applying electric or magnetic fields, gravity, vibration of

the system with some frequency, rotation, etc. [15, 24]. In this case, the

dissipation of energy gets compensated by external input and the system

reaches a (nonequilibrium) steady state. A typical example is emergence of

various structures due to vertical vibration of the base, depending upon the

amplitude and frequency of vibration [16]. Another example is a polydisperse

system where size segregation among different species occurs [12], when the

system is subjected to horizontal and vertical vibrations.

In this thesis we confine ourselves in FCGG only.

1.2.2 Modeling via coefficient of restitution

As already mentioned, one basic fact that makes the granular gas different

from other systems is the dissipation of energy due to inelastic collisions

among the grains [20,25]. As the simplest case, the system can be thought of

as made of hard spherical particles. In this thesis we will refer to this as the

granular gas model (GGM). Inelastic collisions suggest that the coefficient

of restitution (e) should be in the range 0 ≤ e < 1. For e = 0, i.e., when

collisions are perfectly inelastic, particles stick to each other upon collision

[26]. This model will be referred to as the ballistic aggregation model (BAM).

Now, the value of e solely determines the rate of energy dissipation, which is
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proportional to (1− e2) in each collision which sets various time scales in the

problem. For realistic system, instead of being a constant quantity, value of e

depends upon the relative velocities of the colliding particles (?vrel) [23,27,28]

such that the effective coefficient of restitution (eeff) is written as

eeff = 1−D1|?vrel.n̂|1/5 +D2|?vrel.n̂|2/5 ∓ .... , (1.1)

where values of D1 and D2 depend on the materials, n̂ is the unit vector along

the direction joining two colliding particles at the time of collision. These

are known as viscoelastic particles. In this case, eeff → 1 when ?vrel → 0.

But, in the simplest case one can take e as constant, which is sufficient to

see the nontrivial effect of inelasticity in the system. In this thesis we will

use a version of the GGM that considers fixed value of e, with no friction.

The general equation of motion of the i’th particle in anN -particle system

can be written as [29]

mi?̈ri = ?F (?r1, ...?rN , ?v1, ..., ?vN ) , (1.2)

where ?ri’s and ?vi’s are the positions and velocities of the particles. These

give rise to N coupled differential equations for all the particles. ?F is the

force acting on the i-th particle. In granular gas systems, the forces are very

short-ranged. Particles exert repulsive forces on each other only when they

are in contact. Particles move ballistically between two successive collisions,

when there is no force. The duration of a collision is very small compared to

the mean free time of the particles [19]. Thus the collisions can be thought

as instantaneous. In dilute systems, simultaneous collisions among three or
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more particles are extremely rare. Thus for a binary collision between i and

j the equation of motion can be written as

meff?̈rij = ?F (?rij , ?vij) , (1.3)

where ?rij = ?ri − ?rj and ?vij = ?vi − ?vj . Thus, it becomes a two-particle

problem from an N -particle one. The full solution of Eq. (1.3) can describe

the collision accurately with appropriate boundary conditions. To describe

the dynamics, the details of a collision is not necessary. Only the outcome

is important. We need to know the post-collisional velocities ?v ′

i and ?v ′

j

from the prior knowledge of pre-collisional velocities ?vi and ?vj. The relation

between pre- and post-collisional velocities can be written as [9, 19, 20, 25]

?v ′

i = ?vi −
?1 + e

2

?

[n̂ · (?vi − ?vj)]n̂ , (1.4)

?v ′

j = ?vj −
?1 + e

2

?

[n̂ · (?vj − ?vi)]n̂ , (1.5)

where 0 < e < 1 describes the GGM. So knowledge of e, to a good degree, is

sufficient for the description of granular gas dynamics [20].

Being a main model of our studies, first we will give an overview of the

GGM.

1.2.3 Review of GGM

In this section we will briefly describe some of the well-known results re-

lated to GGM. Consider a system of homogeneously distributed particles

with their velocities drawn from some distribution (say, Gaussian). During
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its evolution via inelastic collisions, at initial stage, though the energy of

the system decreases, particle density remains uniform. This is known as

homogeneous cooling state (HCS) [4,6]. At a later stage, there is a crossover

from HCS to a state with particle-rich and particle-void regions, i.e., there

is emergence of clusters leading to a density inhomogeneity in the system,

referred to as the inhomogeneous cooling state (ICS) [5,6,21,22]. The case of

ICS is poorly understood, even though there exists a large set of numerical

simulations [5–7, 21–23, 30–33].

(a) Homogeneous cooling state

Energy decay in HCS: The average energy (granular temperature) is

defined for a system of N particles (with unit mass) as

E(t) =
1

N

N
?

i=1

v2i . (1.6)

E(t) follows t−2 behavior, independent of the dimension of the system. This

is known as Haff’s cooling law [4].

Dynamical equation for energy decay in d-dimensions can be written as

[21]

dE(t)

dt
= −ǫω(E)E/d , (1.7)

where ǫ = (1 − e2) is the rate of dissipation in each collision, ω(E) is the

collision frequency with the form ω(E) = π−1/2Ωdχ(ρ)ρσ
d−1E1/2, Ωd being

the solid angle in d- dimensions, χ(ρ) the pair correlation function of the hard

particles in contact at density ρ and diameter σ. The solution for ω(E) with

initial energy E0 can be written as ω(E) = ω(E0)(E/E0)
1/2. Substituting
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this in Eq.(1.7) we obtain the behavior of energy decay as

E(t) = E0(1 + t/t0)
−2 , (1.8)

where t0 = 2d/(ǫω(E0)). In hard sphere systems, instead of using real time

t, sometimes it is helpful to use the collision time τ(t), which is the average

number of collisions per particle until time t. The relation between τ(t) and

t can be written as [21]

τ(t) =

? t

0

ω(t′)dt′ =
2d

ǫ
ln
?

1 +
ǫω(E0)

2d
t
?

. (1.9)

In terms of τ(t), the energy decay has the simple form, E(τ) = E0e
−(ǫ/d)τ

[21,34]. This decay of energy, shown in Eq.(1.8), is valid for all d for the case

when ǫ = (1− e2) is a constant. But for viscoelastic particles, the value of e

depends on the relative impact velocity of the colliding particles (e ≡ e(?vrel)),

suggesting a dependence of e on the energy. In this case, energy decay takes

the form [35]

E(t) = E0(1 + t/t
′

0)
−5/3 . (1.10)

This result was first obtained by Pöschel taking the form of e as e ≃ 1 −

D1|?vrel|1/5 [35]. Eq. (1.10) shows that E(t) decays rather slowly for viscoelas-

tic particles compared to the case with e = constant. Dependence of e on

?vrel is more realistic.

But these results are not valid in ICS, as clusters begin to form and

velocity correlations start building up among the particles.



1.2 Granular systems 10

(b) Inhomogeneous cooling state

The HCS at late times becomes unstable to long wavelength density fluctua-

tions and the system crosses over to ICS [5–7,21,33]. Spontaneous formation

of high- and low-density regions of particles define ICS. These regions grow

with time. Because of the reduction in normal relative velocity, following

every collision, interesting pattern also forms in the velocity field, with emer-

gence of topological defects like vortices, anti-vortices, etc.

Energy decay: Via numerical simulations, the ICS was first probed

by Goldhirsch et al. [5] for the GGM that will be studied by us. One is

interested to know the form of energy decay as Haff’s law is no longer valid

in ICS. Ben Naim et al. [8] studied energy decay in ICS for a granular gas

in d = 1 and found the exponent θ for the decay of energy (E(t) ∼ t−θ) to

be 2/3, independent of the value of e. X. Nie et al. [33] studied the GGM

in d = 2 and found the exponent to be θ = 1, independent of e. Miller and

Luding did the simulation in d = 3 and studied energy decay and cluster-

growth in ICS [36]. Though their data were not very much conclusive, they

suggested that energy decay in d = 3 is faster than in the lower dimensions

and estimated the exponent to be 1.1± 0.1. Instead of real time t, they used

collision time τ , which has been defined earlier. A thorough study by Pathak

et al. [37] showed that θ = 1.2 in d = 3 and the energy decay in ICS is same

as a mean field exponent for ballistic aggregation, details of which will be

discussed in the next section. In Fig. 1.1, we plot the decay of energy for

both HCS and ICS as a function of time in d = 2 for e = 0.9.
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Figure 1.1: Plot of average kinetic energy E(t), as a function of time (t),
for a 2D granular gas for e = 0.9. In HCS, energy decay follows Haff’s
law, denoted by continuous curved line. In ICS, it follows a power-law t−1,
denoted by the dashed line. The deviation from (1 + t/t0)

−2 behavior marks
the onset of HCS to ICS crossover.

Growth of clusters: Here, we discuss about the growth of clusters in

ICS, which is a considerable part of our studies. Details about dynamics of

growth and the corresponding exponents for granular gases will be presented

in the subsequent chapters for different dimensions. Though the transition

from HCS to ICS has probably no direct relevance with phase transitions,

similarity of the pattern [22] with that for a critical quench in standard phase

transition phenomena (e.g., vapor-liquid transition) [38] made us interested

to look at various statistical quantities generally used in studies related to

kinetics of phase transitions. Later in this chapter, we will discuss about

different kinds of growth mechanisms present in phase transitions.
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1.2.4 Ballistic aggregation

Ballistic aggregation mechanism is believed to be true for the description

of granular gas in ICS in d = 1. A study by Carnevale et al., via scaling

arguments, predicted the time dependence of energy and mass of the clusters

[26], viz., m ∼ 1/E ∼ t2d/d+2, for this mechanism. Below we provide further

details on the model on which the above predictions are based.

Consider two spherical particles, say, i and j, located at ?ri and ?rj with

masses mi and mj moving with velocities ?vi and ?vj , colliding and forming a

new larger sphere (shape doesn’t change). The position ?r ′ and velocity ?v ′ of

the new particle of mass m′ can be obtained from the conservation equations

for mass, momentum and centre-of-mass which are written below

m′ = mi +mj , (1.11)

m′?r ′ = mi?ri +mj?rj , (1.12)

and,

m′?v ′ = mi?vi +mj?vj . (1.13)

In terms of diameter of the particles, Eq. (1.11) can be written as a′d = adi+adj

(in space dimension d), where a′ is the diameter of the new particle and ai

and aj are the diameters of the colliding particles i and j, respectively. As

the mass (≡ (diameter)d) increases, the number density of clusters decreases

with time, as well as the total kinetic energy. Scaling hypothesis predicts

that the growth of mass of the clusters is inverse of the decay of energy. This

model we will refer to as the ballistic aggregation model (BAM).
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1.3 Active matter systems

Here we will give a brief introduction of active matter systems. ‘Active

matter’ is a class of non-equilibrium systems made up of elements having

self-propelling behavior [39,40]. Examples are flocks of birds, schools of fish,

slime molds, colonies of bacteria, etc. From the examples it is clear that

clustering is commonly observed in active matter systems. Fig. 1.2 depicts

that elements within a cluster show orientational ordering. Almost parallel

movement of each of the elements, give rise to large scale spatio-temporal

pattern. So, the fundamental questions that arise here are about the type of

pattern and its evolution with time.

Figure 1.2: A school of fish. The picture demonstrates the tendency of
each fish moving along the direction of others, while swimming. Source:
www.googleimages.com

A seminal work in this regard was by Vicsek et al. [39], who, using a simple

rule of the interaction of particles with its neighbors, showed the formation

and growth of clusters. We will modify the Vicsek rule by incorporating

an additional interaction among the particles in the system [41]. With this
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model, which will be described in detail in Chapter 6 along with additional

overview of this subject, we will study the cluster pattern and its dynamics.

Here note that in the Vicsek model neighbors try to parallelize each other’s

velocity. That way there exists some similarity with the GGM.

Given that structure and dynamics in the above and other models of gran-

ular and active matters resemble those of ordering dynamics during phase

transitions, below we provide a general discussion on it.

1.4 Ordering phenomena during phase tran-

sitions

Phase transition is common in nature and is of much research inter-

est [39, 41–54]. Fig. 1.3 shows a schematic phase diagram or coexistence

curve [42, 43] of a vapor-liquid transition in the temperature (T ) vs density

(ρ) plane, where ρc and Tc are the critical density and critical tempera-

ture, respectively [42]. For T > Tc, the equilibrium state of the system is

a single-phase with “uniform” density. When the system is quenched in-

side the coexistence curve, it becomes unstable to fluctuations and moves

to a new equilibrium state at that temperature, i.e., a phase-separated one,

via the formation and growth of domains of like particles [42, 43]. In this

diagram, the left branch of the coexistence curve corresponds to the low

density vapor phase and the right branch to the high density liquid phase.

This schematic diagram applies to the phase separation in a binary mixture

(A+B) as well, if the abscissa variable is replaced by the concentration of one
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Figure 1.3: A schematic plot of phase-diagram in the density vs temperature
plane for a vapor-liquid transition. Tc is known as the critical temperature
and ρc the critical density. The curve represented by solid green line is known
as the coexistence curve. The configuration plotted above is at T > Tc and
the one plotted below is for T < Tc. For the latter, the equilibrium state of
the system is a phase separated one.

of the components, say A, xA (concentration of A component being defined

as xA = NA

N
, where NA is the number of A type of particles and N is the

total number of particles). Though GGM remains always in nonequilibrium

due to continuous dissipation of energy, the system reaches a clustered state

where average domain size saturates and regions of particle-rich and particle-

void resemble the liquid and vapor region. We will describe a corresponding

phase-diagram-like plot in the second chapter [22].

Depending upon the kind of transition, the total value of the order-

parameter (ψg) of the system may or may not be conserved [44,46,47] during
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the evolution. In the case of nonconserved order-parameter (NCOP) dy-

namics, growth occurs via the curvature driven motion of the interface of

the domains. While this picture is true in the conserved order-parameter

(COP) scenario as well, depending upon the region to which the quench

takes place inside the coexistence curve, coarsening scenario can be different

in this case, viz., (a) spinodal decomposition [44, 46, 50] and (b) nucleation

and growth [44, 46, 51, 55]. We will provide brief discussion on them.

Figure 1.4: Snapshots showing the evolution of a COP system with critical
composition (50% of A and 50% of B particles), obtained via Monte Carlo
simulation of Kawasaki spin-exchange Ising model, after quenching to a tem-
perature Tf ≃ 0.5Tc. The +1 spins (i.e., the A particles) are marked by
brown dots and −1 spins (the B particles) are left unmarked. Percolating
domains of like spins form and grow in the system.

Spinodal decomposition is the mechanism of domain coarsening when a

system is quenched with overall density close to its critical value. The system

falls out-of-equilibrium quite fast, i.e., the coarsening starts immediately after

the quench. As an example, we mention about demixing transition of a binary

mixture (A+B). Starting from a homogeneous mixture of A+B with critical

composition (i.e., 50 : 50) at T > Tc, when the system is quenched below

the coexistence curve at T < Tc, it tries to evolve towards a new equilibrium
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state, which is a phase-separated one [50], via the formation and growth

of domains as shown in Fig. 1.4. From the snapshots, it is clear that the

growing structures are percolating.

Figure 1.5: Evolution snapshots of a COP system with off-critical composi-
tion. The ratio of +1 and −1 spins is 10 : 90. Simulation method and other
parameters are same as in Fig. 1.4. Here, the +1 spins, marked by brown
dots, form disconnected droplets which grow with time in the background of
−1 spins.

Nucleation and growth picture applies when the quench is off-critical, i.e.,

very close to the coexistence curve. In this situation, long wavelength fluc-

tuations are needed for the instability. In this case, it has been observed

that the clusters are disconnected from each other [38,51,55]. Since the long

wavelength fluctuations are rare, coarsening in this case doesn’t start imme-

diately after the quench. In Fig. 1.5 we present snapshots of an off-critical

quench with 10% ‘A’ and 90% ‘B’ type of particles. As time progresses, we

can see the droplet-like clusters of ‘A’ particles growing, in the background

of ‘B’ type of particles.
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1.5 Aspects related to structure and dynam-

ics

1.5.1 Correlation function and structure factor

Typically a pattern is characterized by the two-point equal-time correlation

function C, which is defined as [44, 46]

C(r, t) = ?ψ(?r, t)ψ(?0, t)? − ?ψ(?r, t)??ψ(?0, t)? , (1.14)

where ψ is a space (?r) and time (t) dependent order parameter. In phase

Figure 1.6: Plot of the scaled correlation function calculated at three dif-
ferent times. All of them follow a master curve when the abscissa is scaled
by the corresponding average domain size ℓ at that particular time. These
results are obtained from the simulations of a 2D granular system.

transition dynamics, where patterns at two different times are self-similar,

C(r, t), calculated at different times (say, t1, t2 and t3, as shown in Fig. 1.6),
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do overlap with each other, when scaled with the corresponding value of the

time-dependent length-scale [46]. This implies the scaling form [44, 46]

C(r, t) ≡ C̃(r/ℓ) , (1.15)

where ℓ is the average domain size or characteristic length of the pattern

at time t. In experimental situations measurement of C is difficult. There

the quantity that is calculated is the structure factor (S(k, t)), which is the

Fourier transform of the correlation function [44, 46]. It is defined as

Figure 1.7: Scaling plot of the structure factor, ℓ−dS(k, t) vs kℓ, calculated
at three different times. All of them follow a master curve as shown in the
figure. The presented results are obtained from the simulations of a 2D
granular system.

S(?k, t) =

?

d?r ei
?k·?r C(?r, t) . (1.16)
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S(k, t) also shows dynamical scaling (see Fig. 1.7), implying similarity among

patterns at different times. The corresponding dynamical scaling has the

form [46]

S(k, t) ≡ ℓdS̃(kℓ) . (1.17)

In Eqs. (1.15) and (1.17) C̃ and S̃ are the master functions independent

of time. If the patterns are isotropic in nature, then only ?r and ?k can be

replaced by its scalar counterparts. At large k-limit, structure factor obeys

the power-law

S(k, t) ∼ k−(d+n) , (1.18)

where n is the dimension of the order-parameter. For example, for the density

related order parameter n is equal to 1, since in that case, one deals with a

scalar quantity. Eq. (1.18) is referred to as the Porod law [44, 46, 56], which

can be observed for sharp boundaries between two domains. With rough

interface boundaries, one can observe a slower decay than Eq. (1.18) [23],

due to fractality in the interfacial structure. For k → 0 limit, structure

factor obeys another power-law S(k, t) ∼ kβ, where the exponent β depends

upon the system dimensionality and conservation of order-parameter in the

system. Values of β, for different cases, are summarized below [44, 54] :

β ∼































0 (NCOP, in all d) ,

2 (COP, d = 1) ,

4 (COP, d = 2, 3) .

(1.19)
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As stated above, ℓ(t) is a measure of the average cluster size at a particular

time. It can be calculated as the length at which C(r, t) decays to a particular

value, say, half of its maximum value [44, 46]. In general, ℓ(t) grows in a

power-law fashion with time [44]. In the next section we will discuss about

the values of the power-law exponent, depending upon the mechanism of

growth and the conservation of order-parameter.

1.5.2 Growth of clusters

Growth in solid systems

First, we will discuss about the cluster or domain growth in solid systems

for both NCOP and COP models [44, 46]. In both the cases, the average

domain size increases in a power-law fashion, ℓ(t) ∼ tα, as stated above.

In NCOP dynamics, e.g., in para-to-ferromagnetic transition, starting

with an initial state with total order parameter of the system being zero, the

system ends up with a global non-zero value of the order parameter. The

average domain size in this case increases with time as ℓ(t) ∼ t1/2, known as

Cahn-Allen (CA) law [44, 57]. The domains grow via the curvature driven

motion of the interface boundaries or walls between two domains. Thus one

can write

dℓ(t)

dt
∼ 1

ℓ
. (1.20)

Solution of this equation gives, ℓ(t) ∼ t1/2.

In COP dynamics, due to the constraint of conservation of the order

parameter, the growth is slower [44,46]. The rate of change of ℓ(t) there can
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be written as the gradient of the chemical potential (µ) as

dℓ(t)

dt
∼ µ

ℓ(t)
=

γ

ℓ(t)2
, (1.21)

where γ is the interfacial tension. Solution of Eq.(1.21) gives ℓ(t) ∼ t1/3,

which is known as Lifshitz- Slyozov (LS) growth law [46, 58]. In Fig. 1.8,

we have plotted ℓ(t) as a function of time for both the dynamics from the

simulations done via the numerical solution of dynamical equations, namely,

time dependent Ginzburg-Landau (TDGL) equation and Cahn-Hilliard (CH)

equation, imitating NCOP and COP dynamics respectively [43, 46].

Figure 1.8: Plot of ℓ vs. t for COP and NCOP dynamics. The solid lines in
the plots show the expected power-law behavior mentioned in the text, for
the evolution of CH and TDGL equations. Values of ℓ(t) were obtained from
the first moment of the domain size distribution function.

Before categorizing the granular gas into NCOP or COP, we mention be-

low the governing dynamical mean-field equations for the evolution of the

order-parameter (ψ(?r, t)) for the above mentioned models of phase transi-

tions. The dynamical equations, in general, can be written as [43, 46]
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∂ψ(?r, t)

∂t
= (−∇2)m[ψ(?r, t)− ψ(?r, t)3 +∇2ψ(?r, t)] . (1.22)

In Eq. (1.22) m = 0 corresponds to the TDGL equation and m = 1 corre-

sponds to the CH equation. These equations can be derived phenomenologi-

cally by relating the time evolution of the order parameter to the functional

derivative of the Ginzburg-Landau free energy which can be written as

F [ψ] = kBT

?

d?r
?

− 1

2

?Tc
T

− 1
?

ψ2 +
1

12

?Tc
T

?3

ψ4 +
Tc
2qT

a2
?

?∇ψ
?2
?

, (1.23)

where q is the coordination number and Tc is the critical temperature. For

patterns formed during the evolution in these models see Figs. 1.9 and 1.10.

Figure 1.9: Evolution snapshots from the simulation of CH equation for
critical quench. Brown dots mark the lattice points at which the value of
order parameter ψ > 0.

Now, except the aforementioned two models, attention has also been given

to the studies in which m → 0+, which is known as globally conserved (GC)

TDGL equation [9,21]. The extra constraint here is that the total value of the
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Figure 1.10: Evolution snapshots, from two different times, from the simu-
lation of the TDGL equation for critical quench. Brown dots represent the
lattice points in which the order-parameter ψ > 0.

order parameter of the system is preserved, but there is lack of conservation

at the local level. The granular gas system, the total number of particles

in the system being conserved and also having similarity of the patterns

formed with that of the TDGL equations, it can be categorized as GC-TDGL

model. Studies by Das and Puri [21] demonstrated that the evolution of the

density field in GGM is consistent with that of GC-TDGL model. van Noije

et al. [17] tried to develop Cahn-Hilliard type theory for unstable granular

flows. Luding et al. [7] showed the exponent of the cluster growth in GGM

to be consistent with CH type, though their results were not very much

convincing. We will address this issue in more detail in the next chapter and

also accurately quantify the exponent for the growth of clusters.

Growth in presence of hydrodynamics

In fluid systems, hydrodynamics plays crucial role in kinetics [47]. Thus,

the growth exponent, at late time, crosses over to higher values than from

the LS value (1/3), for COP dynamics. Hydrodynamic effects may as well
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be expected in granular fluids [17]. Thus, it is relevant to discuss the growth

laws in presence of hydrodynamics.

Here we will discuss growth exponent for percolating clusters. The growth

exponent at early time shows consistency with diffusive (LS) 1/3 behav-

ior [58]. At late stage, when there is a balance between surface energy density

(γ/ℓ(t)) and the viscous stress (6πηvℓ/ℓ(t), vℓ being the interfacial velocity

and η the viscosity), one can write down the following equation for an inter-

connected domain structures

dℓ(t)

dt
= vℓ =

γ

η
. (1.24)

Solution of Eq. (1.24) gives the value of the exponent α to be 1, referred

to as the viscous hydrodynamic exponent. At even later time, when ℓ(t) ≫

ℓin(≡ η2/ργ) (the inertial length), the surface energy density is balanced by

kinetic energy density ρv2ℓ , which leads to the equation

dℓ(t)

dt
∼ 1

ℓ(t)1/2
. (1.25)

Solution of Eq. (1.25) provides ℓ(t) ∼ t2/3, which is the exponent for iner-

tial hydrodynamic growth. In molecular dynamics simulations, though the

viscous hydrodynamic growth can be observed, it is very difficult to probe

the inertial hydrodynamic regime. The latter has been observed in various

lattice-Boltzmann simulations [46].

Values of the growth exponents in different regimes are summarized
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below [44, 59]

ℓ(t) ∼































t1/3 (Diffusive) ,

t (Viscous hydrodynamic) ,

t2/3 (Inertial hydrodynamic) .

(1.26)

1.5.3 Aging in nonequilibrium systems

In nonequilibrium systems, study of aging is important to understand the

relaxation dynamics [49, 54, 60]. This is studied via two-time quantities.

This phenomena has been studied extensively in various systems, viz., glass

transitions, phase transition in solid binary mixtures, para-to-ferro magnetic

transitions, etc. [49, 52, 60]. For this purpose, usually one considers the two-

time autocorrelation function (Cag(t, tw)) [46], defined as

Cag(t, tw) = ?ψ(?r, t)ψ(?r, tw)? − ?ψ(?r, t)??ψ(?r, tw)? , (1.27)

where t is the observation time and tw is called the waiting time or the age

of the system. In equilibrium systems, always there exists time-translational

invariance of Cag(t, tw) for different choices of tw values. But, in nonequi-

librium systems, Cag(t, tw) does not scale with the translated time (t − tw),

which has been shown schematically in Fig. 1.11. It also depicts that with

the increase of tw the decay of Cag(t, tw) becomes slower, i.e., the relaxation

time of the system increases.

In studies of aging phenomena, typically one is interested in extraction

and understanding of scaling property exhibited by Cag(t, tw). Seminal work

by Fisher and Huse (FH) showed the existence of scaling of Cag(t, tw) with
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Figure 1.11: Schematic plot of Cag(t, tw) as a function of translated time
(t − tw), for different values of tw. This plot shows that the decay of the
autocorrelation function becomes slower with the increase of tw, the age of
the system.

respect to t/tw and a power law decay of the corresponding scaling function

[49], i.e.,

C̃ag(t, tw) =

?

ℓ(t)

ℓw

?

−λ

∼
?

t

tw

?

−αλ

, (1.28)

where λ is the aging exponent and ℓw is the average domain size at time tw.

FH also provided bounds on the value of λ as d/2 ≤ λ ≤ d [49], d being

the space dimension. Modifications on the lower bound by Yeung, Rao and

Desai (YRD) requires an additional term β and predicts the lower bound to

be λ ≥ (β + d)/2 [54]. Discussions about β have already been provided in

subsection 1.5.1.
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Granular systems being inherently non-equilibrium, study of aging phe-

nomena is important. We studied the aging dynamics in this system in space

dimension d = 1, as well as for the BAM in d = 2 [61], and checked for the

validity of YRD bound.

Next we discuss a few technical details for calculating various quantities.

1.6 Some Technical aspects

1.6.1 Calculation of centre of mass under periodic bound-

ary condition

The centre of mass (CM) of a system of particles can be defined as the

point in which all the masses are considered to be concentrated. The general

formula used to calculate CM for a N -particle system is [29]

?rCM =

?N
i=1 mi?ri

?N
i=1 mi

; ?rCM =
1

N

N
?

i=1

?ri if mi = m ∀i . (1.29)

In computer simulations, often we use periodic boundary conditions (PBC)

to avoid the presence of the surface effects, which may lead to some differences

in the expected results. In presence of PBC, parts of a particular cluster can

lie on two different sides of the system. In this situation, one way to calculate

CM is by appropriately shifting the particles from one side of the system to

other. But this is a tidious procedure. To avoid this, the following method,

which automatically takes care of the PBC imposed on the clusters, can be

implemented [62]. For this, we need to define a quantity (θi), related to each

particle i, as
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θi = 2π
xi
L

, (1.30)

where xi is the x-component of the position vector ?ri of the i-th particle, and

L is the system size along x-direction, and xi ∈ [0, L]. From this angle θi,

two new points (αi, βi) can be generated as

αi = cos(θi), βi = sin(θi) . (1.31)

Now, in (α, β) plane the coordinates lie on a circle of radius 1. From collection

of αis and βis for all the particles in the cluster, average quantities, ᾱ and β̄,

can be calculated. These values can be mapped back to the new angle θ̄ as

θ̄ = atan2(−β̄,−ᾱ) + π . (1.32)

Here, the function atan2 computes angles between −π to π, taking care

of the signs of ᾱ and β̄. Then θ̄ is the correct value of the CM in polar

coordinate system. It can be converted to Cartesian coordinate system, using

the relation

xCM = L
θ̄

2π
. (1.33)

This process can be repeated for all dimensions of the system to obtain the

complete set of coordinates for the CM.
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1.6.2 Radius of gyration

Radius of gyration (Rg) of an object is related to the distribution of its

mass around the axis of rotation. For an object, consisting of N particles of

same mass each, Rg can be defined as [29]

Rg =
? 1

N

N
?

i=1

(?ri − ?rCM )2
?1/2

=
? 1

N(N − 1)

N−1
?

i=1

N
?

j=i+1

(?ri − ?rj)
2
?1/2

, (1.34)

where ?rCM is the centre of mass of the object, and ?ri the position of the i-th

particle. Mass of the object, M , is related to Rg as M ∼ R
df
g [61], where df

(< d) is the fractal dimension of the object. To understand the structure of

an object, calculation of df is necessary.

1.6.3 Mean-squared displacement

The mean squared displacement (MSD) of a particle is defined as [63]

MSD(t) =
??

△ ?ri(t)
?2?

=
??

?ri(t)− ?ri(0)
?2?

. (1.35)

In Eq. (1.35), ?ri(t)−?ri(0) is the vector distance travelled by the particle over

the time interval t. Angular brackets refer to the average over many such

intervals. Often, this averaging is also done over the particles present in the

system. For the latter one, the equation will be of the form

MSD(t) =
1

N

N
?

i=1

?

?ri(t) − ?ri(0)
?2

, (1.36)
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where N is the number of particles in the system.

If a particle does not encounter any collision with other particles, then

the distance travelled by it will be equal to the velocity multiplied with time.

Thus MSD will increase quadratically with time (MSD ∼ t2), referred to

as the ballistic motion. But, when particles undergo several collisions with

others, then their motion will be Brownian-like or diffusive. In this case,

MSD increases linearly with time (MSD ∼ t).

1.7 Computational methods

Computer simulations became an important tool in statistical mechanics

as well as in other branches of physics [63, 64]. Monte carlo and molecu-

lar dynamics simulations are routinely used to study the properties of vari-

ous complex systems ranging from materials to biological systems. Various

nonequilibrium systems in this thesis have been studied via numerical simu-

lations. Here, we will give a brief overview of the molecular dynamics (MD)

technique [63]. Let us consider an N -particle system, where the positions (?ri)

and velocities (?vi) of all the particles are known. In general, the equation of

motion of the i-th particle of mass mi can be written as [29, 63]

mi
d2?ri
dt2

= ?Fi(?ri, ?vi, t), i = 1, 2, ..., N , (1.37)

where ?Fi is the total force acting on the i-th particle. Two types of molecular

dynamics technique are commonly used in the literature. The first one is very

conventional technique, which is known as time-step-driven MD (TDMD)
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and the second one is event-driven MD (EDMD) [64]. Here, we will discuss

both the techniques briefly. In our simulations of granular systems (i.e., for

hard-core potential), we have used only EDMD. On the other hand, for active

matter simulations we have used the TDMD method.

Figure 1.12: Figure shows schematic plot of a short-ranged soft-core poten-
tial U(r), r being the measure of the inter-particle distance and σ the particle
diameter.

1.7.1 Time-step-driven molecular dynamics

In TDMD [63], equations of motions of particles are solved in an interval of

a small discrete time step (∆t). Thus if we know the system (i.e., positions

and velocities of the particles) at time t and the force acting on the particles,

then we can exactly determine the system at time t + ∆t. In Fig. 1.12,

we plot a typical short-ranged soft-core potential in which some overlap is

allowed between the particles. U(r) is the measure of the potential energy

as a function of the interparticle separation (r) and σ is the diameter of
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the particles. Thus when r < σ, the particles exert high repulsive force on

each other. Various algorithms are generally used in TDMD. Steps generally

followed, while performing TDMD, are pointed below [63].� Initial positions (?ri(0)) and velocities (?vi(0)) of all the particles are

generated.� The forces (i.e., acceleration) acting on all the particles are calculated.� From the above information positions and velocities of the particles at

next instant of time are calculated. In each step, time increases by an

amount ∆t.� These three steps are repeated to calculate the trajectories of the par-

ticles upto the desired time. One can also calculate various quantities

of interest during the course of evolution.

Below we will discuss the velocity-Verlet (VV) integration scheme for posi-

tion (?r(t)) and velocity (?v(t)) updates.

Velocity-Verlet algorithm

In the VV algorithm, the positions and velocities of the i-th particle at time

t +∆t can be obtained from their values at t as [63]

xi(t +∆t) = xi(t) + vxi (t)∆t +
fx
i (t)

2m
∆t2 , (1.38)

vxi (t+∆t) = vxi (t) +
fx
i (t +∆t) + fx

i (t)

2m
∆t , (1.39)
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where xi and vxi are the x-components of the position (?r) and velocity (?v)

of the i-th particle, respectively, and fx
i is the x-component of the force ?fi

(?fi = −?∇Ui) acting on i-th particle at time t. To calculate the velocity at

t+∆t, one needs to calculate the forces apriori (at t+∆t) from the knowledge

of ?r(t+∆t).

The most time consuming part in MD simulation is the calculation of

pair-wise forces. Thus several methods have been proposed to increase the

efficiency of the force calculation. For example, for short-ranged forces (viz.,

truncated Lennard-Jones potential) one can use neighbor-list algorithm [63],

in which one considers only the neighbors of a particle within a certain range,

details of which will be discussed later.

In this thesis, we have performed TDMD simulations for Lennard-Jones

potential in a canonical ensemble (i.e., NVT ensemble), where, the number

of particles (N), the volume (V ) and the temperature (T ) are fixed at certain

values. Updation of the positions and velocities of the particles have been

done using VV algorithm. To keep the temperature of the system constant,

one needs to apply a thermostat. Various thermostats can be used, viz.,

Andersen thermostat(AT), Langevin thermostat (LT), Nosé-Hoover thermo-

stat(NHT), etc. [63,65]. In case of fluid, as hydrodynamics plays an essential

role in the dynamics, choice of NHT, a hydrodynamic preserving thermostat,

is a proper one. In case of active matter systems, which will be discussed in

detail in chapter 6, we will use LT. Equations of motions solved during MD

simulation related to NHT and LT are explained below.
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(a) Nosé-Hoover thermostat

NHT follows a deterministic algorithm [63]. It was originally developed by

Nosé [66] and further improvement was made by Hoover. The idea of using a

thermostat is to attach the system to a heat reservoir, which tries to control

the temperature of the given system. Actually, the thermal interaction be-

tween the heat reservoir and the system results in exchange of kinetic energy

between them. In simulations often a reservoir is used in a different way

than in experiments. Nosé introduced an additional degree of freedom, say,

‘s’, as the position of the heat reservoir, along with its conjugate momenta

‘ps’. Here, one needs to introduce an effective mass, Q = ps
ṡ
, related to the

additional degree of freedom. Q is often referred to as the coupling constant

between the system and reservoir. Now, the Hamiltonian for the combined

system can be written as [63]

H =

N
?

i=1

p2i
2mis2

+ U +
p2s
2Q

+ (3N + 1)kBT lns , (1.40)

where U is the total potential energy and (3N + 1) is the total number of

degrees of freedom in the system. Here, one needs to introduce a fictitious

parameter, whose physical significance is that of friction, ζ , which essentially

accelerates or slows down the particles, until the temperature reaches the
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desired value. Now, the equations of motion for NHT will be as follows [63]

d?ri
dt

= ?vi , (1.41)

d?vi
dt

= − 1

mi

∂U

∂t
− ζ?vi , (1.42)

dζ

dt
=

?

N
?

i=1

mi?v
2
i − 3NkBT

?

/Q , (1.43)

d lns

dt
= ζ . (1.44)

Thus, from the above equations it is clear that ζ influences the velocities of

the particles. Thus, if the instantaneous temperature increases or decreases,

effect of ζ tries to bring it back to the desired value. This way the temperature

always fluctuates around its assigned value. The strength of the fluctuation

can be changed by varying the value of the coupling parameter Q. The

equations for position and velocity updates (for the x-component) for NHT

are given below [63]

xi(t +∆t) = xi(t) + vxi (t)∆t +
∆t2

2

?

fx
i (t)− ζ(t)vxi (t)

?

, (1.45)

and,

vxi (t +∆t) = vxi (t) +
∆t

2

?

fx
i (t) + fx

i (t+ ∆t)− 2ζ(t)vxi (t)
?

−∆t2

2

?ζ(t)

2

?

fx
i (t) + fx

i (t+∆t) − 2ζ(t)vxi (t)
?

+

vxi (t)
?

N
?

j=1

vxj (t)
2 − 3NKBT

?

/Q
?

.

(1.46)
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These equations for updation should be applied to each components of the

positions and velocities to obtain the configurations at a later time from the

earlier one.

(b) Langevin thermostat

This is a stochastic thermostat for simulations in NVT ensemble [65]. Unlike

NHT, in which the hydrodynamics of the system is preserved, LT doesn’t pre-

serve hydrodynamics. In LT, at each step, all the particles receive a random

force on it that compensates for a constant friction that tries to make their

velocities lowered by an amount proportional to its velocity. The average

magnitude of the random forces and friction are related via the ‘fluctuation-

dissipation’ theorem.

In this method, the equation of motion of the i-th particle essentially

becomes

m
d2?ri
dt2

= −?∇iU − γm?vi +
?

6γkBTm?Ri(t) . (1.47)

Here, γ is the friction coefficient and ?Ri(t) is a delta-correlated random force

which satisfies,

?Rx
i (t)? = 0 , (1.48)

?Rx
i (t)R

x
j (t

′)? = δ(t− t′)δij . (1.49)

Verlet neighbor list

The improvement of the computational time during force calculation in

MD simulations can be made by the use of Verlet neighbor list (VNL) [63].
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For pair-wise force calculations, using VNL, the computational time will be

much lesser than O(N2), where N is the number of particles in the system.

The construction and application of VNL can be illustrated by the following

points (see also Fig. 1.13):

Figure 1.13: Schematic representation of the Verlet neighbor list, details of
which is mentioned in the text.� One needs to construct a list which contains, for each particle i (particle

marked by green), the positions of other particles j (particles marked

by blue and orange), whose distances from i are less than some choice

of rm, which should be chosen such that rm > rc, where rc is a cut-off

distance. Particle i interacts only with the particles (marked by blue)

which are within rc.� The list for the particles needs to be updated in an interval of tm

steps. The scheme of updating the list is imperative when particles
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from outside rm start interacting with the particle i.� tm and rm should be chosen such that, (?rm − ?rc) > tm?va∆t, where ?va

is the typical velocity of a particle.� Only the particles inside VNL are taken into account for the calculation

of pairwise short range forces. Thus the computational time will be

minimized. Here note that for short range interactions the potential is

truncated at a distance rc.

1.7.2 Event-driven MD for hard particles

For hard particles [25,64], one uses event driven molecular dynamics (EDMD).

In Fig. 1.14 we have schematically shown the hard sphere potential. ‘PE’

stands for potential energy.

In this case, there is no interaction among the particles except for

their exclusion over each other. Thus all the particles move in a force-free

environment till they collide with other particles. A change in velocities of

the colliding particles occur at those instants of time. So calculation of the

forces on the particles are not needed. Instead of that, keeping track of

collision events is required. This scheme is known as EDMD [25]. In EDMD,

a natural way to measure time is to count the average number of collisions

per particle in the system. But sometimes keeping track of actual time (t) is

also necessary. The steps, which EDMD follows, are summarized below [25].� Initialize the system as in TDMD, with positions and velocities of all

particles.
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Figure 1.14: Figure shows a schematic plot of hard-sphere potential. There
is no interaction between particles when r > σ. At r ≤ σ the potential is
repulsively infinite and thus the minimum value of interparticle separation
will be σ.� Then identify collision partners and corresponding collision times ac-

cording to Eq. (1.52).� Find out the minimum time of collision (tmin
ij ) for the entire system.� Advance all the particles upto tmin

ij with their corresponding velocities.� Change the velocities of the colliding particles according to Eqs. (1.4)

and (1.5).� Recalculate collision times and partners only for the colliding particles,

which undergo velocity changes.� Then repeat all the above steps. In the meantime, one can calculate

the necessary statistical quantities at regular intervals.
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Calculation of collision time

Here we will briefly describe the calculation of collision time for the collision

between two hard particles [25, 64]. Let us consider two particles i and j,

each of diameter σ, whose positions are ?ri and ?rj and velocities are ?vi and

?vj , respectively, at time t. If they collide at time t + tij , then the following

equation needs to be satisfied [64]:

|?rij(t + tij)| = |?rij(t) + ?vij(t)tij | = σ , (1.50)

where ?rij(t) = ?ri − ?rj and ?vij(t) = ?vi − ?vj . Now if we define a quantity

bij = ?rij·?vij, then the above equation reads

v2ijt
2
ij + 2bijtij + r2ij − σ2 = 0 . (1.51)

This is a quadratic equation in tij . The case bij > 0 mimics the fact that

the particles are going away from each other and a collision between them

is not possible. On the other hand, bij < 0 suggests that the particles are

approaching each other. Now, if Dr

?

= [b2ij − v2ij(r
2
ij − σ2)]

?

< 0, then the

equation has complex roots and again no collision is possible. If Dr > 0, then

two positive roots arise, smaller of which corresponds to the time of impact

tij =
−bij − (b2ij − v2ij(r

2
ij − σ2))1/2

v2ij
. (1.52)

For granular gases, where only binary collisions occur, this algorithm works

quite nicely.
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Inelastic collapse

One drawback that EDMD suffers during simulation is the divergence of

collision number in an infinitesimal time if we use a constant value for the

coefficient of restitution (e). This is known as inelastic collapse (IC) [25,67].

Possibility of IC increases with the reduction of dimensionality as well as

with that of the value of e during a simulation. In d = 1, it is quite well

understood and possible to calculate the requirements of IC with the change

of e values. If 0 < e < (7 − 4
√
3), three particles are required for IC to

happen. If (7 − 4
√
3) < e < (3 − 2

√
2) then the collapse requires at least

four particles. In higher dimensions, analytic arguments cannot calculate

or predict IC exactly. There are several ways to get rid of this technical

difficulty [68]. We have opted one of them, which will be discussed in detail

in Chapter 3.

1.8 Finite-size scaling analysis

In computer simulations, we deal with finite sized systems which may not

lead to the expected thermodynamic behavior of observables of interest [42].

This is essentially known as the finite-size effect (FSE). Thus, as a result,

conclusions from the obtained data can sometimes be wrong. In particu-

lar, FSE has a strong influence on the data when one expects a diverging

length-scale in the system. One way to eliminate the FSE is to make the

system larger and larger. This method is not too graceful and not definitely

an effective one in the presence of diverging length-scale. One well-known
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example can be given in the context of critical phenomena, where equilib-

rium correlation length (ξ) diverges in a power-law fashion as [42] ξ = ξ0ǫ
−ν ,

where ǫ = |T − Tc| is a measure of the deviation of the temperature from

the critical value Tc and ν is a critical exponent. When T → Tc, ξ → ∞.

In Fig. 1.15, ξ, which is essentially the length over which the particles are

correlated, is demonstrated schematically. Now, the maximum value of ξ can

not exceed L. Thus, ξ < ∞, for L < ∞.

ξ
L

Figure 1.15: Schematic representation of the static correlation length ξ in
a system of size L. ξ is the average length of the regions where correlations
have build up. Here, maximum value of ξ will be equal to L.

This fact is also true in problems of domain coarsening, where quantities

analogous to ξ and ǫ are ℓ and 1/t. In this thesis, a significant part is

dedicated to the coarsening and scaling of the growth of clusters in ICS in

granular and active matters. Thus, we should mention about finite-size effect

during domain coarsening. Let us consider the phase separation of a binary

mixture with 50%-A and 50%-B kind of particles. Now, for a system of size

L, the behavior of average domain size ℓ(t) growing with time deviates from
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the expected divergence as ℓ → L. Thus, when L is relatively small it is very

difficult to draw a correct conclusion about the growth exponent. If we use

larger systems to obtain the correct value of the exponent, it will take longer

times for simulation.

One way to overcome this difficulty is to analyze data via the finite-size

scaling technique, which was first introduced by M. E. Fisher to accurately

quantify various exponents related to equilibrium critical phenomena [42,48].

We will briefly discuss how it is used in equilibrium critical phenomena.

Let us consider a quantity Q, which shows singularity as Q ∼ ǫ−q ∼ ξq/ν ,

where ξ, ǫ and ν are already defined. Due to restriction of ξ = L at Tc, for

a system of size L, one has Q ∼ Lq/ν . Away from Tc, one can introduce a L-

independent scaling function Y (y = (L/ξ)1/ν) such that Q = Y (y)Lq/ν . This

is possible only when the parameter y is a dimensionless quantity, defined

as a ratio of two length-scales. Far away from criticality, Y ∼ y−q, so the

expected form at thermodynamic limit can be achieved. Thus, a plot of

QL−q/ν vs y, in the finite size unaffected region provide an exponent −q,

when plotted in the log-log scale. The finite-size scaling analysis, to estimate

the power-law exponent during the nonequilibrium evolution for the growth

of average domain size in the scaling regime in ICS, will be discussed in the

next chapter.
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[39] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen and O. Shochet, Phys.

Rev. Lett. 75, 1226 (1995).

[40] S. Ramaswamy, Annu. Rev. Condens. Matter Phys. 1, 323 (2010).

[41] S.K. Das, J. Chem. Phys. 146, 044902 (2017).

[42] H.E. Stanley, Introduction to Phase Transitions and Critical Phenom-

ena (Oxford University Press, Oxford, 1971).

[43] A. Onuki, Phase Transition Dynamics (Cambridge University Press,

Cambridge, 2002).

[44] A.J. Bray, Adv. Phys. 51, 481 (2002).

[45] R.A.L. Jones, Soft Condensed Matter (Oxford University Press, Ox-

ford, 2008).

[46] S. Puri and V. Wadhawan (eds.), Kinetics of Phase transitions (CRC

Press, Boca Raton, 2009).

[47] P.C. Hohenberg and B.I. Halperin, Rev. Mod. Phys. 49, 435 (1977).

[48] M.E. Fisher, in Critical Phenomena, edited by M.S. Green (Academic,

London) p1 (1971).

[49] D.S. Fisher and D.A. Huse, Phys. Rev. B, 38, 373 (1989).



Bibliography 49

[50] S. Majumder and S.K. Das, Phys. Rev. E 81, 050102 (R) 2010.

[51] S. Roy and S.K. Das, Soft Matter 9, 4178 (2013).

[52] J. Midya, S. Majumder and S.K. Das, Phys. Rev. E 92, 022124 (2015).

[53] S. Chakraborty and S.K. Das, Eur. Phys. J. B 88, 160 (2015).

[54] C. Yeung, M. Rao and R.C. Desai, Phys. Rev. E 53, 3073 (1996).

[55] S. Roy and S.K. Das, Phys. Rev. E 85, 050602(R) (2012).

[56] G. Porod, Small-Angle X-Ray Scattering, eds. O. Glater and O. Kratky

(New York: Academic Press, 1982).

[57] S.E. Allen and J.W. Cahn, Acta. Metall. 27, 1085 (1979).

[58] I.M. Lifshitz and V.V. Slyozov, J. Phys. Chem. Solids 19, 35 (1961).

[59] E.D. Siggia, Phys Rev. A 20, 595 (1979).

[60] S. Majumder and S.K. Das, Phys. Rev. Lett. 111, 055503 (2013).

[61] S. Paul and S.K. Das, (to appear in Phys. Rev. E, 2017).

[62] L. Bai and D. Breen, J. Graphics, GPU, Game Tools 13, 53 (2008).

[63] D. Frenkel and B. Smit, Understanding Molecular Simulation 2nd Ed.

(Academic Press, California, 2002).

[64] M.P. Allen and D.J. Tildesley, Computer Simulation of Liquids

(Clarendon, Oxford, 1987).

[65] T. Schlick, Molecular Modeling and Simulation (Springer, 2010).



Bibliography 50
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Chapter 2

Dynamics of clustering in freely

cooling granular fluid in space

dimension d = 2

2.1 Introduction

Due to friction and inelastic nature of collisions, granular matters [1, 2]

continuously dissipate energy, often leading to the formation of interest-

ing patterns which are ideal testing ground for many important concepts

of nonequilibrium statistical mechanics [2]. In this work, we are interested

in the dynamics of a cooling granular gas model (GGM) where hard discs, of

equal size and mass, collide inelastically and the velocities of particle i before

and after (′) a collision with another particle j are related to each other via

51
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the coefficient of restitution e as [3]

−→v ′

i =
−→v i −

1 + e

2
[n̂ · (−→v i − −→v j)]n̂, (2.1)

n̂ being the unit vector along the relative position of i and j particles.

This system exhibits interesting pattern formation [3–5], resembling the

kinetics in a vapor-liquid transition [6], where domains, rich and poor in par-

ticles, grow with time (τ). It is believed that in such athermal systems, decay

of the kinetic energy determines various properties [7,8], e.g., a crossover from

uniform density to inhomogeneous density is determined by the fraction of

the residual kinetic energy with respect to its value at the beginning. A broad

objective of this work is to quantify the growth of the above mentioned pat-

tern and understand if there is any connection of it with the energy decay.

Elegant scaling arguments connecting the cluster size and energy decay have

been used in the literature [7,9–11] for sticky gas (e = 0). Further, in d = 1,

an equivalence between perfectly and partially inelastic cases has been estab-

lished [10, 11]. In this work we intend to persue the case for e > 0 in d = 2

and check for such scaling connection. To avoid technical problems, to be

discussed later, we confine ourselves to e ≥ 0.75. We investigate differences

of the kinetics with the standard phase transition dynamics as well. For

the quantification of the growth in this model, there exist only preliminary

studies [12–14] and so an appropriate conclusion is not reached yet. For an

accurate quantification of the dynamics, here we apply the finite-size scaling

technique [15], rather than relying on the simulations of very large systems.

In fact, choices of system sizes smaller than the standard practice turned out
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to be beneficial in uncovering very interesting finite-size effects.

The characteristic length scale or the average domain size, ℓ, in a pat-

tern forming system, with the structure exhibiting statistical self-similarity,

typically grows as [16]

ℓ(τ) ∼ τα. (2.2)

The value of the exponent α depends upon [16] conservation of the order

parameter, hydrodynamic effects, dimension of the system and the number of

order-parameter components. In the present problem, of course, the “order-

parameter” (the density) is a conserved scalar quantity, but it is unclear

what and how important role a transport mechanism of particular type will

play. Further, different mechanisms may become applicable depending upon

the domain structure, e.g., whether the particle clusters are tube (stripe in

d = 2) or droplet like [17–20].

In Ising like systems [6], after the saturation of the domain magnetization,

the average domain size can be connected to the energy, since the latter is

directly related to the interfacial area. This is because the difference in en-

ergy of a nonequilibrium configuration from that of an equilibrium one comes

from the penalty of energy contributed by the interfaces. Thus, if the time

dependence of the energy is known, the growth law can be derived from sim-

ple dimensional arguments. Such type of scaling concepts in granular cases,

though exists, as stated above, needs verification, particularly in cases like

the present problem where the growth is driven by the decay of kinetic en-

ergy. There may exist important differences between the present model and
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standard phase separating systems. E.g., in Ising systems, the coarsening

continues until ℓ reaches the equilibrium limit which scales linearly with the

system size L. However, for the granular systems of such type, it is unclear

whether the growth will continue till ℓ reaches maximum geometrically pos-

sible value, and if not, whether a linear scaling of the maximum domain size,

ℓmax, with L, still holds. The answers are interesting which we obtain via

event driven molecular dynamics (EDMD) simulations [21, 22] of the model

described above.

The rest of the chapter is planned as follows. In Section 2.2 we describe

the methods. Results are presented in Section 2.3. Finally, we close the

chapter with a brief summary in Section 2.4.

2.2 Methods

For the sake of brevity, we do not describe the standard EDMD method

here, other than mentioning that in this technique, between two collisions

particles move in straight lines, the velocities of colliding particles after a

collision event being given in Eq. (3.1). In this work, to avoid an inelastic

collapse [23] (divergence of number of collisions in a finite time interval),

we stick to e ≥ 0.75. (We provided more elaborate discussion on inelastic

collapse in the next chapter.) Indeed, for such high values of e, we do not

encounter inelastic collapse within the time scales of our simulations. Since

friction is ignored in our work, these choices of e, for which we have only

binary collisions, is further justified. Inelastic collapse is usually avoided [10]

by making the collisions elastic for the relative velocities of colliding particles
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smaller than a cut-off value. However, here we intend to stick to the basic

model to avoid any undesirable changes in the outcomes.

We start with random initial configurations, in periodic square boxes of

linear dimension L, where the density (ρ) is homogeneous throughout and

the velocities have zero mean with Maxwellian distributions. We measure τ

as the overall density of collisions (per particle) whose connection with the

actual time (t) will be discussed later. For the calculation of ℓ, the domain

boundaries are identified as the lines dividing regions of number densities

higher and lower than a certain value, for which we stick to ρ̄ = 0.37, the

overall density. The density at a point was calculated from the number of

particles in a small grid around it. Following this, we obtained ℓ from the first

moment of domain size distribution function as ℓ =
?

dℓdℓdP (ℓd, t), where

ℓd was calculated as the distance between two successive boundaries in any

direction. Note here that all the lengths are expressed in units of the diameter

of the particles a. The choice of a higher threshold density than the number

quoted above leads to a smaller value for the average cluster size. However,

the scaling property remains same. This exercise is equivalent to a standard

practice followed in the literature [12]. There, if the distance between two

particles is below a cut-off distance, they are taken to be the parts of the

same cluster. The length of a cluster then depends upon the choice of the

cut-off.
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2.3 Results

Let us begin by showing the evolution snapshots in Fig. 2.1, for e = 0.9.

Up to a significant time the density remains homogeneous, referred to as the

homogeneous cooling state (HCS) [3, 24]. At late time, the system becomes

unstable to fluctuations, leading to the formation and growth of tube-like

structures, the regime being termed as the inhomogeneous cooling state (ICS)

[3, 24]. The crossover from the HCS to ICS is determined by the choice of ρ̄

and e. In Fig. 2.2 we show a nonequilibrium phase diagram, in e − ρ plane.

This may have resemblance with the coexistence curve of a phase separating

system but does not bear the same meaning which we will discuss soon. The

left branch of this curve represents the density, as a function of e, in the vapor

or particle-poor region, whereas, the right one is for the liquid region. For

each value of e, these densities were obtained from the snapshots at times

when the domain “magnetization” have saturated. Further clarification is

provided in the caption.

Unlike a true vapor-liquid transition where, with the variation of overall

density the pattern changes between droplet and percolating domains, here

the domains are always “essentially” interconnected. This is due to the

fact that, as opposed to standard phase separation, the kinetics here is not

driven by the interfacial energy minimization. (Understanding the role of a

kinetically driven interfacial tension, if exists [25], in the coarsening of the

present model, is not very straight forward.) From here on, unless otherwise

mentioned, we stick to e = 0.9 only, a value low enough to avoid strong

density variation within a domain of particular type. For this particular
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Figure 2.1: Snapshots from different times, green dots representing the
particles, during the evolutions of a granular system with ρ̄ = 0.37, e = 0.9
and L = 256.

choice of e, the ratio of order-parameter probability density at the peak

value of liquid density and that at the overall density is approximately 4.

This number decreases with the increase of e, being less than 2 for e =

0.95. Such strong variation is due to the broad interfaces that prevents [4]

observation of the Porod tail [16] in the structure factor which comes from

the sharp interfaces and is seen in the true phase-separating systems. In the

latter systems, say for a vapor-liquid transition, approximately 10% below

the critical points, the probability at the overall density is zero to a good
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Figure 2.2: Nonequilibrium phase diagram with L = 200 and ρ̄ = 0.37.
Points at different branches are average densities in the loose and dense
regions of the structurally saturated configurations.

approximation.

In Fig. 2.3 we present a plot of ℓ as a function of τ , for L = 256. For

τ ? 1000, it appears that the structure stopped growing, possibly due to

the finite-size effects. Noting that the time for the last snapshot in Fig.

2.1 falls in this regime, it is clear, unlike the standard separation related to

phase transitions, this model does not exhibit complete phase separation, the

possible reasons of which we discuss below.

The coarsening occurs following the parallelization of velocities due to the

reduction of the normal relative velocities. In the ideal situation when the

clustered particles move “perfectly” parallel to each other, the condition of

momentum conservation prevents formation of a single big cluster. In such
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Figure 2.3: Plot of average cluster size as a function of τ , for L = 256. The
solid line there represents the power-law τ 1/3. The dashed line corresponds to
ℓmax. Inset shows qualitative equivalence of ℓ when local density is calculated
using different grid sizes. Various data sets, corresponding to two square
grids of area 4a2 and 16a2 as well as a circular grid of area 4πa2, are scaled
to superimpose on top of each other. For analysis purpose we have chosen
the circular grid.

a situation, there may be a competition between the growth and break up,

the latter happening when two oppositely moving clusters collide with each

other. This restricts the value of ℓmax, calculation of which is demonstrated

in this figure, significantly below L. However, the break-up scenario need

not be the only possibility. This is because of the fact that there does exist

dispersion in the particle velocities within a cluster such that the momentum

conservation may be satisfied even if a single cluster exists. In that case
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Figure 2.4: Figure shows a plot of ℓmax vs e.

the saturation of the length at a value much smaller than the maximum

geometrically allowed value can be due to the following reason. Unlike the

standard phase separating systems, minimum interfacial region at the end

is not a requirement in this case. Thus, a single cluster with branching can

exist, leading to a smaller value of ℓmax. For lower values of e, break-up, if

at all happens, is a lesser possibility, leading to a higher number for ℓmax.

A plot of ℓmax vs e is presented in Fig. 2.4. This trend of ℓmax decreasing

with increasing e is due to a combined effect of lesser break-up and weaker

density fluctuation for smaller e. Here note that the saturation in the domain

growth does not come with any special morphological characteristics. This we

have checked via the scaling property of the two-point equal time correlation

functions. The saturation in the cluster size, however, is related to that in
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Figure 2.5: Variation of density, obtained from the locations of the peaks
of density distributions in the liquid region, as a function of τ , for L = 512.
Inset shows the probability distribution of density for the liquid regions, at
τ = 1000. Nonzero values at ρ > 1 are obtained due to counting of disc
centres inside the grids.

the ordering in velocity pattern.

As explained, estimation of the length scale requires calculation of the

local density. The results depend upon the choice of grid size. However, the

qualitative behavior remains unchanged, if the grid size is not too big, as

demonstrated in the inset of Fig. 2.3. There, results from different grid sizes

are scaled by appropriate factors to obtain a data collapse. See caption for

further details.

The early flat part in Fig. 2.3, for τ ≤ 50, corresponds to the HCS.

A fast rise of ℓ marks the crossover from HCS to ICS. In the ICS, a nice
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power-law behavior is observed for a rather extended period of time and the

data show consistency with an exponent 1/3. In Fig. 2.5 we show how the

density at the location of the peaks of the density distribution functions in

the liquid region, ρ
l
, varies as a function of τ . It increases dramatically when

a crossover from HCS to ICS occurs, thus, any effort to extract a functional

form of the growth of ℓ during this period may not be meaningful. On the

other hand, ρ
l
remains reasonably flat when the τ 1/3 scaling behavior of ℓ is

observed. The inset of Fig. 2.5 refers to the density distribution, calculated

from the number of disc centres in suitably chosen bins, size being mentioned

in the caption of Fig. 2.3, for the liquid region, at τ = 1000.

Figure 2.6: Log-log plot of the decay of kinetic energy E(τ) for system size
L = 512. The dashed line corresponds to Haff’s law in HCS. The inset shows
relationship between τ and t, for L = 512. The dashed-dotted line there has
a linear behavior.
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Figure 2.7: Plot of the instantaneous exponent θi, vs. 1/τ , for the energy
decay in ICS, the solid line being a guide to the eyes. The data were running
averaged.

After the preliminary indication that α = 1/3, we take a look at the

decay of the kinetic energy E in Fig. 2.6. There E(τ)/E(0) is plotted versus

τ for L = 512. It is clearly seen that there is a difference in the forms

of decay in the HCS and ICS. The dashed line in this figure represents an

exponential decay e−τ/τ0 , predicted by Haff [26], τ
0
being an e−dependent

time constant, which is in good agreement with the simulation data in HCS.

On the other hand, in the ICS, the data are reasonably consistent with a

power-law [8], E ∼ τ−θ. An analysis via the computation of instantaneous

exponent, θi = d(lnE)/d(ln τ), by taking data in the range τ ∈ [250, 1000]

for L = 512 (see Fig. 2.7), provides θ ≃ 1.1. In that case, the scaling
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hypothesis [7, 9] predicts α ≃ 1/2 (mentioned in the introduction and will

be further elaborated in the next chapters – here we just mention that the

prediction is: E ∼ 1/m ∼ 1/ℓd ∼ t−
2d
d+2 ), which is significantly higher than

our observation. To this end, to bring a connection of E and ℓ with t, in inset

of Fig. 2.6 we have plotted τ vs. t, for L = 512, that shows a reasonably

linear relationship between these two times, in ICS. This indicates that our

observation of the decay of E in ICS is consistent with E ∼ t−1, as reported

previously [8]. Thus, even though the energy decay follows the prediction,

growth of mass does not.

Such scaling argument, we feel, will work if the dissipation were primarily

due to the collisions in the boundary regions which is true in a sticky gas

where particles from the vapor region collide with the droplet boundary and

literally stick to the cluster for ever, providing a ballistic aggregation. In

the present case, we have checked that most of the collisions occur inside

the clusters, having no role in the growth, which contribute primarily to the

observed decay of energy. Further, the decay continues even after ℓmax is

reached, as expected.

Here it needs to be mentioned that there can be different measures for

quantifying the growth. Traditionally, in the area of granular matter, average

mass of clusters has been calculated. In d = 1, this is equivalent to ℓ. For

d > 1, in addition to differing dimensionally, these quantities may have other

technical differences. E.g., if the morphology is not taken care of, which is

automatically included in our calculation, for a percolating structure the av-

erage mass will not provide an information on the growth of the pattern. In
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that case, the growth will stop once the structure has percolated. Neverthe-

less, this measure also provides important information, though of different

type. In the present problem, its relevance stems from the facts that a per-

fect bicontinuous structure does not exist from the beginning and there is a

possibility of breaking of domains due to the collisions, during the course of

the evolution. Interestingly, the growth of the average mass also provides an

exponent [12] approximately same as that we obtained for ℓ. However, this

was an outcome of a preliminary study and the authors warned about the

seriousness of their conclusions. Along this line, another study [13, 14] also

suffered from statistical inaccuracy, to our understanding.

Figure 2.8: Log-log plot of ℓmax vs system size L. The solid-line is a power-
law fit to the data providing an exponent ∼ 0.5. Inset shows the same plot
for Ising model in linear scales, for a 50 : 50 composition of up and down
spins, at T = 0.6Tc.
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Figure 2.9: Finite-size scaling plot of length-scale data of granular systems
of different sizes. The solid line corresponds to a power-law with exponent
−0.31.

We now move onto accurate quantification of the growth via the finite-

size scaling (FSS) analysis [15,27]. This is because, often, due to the presence

of off-sets, fluctuations in the data and finite-size effects, a conclusion about

a power-law exponent from log-log plot can be misleading. Let us consider

a problem with diverging length scale, e.g., the equilibrium critical phenom-

ena, where a quantity (Q) shows singularity as Q ∼ ǫ−q ∼ ξq/ν , ξ being the

diverging correlation length with the critical exponent ν and ǫ the temper-

ature (T ) deviation from the critical value (Tc). Due to the restriction of ξ

equaling L at the criticality, one has Q ∼ Lq/ν . Away from the critical point,

one introduces a L-independent scaling function Y (y = (L/ξ)1/ν) such that
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Figure 2.10: Figure shows the plot of instantaneous exponent αi, vs. 1/τ ,
calculated using L = 512 data in ICS.

Q = Y (y)Lq/ν . Far away from the criticality Y ∼ y−q, so that the expected

thermodynamic limit form of the singularity is recovered. Thus, a plot of

QL−q/ν , vs y, in the finite-size unaffected region, will provide a power law

with the exponent −q. A deviation from it will mark the onset of the finite-

size effects. In the present problem Q and ξ both should be identified with

ℓ, ǫ with 1/τ and α with q. Here, as we have observed in Fig. 2.1 and Fig.

2.3, the saturation length does not reach L, so ℓmax should replace L. Thus,

for the present problem one writes the FSS equation as

ℓ(τ) = ℓmaxY (y); y = (ℓmax/ℓ)
1/α. (2.3)
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Then, a plot of ℓ/ℓmax, vs y = ℓ
1/α
max/τ , should provide a slope of −α in double-

log scale, with data from all system sizes collapsed onto each other, for correct

choice of α, of course. Before moving on to that exercise, we take a look at

the relation between ℓmax and L in Fig. 2.8. It appears that they do not scale

linearly, rather ℓmax ∼ L1/2, thus the saturation of growth is sudden. This,

of course, is a striking observation and should be compared with a linear

behavior exhibited by corresponding data from the Monte Carlo simulations

[28] of conserved Ising model with the Kawasaki exchange kinetics [28], shown

in the inset. In the granular model, the exponent 1/2 for the scaling of ℓmax

with L, is extremely disadvantageous that drastically restricts the utility of

the brute force method of simulating bigger systems and collecting data for

decades in time and length.

Figure 2.11: (a) Plot of ℓ as a function of t. The solid line there represents
the power-law t0.3. (b) Log-log plot of the decay of E vs t. The solid line
corresponds to a t−1 decay. Results in both (a) and (b) correspond to e =
0.75, ρ̄ = 0.37 and L = 256.

In Fig. 2.9 we show the finite-size optimum data collapse, obtained for
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α = 0.31. In Fig. 2.10 we have shown a plot of the instantaneous exponent,

αi = d(ln ℓ)/d(ln τ), as a function of 1/τ , which also shows consistency with

the exponent observed in finite size scaling.

In fluid phase separation, there are two mechanisms for the growth of tube

like domains [16]. Simple diffusion mechanism provides an exponent 1/3. On

the other hand, in the hydrodynamics dominated case, fast flow of material

due to pressure gradient [18], caused by interfacial tension, across the tubes,

provides a much higher exponent. Here, the exponent being rather small, it

appears, this latter picture does not apply. In fact, interfacial tension plays

crucial role in both these mechanisms. However, from the discussion of the

phase behavior and the structure, it is apparent that interfacial tension, as

expected, is irrelevant for the evolution here.

Even though we presented results only for one combination of e and ρ̄, we

have checked that the conclusions are valid for a rather significant range of

these parameters, all providing very similar fractal structure which we have

checked via application of an algorithm by Grassberger and Procaccia [29].

In Fig. 2.11, for another representative value of e, viz., e = 0.75, we have

demonstrated that a connection between E and ℓ is indeed not strong. In

this case, we have presented the results as functions of t.

2.4 Conclusion

In conclusion, we have presented results from extensive event driven molec-

ular dynamics simulations of a cooling granular fluid in d = 2, with particular

emphasis on the understanding of the growth of pattern. Via application of
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the finite-size scaling theory, we have quantified the growth of the average

domain size. It is shown that the scaling argument [7] relating the decay of

energy with growth of ℓ does not work, at least for high value of restitution

coefficient, in this dimension. A striking difference of the present model with

the standard phase separation models is on the finite-size effects. While in

latter models, the maximum length, ℓmax, scales linearly with L, the system

size, in the granular case we observe ℓmax ∼ L1/2, indicating that the growth

ceases rather suddenly.

In future, in addition to taking up the case of d = 3, we intend to study

the aging phenomena [30] in this inherently nonequilibrium system. To un-

derstand the cluster growth, various different quantities, e.g., average length

of domains, average mass of clusters, maximum cluster size, total number

of particles in the clustered regions, etc., are important and will be looked

at. In higher dimension, there have been only preliminary studies on the

behavior of some of these quantities.

In this work, we have treated e same for all collisions. In reality, value of e

depends upon the relative velocities [4,5] of the colliding particles, providing

fluctuation in e. In such a situation also, following a homogeneous regime,

clustering occurs which, however, departs towards homogeneity again. Thus,

this is a much more complex scenario, understanding of which requires ap-

propriate knowledge from the studies of fixed e case. Further, Casimir like

effects [31, 32] can be studied in granular systems as well. Such phenomena

has in fact been studied in driven granular systems [33, 34]. It will be inter-

esting to compare the findings of the latter studies with nondriven systems.
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Chapter 3

Ballistic aggregation in systems

of inelastic particles: Cluster

growth, structure and aging in

one dimension

3.1 Introduction

Structure and dynamics during cooling in systems of inelastically colliding

particles have been of much research interest [1–22]. An importance of this

topic stems from the relevance of it in the agglomeration of cosmic dust [21].

Two models in this context have been of significant importance, viz., the

granular gas model (GGM) and ballistic aggregation model (BAM). In the

BAM, following a collision between two freely moving clusters, the colliding

partners form a single larger object. In one dimension this corresponds to

74
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the sticky gas. While collisions trigger clustering immediately in the case of

BAM, for the GGM (with coefficient of restitution 0 < e < 1) the system

remains in a homogeneous density state during an initial period, referred to as

the homogeneous cooling state (HCS) [3,18]. The dynamics in the latter then

crosses over to an inhomogeneous cooling state (ICS) [3], where particle-poor

and particle-rich domains emerge. Time scale for such a crossover gets shorter

with the decrease of e. These domains or clusters may grow for indefinite

period of time if the system size is thermodynamically large [22]. Thus, even

if not a phase transition, it is quite natural to study clustering phenomena

in these models from the perspectives of phase transition kinetics [23–25].

In problems of phase transitions [23], having been quenched from a ho-

mogeneous state to a state inside the miscibility gap, as a system proceeds

towards the new equilibrium, one is interested in understanding the domain

pattern [23], its growth [23] and aging [25]. Typically, a pattern is charac-

terized via the two-point equal-time correlation function [23] C, which, in an

isotropic situation, is calculated as [23] (r being the scalar distance between

two points)

C(r, t) = ?ψ(?r, t)ψ(?0, t)? − ?ψ(?r, t)??ψ(?0, t)?, (3.1)

where ψ is a space (?r) and time (t) dependent order parameter. For a vapor-

liquid transition, which granular systems have resemblance with, ψ is related

to the local density. For a self-similar pattern, C(r, t) and its Fourier trans-

form, S(k, t) (k being the magnitude of the wave vector), the structure factor,
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obey the scaling properties [23]

C(r, t) ≡ C̃(r/ℓ), S(k, t) ≡ ℓdS̃(kℓ), (3.2)

where C̃ and S̃ are time-independent master functions [23]. These dynamic

scalings reflect the fact that structures at two different times are similar,

apart from a change in length scale ℓ, the average size of domains, that

grows with time as [23]

ℓ ∼ tα. (3.3)

For the study of aging property, one considers a two-time autocorrelation

function [26, 27]

Cag(t, tw) = ?ψ(?r, t)ψ(?r, tw)? − ?ψ(?r, t)??ψ(?r, tw)?, (3.4)

where tw (≤ t) is referred to as the waiting time or age of the system [25].

Unlike the equilibrium situation, the decay of Cag(t, tw) gets slower with the

increase of tw, when plotted vs t − tw, since there is no time translation

invariance in an evolving system. In kinetics of phase transitions, Cag(t, tw)

follows a scaling relation [25, 26]

Cag(t, tw) ≡ C̃ag(ℓ/ℓw), (3.5)

where ℓw is the domain size at tw and C̃ag is a master function [25] that

typically exhibits power-law decay as a function of ℓ/ℓw. Examination of

these facts for systems as nontrivial as those consisting of inelastic particles
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should be of genuine interest, to gain an universal picture of the concepts of

nonequilibrium statistical mechanics, since these systems continuously dissi-

pate kinetic energy.

Like in phase transitions, in the case of inelastic particles also, consid-

ered to be hard spheres in many theoretical studies, power-law growths have

been observed [5, 8–11, 13]. In phase transitions, ℓ can be connected to the

interfacial energy. Even though a connection with interfacial energy does

not exist here, for the BAM the average cluster mass (m) has been related

with the average kinetic energy (E) [21]. In many problems of coarsening,

the growth exponent α depends upon the transport mechanism and system

dimensions [23]. In the case of BAM also time-dependence of m has been

predicted to have strong influence from dimension [21]. Despite these ad-

vancements, many questions remain open, including the issue related to the

equivalence between BAM and GGM.

For the growth of m (∼ ℓd, d being the system dimension) via the ballistic

aggregation mechanism, a scaling theory predicts [21]

m ∼ 1

E
∼ t

2d
d+2 . (3.6)

In d = 1, this has been confirmed via simulations, for both BAM and GGM

cases [6, 7, 10, 11, 21]. In higher dimensions, on the other hand, the status

is not satisfactory with respect to the equivalence between the two models.

Even though the time-dependence of E is reported to be consistent with

Eq. (3.6), for the growth of m in GGM there exists evidence for dimension

independence [13]. This raises question whether the complete validity of Eq.
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(3.6) in d = 1, for both BAM and GGM cases, is accidental. Thus, even in

this dimension, direct confirmation of the mechanism for GGM is essential,

to draw a conclusion on the equivalence [6] between the two models.

Furthermore, while some aspects of kinetics have been studied, aging

property [25–32] of the density field and its connection to pattern and growth

did not receive attention for these models, though important [33]. To the

best of our knowledge, there exists only one study [34] that addresses scaling

property of the two-time correlation function in the granular-matter context.

This, however, considers aging in a different quantity, for a model different

from the one considered here.

Here note that various scaling properties that have been established with

respect to aging are related to approach of a far-from-equilibrium system

to an equilibrium state, like in phase transitions. Given that systems of

inelastically colliding particles are always out of equilibrium, examination of

the validity of these properties in such systems should be of fundamental

importance. If scaling exists, it is of interest then to compare the scaling

functions associated with GGM and BAM cases, to establish a more complete

equivalence.

In this chapter, our primary objective is to identify the scaling property

related to aging in ballistic aggregation in one dimension. For this purpose, it

has been shown, via a state-of-the-art dynamic renormalization group theo-

retical method of analysis [35], that the growth law for one-dimensional GGM

in ICS is same as that for the BAM. In this dimension, we also directly show

that the mechanism of aggregation in GGM is indeed ballistic. These, along

with our results on aging, establish a more complete equivalence between
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GGM and BAM in d = 1. We show that, the above scaling property of

the autocorrelation function holds for both the models as long as the growth

occurs via ballistic aggregation. These results are discussed with reference to

the picture in standard phase transitions. The functional forms of C̃ag have

been estimated and understood via analyses of the structure [28].

We organize the rest of the chapter as follows. We provide details of the

models and methods in Section 3.2. Results are presented in Section 3.3.

Finally, Section 3.4 concludes the chapter.

3.2 Model and Methods

For the GGM we use the following update rule for (hard) particle velocities.

The post and pre-collisional velocities of the particles are related via [3,36,37]

?v ′

i = ?vi −
?1 + e

2

?

[n̂ · (?vi − ?vj)]n̂, (3.7)

?v ′

j = ?vj −
?1 + e

2

?

[n̂ · (?vj − ?vi)]n̂, (3.8)

where (′) stands for the post event, ?vi and ?vj are velocities of particles i and j,

respectively, and n̂ is the unit vector in the direction of the relative position

of the particles i and j. With this model, we perform event driven [36, 37]

molecular dynamics simulations where an event is a collision. In this method,

between two collisions, since there are no inter-particle interaction or external

potential, particles move with constant velocities till the next collision, which

is appropriately identified after every event.

For the BAM case [21], following every collision, mass of the product
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particle increases, which was appropriately incorporated in the collision rule

(see next chapter for details). Typically, in such event driven simulations,

time is specified in two different ways, viz., by using the number of collisions

per particle (τ) and actual time (t), the latter being calculated by keeping

track of the free time between successive collisions. In this work, we will use

the latter.

A serious problem faced in event driven simulations of the GGM is the

inelastic collapse [38]. This phenomenon is related to the fact that for very

low values of the relative velocity collisions keep happening only among a

small group of neighboring particles, thereby essentially providing no progress

in time. The problem is more severe in lower dimension, since fewer particles

are needed to satisfy the corresponding condition. There can be two ways

to avoid such singularity in collision numbers, viz., setting the value of e, for

the collision partners with relative velocities less than a threshold value δ, to

either 0 or 1. We adopt the latter [6, 38–40] given that in the experimental

situation value of e increases with the decrease of the relative velocity [10–

12, 41].

All our results will be presented from simulations with periodic boundary

conditions and density of particles starting with ρ = N/L = 0.30, N being

the number of particles and L the linear dimension of the system.

In the case of GGM, clusters were appropriately identified as regions with

density above a critical value ρc (= 0.5). Higher values of ρc also provide

similar results, deviating from each other only by a multiplicative factor.

The end to end distance for a cluster along any direction provides a cluster

length (ℓc). In d = 1, the number of particles within these boundaries is the
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mass (mc) of that cluster. For the BAM case, information on the cluster

length and mass are contained in the particle radius. The average values

of the above mentioned quantities were obtained from the first moments of

the corresponding distributions. Ideally, ℓ should equal m in d = 1, but in

the case of GGM it takes time for a cluster to settle down to a particular

density value. Thus, equality holds only at late time. For the calculation of

the correlation functions and structure factors [8, 9], the order-parameter ψ

at a point was assigned a value +1 if the density (calculated by counting the

number of nearest neighbors) there was higher than ρc, else −1. The average

length can be calculated from the scaling property of C(r, t) or S(k, t) as

well.

3.3 Results

As mentioned above, in this dimension, via accurate analyses, we first

confirm an equivalence between the BAM and GGM, with respect to the

energy decay, growth law and mechanism. These results are followed by

those for aging property. As we will see, the latter, in addition to being

of separate importance, will make the above mentioned equivalence more

complete.

In Fig. 3.1 we show the decay of energy, for both GGM and BAM, as a

function of time, on a log-log scale. The BAM results, for energy and mass

(see Fig. 3.2(a)), are already understood. However, we present these for the

sake of completeness, as well as to facilitate the discussion that follows. For

the GGM, results for a few different cut-off values of the relative velocity
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Figure 3.1: Plots of energy decay as a function of time, for BAM and GGM
cases in d = 1. For the GGM case, value of e has been fixed to 0.5 and results
for several choices of δ are presented. The starting number of particles for
BAM and GGM are respectively 160000 and 10000. The solid line is a power-
law with exponent −2/3.

are shown. For this case, in this dimension, all our results correspond to

e = 0.5. After a minor disagreement over brief initial period (corresponding

to HCS in the GGM), all the results are consistent with each other, exhibiting

power-law behavior over several decades in time, with the expected exponent

−2/3.

In Fig. 3.2(a) we plot m as a function of t, on a log-log scale, for the

BAM case. This shows a power-law growth with exponent 2/3, validating

Eq. (3.6). The m vs t results for the GGM are shown in Fig. 3.2(b),

for the same values of δ as in Fig. 3.1. An interesting observation here is
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Figure 3.2: (a) Average cluster mass, m, is plotted vs time, for BAM. (b)
Same as (a) but for GGM with multiple values of δ as in Fig. 3.1. The solid
lines in these figures correspond to power-laws, exponents being mentioned.
The starting number of particles for BAM and GGM are same as the previous
figure. Rest of the simulations for GGM are done with 20000 particles and
δ = 5× 10−5. All results are for d = 1.

that, for the GGM, even though the energy decay follows t−2/3 behavior till

late for all values of δ, the picture is different for the growth of mass. The

growth stops earlier for larger value of δ, even though energy decay continues

with the predicted functional form. This should not be a finite-size effect,

since the saturation is δ dependent. Rather, this has connection with late

time declusterization phenomena [10, 11] that has been observed for relative

velocity dependent e. Furthermore, the m vs t data, particularly for larger

values of δ, do not appear consistent with the exponent 2/3. This discrepancy

can possibly be due to the presence of substantial length at the beginning of

the scaling regime. In such a situation, confirmation of an exponent from a

log-log plot requires data over several decades in time [42]. In absence of that,

alternative accurate method of analysis is needed to obtain correct value of
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the exponent [35, 42, 43]. In any case, the observations above, with respect

to the saturation of m, further justify the need for direct identification of the

growth mechanism. Before moving to that we will accurately quantify the

growth law. For this purpose, in the following we will work with the length

rather than the mass, since for the aging property we will need this latter

quantity. Unless otherwise mentioned, all our results for the GGM, from here

on, will be presented for δ = 5× 10−5.

Figure 3.3: Plots of ℓ vs t for three different stages of renormalization. The
dashed horizontal line is for the extraction of times for the same length at
different levels of renormalization. The solid line represents a power-law with
exponent 2/3. All results correspond to the GGM in d = 1.

We use a renormalization-group method of analysis [35] for the accurate
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Figure 3.4: Plot of the effective exponent, obtained via the renormalization-
group analysis using the combination n = 1 and 2, vs the inverse of the
original length. The solid line is a quadratic fit to the simulation data. All
results correspond to the GGM in d = 1.

quantification of the growth for the GGM. We consider a Kadanoff type block

transformation [44] of the order parameter. For this purpose, as mentioned

in the context of calculation of the correlation functions, we have mapped

the density field to ψ = ±1. The blocking exercise then becomes similar to

that for the Ising model [23]. At successive iterations of the transformation,

order parameter over a length of b particle diameters is averaged over and

represented by a single point, reducing the system size by a factor b, for

which we choose the value 2. Thus, a particular value of ℓ in different levels

(n) of renormalization will be obtained at different times, viz., for n = p and
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p+ 1 one writes [35]

ℓ(p, t) = ℓ(p+ 1, b1/αt). (3.9)

This is demonstrated in Fig. 3.3, where, in addition to the original data

(n = 0), we have presented length vs time plots for renormalizations with

n = 1 and 2. The horizontal line in this figure is related to the estimation

of times for the same length scale for different values of n. From the shifting

or scaling of time, due to the scaling in length, the growth exponent can be

estimated. However, because of technical reasons the true exponent will be

realized only in the limit ℓ → ∞ and for finite time we will denote it by αeff .

Figure 3.5: (a) Mean-squared-displacement of the centre of mass of a typical
cluster, for GGM, is plotted vs time, on a log-log scale. The solid line corre-
sponds to ballistic motion. (b) Number of particles in a few different clusters,
for GGM, are plotted vs translated time, before they undergo collisions. All
results are from d = 1.

Estimated values of αeff , from the combination involving n = 1 and 2, are

presented in Fig. 3.4, vs 1/ℓ, which indeed have time dependence [45]. The

time dependence is due to the nonscaling early time transient and presence



3.3 Results 87

Figure 3.6: Root-mean-squared velocity of the clusters are plotted vs m, for
both BAM and GGM. The solid line is a power-law decay, exponent being
mentioned. All results are from d = 1.

of a large off-set when scaling is reached. When such time dependence exits,

as already stated, α should be estimated from the convergence of the data

in the ℓ → ∞ limit. By looking at the trend of the data set, we have fitted

it to the form αeff = α + a/ℓ2, that provides convergence to α ≃ 0.63. This

is very close to the ballistic aggregation [21] value 2/3. To check, whether

this minor deviation of the simulation data from the theoretical expectation

is a true fact, one needs to study other values of e as well. Such a systematic

study we leave out for a future work. The deviation could be due to the

finite-size effects and δ-dependent saturation.

Having identified the growth exponent for the GGM, we, in Fig. 3.5,
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identify the mechanism. The growth exponent 2/3 can be obtained from a

(nonequilibrium) kinetic theory for ballistic aggregation [21, 46, 47]. As the

name suggests, the growth occurs in this mechanism due to collisions among

clusters and between collisions the clusters move with constant velocities.

Since the particles in our models are noninteracting, it is understandable

that the clusters in the BAM will move ballistically between collisions. In

the GGM case also, following more and more collisions, particles within a

cluster may move parallel to each other, providing collective directed motion.

However, when a cluster moves through a vapor region, growth in this case

may occur due to random deposition of particles on them. It is then neces-

sary to check if at late enough time the motion of the clusters, during the

interval between two big mass enhancing collisions, are ballistic and during

that period the growth of the clusters is negligible.

In part (a) of Fig. 3.5 we show the mean-squared-displacement of the

centre of mass (CM), MSDCM, of a cluster, calculated as [48]

MSDCM = ?| ?RCM(t)− ?RCM(0)|2?, (3.10)

?RCM being the time-dependent location of the CM of the cluster, for GGM,

over an extended period of time, before it undergoes a collision with another

cluster. On the log-log scale, a very robust t2 behavior is visible, confirming

ballistic motion [48]. In Fig. 3.5(b) we show number of particles in a few

clusters, as a function of translated time. The constant values over long

time confirm that the mechanism of growth in the GGM is indeed ballistic

aggregation.
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The mass part of Eq. (3.6) can be derived from [21, 46, 47]

dnc

dt
= −ℓd−1vrmsn

2
c , (3.11)

where nc is the cluster density and vrms is the root-mean-squared velocity

of the clusters. An exponent 2/3 requires vrms ∼ m−1/2, an outcome for

uncorrelated cluster motion [47], can be realized for Boltzmann distribution

of cluster kinetic energies [15, 46]. In Fig. 3.6, we plot vrms vs m, for BAM

as well as GGM, both of which show reasonable consistency with the re-

quirement. Here note that at low values of particle density, strong velocity

correlation is expected to appear, since the collisions are less random, lead-

ing to deviation from such Boltzmann distribution picture. At high density,

the collisions are random and such a picture is a good approximation. The

reasonable validity of vrms with the m−1/2 form, that is observed, should,

however, be checked for other values of e for the GGM to see if there exists

complex density dependence. Any deviation, though does not invalidate the

ballistic aggregation, can bring in change in the growth exponent. Here, as

a passing remark, we mention that for the ballistic aggregation of fractal

clusters (with fractal dimension df ) in d dimensions, with vrms ∼ m−γ, the

exponent for the time dependence of mass will have the form

ζ =
df

1− d + df (1 + γ)
, (3.12)

if Eq. (3.11) is a good starting point. Given that for the present problem

df = d = 1 and our estimate of γ for the GGM is 0.55, ζ = 0.645, in
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agreement with the conclusion from Fig. 3.4. We obtain similar result for ζ

via analysis of the instantaneous exponent. For d = 2, in the next chapter,

we will adopt this method, instead of the renormalization group.

Figure 3.7: Plots of the autocorrelation function, vs (t − tw), for three
different choices of tw, as mentioned, for the d = 1 GGM.

Next we present results for the aging property [25, 26]. We stress again,

not only in the granular matter context, to the best of our knowledge, aging

has not been studied previously for ballistic aggregation in any other system.

In Fig. 3.7 we plot Cag(t, tw) vs t − tw, for a few different values of tw, for

the GGM. As expected, no time translation invariance is noticed which is

an equilibrium [48] (or steady-state) property. Sticky gas (BAM) results are

similar (not shown). In Fig. 3.8 we show Cag(t, tw) vs ℓ/ℓw, on a log-log scale,

for the GGM. Nice collapse of data from all chosen values of tw are seen, as
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Figure 3.8: Log-log plots of Cag(t, tw) vs ℓ/ℓw, using the data sets in Fig.
3.7. The solid line shows a power-law decay with exponent λ = 1.5.

in kinetics of phase transition. Deviations of the data sets from the master

curve, appearing earlier for larger values of tw, are due to finite-size effects

[49]. In phase transitions, the system moves towards an equilibrium state.

Interestingly, similar scaling is observed in the present case, despite the fact

that the system is continuously dissipating kinetic energy. Corresponding

plots for the BAM are shown in Figure 3.9. Again, very good quality collapse

is observed. In both the cases, power-law decays [26]

C̃ag ∼ x−λ; x = ℓ/ℓw, (3.13)
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Figure 3.9: Same as Fig. 3.8 but for the d = 1 BAM case. The values of tw
are mentioned on the figure. The solid line represents power-law decay with
an exponent λ = 1.5.

of the scaling function are observed for x >> 1, the exponent value, men-

tioned on the figures, being same (or close to each other) in the two cases.

This further confirms the equivalence between the BAM and the GGM.

In phase transitions, there exists a lower bound [26, 28] for the value of

λ, viz.,

λ ≥ d + β

2
, (3.14)

where β is the exponent for the small wave number power-law behavior

of the structure factor:

S(k, t) ∼ kβ. (3.15)
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The bound in (3.14) was derived by Yeung, Rao and Desai (YRD) [28]. For

this purpose, starting from the structure factors at times t and tw, YRD

obtained

Cag(t, tw) ≤ ℓd/2
? 2π/ℓ

0

dkkd−1[S(k, tw)S̃(kℓ)]
1/2. (3.16)

The bound follows when Eq. (3.15), for the small k behavior of S(k, tw), is

used in the above expression. To check whether λ in the present case also

obeys the bound (3.14), we analyze the structure.

Figure 3.10: Scaling plot of the equal-time structure factors for the d = 1
GGM. Here we have shown collapse of S(k, t)/ℓ(t), when plotted as a function
of y = kℓ(t), using data from three different times. The dashed and the solid
lines correspond to ∼ y2 and ∼ y−2, respectively.

In Fig. 3.10 we show the scaling plot of the structure factors, viz., we plot

ℓ−1S(k, t) vs kℓ, for the GGM. Nice collapse of data from all different times

imply structural self-similarity [23]. The consistency of the long wave-vector
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Figure 3.11: Scaling plot of the equal-time structure factors for the d = 1
BAM. Here we have shown collapse of S(k, t)/ℓ(t), when plotted as a function
of y = kℓ(t), using data from three different times. The dashed and the solid
lines correspond to ∼ y2 and ∼ y−2, respectively.

data with k−2 imply validity of the Porod law [23, 50, 51]

S(k, t) ∼ k−(d+1), (3.17)

a consequence of short-distance singularity in C(r, t), due to scattering from

sharp interfaces. The small k behavior appears consistent with β = 2. The

behavior for the BAM structure factor, shown in the inset of Fig. 3.11,

is very similar. This value of β was predicted [52] for coarsening in Ising-

like systems in d = 1. The number is different for higher dimensions [53].

The dimension dependent values of β can be obtained [54] from dynamical

equation of structure factor (starting from the Cahn-Hilliard equation [54])
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in k space, by arguing that for d = 1 thermal energy is dominant, whereas

for d > 1 interfacial free energy takes over. Agreement of our results with

such prediction is very interesting. The information on the consistency, for

both short and long range structures, between GGM and BAM, that these

data sets convey, is further supportive of the presence of sharp interfaces,

compact clusters and ballistic aggregation in the GGM.

The observed value of β sets the lower bound for λ at 1.5. Thus, this

bound is obeyed in both the cases and the actual values of the aging exponent

in fact are very close to this lower bound. Here note that recently violation

of such power-law decay of the autocorrelation function was demonstrated

[31,32] for advective transport in fluid phase separations. Even for conserved

order parameter with diffusive dynamics, though power-law, the decays in

d > 1 are observed [55] to be significantly faster than the ones provided by the

the (lower) bound (3.14). However, in the latter example, agreement with

the bound gets better as the dimension decreases [55]. With the lowering

of d, particularly for Ising kinetics, motion of the boundaries of domains

(during no growth periods) gets restricted. However, since the mechanism is

ballistic in the present problem, boundary movement does exist even during

no growth period, though decreases with the increase of mass, thus time.

Nevertheless, the agreement with the lower bound is rather close.

3.4 Conclusion

We have studied the kinetics of cluster growth in an one-dimensional gran-

ular gas (GGM) [3]. The results are compared with those from the ballistic
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aggregation model (BAM) [21]. It is shown that the average size of the clus-

ters grows as power-law with time. Via a dynamic renormalization group

theoretical method of analysis [35], the exponent has been identified to be

approximately 2/3, in agreement with that for the BAM. The growth is in-

versely proportional to the energy decay, showing consistency with the scaling

predictions of Carnevale et al. [21] for ballistic aggregation. The mechanism

has been identified to be indeed ballistic, by calculating the mean-squared-

displacements [48] of the centres of mass of clusters before they undergo

collisions.

To avoid the inelastic collapse, for the granular gas we have used a cut-off

δ. For relative velocities < δ, the value of e was set to unity for the colliding

partners [6]. We observed saturation in the growth of mass, earlier for larger

values of δ. Interestingly, in such saturation regime also the energy decay

continued to follow the theoretical scaling form t−2/3. This calls for further

investigation.

This is a first study for the aging property [25,26] in ballistic aggregation.

It is shown, like in kinetics of phase transitions, the order-parameter autocor-

relation function scales with ℓ/ℓw. The scaling function has been identified

to be a power-law. The corresponding exponent has been estimated and dis-

cussed in the context of structural property. It is shown that the exponent

obeys a lower bound [28] predicted for kinetics of phase transition where sys-

tems move towards a new equilibrium. The similar values of the exponent

obtained for the granular and the BAM, further suggests close equivalence

between the dynamics in the two cases, in this dimension.
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Chapter 4

Cluster growth, structure and

aging in ballistic aggregation of

inelastic particles in two

dimensions

4.1 Introduction

The models of freely cooling granular gas (GGM) and ballistic aggregation

(BAM) are relevant in many physical situations, including clustering in cos-

mic dust [1–22]. In the GGM [6] the particles possess coefficient of restitution

(e) falling in the range (0, 1). Thus, due to inelastic collisions, the system

keeps losing kinetic energy, even though the mass and momentum remains

conserved. Due to reduction in normal relative velocity, following every col-

lision, particles move more and more parallel to each other. This gives rise

102
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to clustering in the model. On the other hand, in the BAM [2], following

a collision the colliding partners merge to form a larger particle with same

spherical shape. There has been significant interest in understanding the

time (t) dependence of (kinetic) energy (E) and average mass (m) in these

models.

For the BAM, Carnevale et al. [2] predicted an inverse relation between

these two quantities in space dimension d as

m ∼ 1

E
∼ t2d/d+2. (4.1)

In d = 1, this prediction has been verified via computer simulations [2].

On the other hand, the validity of Eq. (4.1) has been questioned in higher

dimensions [7]. Here note that Eq. (4.1) can be obtained from the solution

of the rate equation [7, 22, 23]

dnc

dt
= −ℓd−1vrmsn

2
c , (4.2)

nc being the number of clusters of average size ℓ and root mean squared

velocity vrms, under the assumption that the clusters form disconnected pat-

tern and are spherical. Another requirement, of course, is that the cluster

momenta are uncorrelated and scales with m as [7] vrms ∼ m−1/2. In addition

to verifying the validity of Eq. (4.1) in BAM, there has also been interest in

understanding if there exists an equivalence between the GGM and BAM.

Given that the growth scenario in these models resembles that during

kinetics of phase transitions [24, 25], it is important that aging properties
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[26–28] in these models are also studied. We stress here that knowledge of

aging is crucial to the understanding of growth kinetics and in the literature

of phase transitions important scaling relations with respect to this have

been established [26–28]. One of the quantities that is studied to understand

aging in nonequilibrium systems is the two-time auto-correlation function,

Cag(t, tw), defined as [26–28]

Cag(t, tw) = ?ψ(?r, t)ψ(?r, tw)? − ?ψ(?r, t)??ψ(?r, tw)?, (4.3)

where ψ is a space (?r) and time dependent order parameter, and tw (≤ t) is

the waiting time or age of the evolving system. With growing age, the decay

of Cag, as a function of t− tw, becomes slower. This reflects the fact that an

younger system relaxes faster than an older one. In phase transition dynamics

it has been demonstrated that Cag obeys the scaling relation [26–28]

Cag(t, tw) ≡ C̃ag(ℓ/ℓw), (4.4)

where ℓ and ℓw are average domain or cluster sizes at times t and tw, respec-

tively. It has also been demonstrated that in absence of hydrodynamics C̃ag

exhibits power-law [26–31] as a function of ℓ/ℓw.

In this chapter, our primary objective is to identify the scaling related to

aging in ballistic aggregation in two dimensions. For this purpose, first we

have pointed out that there exist vast difference between the structure and

dynamics of GGM and the corresponding theoretical expectations for the

BAM. Thus, the growth mechanism in 2D GGM is not ballistic aggregation
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and so, the equivalence between GGM and BAM does not hold. Thus, in this

dimension, for the calculation of aging property we work only with the BAM.

We show that, the scaling property of the autocorrelation function holds for

the BAM in d = 2 as well. The functional forms of C̃ag have also been

estimated and understood via the calculation of the structure factor [32].

Here, via accurate analyses, we also check the validity of a hyperscaling

relation involving the decay of energy and growth of clusters for the BAM.

Rest of the chapter is organized in the following sequence. Models and

methods are described in Section 4.2. Section 4.3 contains the results. Sec-

tion 4.4 concludes the chapter with brief summary.

4.2 Models and Methods

For the GGM, the post and pre-collisional velocities of the colliding particles

i and j are related via the equations [6, 12, 33]

?v ′

i = ?vi −
?1 + e

2

?

[n̂ · (?vi − ?vj)]n̂, (4.5)

?v ′

j = ?vj −
?1 + e

2

?

[n̂ · (?vj − ?vi)]n̂, (4.6)

where different symbols have already been defined in the earlier chapter.

With this model, for GGM, we perform event driven [33, 34] molecular dy-

namics (EDMD) simulations, details of which have been given in the previous

chapters.

In the BAM [2], we again emphasize that the mass of the product particle

increases in every collision. The mass m
′

of the product particle following
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collision between particles of masses mi and mj can be written as

m
′

= mi +mj . (4.7)

The position and velocity of this newly formed particle of larger mass (larger

diameter) can be obtained from the conservation equations of centre-of-mass

and the momentum, respectively, as [35]

m
′

?r
′

= mi?ri +mj?rj , (4.8)

m
′

?v
′

= mi?vi +mj?vj , (4.9)

where ?ri and ?rj are the positions and ?vi and ?vj are the velocities of i and

j particles, respectively, before the collision. For the BAM also we perform

EDMD simulations, by appropriately taking care of the change in particle

diameters.

Unlike the previous chapter, for the simulations of GGM, here in d = 2 we

set δ (the cut-off value of relative velocity to avoid inelastic collapse) to zero

as the problem of inelastic collapse is less severe in higher dimensions [36]

and so, significantly large cluster sizes can be accessed without encountering

such collapse [19].

All our results will be presented from simulations of particles located

within a square box of linear dimension L, with periodic boundary conditions

applied in both the directions. The density of particles (ρ = N/L2) for the

BAM is 0.30 and for the GGM it is 0.37, N being the total number of

particles to start with. In GGM, N remains constant, but for the BAM
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value of N decreases with time. L is defined in units of the initial choice of

the diameter of the particles (σ = 1). In GGM, diameter of the particles

remain unchanged, whereas, for the BAM this is not valid.

In the case of GGM, clusters have been appropriately identified as regions

with density above a critical value ρc (= 0.5). Higher values of ρc also provide

similar scaling exponents for the growth. The end to end distance for a

cluster along any direction provides a cluster length (ℓc). For the BAM case,

the average mass can be directly calculated from the particle diameters. In

general, m is related to ℓ as ℓd. But in the case of GGM it takes time for

the clusters to settle down to a particular density. Thus, the aforementioned

equality holds only at late time in the GGM. For the calculation of the

correlation functions and structure factors [14, 15, 19], the order-parameter

ψ at a lattice point (the continuum configurations were mapped onto lattice

systems for the purpose of analysis) was assigned a value +1 or−1, depending

on whether the local density (calculated by counting the number of nearest

neighbors) is greater or less than the value of ρc, respectively.

4.3 Results

First, we briefly discuss the case of GGM, to convince ourselves that the

growth in this case does not occur via the ballistic aggregation mechanism.

Unlike the simulations of GGM in d = 1, as mentioned above, we do not use

any nonzero cut-off value (δ) for the relative velocity here. This is because,

for high enough value of e, in this dimension, we are able to access relevant

scaling regime without encountering an inelastic collapse [19].
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Figure 4.1: Snapshots from two different times, mentioned in the figure,
during the evolution of GGM, with e = 0.9 in d = 2, are presented. The
particles are marked by dots.

In Fig. 4.1 we show the evolution snapshots for the d = 2 GGM with

e = 0.9. Interesting patterns, with coexisting high and low particle-density

domains, are visible. A log-log plot of the decay of kinetic energy for the

system, as a function of t, is presented in Fig. 4.2(a). The initial decay

(corresponding to HCS) is consistent with the prediction of Haff [37], E ∼

e−aτ (a is a constant; analytical curve is not shown). The late time data

follow a power-law in t, with exponent −1. This is, thus, consistent with

the prediction of Eq. (4.1). In Fig. 4.2(b) we show a log-log plot of m vs

t. The data in the late time scaling regime are seen to obey a power law,

the exponent being ? 2/3. Here we mention that in a previous work [19],

via a finite-size scaling analysis, we had shown that the average domain

length grows as tα with α ≃ 1/3. The conclusion from Fig. 4.2(b) is thus

in agreement with this earlier study. Nevertheless, given that for the GGM

there exists possibility of continuous change of density within the domains,

it is instructive to calculate the average mass [19].
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Figure 4.2: (a) Log-log plot of the energy as a function of t, for the system
in Fig. 4.1. (b) Log-log plot of mass vs time, for the GGM in Fig. 4.1. All
results are for L = 512. The solid lines in (a) and (b) represent power laws,
exponents for which are mentioned.

Since Eq. (4.1) predicts inverse relationship between mass and energy,

the kinetics of GGM is different from ballistic aggregation, particularly when

the exponents do not follow even a hyperscaling relation [7,9] (see discussion

below in the context of BAM). Matching of the exponent for energy decay

(with Eq. (4.1)) is accidental. In the rest of the section, therefore, we focus

only on the BAM. This is by keeping the primary objective of studying aging

during ballistic aggregation in mind.

There are different variants of models dealing with ballistic aggregation.

E.g. there exists interest in a model where ballistically moving particles

from a source get deposited on a fixed substrate or seed. Such models are of

relevance in situations like construction of vapor-deposited thin films and the

corresponding structures are fractal [38]. In the present case, however, all

the clusters move ballistically, between collisions. Simulation of such BAM in
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Figure 4.3: (Left frame) A snapshot during the evolution of the fractal BAM
in d = 2 with L = 512. See text for details. (Right frame) Same as the left
frame but with spherical structural approximation and for L = 1024. In
both the frames only parts of the original systems are shown. Times are
mentioned on top of the frames.

d > 1 is not straight forward. If no deformation of the clusters is considered,

highly fractal structures are expected in this situation as well. In that case,

one needs to keep track of the exact points of contact, when two clusters

collide. This is a difficult task, particularly if the rotations of the clusters

are considered. In the left frame of Fig. 4.3 we show a snapshot, obtained

during an evolution for the BAM, without incorporating any deformation

and considering only the translational motion of the clusters. Nice fractal

pattern is seen. We have estimated the fractal dimension which we discuss

later.

Because of the above mentioned difficulty in dealing with the actual

physical scenario, researchers [7, 9, 22] have adopted a spherical structural

approximation, as briefly mentioned above. In this method, after a collision

between two spherical objects of diameters σ1 and σ2, the mass of the result-

ing cluster is (usually uniformly) distributed over the volume of a sphere or
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Figure 4.4: Cluster mass, from a typical snapshot, is shown as a function of
the radius of gyration, Rg, for the fractal BAM case, on a log-log scale, with
L = 512. The solid line there is a power-law with exponent 1.8. Rest of the
results will be presented for L = 1024 and spherical BAM.

circle (depending upon the system dimension) of diameter

σ = (σd
1 + σd

2)
1/d. (4.10)

Many materials are prone to permanent deformation after high impact col-

lisions. This is, thus, a reasonable approximation if the time scale of de-

formation is low, compared to the mean free time. In any case, given that

fractality offers larger collision cross-section, the dynamics of the systems

with such spherical structural approximation will be different from those
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without the approximation. In the rest of the subsection, unless otherwise

mentioned, by BAM we will refer to the ballistic aggregation model with

circular approximation.

Figure 4.5: Log-log plot of the kinetic energy vs time for the d = 2 BAM.
The solid line in the figure is power-law with exponent −1.

In the BAM, the post-collisional position and velocity of a new cluster

can be obtained from the conservation equations related to centre of mass

and linear momentum, as mentioned above. A snapshot during the evolu-

tion of a system with such rules is shown in the right frame of Fig. 4.3.

Before presenting results on dynamics of this simplified model, in Fig. 4.4

we present result for the fractal dimension corresponding to the snapshot

in the left frame of Fig. 4.3. Here we show mass of individual clusters as a
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Figure 4.6: Log-log plot of mass vs time, for the d = 2 BAM. The solid line
represents a power-law with exponent 1. In the inset we show a log-log plot
of E vs m. The solid there is a power-law with exponent −1.15.

function of the radius of gyration (Rg), on a log-log scale. Nice power-law be-

havior is visible, providing (mass) fractal dimension df ≃ 1.8. As mentioned

above, henceforth we will work with only the circular BAM. Even though the

primary aim is to examine scaling property related to aging, in the following

we present accurate results for energy decay and cluster growth as well, from

appropriate analyses. To the best of our knowledge, such accurate analyses

were not previously performed to draw conclusions on the behavior of these

quantities.

In Fig. 4.5 we show a log-log plot of energy decay as a function of time.

A plot for the growth of mass is shown in Fig. 4.6. Power laws in both the
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cases can be identified. While from these log-log plots it appears that the

energy and mass are inversely proportional to each other, as predicted in Eq.

(4.1), the inset of Fig. 4.6, where we show kinetic energy as a function of

mass, provides a different information. There the exponent of the power-law

decay appears clearly higher than unity, approximately 1.15, over a signifi-

cant range. For an accurate estimate we, thus, calculate the instantaneous

exponents [39] for the time dependence of m and E as

θi = −d lnE

d lnt
, ζi =

d lnm

d lnt
. (4.11)

Such exercises were performed for the d = 1 BAM as well. However, we

avoided presenting those results, since this aspect in d = 1 is better under-

stood.

We have plotted θi, vs 1/t, and ζi, vs 1/m, in Figures 4.7 and 4.8, respec-

tively. In the asymptotic limit we obtain θ ≃ 1.08 and ζ ≃ 0.94. Thus, the

predictions of Eq. (4.1) are not obeyed. These numbers, however, appear

consistent with a hyper-scaling relation [9] in d = 2 (for ballistic aggregation):

θ + ζ = 2. (4.12)

The failure of Eq. (4.1) lies in the fact that at low packing fraction the as-

sumption related to uncorrelated velocity, inherent in the derivation of Eq.

(4.1), breaks down [40]. It is expected that at higher density, where the

collision events are more frequent, this prediction will work [9, 22, 40]. The

derivation of the exponent for the growth of mass can be realized from Eq.
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Figure 4.7: Plot of θi vs 1/t, for the 2D BAM. The solid line is a guide to
the eye.

(4.2), which describes the evolution of the density of clusters. An exponent

ξ = 1 requires the fact that vrms ∼ m−1/2 ∼ n
1/2
c , an outcome of the uncor-

related momenta of clusters, which is true for the Boltzmann distribution of

cluster energies. At higher densities this assumption is valid as the collisions

are random, but fails at lower densities. In general, if the relation between

vrms and m can be written as vrms ∼ m−γ , the exponent for the growth of

mass will be of the form

ζ =
df

1− d + df (1 + γ)
, (4.13)

taking Eq. (4.2) as the starting equation. Here we ask the question is it
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Figure 4.8: Plot of ζi vs 1/m, for the BAM in d = 2. The solid line is a
guide to the eye. Inset: Log-log plot of vrms vs m, for the 2D BAM. The
solid line there is a power-law, exponent for which is mentioned next to it.

not possible to obtain the above mentioned value of ζ from Eq. (4.2) or

(4.13)? Note that under the spherical approximation df = 2. Thus, we need

to estimate γ to find out the reason for deviation of ζ from unity (see Eq.

(4.1)).

In the inset of Fig. 4.8 we plot vrms as a function of m. A power-

law behavior from the log-log plot can be appreciated. The corresponding

exponent (γ ≃ 0.53) provides ζ ≃ 0.97 (see Eq. (4.13)). Even though

this number is smaller than 1, no conclusive remark should be made from

such small deviation. Following Ref. [40], we state here the reason behind a

deviation between θ and ζ . Via the introduction of a dissipation parameter
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Figure 4.9: For the 2D BAM the autocorrelation function Cag(t, tw) is plot-
ted vs t− tw. Results from three different tw values are included.

(α′), ratio between kinetic energy dissipation in a collision and mean kinetic

energy per particle, these authors showed that α′ = 1 for high collision

frequency. On the other hand, for low frequency, i.e., at low particle density,

α′ > 1. In the latter scenario, the particles with larger kinetic energy than

the mean undergo more frequent collisions, enhancing the dissipation. This

leads to a value of θ higher than unity. This fact becomes more prominent at

densities smaller than the one considered here. E.g., for ρ = 0.005, we find

θ ≃ 1.15 and ζ ≃ 0.85. Similar fact is observed in d = 3. There, in future, we

intend to verify how well the corresponding hyperscaling relation [9] holds.

Next we present results for aging.

In Fig. 4.9 we show plots of Cag(t, tw), vs t− tw , for a few different values
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Figure 4.10: Log-log plot of Cag(t, tw) vs x (= ℓ/ℓw), using data sets of
Figure 4.9. The solid line represents a power-law with exponent λ = 1.6.

of tw. Like in d = 1, in the previous chapter, here also, the time translational

invariance is absent, as expected. It is clearly seen that with increasing age

relaxation gets slower. In Fig. 4.10 we show the log-log plots of Cag(t, tw)

as a function of ℓ/ℓw(≡ x). Very nice collapse of data on a master curve is

visible. This confirms the scaling property of Eq. (4.4). For large values of

ℓ/ℓw power-law decay becomes prominent. Continuous bending of the master

curve for small abscissa variable implies early-time correction to the power-

law. The large x data appear to be consistent with an exponent λ ≃ 1.6, the

number being roughly the same as in the d = 1 case, as seen in the previous

chapter. For aging in kinetics of phase transitions, on the other hand, one

observes strong dimension dependence of λ [29,30]. There exists a dimension
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Figure 4.11: We show the instantaneous exponent λi as a function of 1/x,
for 2D BAM. The solid line there is a linear extrapolation to x = ∞.

dependent lower bound of λ, i.e.,

λ ≥ d + β

2
, (4.14)

where β is the exponent for the increment of the structure factor S(k, t) at

small-k limit. This bound, which has been discussed in the previous chapter,

has been obtained by Yeung, Rao and Desai. Here note that in d = 2 we

expect [41] β = 4. Thus, the (lower) bound in (4.14) is 3. This calls for a look

at the behavior of the equal-time structure factor for the present problem.

While for bicontinuous domain structures (d > 1) the analytical prediction

(β = 4) has been numerically confirmed [41,42], the cases of discrete domain

morphology are less studied. Before taking a look at the equal time structure
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Figure 4.12: Log-log plot of ℓ−2S(k, t) vs kℓ, for the BAM in d = 2. The
solid lines are power laws, exponents for which are mentioned on the figure.

factor, since a violation of the bound appears to be a possibility, in Fig. 4.11

we plot the instantaneous exponent

λi = −d lnCag

d lnx
, (4.15)

as a function of 1/x, to accurately quantify λ. The data set provides an

asymptotic value λ ≃ 1.55.

In Fig. 4.12 we present a scaling plot of S(k, t), viz., we show ℓ−2S(k, t) vs

kℓ, on a log-log scale. At larger values of the wave vector k, for the smooth in-

terfaces of the domains, S(k, t) follows Porod law behavior, S(k, t) ∼ k−(d+1),

for scalar order parameter. Thus, in the BAM, the large k data are consistent

with the power-law exponent −3, that corresponds to the Porod law [43]. In
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the small k region, on the other hand, the enhancement is much weaker than

k4. In fact, in the relevant region, we observe β ? 1. Similar number we

have observed in recent studies of kinetics of phase transition with conserved

off-critical composition as well, for which one naturally obtains circular or

spherical domain structures. In that case we have the lower bound to be

? 1.5, which is satisfied by the above estimated value of λ.

4.4 Conclusion

We have studied the kinetics of clustering in models of granular gas (GGM)

and ballistic aggregation (BAM), in d = 2. For the GGM we have presented

results for decay of energy and growth of mass. These results differ from

those for the BAM.

For the BAM, the energy and mass do not appear to obey an inverse

relationship, as predicted by Carnevale et al. [2]. However, the corresponding

power-law exponents follow a hyperscaling relation [7]. This fact we have

verified via a rather accurate method of analysis. The inverse relation may,

however, be observed at higher packing fractions.

In addition, for the BAM we studied the aging property [26] of the density

field. The order-parameter autocorrelation functions, calculated at different

times, scale with ℓ/ℓw. The power-law exponent for the asymptotic form

of the scaling function has been estimated via the calculation of a time-

dependent exponent λi. It has been shown that the asymptotic value of the

exponent follows a dimension dependent lower bound which has been derived

by taking the structural property [32] of the clusters into account. Like in
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d = 1, as shown in the previous chapter, here also, in d = 2, the asymptotic

value of the exponent stays close to the lower bound.

With respect to the more realistic ballistic aggregation, the simulations

are rather challenging for d > 1. This is because of the formation of fractal

structures. Because of this reason, like in the existing simulation studies,

spherical structural approximation has been used by us. It will be interest-

ing to investigate the scaling properties related to aging and other aspects

without such approximation.
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Chapter 5

Density dependence of ballistic

aggregation in 2- and

3-dimensions

5.1 Introduction

Ballistic aggregation is common in nature [1–6]. Examples [4, 7–11] in-

clude growth of liquid droplets and solid clusters in clouds, clustering in

cosmic dust, among others. In this context, a simple model, referred to as

the ballistic aggregation model (BAM) [1], has been of much theoretical in-

terest. In this model, spherical particles merge upon collision and form a

larger aggregate by keeping the shape unchanged. In this process, the mass

and momentum of the system remains conserved, whereas the (kinetic) en-

ergy decays. Even though appears a bit unrealistic, this model has provided

127
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important insights into the understanding of growth in many complex sys-

tems [1, 4–6, 12, 13]. It is, of course, understood that upon collision fractal

structures will emerge [11] in space dimension d > 1. However, in many situ-

ations colliding objects undergo deformation and so, if the collision interval is

long, the above mentioned spherical structural approximation is reasonably

good.

Carnevale et al. [1], in a pioneering work, via scaling arguments, predicted

the behavior of energy (E) decay and growth of average mass (m) of clusters

in ballistic aggregation process. Specifically, this theory predicts

m ∼ 1/E ∼ t2d/d+2, (5.1)

in which an inherent assumption is that the particle momenta are uncor-

related. Even though the predictions in Eq. (5.1) are in agreement with

the computer simulations in d = 1, discrepancies have been reported [4, 14]

in d > 1. Another theory predicts the existence of a hyperscaling relation

involving the energy decay and mass growth. If one writes

E ∼ t−θ (5.2)

and

m ∼ tζ , (5.3)

then the (positive) power-law exponents θ and ζ are expected to be connected
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to each other in d dimensions via [4]

2ζ + dθ = 2d. (5.4)

Furthermore, there have been efforts to understand if the freely cooling

granular gas model (GGM) is equivalent to the BAM. While in d = 1, equiva-

lence, with respect to energy decay, mass growth and aging, between the two

models has been established [14–17], in a recent work we have shown [14]

that the equivalence does not exist in d = 2. Here note that in the case

of GGM [18], the coefficient of restitution e lies in the range 0 < e < 1.

Thus, following inelastic collisions, particles do not stick to each other. Nev-

ertheless, velocity parallelization occurs due to reduction in normal relative

velocity, following the collisions. This gives rise to clustering phenomena in

this model [13–15, 18–22].

The objective of this chapter is to investigate the correctness of the hy-

perscaling relation of Eq. (5.4), for the BAM in d = 2 and 3, and check for

an analogous behavior in GGM. To verify the hyperscaling relation [4] in the

BAM, we consider different packing fractions. We observe that the relation

is valid irrespective of the dimension and packing fraction. In the high den-

sity limit, in addition, the prediction of Eq. (5.1) appears correct. This is

because of the fact that the collisions are more random and thus velocities

are uncorrelated in this density limit. On the other hand, the results for the

GGM does not provide any hint for a hyperscaling relation of this type.

The rest of the chapter is organised as follows. In Section 5.2 we provide
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more details on the theoretical predictions. Models and methods are dis-

cussed in Section 5.3. Results are presented in Section 5.4. Finally, Section

5.5 concludes the paper wth a brief summary and outlook.

5.2 Theoretical Background

While originally derived from a different approach, Eq. (5.1) can also be

derived by starting from the kinetic equation [4, 11, 12, 14]

dn

dt
= − “collision cross-section” × vrms × n2, (5.5)

where n is the particle or cluster density and vrms is the root-mean-squared

velocity of the particles. For spherical particles the collision cross-section is

ℓd−1, where ℓ is the average diameter of the particles which scales with average

mass as m1/d. For uncorrelated velocity one can take [4] vrms ∼ m−1/2. The

particle density, given that total mass is conserved, scales inversely with the

average mass. Incorporation of these facts in Eq. (5.5) leads to

dm

dt
= m

d−2

2d . (5.6)

Solution of Eq. (5.6) provides time dependence of mass in Eq. (5.1). Given

that vrms has above mentioned dependence on mass, kinetic energy will have

inverse relation with m. A deviation from vrms ∼ m−1/2, however, can in-

validate the predictions in Eq. (5.1). In fact, for vrms ∼ m−z, the growth

exponent ζ becomes [14]

ζ =
d

1 + dz
. (5.7)
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Starting from Eq. (5.5) and without substituting any mass dependence

of vrms, one writes [4]

dm

dt
= m

d−1

d vrms. (5.8)

From Eq. (5.8), substituting the time dependence of energy from Eq. (5.2)

and, that of mass from Eq. (5.3), after considering that vrms ∼ E1/2, one

arrives at

ζtζ−1 = t
2ζd−2ζ−θd

2d . (5.9)

Simple power counting provides the hyperscaling relation [4] of Eq. (5.4).

Eq. (5.4) in d = 2 and 3 reads [4]

θ + ζ = 2. (5.10)

and

3θ + 2ζ = 6, (5.11)

respectively. We intend to verify these equations for the BAM.

5.3 Models and Methods

For both the models, hard spherical particles, mass being uniformly dis-

tributed over the volume or area of the particles, move freely between colli-

sions [4, 18]. Mass and momentum remain conserved during collisions. For

the BAM, even though the size of the new particle increases, its shape re-

mains unchanged. For example, two initial spheres of masses and diameters



5.3 Models and Methods 132

(mi, σi) and (mj , σj), respectively, coalesce into a single sphere of mass

m′ = mi +mj, (5.12)

with diameter [4]

σ′ = (σd
i + σd

j )
1/d. (5.13)

In this shape retaining process, if the new sphere overlaps with any other

particle, then they are treated as another collision and same method of up-

date is applied. The position (?r ′) and velocity (?v ′) of the new particle can

be obtained from the following conservation equations [23]:

m ′?r ′ = mi?ri +mj?rj, (5.14)

m ′?v ′ = mi?vi +mj?vj, (5.15)

where ?ri and ?rj are the positions and ?vi and ?vj are the velocities of particles

i and j, respectively, before the collision.

In the case of GGM, the particle velocities are updated as [18, 23]

?v ′

i = ?vi −
?1 + e

2

?

[n̂ · (?vi − ?vj)]n̂ , (5.16)

?v ′

j = ?vj −
?1 + e

2

?

[n̂ · (?vj − ?vi)]n̂ , (5.17)

where ?v ′

i and ?v ′

j are the post collisional velocities. In Eqs. (5.16) and

(5.17) n̂ represents the unit vector parallel to the relative position of the

particles i and j. In this case, since the colliding particles do not undergo
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coalescence, the particle mass remains unchanged throughout the evolution.

In our simulations of the GGM all particles have same diameter and mass,

both of which are set to unity.

We perform event driven molecular dynamics simulations with these mod-

els [24, 25], where an event is a collision. In this method, since there is no

inter-particle interaction or external potential, particles move with constant

velocities till the next collision. Time and partners for the collisions are

appropriately identified [25].

All the results will be presented from simulations in periodic boxes of

linear dimension L, in units of the starting particle diameter (see below). We

start with random initial configurations for both positions and velocities, with

σi = 1 for all particles. The density mentioned in this chapter corresponds

to the starting number density ρ = N/Ld, N being the initial number of

particles in a box. Values of N will be specified in appropriate places. Here

note that in the case of BAM the number of particles decreases with time.

So, for this model the number corresponds to the value at the beginning of

the simulations.

For the calculation of the average mass, identification of the clusters is

required. For the GGM it was appropriately done by identifying the closed

cluster boundaries within which the density is higher than a cut-off number

ρc [14], taken to be ≃ 0.4. On the other hand, in the case of BAM, the

information on the mass of a cluster is carried by the size of the particles.
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Figure 5.1: Snapshots during the evolution of the two-dimensional BAM,
for the starting particle density ρ = 0.1. The times are mentioned on the top
of the frames. The simulation box size is L = 512.

5.4 Results

We divide this section into three sub-sections. The BAM results for d = 2

and d = 3 will be presented in the first two sub-sections. The GGM results

are presented in the last one.

5.4.1 BAM in d=2

In Fig. 5.1 we show the snapshots for the 2D BAM from two different times.

The snapshots presented here are from late enough times when the clusters

are reasonably well grown. The smaller droplets do not appear circular. This

is because of a technical difficulty – we have discretized the whole space into

a discrete lattice and marked the lattice sites that fall within one or the other

droplet. From the two snapshots, it is clear that the number of clusters is

decreasing and thus, the average mass of the system is increasing with time.
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Figure 5.2: Log-log plot of energy as a function of time, for different starting
densities (mentioned in the figure). The solid and dashed lines represent
power-law decays. Corresponding exponents are mentioned in the figure. All
results correspond to BAM in d = 2. These and other quantitative results in
this dimension (for the BAM) are obtained for N = 105.

In Fig. 5.2 we plot the energy for three different initial densities, viz.,

ρ = 0.005, 0.1 and 0.4, vs time, on a log-log scale. Fig. 5.3 shows the log-log

plot of the growth of mass for the same three starting densities. As seen, the

exponents for the energy decay and growth of mass, i.e., θ and ζ , respectively,

for different densities differ from each other as well as from the Carnevale

et al. [1] value 1 (recall that we are working in d = 2). The deviation is

quite significant when ρ is small. Value of ζ increases towards unity with

the increase of the density [4]. On the other hand, θ decreases from a higher

value, towards unity, as the density of the system increases [4]. This already
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Figure 5.3: Log-log plot of mass as a function of time, for different starting
densities, in d = 2, for the BAM. The solid and dashed lines represent power-
law growths with exponents 0.86 and 0.97, respectively.

provides hint on the validity of hyper-scaling relation [4]. However, to confirm

that we need more accurate quantitative analysis.

For this purpose, we calculate the instantaneous exponent θi, for the

decay of E, defined as [26]

θi = −d(lnE)

d(lnt)
. (5.18)

In Fig. 5.4, we plot θi as a function of E. We extract the asymptotic value θ

from the convergence of θi in t → ∞ or E → 0 limit. Indeed θ exhibits density

dependence. For the sake of clarity, here we show the plots for ρ = 0.005 and
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Figure 5.4: Plot of the instantaneous exponent θi, vs E, for two values of
the starting density. The results correspond to BAM in d = 2. Solid straight
lines are guides to the eye.

0.4 only. Similar exercise has also been performed for the growth of mass.

In Fig. 5.5 we plot the instantaneous exponent ζi, for the growth of mass,

defined as [26]

ζi =
d(lnm)

d(lnt)
, (5.19)

as a function of 1/m, for ρ = 0.005 and 0.4. Here also, the asymptotic values

vary with the change in density. The exponents θ and ζ , obtained from these

exercises, for different starting densities, are quoted in table 5.1.

Carnevale et al. [1] predict that the energy decay and the growth of mass

are inversely proportional to each other. Our results show that the exponents,

which we have been accurately quantified via the calculation of instantaneous
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Figure 5.5: Plot of the instantaneous exponent ζi, vs 1/m, for two values
of the starting density. The results are for 2D BAM. Solid straight lines are
guides to the eye.

exponents [26], are nonuniversal and strongly depend upon the density of the

particles in the system. The predictions are only valid at higher densities. At

lower densities they deviate significantly. But the simulation results follow

a hyperscaling relation [4]: θ + ζ = 2, in d = 2. See the numbers quoted

in the last column of table 5.1. While these results of ours are consistent

with previous reports [4], such accurate analyses were not performed earlier.

On the other hand, in d = 3 simulation study to confirm the validity of the

hyperscaling relation was not done before. In the following subsection we

present these results.
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Table 5.1: Values of θ and ζ are listed for different initial particle densities
for 2D BAM.

Density θ ζ θ + ζ

0.005 1.12 0.86 1.98

0.1 1.06 0.92 1.98

0.3 1.08 0.94 2.02

0.4 1.02 0.98 2.0

5.4.2 BAM in d=3

Figure 5.6: An evolution snapshot for the 3D BAM, from t = 100. The
starting particle density is 0.1. The linear dimension of the cubic box is
L = 64.
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Figure 5.7: Log-log plot of energy as a function of time, for the 3D BAM.
Results for three different densities are included. The solid and dashed lines
are power-laws, exponents being mentioned in the figure. In this dimension
all the quantitative results are obtained from simulations in cubic boxes with
N = 105.

First, in Fig. 5.6 we show a snapshot for the three-dimensional BAM

evolution. In Fig. 5.7 we plot the energy as a function of time for various

different choices of the initial density of particles. Carnevale et al.’s [1] pre-

diction for the exponent for the energy decay as well as that for the growth

of mass is 6/5 in this space dimension. The values of the exponent θ, as

seen in Fig. 5.7, for energy decay, do not obey this theoretical number for

all densities. As in the 2D case, here also θ decreases from a higher value

towards 6/5, as the density of the system increases. In Fig. 5.8, we plot

average mass m(t) of the clusters as a function of time, for the same choices
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Figure 5.8: Log-log plot of mass, for the 3D BAM, as a function of time,
for different densities (mentioned in the figure). The solid and dashed lines
stand for power-law growths with exponent values 1.06 and 1.16.

of the initial particle density. Values of the power-law exponents have been

mentioned next to the respective data sets. Unlike for the energy decay, here,

for the growth of mass, the value of the exponent ζ increases towards the

value 6/5 with the increase of the density in the system. This fact is also

similar to the case of d = 2.

For more accurate quantification of the exponents, for the energy decay

as well as the growth of mass, we calculate the instantaneous exponents [26]

θi and ζi, defined above, and plot them vs E and 1/m, respectively, in Fig.

5.9 and Fig. 5.10, for ρ = 0.005 and 0.4. The asymptotic values estimated

from these plots of instantaneous exponents are quoted in Table 5.2. It is

observed that, like in d = 2, the exponents are strongly density dependent.
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Figure 5.9: Plot of the instantaneous exponent θi, vs E, for the 3D BAM.
The solid straight lines are guides to the eye. We have shown results from
two values of ρ.

However, they obey the hyperscaling relation [4], i.e., 3θ + 2ζ = 6.

5.4.3 The case of GGM

In Fig. 5.11 we show a representative snapshot from the evolution in

GGM in d = 3. The snapshot shows high and low density regions, like the

phase separation [27] during a vapor-liquid transition. In this subsection,

the objective is to investigate if there exists any dimension dependence in

the decay of energy and growth of mass in the GGM.

In Fig. 5.12 we show plots for the decay of energy, in d = 1, 2 and 3,

for the GGM. Note that the axes are scaled to bring all the plots within
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Figure 5.10: Plot of the instantaneous exponent ζi, vs 1/m, for the 3D BAM.
The solid straight lines are guides to the eye. Results for two densities are
shown.

ranges that can help to make the crucial features identifiable for all values of

d. Clearly, the decay rate is different for different dimensions. Interestingly,

the exponents are in nice agreement with 2d/d + 2, predicted by Carnevale

et al. [1]. (At much later time (not shown) the decays are faster which can

be related to finite size or other effects.) However, from previous studies on

growth of mass, we got hint that this agreement of energy decay with the

prediction of Carnevale et al. [1] may be accidental. To make a more concrete

statement on this aspect, below we look at the growth picture.

In Fig. 5.13 we present plots of m vs t, on a log-log scale, for all the three

dimensions. We show data only in the scaling regime [27]. Furthermore,
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Table 5.2: Values of θ and ζ for different initial particle densities. All results
are for 3D BAM.

Density θ ζ 3θ + 2ζ

0.005 1.28 1.06 5.96

0.1 1.24 1.10 5.92

0.4 1.21 1.17 5.97

Figure 5.11: An evolution snapshot for the 3D GGM with e = 0.8. The
density of particles is 0.18 and the linear dimension of the simulation box is
L = 120.
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Figure 5.12: Log-log plot of the decay of energy in GGM in d = 1, 2
and 3. The dashed-dotted, dashed and solid lines correspond to power-laws,
exponents being mentioned next to them. The results are for ρ = 0.3, 0.37,
0.18 and L = 32768, 512, 120 for d = 1, 2 and 3, respectively.

data from different dimensions have been multiplied by appropriate factors

to bring onto the scales of the graph. It appears, all the data sets follow

power-laws [27] with very similar exponent. This weaker dependence of mass

not only contradicts the Carnevale et al.’s [1] theory, it also suggests absence

of any hyperscaling relation of the type obeyed by the BAM results.

5.5 Conclusion

Via event-driven molecular dynamics simulations we have studied nonequi-

librium dynamics in ballistic aggregation (BAM) [1, 4] and granular gas
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Figure 5.13: Log-log plot of the growth of the average mass in all the three
dimensions for GGM. The data sets have been scaled to bring them onto
the scales of the graph. Solid line there corresponds to a power-law with an
exponent 2/3.

(GGM) [18] models. The focus was on the energy decay and the growth

of mass. The corresponding results are compared with available theoretical

predictions [1, 4].

We observe that for both the models the above mentioned quantities

exhibit power-law behavior as a function of time. For the BAM, the corre-

sponding exponents exhibit strong density dependence. Nevertheless, these

exponents satisfy a hyperscaling relation [4] . With the increase of density,

the energy and mass get inversely related to each other, the exponent be-

ing strongly dimension dependent. This is consistent with the prediction of

Carnevale et al. [1]

For the GGM we observe that the energy decay satisfies the prediction of
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Carnevale et al. at all dimensions [1]. However, this is not inversely related

to the growth of mass. In fact the latter exhibits no dimension dependence.
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Chapter 6

A comparative study of kinetics

of phase separation in passive

and active matter systems

6.1 Introduction

There has been much research interest in the understanding of nonequilib-

rium structure and dynamics during phase transitions [1–13]. While signifi-

cant progress has been made with respect to the kinetics of phase separation

in passive systems [1–13], in the domain of active matter [14–37], where

constituent particles are self-propelling, the focus is rather recent, though

intense. In the case of passive matter, following a quench from high temper-

ature homogeneous configuration to a temperature inside the miscibility gap,

as a system approaches the phase-separated new equilibrium, the average size

(ℓ) of particle-rich and particle-poor domains typically grows algebraically,
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with time (t), as [1–4]

ℓ ∼ tα. (6.1)

The patterns, formed by the above mentioned domains, exhibit scaling prop-

erty [3]

C(r, t) ≡ C̃(r/ℓ), (6.2)

where C(r, t) is a two-point equal time correlation function, defined as [3]

C(r, t) = ?ψ(?r, t)ψ(?0, t)? − ?ψ(?r, t)??ψ(?0, t)?, (6.3)

ψ being a space (?r) and time dependent order parameter field and C̃ is a time

independent master function. The scalar notation r, the separation between

two points, is used in the argument of C with the understanding that there

exists structural isotropy. The scaling property of Eq. (6.2) is related to the

fact that the growth is self-similar in nature [3], i.e., apart from a change

in the global length scale, the patterns at two different times are similar to

each other, in a statistical sense. In the passive situation, a good degree of

understanding has been obtained [1–4] with respect to the analytical forms

of the correlation function and values of the growth exponent α, based on

the conservation of order parameter, transport mechanism, etc.

In the case of active matter there has been growing interest [14–17, 20–

27, 35, 36] in understanding of the above mentioned aspects. However, most

studies, for this purpose, use models that do not exhibit phase transition in

the passive limit. In such a situation, it becomes difficult to quantify the

effects of activity. Following a recent work [36], we consider a model that has
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a passive limit in which the system undergoes phase transition. In this earlier

work [36] focus was on the understanding of pattern, growth and aging in

space dimension d = 3, with high enough particle density so that the result-

ing “vapor-liquid” transition exhibit percolating nonequilibrium structure.

In this work we undertake a comprehensive study to quantify the influence

of self-propelling activity on a “vapor-solid” transition in d = 2, for discon-

nected morphology. We report important results on how the structure and

growth dynamics change due to introduction of self-propulsion.

The rest of the chapter is organized as follows. In Section 6.2 we discuss

the model and methods. Results are presented in Section 6.3. Finally, Section

6.4 concludes the chapter with a brief summary and outlook.

6.2 Models and Methods

In this study, the passive interaction among the particles has been modeled

via the potential [38–41]

u(r) = U(r)− U(rc)− (r − rc)

?

dU

dr

?

r=rc

, (6.4)

where

U(r) = 4ǫ
??σ

r

?12

−
?σ

r

?6?

(6.5)

is the standard Lennard-Jones (LJ) potential, ǫ and σ being the strength of

interaction and diameter of particles, respectively, r the inter-particle dis-

tance and rc (= 2.5σ) being a cut-off distance within which particles inter-

act. The phase diagram in the temperature (T ) - density (ρ) plane for this
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passive model has been calculated earlier [41] for d = 2 and the obtained

values for the critical temperature (Tc) and critical (number) density (ρc)

are ≃ 0.41ǫ/kB and ≃ 0.37, respectively, kB being the Boltzmann constant.

We have introduced the activity in the system in the Vicsek [32] manner in

which particles try to align their motion along the average direction,

?Dn =

?

j ?vj

|?j ?vj |
, (6.6)

of their neighbors contained within the circle of radius rc. Essentially, during

the course of evolution, at each time step, the particles will get directional

impact along ?Dn, in addition to the passive interaction.

We perform time-step driven molecular dynamics (MD) simulations [38,

39] in 2D boxes of linear dimension Lσ, with periodic boundary conditions

applied in both the directions. The dynamical equations are solved by using

velocity Verlet algorithm [38]. To keep the temperature of the system con-

stant, we have used the Langevin thermostat [38, 39]. Thus, we have solved

the equation (for particle i) [30, 31, 36, 38]

m?̈ri = −∇Ui − γm?̇ri +
?

(6γkBTm)?Ri(t) + ?fi, (6.7)

where m is the mass (same for all the particles), γ is the damping coefficient,

Ui is the potential (passive interaction) energy of particle i, ?Ri is random

noise, ?fi is the active force implemented via the Vicsek [32] rule and T is

the temperature to which the system is quenched. The random noise ?Ri is
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δ-correlated over space and time, and can be written as

?

Rµ
i (t)R

ν
j (t

′)
?

= δµνδijδ(t− t′), (6.8)

where t and t′ stand for two different times, i and j are particle indices, and

µ and ν represent the Cartesian axes. The self-propelling force ?fi can be

written as

?fi = fA ?Dn, (6.9)

where fA is the magnitude and ?Dn is the direction mentioned above.

Without the last term, solution of Eq. (6.7) gives the velocity of the

particles in the passive limit (?vpasi (t + ∆t)), where ∆t is the time step of

integration. In our simulation, we have used ∆t = 0.01τ , τ (=
?

mσ2/ǫ)

being the LJ unit of time. Following this, the particle velocities were further

updated by incorporating ?fi. However, if Eq. (6.9) is used for ?fi the direction

of motion as well as the magnitude will change which will raise the overall

temperature of the system. To keep the temperature of the system constant

we normalize the magnitude of velocity to its passive value, keeping the

updated direction unchanged [36].

For the sake of convenience, we set the values of m, σ, ǫ, kB and γ to

unity. All our results for the active case will be presented for L = 1024, with

periodic boundary conditions. The initial positions and velocities of all the

particles have been taken randomly. Then the dynamics of the system has

been studied after quenching it to a temperature T below Tc, with overall

density (ρ = N/L2, N being the total number of particles) = 0.05. Unless

otherwise mentioned, results will be presented for T = 0.1. We obtained
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results for two values of fA, viz., fA = 0 and 1, fA = 0 being the passive

model. Quantitative differences between the results from the active and

passive cases have been pointed out.

For the calculation of the correlation function, we map the off-lattice

configurations to a lattice one. Each point on the lattice has been assigned

an order-parameter (ψ) value. The value of ψ is +1 or −1 depending on

whether the local density (ρloc), which can be calculated from the number

of particles present within a small area around that point, is higher or lower

than a cut-off value ρcut. In our studies, we choose ρcut = 0.5. The average

mass (m) of the clusters can be calculated from the continuum configuration,

by appropriately identifying the clusters.

6.3 Results

We divide the section into two sub-sections. To obtain a quantitative

picture on the effects of self-propulsion, first we discuss results from pure

passive model. These are presented in the first subsection. The results from

the active case are presented in the second one.

6.3.1 Passive case

Given that our objective is to study the situation when domains of the

high density phase do not percolate, we stick to a rather low value of the

overall density, viz., ρ = 0.05, which is very close to the vapor branch of the

coexistence curve. In Fig. 6.1(a) we show snapshots from the evolution of a

system which was quenched from a homogeneous density state to T = 0.1. At
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early enough time the droplets have circular appearance. With the progress

of time, as the size of these droplets increases, the shape keeps deviating

from the above mentioned circular symmetry. The snapshot at the latest

presented time is very much fractal.

To understand the reason behind the formation of such fractal struc-

ture, in the following we describe the mechanism of growth. Because of the

choice of very low temperature, the high density phase is in crystalline state.

Given that the temperature of the evolving system is controlled via a non-

hydrodynamics preserving thermostat the solid state domains or clusters are

essentially static. Growth occurs via the deposition of particles on these clus-

ters from the vapor phase. Having been deposited, these particles practically

stick to the boundaries of the clusters. This is because of the low mobility of

the cluster constituents in the very low temperature solid phase. Of course,

during the growth process the clusters try to obtain a circular shape, to min-

imize the interfacial free energy, via rearrangement of particles. However,

because of the solid state (see Fig. 6.1(b) where we show an enlarged part of

a domain) and very low temperature, the mobility of the constituent particles

is very low, as mentioned above. The corresponding time scale (τ1) of the re-

laxation is thus much longer than the time scale (τ2) of diffusive deposition of

particles from the vapor phase. Therefore, once the structure deviates from

the circular shape, because of addition of particles, quick regaining of the

structure does not become possible. Furthermore, collision of the particles,

while being deposited from the vapor phase, with the clusters, can induce

rotations of the clusters. This makes the deposition more probable in the

elongated direction, resulting in well grown fractal structures [13].
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Figure 6.1: (a) Evolution snapshots from four different times for the passive
model. The dots mark the locations of the particles. (b) Part of a solid-state
cluster.

To calculate the fractal dimension, in Fig. 6.2(a) we plot the average

mass, m, of the clusters, as a function of the average radius of gyration,

Rg. For this purpose the cluster boundaries were appropriately identified.
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Figure 6.2: (a) Average mass of clusters is plotted vs the average radius of
gyration, on a log-log scale. The solid line represents a power law, exponent
being mentioned in the figure. (b) Plot of fractal dimension df as a function of
temperature. (c) Evolution snapshots for two different temperatures, values
of which are mentioned in the figure. All results correspond to the passive
model.
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Figure 6.3: (a) Two-point equal time correlation function is plotted vs dis-
tance r. Data from three different times are shown. (b) C(r, t) from different
times are plotted vs r/ℓ. (c) Scaling plot of C(r, t) after taking into account
the correction factor due to fractality of the structure. All results are from
the passive model.
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Figure 6.4: Log-log plot of m vs t, for the passive model. The solid line
represents a power-law with exponent 0.55. Inset shows βi, the instantaneous
exponent, as a function of 1/m. The solid line is a guide to the eye.

Number of particles in such a closed boundary corresponds to the mass (mc)

of the cluster. The average value was obtained from the first moment of the

corresponding distribution. The radius of gyration of a cluster was estimated

as [42],

Rc
g =

? 1

mc

mc
?

i=1

(?ri − ?rcm)
2
?1/2

, (6.10)

where ?rcm is the location of the centre of mass of the cluster:

?rcm =
1

mc

mc
?

i=1

?ri. (6.11)

Again the average value was estimated from the first moment of the distribu-

tion of Rc
g. On a log-log scale, the plot in Fig. 6.2(a) has a linear appearance,
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in the large mass, i.e., long time limit. This implies a power-law behavior

m ∼ R
df
g , (6.12)

df being the fractal dimension [43,44]. The data set appears consistent with

the solid line that has the exponent df = 1.45. Such small value was observed

in Brownian dynamics simulations as well [45, 46].

If the fractal structure is a result of the separation between the time

scales τ1 and τ2, we expect this to have a temperature dependence. This is

because, with the increase of the latter, τ1 decreases, whereas τ2 increases,

because of decreasing cluster rigidity and increasing density in the vapor

phase, respectively. In Fig. 6.2(b) we plot df as a function of T . Clearly,

df increases with T . For T close to the triple point, which is around 0.3 for

this model, it appears, df is approaching d (= 2). For visual illustration,

in Fig. 6.2(c) we have shown two typical snapshots, one from very low and

the other from a reasonably high temperature. While extremely filament like

structure is prominent at the lower temperature, all the clusters at the higher

temperature have nearly circular shape. Rest of the results are presented

from T = 0.1.

In Fig. 6.3(a) we show plots of the two-point equal time correlation

function from different times since quench, with the variation of distance.

Slower decay with increasing time implies growth in the system. To verify

the scaling property of Eq. (6.2), in Fig. 6.3(b) we show a scaling plot, by

dividing the distance axis by the average length of the domains, obtained

from the decay of C(r, t) to a particular value (0.25). The data collapse at
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large values of r/ℓ does not appear good. This is because of the fractality.

In such situations, appropriate scaling form is [43, 44]

C(r, t) ≡ rδC̃(r/ℓ), (6.13)

where δ = d− df . In Fig. 6.3(c) we have obtained excellent collapse of data

by using the above form.

For such fractal structures, it is appropriate to look at the time depen-

dence of average mass to quantify the growth. An alternative is, of course,

to calculate Rg. In Fig. 6.4, we have shown m as a function of t, on a log-

log scale. The data at late time tend to appear linear, implying power-law

growth. Here we expect m ∼ tβ with β = 2/3, since the growth occurs via dif-

fusive deposition of particle, referred to as the Lifshitz-Slyozov mechanism [5].

However, the exponent appears significantly lower than the expected value

(see the solid line). This is perhaps because of the fact that there is delayed

nucleation and there exists an off-set length or mass when the system enters

the scaling regime. In such situations, instead of extracting the exponent

from the log-log plot, one should adopt more accurate exercise. In the inset

of this figure we plot the instantaneous exponent [47]

βi =
d(lnm)

d(lnt)
, (6.14)

as a function of 1/m. The corresponding data set converges to approximately

β = 0.72, very close to the expected value.



6.3 Results 164

6.3.2 Active case

Figure 6.5: (a) Evolution snapshots for the active model with fA = 1. (b)
A portion of a cluster.

In Fig. 6.5(a) we show snapshots from four different times, for fA = 1.

A comparison with Fig. 6.1(a) reveals that the fractality is lower in this case,

even though the temperature is same. A small part of a cluster is shown in
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Figure 6.6: (a) Log-log plot of m vs Rg. The solid line is a power-law with
df = 1.7. (b) Temperature dependence of df . All results are for fA = 1.

Fig. 6.5(b). It shows that the crystalline structure still exists. To estimate

the fractal dimension, in Fig. 6.6(a) we have shown a log-log plot of m vs

Rg. The linear look of the data set indicates power-law behavior and the

exponent is ≃ 1.7. Thus the structure is indeed less fractal than the passive

case. The temperature dependence of df is presented in Fig. 6.6(b). Such
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reduction in fractality can be due to the fact that the Vicsek [32] activity

keeps the particles inside the clusters mobile, with respect to the centres of

mass. Thus the timescales τ1 and τ2 are comparable in this case.

In Fig. 6.7 we show a scaling plot of C(r, t), by taking data from three

different times. The collapse appears reasonably good when the correlation

functions are plotted vs r/ℓ. The better quality scaling with respect to the

variable r/ℓ, compared to the passive case, is because of the higher fractal

dimension. Next we move to quantify the growth.

Figure 6.7: C(r, t), from three different times, are plotted vs r/ℓ, for fA = 1.

Unlike the passive case, here the clusters can move, because of the activity.

This may lead to growth via cluster coalescence mechanism. For diffusive

motion of the clusters, Binder and Stauffer [6–8] pointed out that the growth

exponent β should be 1, if, of course, the clusters have spherical or circular

symmetry. This exponent can be obtained from the solution of the equation



6.3 Results 167

Figure 6.8: For fA = 1, average mass is plotted vs time, on a log-log scale.
The solid line is a power-law, exponent being mentioned next to it. Inset
shows βi as a function of 1/m. The solid line there is a guide to the eye. All
results are for fA = 1.

[8]

dn

dt
= −Cn2, (6.15)

where n is the cluster density (∝ 1
m
) and C is a constant whose value depends

upon the diffusion constant and the average radius of the clusters.

In Fig. 6.8 we present a plot of m as a function of time. On a log-log

scale the data appear consistent with a power-law. However the exponent is

much higher than unity (see also the plot of instantaneous exponent βi vs

1/m, in the inset), that is expected for diffusive coalescence mechanism [6–8].

A possibility for such a drastic disagreement can be the fractality in the

structure, in addition to the fact that the motion of the droplets is much
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faster than simple diffusion. To investigate the latter we calculate the mean-

squared-displacement (MSDCM) of the centre of mass of the clusters [40].

In Fig. 6.9 we show a log-log plot of the MSDCM, as a function of time,

for a typical cluster. The data exhibit a robust quadratic behavior, perhaps

the MSDCM is slightly faster than t2. In the inset of this figure we also

show the number of particles in a few clusters, with the progress of time.

Nearly constant behavior rules out the possibility of Lifshitz-Slyozov particle

diffusion mechanism.

Figure 6.9: Mean-squared-displacement of the centre of mass of a cluster, for
fA = 1, is plotted as a function of time, on a log-log scale. The solid line is
proportional to t2. The inset shows the number of particles in a few different
clusters, as a function of translated time, before they undergo collisions.

Having been encouraged by the quadratic time dependence of the MSDCM,

below we consider the theory of ballistic aggregation [48–50] to understand
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Figure 6.10: Log-log plot of the root-mean-squared velocity of the clusters
as a function of mass, for fA = 1. The solid line has a power-law exponent
−0.01.

the high value of growth exponent, β ≃ 2. Note that such approach is not

new in active matter context [27]. For that purpose one writes the kinetic

equation [13]

dn

dt
= − “collision cross-section” × vrms × n2, (6.16)

where vrms is the root mean squared velocity of the clusters. In d = 2, the

collision cross-section is the radius of gyration which has the mass dependence

Rg ∼ m1/df . Taking n ∝ 1
m
and vrms ∼ m−z, one arrives at

dm

dt
= m

1−zdf
df , (6.17)
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solution of which provides

m ∼ tβ , β =
df

df (z + 1)− 1
. (6.18)

Given that df ≃ 1.7 and β is close to 2, the value of z should be approximately

0.1, much smaller than 0.5, expected for random cluster motion. In Fig. 6.10

we show vrms as a function of m. Indeed, the value appears rather low. The

discrepancy that is observed with the expectation, can be understood via

more accurate analysis of simulation data with much better statistics. For

example, as mentioned above, it is possible that MSDCM exhibits slightly

stronger time dependence. While such a trend is already visible in the pre-

sented plot, more accurate estimate requires better statistics. Here note that,

since in our active matter system energy is being continuously injected, it is

not surprising that vrms will be nearly independent of mass.

6.4 Conclusion

We have presented extensive molecular dynamics simulation results from

the comparative studies of kinetics of phase separation in passive and active

matter systems. The passive system is the limiting case of a general active

matter model. This way it is easier to identify the effects of activity. The

passive inter-particle interaction in the model is described by the Lennard-

Jones potential [38–40]. The self-propulsion is introduced via the well known

Vicsek model [32] where phase transition occurs due to cooperative motion.

In our molecular dynamics simulation, the temperature was controlled via
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a Langevin thermostat [38]. In the passive limit this provides growth of solid

clusters via particle diffusion mechanism. In the active case, on the other

hand, the clusters grow via (nearly) ballistic aggregation mechanism [13,48–

50] that provides much higher growth exponent compared to the Lifshitz-

Slyozov [5] value. This we have tried to understand via a nonequilibrium

kinetic theory for ballistic aggregation by incorporating the fractality of the

structure of the clusters.

It is expected that hydrodynamics [38] will play role in the growth pro-

cess. However, the thermostat that was used in our simulations is a stochastic

one. In future it will be interesting to perform similar studies with a hydro-

dynamics preserving thermostat [38]. Also, the effects of fractality can be

checked by varying the temperature.



Bibliography

[1] A. Onuki, Phase Transition Dynamics (Cambridge University Press,

Cambridge, England, 2002).

[2] K. Binder, in Phase Transformation of Materials, edited by R.W.

Cahn, P. Hansen, and E.J. Kramer (VCH, Weinheim, 1991), p. 405,

Vol. 5.

[3] A.J. Bray, Adv. Phys. 51, 481 (2002).

[4] R.A.L. Jones, Soft Condensed Matter (Oxford niversity press, Oxford,

2008).

[5] I.M. Lifshitz and V.V. Slyozov, J. Phys. Chem. Solids 19, 35 (1961).

[6] K. Binder and D. Stauffer, Phys. Rev. Lett. 33, 1006 (1974).

[7] K. Binder, Phys. Rev. B 15, 4425 (1977).

[8] E.D. Siggia, Phys. Rev. A 20, 595 (1979).

[9] H. Furukawa, Phys. Rev. A 31, 1103 (1985).

[10] H. Furukawa, Phys. Rev. A 36, 2288 (1987).

172



Bibliography 173

[11] S. Roy and S.K. Das, Soft Matter 9, 4178 (2013).

[12] R. Shimizu and H. Tanaka, Nature Comm. 6, 7407 (2015).

[13] J. Midya and S.K. Das, Phys. Rev. Lett. 118, 165701 (2017).

[14] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B. Liverpool, J.

Prost, M. Rao, and A. Simha, Rev. Mod. Phys. 85, 1143 (2013).

[15] S. Ramaswamy, Annu. Rev. Condens. Matter Phys. 1, 323 (2010).

[16] M.E. Cates and J.Tailleur, Annu. Rev. Condens. Matter Phys. 6,

219(2015).

[17] S. Mishra and S. Ramaswamy, Phys. Rev. Lett. 97, 090602 (2006).

[18] J.M. Belmonte, G.L. Thomas, L.G. Brunnet, R.M.C. de Almeida, and
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