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Preface

In this thesis we have designed materials using density functional theory (DFT)

calculations. I have also formulated descriptors that can successfully predict different

target properties for the various systems studied in this thesis. Using these descriptors

can considerably speed up the process of materials design.

In Chapter 1, we give a brief introduction to the problems studied in the thesis.

The research work described in this thesis is primarily focused on two areas: molecular

self-assembly and nanocatalysis.

In the first part of this thesis the organic molecules we have studied are phenyle-

neethynylenes and tetracyanoquinodimethane (TCNQ). We have investigated the

structural and electronic properties of these organic molecules both in the gas phase

and when self-assembled on graphene. Such systems are of interest for applications

in molecular electronics. We have explored how the properties of such systems

can be tuned by varying the chemical moieties in the molecules as well as their

attachment sites. We have also studied how to tune the charge distribution within a

TCNQ-graphene system by the application of an external electric field.

In the second part of my thesis We are interested in tuning the charge state of

Au nanoclusters by support doping. The charge state plays an important role in

determining the reactivity of these clusters. We are aided in this goal by developing

a descriptor that can predict the efficacy of aliovalent doping in oxides such as MgO.

In Chapter 2, We discuss the main computational techniques and theoretical
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formalism used in this thesis: density functional theory (DFT), the DFT-D2 technique

to include dispersion interactions, time dependent density functional theory (TDDFT)

to calculate excited state phenomena, the Tersoff-Hamann approach for simulation of

scanning tunneling microscopy (STM) images, and the polarizable continuum model

(PCM) to include solvent effects in DFT.

In Chapter 3, We have formulated simple descriptors to predict the structures

of host and host-guest assemblies formed when phenyleneethynylene (PE) molecules

comprised of different chemical motifs and various guests molecules of different sizes

are deposited on graphene. As a first step, three host molecules and five guest

molecules are used to construct a DFT database. The DFT results, for the preferred

structure of the assemblies and the corresponding STM images, agree well with the

experimental results for each host molecule, as well as each host-guest pair. To

formulate a descriptor which can predict the resulting pattern, the target property

is chosen to be the difference in free energy between the different self-assembled

patterns possible. For the first time, simple descriptors have been identified which can

successfully predict the architecture of the resulting host and host-guest assemblies.

These descriptors can be computed at essentially zero computational cost, since they

depend only on the structure of, and the chemical motifs present in, the isolated

host and guest molecules in the gas phase. Finally, several test molecules are used to

verify the predictive power of the host descriptor.

In Chapter 4, We have studied the electronic properties of phenyleneethynylene

(PE) molecules in the gas phase and when self-assembled on graphene. The property

of primary interest is their HOMO-LUMO gap, since this is responsible for their

optoelectronic properties. The various PE molecules considered differ from one other

in the conjugatio length, and the number and attachment sites of the alkoxy chains

present in the molecule. It is found that DFT calculations can successfully explain

the UV/VIS absorption spectra obtained from experiments, and a good match is also

obtained between simulated and experimental STM images. Finally, descriptors are



identified and they can be correlated with the target property, viz., the HOMO-LUMO

gap of the PE molecules. The HOMO-LUMO gaps depend on the conjugation length

when the number and attachemnt sites of the alkoxy chains remain constant. In

the case of the PE molecules with same conjugation length, this descriptor is found

to be the shortest distance between two oxygen atoms present in the alkoxy chains

in the PE molecules. The validity of this descriptor is verified by considering a

large number of test cases. It is found that the HOMO-LUMO gap of PE molecules

depends not only on the shortest oxygen-oxygen distance, but also on the electron

conjugation present. The presence of conjugation lowers the HOMO-LUMO gap, as

does deposition on graphene.

In Chapter 5, We investigate the possibility of using an external electric field

to tune the charge transfer between graphene and an adsorbed monolayer of TCNQ,

and hence the charge density in graphene. A monolayer of TCNQ is deposited on two

kinds of substrates: either pristine or nitrogen-doped graphene. DFT calculations are

first performed to investigate the electric field dependence on the charge transfer and

the electric dipole in the combined TCNQ monolayer on pristine graphene system;

these results are interpreted in combination with STM experiments performed by our

collaborators. The effect of nitrogen-doping in graphene on the movement of energy

levels, and the change in the charge state of an adsorbed TCNQ monolayer on it,

are also studied. In both calculations and experiments, the movement of molecular

levels due to the electric field is observed. The electric field causes opposite shifts

in the molecular states and the Dirac point of graphene. The shifts in these energy

levels depend on the magnitude and polarity of the electric field. Electron transfer

between TCNQ and graphene, and thus the charge density in graphene, is tuned by

the electric field. Combining this effect with nitrogen-doping of graphene permits one

to perform selective reduction of a single TCNQ in monolayer. These results suggest

a novel way of tuning the charge density in graphene for device applications.

In Chapter 6, a method is proposed to measure the ionicity of bonds in binary



compounds from first-principles calculations. I use the ratio of the “Bader charge”

(QT ) to the nominal oxidation state (OS) as a measure of ionicity in binary compounds.

Several different cations and anions are chosen, with different electronegativities and

covalent radii. It is found that the ratio of the difference in electronegativities, ∆χ,

and the difference in atomic radii, ∆R, can be used as a descriptor to predict our

target property QT/OS. It is found that when ∆χ/∆R > 4, the compound is purely

ionic. It is notable that we find that both ∆χ and ∆R are important in determining

the ionicity of bonds.

In Chapter 7, it is proposed and demonstrated that substrate doping can be used

as a technique to tune the charge state of supported Au nanoclusters. Considering

the model systems of monomers and dimers of Au on doped MgO supports, it is

found that the charge state of Au nanocatalysts can be tuned by depositing them on

various doped MgO substrates. As a first step, MgO is doped with different acceptor

and donor type impurities which can be either cationic or anionic. It is found that the

difference in electronegativity (∆χ), and the difference in atomic radii (∆R) between

the cation and the anion can be used to predict the efficacy of a dopant. Finally

∆χ/∆R is used as a descriptor to find efficient dopants for MgO, for which the ratio

of Bader charge (QT ) to the nominal oxidation (OS) state approaches 1. Using this

descriptor it is found that Li is the best acceptor dopant for MgO, while both the

donor dopants Al and F perform equally well. This finding is then used to tune

the charge state of Au nanoclusters supported on doped MgO substrates. We have

successfully made Au monomer positively charged on Li-doped and Na-doped MgO.

Therefore, using a simple descriptor we are able to successfully predict the efficacy of

a dopant and can apply it to tune the charge state of deposited Au nanocatalysts.

In Chapter 8, the main conclusions in each chapter are summarized and possible

directions for future work are discussed.
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catalyst. The activation energy barrier reduces when the catalyst

is present.[130] This figure is taken with permission from Ref. 130

c©(2017) chemicool.com. . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 Flow chart demonstrating the self-consistency loop used to iteratively

solve the Kohn-Sham equations . . . . . . . . . . . . . . . . . . . . . 49

2.2 Schematic diagram showing the energy level alignment between the tip

and the sample (a) in absence of any bias volatge and (b) when the bias

voltage V is applied. EF and Evac are the Fermi energy and vacuum

energy, respectively. Φ is the work function and d is the tip-sample

distance. This figure is adapted from Ref. 69 with permission. . . . . 70
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2.3 Schematic diagram showing the geometry of the STM tip. The tip is

assumed to be spherical in shape. R is the radius of curvature, d is the

nearest tip-sample distance and r0 is the center of curvature of the tip.

The shaded region shows the surface of the sample.[70]. This figure is

taken with permission from Ref. 70 c©American Physical Society. . . 72

3.1 (a) A molecular ‘nanocar’ travels across a metal surface, propelled by

bonding changes. A single molecule containing two identical paddle

units connected by a carbon-carbon double bond.[11] This figure is

taken with permission from Ref. 11 c©(2011) American Chemical Soci-

ety. (b) Supramolecular switches comprise two components interacting

with one another through non-covalent bonding interactions. An ex-

ternal stimulus can be used to disturb these interactions, so that the

two components dissociate from one another. Pseudorotaxanes are

one of the most versatile of such supramolecular switches and can be

dissociated and re-assembled using a variety of stimuli such as light.[4]

This figure is taken with permission from Ref. 4 c©(2010) Royal Society

of Chemistry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.2 Host and guest molecules used in this study. The hosts are labeled

as: (a) PE4A, (b) PE4B, and (c) PE3A. See text for a description of

the convention used when labeling the hosts. The red arrow indicates

how the length L of the host molecules is defined. The guests are (d)

naphthalene, (e) phenanthrene, (f) benzo-c-phenanthrene (BCPH), (g)

benzo-ghi-perylene (BGPL), and (h) coronene. The dashed gray circles

are drawn so as to pass through the maximum number of peripheral

H atoms in the guest molecules (see text for description). Reprinted

with permission from Ref. 43 c©(2017) American Chemical Society. . 86
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3.3 Schematic representation showing the formation of HEX and LIN pat-

terns of PE4A and PE4B. (a) Host-host hydrogen bonds between two

molecules of PE4A can take either cis- or trans- arrangements. DFT

calculations on two PE4A molecules bonded in the two orientations

show that the cis- is energetically favored, resulting in the formation

of a HEX host assembly in the absence of guest. (b) In contrast, for

PE4B, the trans- orientation is favored over the cis-; therefore, the

host assembly forms in the LIN pattern. (c) Since coronene cannot

fit in the LIN cavity, there is a guest-induced structural transition to

the HEX, and 12 host-guest hydrogen bonds (indicated by blue lines)

are formed per guest molecule; however, when phenanthrene is the

guest, the LIN pattern is maintained. Reprinted with permission from

Ref. 43 c©(2017) American Chemical Society. . . . . . . . . . . . . . . 87

3.4 Schematic representation showing the formation of periodic HEX and

LIN patterns of the host molecules. The red and magenta regions show

the pentagonal and hexagonal cavities, respectively. The green and

blue lines indicate the unit cell boundaries. The gray regions show the

area occupied by the alkoxy chains. Reprinted with permission from

Ref. 43 c©(2017) American Chemical Society. . . . . . . . . . . . . . . 88
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3.5 Atomistic structures of the lowest energy patterns of the host

assemblies in HEX and LIN patterns in the gas phase, ob-

tained from DFT. (a) PE4A, (b) PE4B and (c) PE3A in HEX

pattern. LIN pattern of (d) PE4A, (e) PE4B and (f) PE3A. The

regions colored in magenta and gray indicate the hexagonal and pen-

tagonal cavities, respectively. In the HEX patterns of PE4A and PE3A,

the hexagonal cavities are surrounded by six triangular cavities, shown

by the cyan regions. Color scheme for atomic spheres: C, brown; H,

black and O, yellow. The red arrow in (b) shows the length of HEX

cavity. The black lines are boundaries of primitive unit cells. . . . . . 93

3.6 Atomistic structures of the (a) HEX and (b) LIN patterns of PE4A in

the gas phase. The interaction between COOH groups via hydrogen

bond formation is shown by red circles. Dimers of PE4A in the (c) HEX

and (d) LIN patterns, corresponding to the cis- and trans- orientations

respectively, of the aromatic core. These dimers are used to evaluate

the strength of the corresponding interactions. Color scheme for atomic

spheres: C, brown; H, black and O, yellow. . . . . . . . . . . . . . . . 95

3.7 (a) HEX and (b) LIN patterns of PE4B in the gas phase. (c) Aromatic

CH—π and (d) alkyl CH—acetylene π interactions between the dimers

of PE4B. These isolated dimers are considered to extract the strength

of the corresponding interactions. Red circles show interaction between

COOH groups. The green ellipse in HEX and blue ellipse in LIN show

alkyl CH—acetylene π and aromatic CH—π interactions, respectively.

Color scheme for atomic spheres: C, brown; H, black and O, yellow. 96

xxv



3.8 STM images and atomistic structures of host assemblies on graphene.

Experimental STM images of (a) PE4A in HEX, (d) PE4B in LIN

and (g) PE3A in the random arrangement. The turquoise dashed line

in (g) encloses a domain where, locally, the LIN pattern is observed.

Atomistic structures of (b) PE4A in HEX, (e) PE4B in LIN, (h) PE3A

in HEX, and (i) PE3A in LIN. Atomic colors: C of host, brown; H,

black; O, yellow; C of graphene, gray. The insets are zoomed in view

of the corresponding atomistic structures. The magenta arrow in (b)

indicates the size of the hexagonal cavity in HEX (1.3 nm), while the

red pentagon in (e) indicates the perimeter of the pentagonal cavity in

LIN. Simulated STM images of (c) PE4A in HEX (Vbias =−2720 mV)

and (f) PE4B in LIN (Vbias=−1720 mV). Reprinted with permission

from Ref. 43 c©(2017) American Chemical Society. . . . . . . . . . . . 100

3.9 Adsorption of different guest molecules on graphene: (a) naphthalene,

(b) phenanthrene, (c) benzo-c-phenanthrene (BCPH), (d) Benzo-ghi-

perylene (BGPL) and (e) coronene on graphene. Color scheme for

atoms: green, C of guests; black, H of guests and gray, C of graphene. 101

3.10 Adsorption energy of the guest molecules on graphene as a function of

the number of carbon (C) atoms present in the guest molecule. This

plot shows a linear relationship between Eguest
ads and number of C atoms

present in the guest molecules. . . . . . . . . . . . . . . . . . . . . . . 102

3.11 Charge redistribution plot of coronene on graphene. (a) Side view and

(b) top view, drawn at iso surface value 0.0003 e/bohr3. Red lobes:

electron accumulation and blue lobes: electron depletion. Color scheme

for atoms: green, C of guests; black, H of guests and gray, C of graphene.103
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3.12 Formation of host-guest complexes on HOPG/graphene when the guest

is coronene. (a) Experimental STM images of (a) PE4A + cornene

(scan size: 40×40 nm2; Vbias = −600 mV; It = 120 pA), (d) PE4B +

coronene (scan size: 20×20 nm2; Vbias = −1500 mV; It = 150 pA) and

(g) PE3A + coronene (scan size: 15×15 nm2; Vbias = −257 mV; It =

553 pA). Atomistic structures of HEX patterns of (b) PE4A (inset

is zoomed in view), (e) PE4B and (h) PE3A respectively, all with

coronene as guest. Color scheme for atoms: brown, C of PE4A; yellow,

O; black, H; green, C of guest and gray, C of graphene. Simulated STM

images of (c) PE4A + coroene, (f) PE4B + coronene and (i) PE3A +

coronene, all at Vbias = −2720 mV. The thin black lines indicate unit

cell boundaries, and the rhombi marked by thick black/white lines

indicate a single unit cell; a is the lattice constant of the host-guest

assembly. Reprinted with permission from Ref. 43 c©(2017) American

Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

3.13 STM images and atomistic structures of PE4A with different guest

molecules on graphene in HEX (a)-(l) and LIN (m)-(n) pattern. Exper-

imental STM images of PE4A with (a) naphthalene, (d) phenanthrene,

(g) BCPH, and (j) BGPL in the HEX pattern. The corresponding

atomistic structures of PE4A with (b) naphthalene, (e) phenanthrene,

(h) BCPH and (k) BGPL as guest in HEX pattern. Simulated STM

images of PE4A with (c) naphthalene, (f) phenanthrene, (i) BCPH,

and (l) BGPL. Atomistic structures of PE4A with (m) naphthalene

and (n) phenanthrene in LIN pattern. Atomic colors: C of host: brown,

H: black, O: yellow, C of graphene: gray, C of guest: green. . . . . . . 106
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3.14 Theoretically computed charge redistribution plots between PE4A

and (a) naphthalene, (b) phenanthrene, (c) benzo-c-phenanthrene

(BCPH), (d) benzo-ghi-perylene (BGPL) and (e) coronene, on graphene.

Red and blue lobes indicate electron accumulation and depletion,

respectively, plotted at an isosurface value of 0.0002 e/bohr3. Note the

clear signatures of 4, 6, 8, 10 and 12 host-guest hydrogen bonds in (a),

(b), (c), (d) and (e), respectively. Color scheme for atoms: brown, C of

PE4A; yellow, O; black, H; green, C of guest and gray, C of graphene.

Reprinted with permission from Ref. 43 c©(2017) American Chemical

Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.15 Host-guest interaction energy. Linear dependence of theoretically

determined host-guest interaction energy (∆Ehg) on the number of

CH−O hydrogen bonds formed between PE4A in the HEX pattern

and the guest molecules; these bonds are clearly visible in Fig. 3.14.

Reprinted with permission from Ref. 43 c©(2017) American Chemical

Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.16 Theoretically computed charge redistribution plots between PE4B in

the LIN pattern with different guest molecules. PE4B (a) naphthalene

and (b) phenanthrene on graphene. Red and blue lobes indicate elec-

tron accumulation and depletion respectively, plotted at an isosurface

value of 0.0002 e/bohr3. Note the clear signatures of eight and ten

host-guest hydrogen bonds in (a) and (b), respectively. Atomic colors:

brown: C of PE4B; yellow: O, black: H; green: C of guest; gray: C of

graphene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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3.17 Atomistic structures from DFT and experimental STM images of

PE4B with various guests in (a)–(f) HEX and (g)–(h) LIN patterns.

Atomistic structures of PE4B with (a) naphthalene, (b) phenanthrene,

(d) BCPH and (f) BGPL (PE4B in HEX); (g) naphthalene and (h)

phenanthrene (PE4B in LIN). Experimental STM images of PE4B

with (c) BCPH (scan size: 20 × 20 nm2; Vbias=−1018 mV; It=120 pA)

and (e) BGPL (scan size: 20 × 20 nm2; Vbias=−1500 mV; =150 pA).

The black/white lines indicate the unit cell; with a and b are the unit

cell parameter. Atomic colors: C of host: brown, H: black, O: yellow,

C of graphene: gray, C of guest: green. . . . . . . . . . . . . . . . . . 111

3.18 STM images and atomistic structures of PE3A with various guests in

HEX (a)-(j) and LIN (k)-(l) patterns. Experimental STM images of

PE3A with (b) phenanthrene (scan size: 20 × 20 nm2; Vbias =−553 mV;

It = 229 pA), (e) BCPH (scan size: 20 × 20 nm2; Vbias =−600 mV; It

= 450 pA) and (h) BGPL (scan size: 20 × 20 nm2; Vbias =−1214 mV;

It = 122 pA) as guests in HEX pattern. Atomistic structures from DFT

of PE3A with (a) naphthalene, (c) phenanthrene, (f) BCPH and (i)

BGPL in HEX pattern; (k) naphthalene and (l) phenanthrene in LIN

pattern. Simulated STM images of PE3A with (d) phenanthrene, (g)

BCPH and (j) BGPL as guests. Simulated STM images are obtained

at Vbias = −2720 mV. The black/white lines indicate the unit cell; with

a and b are the unit cell parameters. Atomic colors: C of host: brown,

H: black, O: yellow, C of graphene: gray, C of guest: green. . . . . . . 112

xxix



3.19 Differences in Gibbs free energy between competing structures for host

assemblies correlate linearly with the host descriptor η, which can then

be used as a predictor. The ordinate is the difference in the change in

Gibbs free energy between the HEX and LIN phases. The pink dots

show the results from DFT calculations for the three host molecules

PE4A, PE4B, and PE3A. The indigo stars show the predictions from

the descriptor η for the four test cases PE2C, PE3C, PE3B, and PE4D,

and the yellow squares show the verification from DFT for some test

cases. The cyan and gray shaded regions indicate domains where the

LIN and HEX patterns, respectively, are energetically favored. Note

that due to the near-degeneracy of HEX and LIN for PE3A and PE2C,

experiment finds a 2D glass featuring random organization. Reprinted

with permission from Ref. 43 c©(2017) American Chemical Society. . 115

3.20 Host Molecules Used for Verification. The hosts are labeled (a) PE2C,

(b) PE3C, (c) PE3B, and (d) PE4D. Reprinted with permission from

Ref. 43 c©(2017) American Chemical Society. . . . . . . . . . . . . . . 117

3.21 Atomistic structures of host assemblies of the test molecules on graphene.

All coordinates have been relaxed using DFT calculations. Black

rhombi and rectangles mark the boundaries of the unit cells for the

HEX and LIN patterns, respectively. Atomic colors: C of host: brown,

H: black, O: yellow, C of graphene: gray, C of guest: green. . . . . . . 118
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3.22 Correlation between DFT results for host-guest energetics and guest

descriptor ν. Plots show the change in Gibbs free energy (∆G) of

(a) PE4A, (b) PE3A, and (c) PE4B in the presence of different guest

molecules. The values of ν corresponding to the following guests

are labeled: none, naphthalene, phenanthrene, benzo-c-phenanthrene,

benzo-ghi-perylene, and coronene. The black triangles, solid blue

diamonds, and open blue diamonds show ∆G of the HEX, LIN, and

phase-segregated host and guest, respectively. Domains, where HEX

and LIN are preferred, are shaded gray and cyan, respectively; the

position of the phase boundary in (c) is approximate. Refer to text for

details. Reprinted with permission from Ref. 43 c©(2017) American

Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.23 Two-dimensional structure map in the descriptor space. The cyan

and gray shaded regions indicate domains where the LIN and HEX

patterns are favored, respectively; note the clustering in (ν, η) space.

The symbols indicate systems for which experiments and calculations

are presented in this Chapter; the colors of the circles indicate the

theoretically computed differences between the changes in Gibbs free

energies of the HEX and LIN patterns for the host-guest system

specified by (η, ν), according to the color bar on the right-hand side.

Experiments show that systems that lie close to the phase boundary

shown by the slanting magenta line tend to form a 2D glass exhibiting

a random organization of molecules. Reprinted with permission from

Ref. 43 c©(2017) American Chemical Society. . . . . . . . . . . . . . 122
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4.1 Applications of π-conjugated molecules in organic electronics. (a)

Oligophenyleneethynylene (OPE) molecules with different length. The

phenyl rings (along the backbone) are varied from 2-6. The OPE

molecules are placed between the Au (left) and Pt (right) electrodes.[11]

This figure is taken with permission from Ref. 11 c©(2014) Springer

Nature. (b) I–V characteristics of a metalmoleculemetal junction

formed by crossed wires with OPE molecules sandwiched between

two Au electrodes. This figure is taken with permission from Ref. 12

c©(2004) American Chemical Society. . . . . . . . . . . . . . . . . . . 133

4.2 Phenyleneethynylene molecules of different lengths but same number

and attachment sites of the alkoxy chains. The number of phenyl rings

varies from three to six for trimer to hexamer. Color scheme: C, brown;

H, black and O, yellow. The O atoms in the alkoxy chains are shown

with the red circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.3 Phenyleneethynylene molecules with different number and attachment

sites of the alkoxy chains but same backbone-length. Color scheme: C,

brown; H, black and O, yellow. The O atoms in the alkoxy chains are

shown with the red circles. . . . . . . . . . . . . . . . . . . . . . . . . 138

4.4 Variation of EDFT
g as a function dO−O for trimer, tetramer, pentamer

and hexamer. EDFT
g reduces with dO−O. . . . . . . . . . . . . . . . . . 139

4.5 Conjugation path in the trimer shown by the red lines. . . . . . . . . 140

4.6 Correlation between E1Dbox
g and EDFT

g for different values of d. The

values of E1Dbox
g are calculated using particle in a 1D box model and

EDFT
g are the HOMO-LUMO gap calculated from DFT. The black

squares show the results when E1Dbox
g is calcualted using dO−O, i.e.,

the distance between the oxygen atoms. The data corresponding to

the green triangles are calclulated by taking the sum over all the bond

lengths along the molecular backbone. . . . . . . . . . . . . . . . . . 141
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4.7 EB3LYP
g vs. EPBE

g plot for PE1, PE2, PE3, PE4, PE5 and PE6. HOMO-

LUMO gap of the PE molecules calculated using B3LYP functional

correlate well with the gap calculated using PBE functional. This

implies both these functionals give the same trend of Eg qualitatively. 142

4.8 EB3LYPTDDFT
g vs. EPBE

g plot for PE1, PE2, PE3, PE4, PE5 and PE6.

Eg calculated using TDDFT with B3LYP functional varies linearly

with Eg calculated using PBE functional in standard DFT technique. 143

4.9 Experimental (black curves) and theoretical (red curves) absorption

spectra of PE1, PE2, PE3, PE4, PE5, and PE6 molecules. One sharp

peak is observed for PE1 and PE3. The absorption spectra of PE2

and PE6 show two strong peaks. In the case of PE4 one stronger and

one weaker peak is observed. Experimental spectrum of PE5 shows

one stronger peak and one shoulder (at smaller wavelength regime),

while the spectrum obtained from theory shows only one peak. . . . . 144

4.10 Plot of EDFT
g as a function of Eexpt

g . The black squares and green

diamonds show the EDFT
g values calculated using PBE and B3LYP

fuctionals, respectively. The black dashed line indicates the ideal

situation when the experimental gap becomes equal to the HOMO-

LUMO gap obtained from DFT. . . . . . . . . . . . . . . . . . . . . 146

4.11 Plot of EDFT
g vs. Eexpt

g . The black squares and purple triangles show the

results for EDFT
g calculated using standard DFT with PBE functional

and TDDFT with B3LYP fuctionals, respectively. The balck dashed

line indicates the ideal situation when the experimental and DFT gaps

become equal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

xxxiii



4.12 Plot of EDFT
g as a function of the descriptor dO−O. EDFT

g is calculated

using (a) PBE and (b) B3LYP. (c) Atomistic structure of PE2. The red

arrow shows the shortest distance between the oxygen atoms, dO−O for

PE2. Color scheme: C, brown, H: balck and O, yellow. The functional

form of the red dahsed line in (a) and (b) is: y = A[1− e−k(x−x0)]. . 149

4.13 The projected density of states (PDOS) plots for isolated PE molecules

in the gas phase. The black, red and green curves show the contribution

of the C, H and O atoms, respectively to the PDOS of the molecule.

PDOS of (a) PE1, (b) PE2, (c) PE3, (d) PE4, (e) PE5 and (f) PE6.

The sharp δ-function peaks of the molecular density of states have

been broadened using gaussians, for ease of visualization. . . . . . . . 151

4.14 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE1

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value 0.03 e/bohr3. 152

4.15 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE2

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value 0.03 e/bohr3. 153

4.16 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE3

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value of 0.03 e/bohr3.154

4.17 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE4

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value of 0.03 e/bohr3.155

4.18 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE5

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value 0.03 e/bohr3. 156
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4.19 Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated PE6

molecule in the gas phase. The red and blue lobes indicate opposite

phases of the wavefunction drawn at the isosurface value 0.03 e/bohr3. 156

4.20 Atomistic structure of the isolated PE molecules with different number

and positions of the alkoxy chains. All these molecules are considered

as the “Test molecules” to proof the validation of the descriptor dO−O

in predicting the HOMO-LUMO gap of the PE molecules of same

backbone length. Color scheme: C, brown, H: balck and O, yellow.

The O atoms are circled in red. . . . . . . . . . . . . . . . . . . . . . 157

4.21 EDFT
g vs. dO−O plot for all the PE molecules, including the “training

set” (molecules studied using both experiments and theory) and the

“test molecules” (studied using DFT only). The green and black circles

show the values of EDFT
g when the alkoxy chains are attached to the 1,

4 positions of the same and different phenyl rings, respectively. The

blue triangles and orange diamonds show the results for 1, 2 positions

of alkoxy chains at the same and different phenyl rings, respectively.

The brown triangle is for the PE molecule when the alkoxy chains are

attached to the 1, 3 positions of different phenyl rings. . . . . . . . . 158

4.22 Atomistic structure of the self-assembly of PE molecules in the gas

phase. Self-assembly of (a) PE2, (b) PE4, (c) PE5 and (d) PE6. Color

scheme: C, brown; H, black and O: yellow. The thin black lines show

the unit cell boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . 161

4.23 Plot of EDFT
g as a function of dO−O. EDFT

g decreases with dO−O. The

functional form of the red dahsed line is: y = A[1− e−k(x−x0)], same

as for Fig. 4.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
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4.24 Experimental STM images, atomistic structures and simulated STM

images of the self-assembly of PE molecules on HOPG/graphene. Ex-

perimental STM images of the monolayer of (a) PE2 (Vbias =−890

mV, It = 250 pA) and (d) PE4 (Vbias =−1500 mV, It = 102 pA),

respectively on HOPG. Atomistic structures of Self-assembly of (b)

PE2 and (e) PE4 on graphene. Color scheme: C, brown; H, black and

O: yellow. Simulated STM iamges of (c) PE2 and (f) PE4 on graphene

at Vbias =−2V in constant-height mode with tip-sample distance = 5

Å. The thin black and white lines show the unit cell boundaries. a, b

and θ are the unit cell parameters. . . . . . . . . . . . . . . . . . . . 163

4.25 Experimental STM images, atomistic structures and simulated STM

images of the self-assembly of PE molecules on HOPG/graphene. Ex-

perimental STM images of the monolayer of (a) PE5 (Vbias =−1500

mV, It = 102 pA) and (d) PE6 (Vbias =−650 mV and It = 120 pA),

respectively on HOPG. Atomistic structures of Self-assembly of (b)

PE5 and (e) PE6 on graphene. Color scheme: C, brown; H, black and

O: yellow. Simulated STM iamges of (c) PE5 and (f) PE6 on graphene

at Vbias =−2V in constant-height mode with tip-sample distance = 5

Å. The thin black and white lines show the unit cell boundaries. a, b

and θ are the unit cell parameters. . . . . . . . . . . . . . . . . . . . 164

4.26 EDFT
g as a function of dO−O. The orange squares, red circles and solid

maroon circles show the results for isolated PE molecules in the gas

phase, monolayer of PE molecules in the gas phase and monolayer of

PE molecules on graphene, respectively. . . . . . . . . . . . . . . . . . 166
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4.27 Projented density of states plot for the monolayer of (a) –(b) PE2 and

(c)–(d) PE4 adsorbed on graphene. The blue curve shows the PDOS of

graphene. The contributions of C, H and O atoms of to the molecular

PDOS are shown by the black, red and green curves, respectively. The

molecular PDOS of PE2 (b) and PE4 (c) are normalized by the number

of atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

5.1 (a) Gate-tunable doping of graphene upon adsorption of piperidine

molecule. p-n junctions with intermediate coverages can be achieved

by varying the doping level in graphene from p- to n-type by gradually

increasing the amount of adsorbed piperidine. The doping effect can be

further tuned by applying large negative back-gate voltages.[25] This
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for QT implies electron gain and a positive sign implies electron loss. 252

liii



Chapter 1

Intro

1.1 Rational Design of Materials

In materials science, there is a constant quest to discover new materials. The

discovery of novel advanced materials feeds technological innovation. For example,

one might hope to find a new material that is harder than diamond, or which shows

more electroconductivity than copper or silver. Until now, to develop or identify a

material with desired properties, this has occurred either by accidental discoveries or

by a process of trial and error. Both these methods are not efficient or scientifically

satisfactory. Therefore it is desirable to replace this by a program of rational materials

design.

Experiments play an important role in designing new materials. However, ex-

periments are often time-consuming, expensive, and require a significant amount of

manpower. These factors involve a lot of uncertainty and limitations in the discovery

of materials.

Computer simulations are another way to design materials. Since the experimental

techniques have some incompleteness or limitations, in order to understand the prop-

erties of the materials more fundamentally or in a detailed manner, modern materials

research often requires close integration between computation and experiments.

There are a large number of computational techniques which are used as tools

1
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to develop new materials. The most useful and popular computational methods

are: electronic structure calculations based on density functional theory,[1, 2] Monte

Carlo simulations,[3, 4] molecular dynamics techniques,[5] and phase-field methods.[6]

Usually, computation is quicker and less expensive than experiments. So computer

simulation often offers a better route for the rational design of materials, since it may

avoid the troublesome trial-error cycle and one can also lessen the need for strenuous

experiments.

However, there are some shortcomings in relying heavily on calculations for rational

materials design. Most of the time, supercomputing facilities are required to apply all

these techniques to investigate material properties. The computational cost depends

on the size and/or number of the systems one has to study and also on the requirement

of the accuracy of results. Moreover, despite considerable advances in theoretical

techniques, there remain classes of systems and properties where the accuracy of the

results obtained in computational calculations remains questionable.

So to design materials rationally one needs to find alternative routes, instead of

getting mired down by experimental hazards and computational difficulties. It has

come to be realized that the rational design of materials can be considerably aided

by identifying simple parameter(s), called descriptors.

1.1.1 Descriptors

Descriptors are combinations of physically meaningful parameters of a system

which correlate well with the property of interest. Descriptors provide a cheaper and

quicker alternative for predicting the property of interest. The idea of formulating

descriptors has already been used in the literature to predict different properties

of materials, e.g., the catalytic activity of transition metal elements, or the crystal

structure of three-dimensional octet compounds, etc.[7–9]

To carry out the rational design of materials using descriptors, one needs to follow

a few steps. The first step is to decide the target property for which the descriptor

has to be identified. Then density functional theory calculations are performed to
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create a database called the training set. Once the calculations are done, these results

have to be analyzed. After analyzing the results obtained from the calculations, a

descriptor would be formulated either by using physical/chemical intuition and/or

regression analysis or with the help of machine learning algorithms. In the next step,

the descriptor would be verified for the test or validation set. Once the descriptor is

identified successfully, it can be applied to design new improved materials with the

desired property or properties.

For a descriptor to be successful, the time taken to evaluate it should be much

less than that required to perform a complete first-principles calculation or program

of experiments, yet the descriptor should correlate well with the property of interest.

The main advantage of the descriptor is that it saves considerable time, yet enables

one to rapidly shortlist a group of candidate systems that can be explored further

using more detailed and accurate methods.

Target Properties Studied Using Descriptors

In this thesis, we have studied materials using density functional theory (DFT)

calculations and have formulated descriptors that can successfully predict different

target properties for the various systems studied here. The use of these descriptors

can considerably speed up the process of materials design.

In chapter 3, we have used descriptors to study the structures of self-assembled

monolayers of phenyleneethynylene (PE) molecules. The difference in free energy

between various possible self-assembled patterns is chosen as the target property

to formulate a descriptor which can predict the resulting pattern. Apart from

performing calculations on the systems constituting a DFT database, additional test

molecules are chosen to validate the descriptor. Finally, it is found that the descriptor

can successfully predict the resulting self-assembled patterns formed not only for

the systems constituting the DFT database (training set), also for the test cases

(validation set). Thus, for the first time, simple descriptors have been identified which

can successfully predict molecular architectures. Importantly, these descriptors can
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be computed at essentially zero computational cost, since they depend only on the

structure of, and number of chemical motifs present in the isolated molecules in the

gas phase.

In chapter 4, the HOMO-LUMO gaps of different PE molecules are considered

as the target property. The HOMO-LUMO gap of the molecules in the training

set is obtained from DFT calculations. We have identified a descriptor that can be

correlated well with the target property. This descriptor is found to be the shortest

distance between two oxygen atoms present in the alkoxy chains in the PE molecules.

We have verified the validity of this descriptor by considering a large number of test

cases.

We have studied the self-assembly and electronic structure of the acceptor-type

molecule tetracyanoquinodimethane (TCNQ) on graphene in Chapter 5, under the

application of an external electric field. From the combined DFT and experimental

results, we find that both the molecular states and the graphene Dirac point shift

simultaneously (in energy) in opposite directions, and that the TCNQ/graphene

system acts like an induced dipole. The charge transfer between TCNQ and graphene

can be tuned by the external electric field. Further, our results show that doping

of graphene with a nitrogen atom causes selective reduction of a single TCNQ

molecule in the monolayer. In the future, this work can could be extended for other

molecule/substrate combinations, e.g., for any donor type molecule on boron-doped

graphene, or depositing a combination of acceptor and donor type molecules on

graphene or other substrates under an electric field. Before formulating descriptors

that can predict how a certain property (or properties) of different molecule/substrate

combinations can be influenced by the electric field, we need to study some more

adsorbate-substrate combinations to create the database, this is the future direction

of the work reported in Chapter 5.

A simple method is proposed to measure the ionicity of bonds in binary compounds

from first- principles calculations and using a descriptor, in Chapter 6. Several cations
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and anions are chosen, with different electronegativities and covalent radii. We use

different binary compounds which are composed of the cations and anions of those

elements. The ratio of the “Bader charge” (QT ) to the nominal oxidation state (OS)

is considered to be the measure of the ionicity in these binary compounds. Therefore

QT/OS is the target property in this case. For a perfect ionic compound, QT/OS

should approach 1. We find that the ratio of the difference in electronegativities (∆χ)

to the difference in atomic radii between the cations and anions (∆R) forming the

compound can be used as a descriptor to predict the target property QT/OS, and

hence the ionicity, in binary compounds. We find that the ionicity increases with

∆χ/∆R, and gets saturated at 1 when ∆χ/∆R > 4.

In chapter 7, we use support doping to tune the charge state of deposited nan-

oclusters. As model systems, We use monomers and dimers of Au deposited on a

doped MgO support. First, MgO is doped with different acceptor and donor type

impurities which can be either cationic or anionic. For this purpose, my primary

aim is to find the best acceptor and donor type dopants for MgO. As in Chapter 6,

the ratio of the topological charge (QT ) to the nominal oxidation state (OS) of the

dopants is used as the target property, to determine the efficacy of the dopant. It is

found that the difference in electronegativity (∆χ), and the difference in atomic radii

(∆R) between the cation and the anion can be used as a descriptor to predict the

efficacy of a dopant. For the best dopant, the value of QT/OS should approach 1.

Using ∆χ/∆R as the descriptor, it is found that Li performs as the best acceptor

type dopant, while both Al and F perform equally well as donor type dopants. Next,

these findings are then used to tune the charge state of Au nanoclusters supported

on doped MgO substrates. It is found that the charge state of the supported Au

nanoclusters can be explained by using this simple descriptor. This implies that,

without performing DFT calculations, but by just knowing the dopant and calculating

∆χ/∆R, one can predict the performance of a dopant in tuning the charge state of

the supported Au nanoclusters deposited on a support doped with that impurity.
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Figure 1.1: Schematic model of two-dimensional molecular self-assembly on surfaces.
The self-assembled pattern is formed by the organization of the building blocks.[10]
This figure is taken with permission from Ref. 10 c©(2016) Royal Society of Chemistry.

The main advantage of this descriptor is: ∆χ is an already known quantity and ∆R

can be evaluated at very low computational cost. Therefore, formulating a simple

descriptor, one can successfully predict the efficacy of a dopant, and then apply this

knowledge to tune the charge state of deposited Au nanocatalysts.

1.2 Molecular Self-Assembly

The first part of my thesis is focused on self-assembly of organic molecules. Self-

assembly can occur everywhere, from the atomic to planetary scale, with the aid

of different kinds of interactions provided the appropriate conditions are satisfied.

Systems built through molecular self-assembly lie at the interface between materials

science, chemistry, molecular biology, polymer science, and engineering.[11–15]

Molecular self-assembly is the spontaneous and reversible organization of the

building blocks into ordered structures stabilized by various noncovalent interactions.

These interactions include those responsible for weak chemical bonds, such as hydro-

gen bonding, π − π stacking, electrostatic, van der Waals, steric and dipole-dipole

interactions.[16, 17] Though these interactions are not strong, the collective effect

of these interactions results in stable patterns. The molecular self-assembly is a

process based on multiple weak intermolecular forces which can cause the creation of
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different macroscopic patterns from relatively simple building blocks. Self-assembly

is a bottom-up process which involves pre-existing components, which are distinct

parts of a disordered structure; this process is reversible, and can be controlled

by proper design of the components. The key engineering principle when building

molecular self-assembled architectures is to design the molecular building blocks

in a programmed manner.[18] The main principles responsible for the formation of

molecular self-assembly are chemical complementarity and structural compatibility.

This is similar to a lock and key mechanism, where size, shape, and orientation are

important in order to have a complementary and compatible fitting.

We have studied self-assembly of different types of phenyleneethynylene (PE)

molecules in Chapter 3 and Chapter 4. Chapter 3 is focused on the structural and

geometrical properties of the PE molecules, while electronic properties of the PE

molecules are investigated in Chapter 4. The PE molecules studied in this thesis

differ from each other with respect to the number of chemical motifs present. In

Chapter 5, the interaction between a self-assembled monolayer of the acceptor type

molecule tetracyanoquinodimethane (TCNQ) and pristine or nitrogen-doped graphene

is studied.

1.2.1 Types of Self-Assembly

Self-assembly arises due to spontaneous organization of individual units into an

ordered pattern. Different kinds of self-assembly exist in nature. The self-assembled

patterns can differ based on the types of building blocks involved, the physical

properties of the assemblies, e.g., their dimensions, mechanisms, etc., which are

responsible for forming the assembly.

Self-assembly exists everywhere in nature at both miscroscopic and macroscopic

scales, e.g., from the assembly of stars and planets in the galaxy, flocks of birds in the

sky, to the schools of fish in the ocean. In the world of materials also self-assembly

can be achieved in different kinds of systems, e.g., organic molecules,[19–21] inorganic

compounds,[22–24], metal-organic complexes,[25–27] and biomaterials.[28–30] Some
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examples of the organic molecules which can form self-assembled architectures are:

oligo-phenyleneethynylene (OPE),[31–33] poly-phenyleneethynylene,[34, 35] oligoth-

iophene (OT),[36, 37] tetracynoquinodimethane (TCNQ),[38, 39] tetrathiafulvalene

(TTF),[40] etc., and also the assembly of different acids, e.g., phosphonic acids,[41]

amino acids,[42, 43] terephthalic acid etc.[44, 45] Common examples of the self-

assembly built by inorganic compounds are: assemblies of gold nano particles,[46, 47]

architecturse formed by different metal ions, e.g., Cu ions etc.[48] Self-assembly can

occur in biomaterials also, and the most well-known examples are the self-assembly

of DNA and RNA.[49–52]

Self-assembled patterns exist in different dimensions. Previous authors have stud-

ied self-assembled patterns in zero-dimensional non-centrosymmetric nanostructures,

one-dimensional nanoscale objects, two-dimensional monolayers and three-dimensional

structures. Zero-dimensional self-assembly is observed in quantum dots,[53, 54]

while one-dimensional self-assembled structures are found in nanorods, nanoribbons,

etc.[55, 56] The most common examples of two-dimensional self-assembled patterns

are monolayers of organic molecules.[57–60] Three-dimensional self-assembled patterns

are observed in colloids,[61] silica fibers,[62] three-dimensional crystals designed from

DNA, etc.[63–65]

There are mainly two types of self-assembled patterns, based on the mechanisms

responsible for the resulting pattern: static and dynamic.[66, 67] In static self-assembly,

the ordered structures are formed when a system reaches an energy minimum, and

they do not dissipate energy. The most common examples of static self-assembly are

supramolecular systems, nanoparticles, nanorods, and liquid crystals. In dynamic

self-assembly, the interactions responsible for the formation of self-assembled patterns

between components only occur if the system dissipates energy.[68] Examples of

dynamic self-assembly are the solar system, galaxies, oscillating and reaction-diffusion

reactions, weather patterns, etc. In dynamic self-assembly, the components interact

with each other in a complex manner. The study of dynamic self-assembly is in its
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Figure 1.2: (a) Large-scale and (b) high-resolution STM images of 7-bis(10-n-
alkoxycarbonyl-decyloxy)-9-fluorenone derivatives showing the linear pattern at the
1-phenylotane/graphite interface. The molecular rows with different stretching direc-
tions are denoted by purple (dark stripe) and green (bright stripe) arrows, respectively.
(c) The proposed packing model for the linear structure. The dipole alignments of
fluorenone cores, ether group and ester group are reflected in the enlarged section.[69]
This figure is taken with permission from Ref. 69 c©(2017) Royal Society of Chemistry.

starting stage at the present moment.[66]

1.2.2 Noncovalent Interactions in Molecular Self-Assembly

Molecular self-assembly occurs due to the spontaneous organization of molecular

building blocks. The physical properties of the building blocks, such as size, shape,

charge state, surface area, polarizability, dipole moment, mass, etc., determine the

interactions among them, and hence play an important role in stabilizing the resulting

pattern. The choice and design of the individual components that organize themselves

into desired patterns are the main ingredients in determining the self-assembled

patterns.

The self-assembled patterns involve various non-covalent interactions, e.g., hydro-

gen bonds, van der Waals interactions, π− π interactions, metallo-ligand interactions,

etc. The non-covalent interactions are generally weak, with energies ranging from 5

kJ mol−1 to 250 kJ mol−1.[70]

van der Waals Interactions

The van der Waals interaction is the weakest non-covalent interaction.[69, 71–73]

It is also known as the dispersion interaction, whose strength reduces with increase in
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Figure 1.3: (a) Formation of hydrogen bonds between neighboring trimeric acid
(TMA) molecules. (b) Honey-comb network of TMA molecules is stabilized by the
formation of hydrogen bonds between the COOH groups of the neighboring TMA
molecules.[74] This figure is taken with permission from Ref. 74 c©(2018) Macmillan
Publishers Limited, part of Springer Nature.

distance between adjacent atoms or molecules taking part in this interaction. Weak

van der Waals interactions play a dominant role in the stabilization and formation of

highly ordered two-dimensional assemblies on surfaces. However, they do not provide

directionality during the formation of self-assembled patterns on the surfaces. van

der Waals interactions exist, for example, in the self-assembled patterns shown in

Fig. 1.2.

Hydrogen Bonding

Hydrogen bonding is the most important interaction for stabilizing the supramolec-

ular architectures.[75–79] Hydrogen bonding can be denoted as X-H—A, this denotes

the formation of a hydrogen bond between a hydrogen atom (H) and an electronega-

tive atom (A). The strength of the interaction and hence the lengths of the hydrogen

bond, are dictated by the difference in electronegativity between H and A. The energy

of hydrogen bonds varies in a wide range.[80]

The energy of moderate hydrogen bonding falls in the range of 4 – 15 kcal mol−1.

The hydrogen bonds which fall above and below this range are classified as strong

and weak hydrogen bonds respectively. The energy of weak hydrogen bonds is less

than 4 kcal mol−1 and they provide weak directionality. The most common examples
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of weak hydrogen bonds are X-H—O and X-H—π, where X = C, N, etc. These

weak hydrogen bonds play an important role in the fields of structural chemistry

and biology. The strength of the moderate hydrogen bonds varies in the range of 4 –

15 kcal mol−1 and, provide directionality. Such bonds are found in carboxylic acids,

alcohols, and biomolecules. Strong hydrogen bonds are quasi-covalent in nature. The

strength of strong hydrogen bonds varies in the range of 15 — 40 kcal mol−1 and

they provide high directionality. Such hydrogen bonds are commonly observed in

hydrated protons, HF complexes, and acid dimers. Fig. 1.3 shows self-assembled

patterns stabilized by the formation of hydrogen bonds.

1.2.3 Advantages and Applications of Molecular Self-Assembly

Advantages

Molecular self-assembly is one of the most promising fields of research in chemistry,

materials science, molecular biology, polymer science, and engineering. Self-assembled

structures are important from the fundamental as well as technological aspects.

The properties of self-assembly are sensitive to the arrangement and electronic

characteristics of the building blocks. Self-assembled architectures contain information

regarding the physical and chemical characteristics of the individual components,

e.g., size, shape, surface properties, charge, polarizability, magnetic dipole, mass, etc..

These properties are responsible for determining the interactions among the units

of the self-assembled patterns. The choice and design of components that organize

themselves into desired patterns and functions, is the key feature in determining their

applications.[42, 81–83]

There are two main approaches in designing materials and constructing devices:

top-down and bottom-up approach. Top-down methods to design materials are capital

oriented, and limited in their ability to provide raw materials in large quantities.

It is also difficult to achieve fine features at nanometer scale or less. Self-assembly

is a bottom-up approach, since it occurs by the ‘automatic’ arrangement of the
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building blocks in some ordered manner. There are major advantages of the bottom-

up techniques, hence self-assembly, which is able to handle components in large

quantities, can be used to construct devices at the molecular scale. Nanostructures

can be built from self-assembly at lower cost than the devices constructed from the

top-down approach.

Bottom-up methods can provide nanostructures in large quantities. Self-assembly

is a process which can successfully consider a large number of components together

which are involved in pattern formation, e.g., crystallization can involve ∼ 1027

molecules,[84, 85] while self-assembly of proteins typically involves thousands of

molecules.[86, 87]

Though top-down methods are versatile, they can not provide features at the

atomic or molecular scale. Bottom-up approaches are useful to construct materials at

the molecular scale. Constructing nanostructures using biological components is a

technologically important area, e.g., fabrication of DNA and protein arrays,[28, 29,

86, 87] manipulating or examining the biological cells with nanometer scale probes,

etc., are examples of the phenomena which require the combination of numerous

components of small size.

Self-assembly is a parallel process since it can involve a large number of components

at a time and does not involve any expensive technique to construct the nanostructures.

Therefore, self-assembly always has an advantage in cost over other methods of

fabrication.

Applications

Molecular self-assembly is used in optical, electronic, thermal, mechanical, and

biological applications,[11–13] as liquid crystals,[84, 85] gels,[88, 89] also as the

materials for molecular-scale electronics, photovoltaic cells,[90], solar cells,[91–93]

elctronic devices,[94, 95] and drug delivery devices.[96, 97] Self-assembly is an approach

which can lead human civilization towards a world of molecular-based devices and

technology for all our useful purposes, e.g., Fig. 1.4 shows a molecule-based FET.
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Figure 1.4: (a) Self-assembled monolayer of BQT-PA on nanolayers of aluminum
oxide, are shown to enable low-voltage organic field-effect transistors (OFETs) through
dielectric and interface engineering on rigid and plastic substrates.(b) Chemical
structure of a single BQT-PA molecule.[98] This figure is taken with permission from
Ref. 98 c©(2011) Elsevier.

During the last few decades, there is an increasing demand for shrinking the

technology and devices down in size. For example, within only fifty years we have

gone from the very first computer (ENIAC) weighing 27 tonnes, to the MacBook,

which has a weight of a little over a kilogram. We can see the result of this progress

towards the reduction in size for almost all kinds of devices around us, e.g., from our

phones to tiny transport drones. Recently, human civilization has reached the stage

where one can engineer machines which are so tiny so that they can enter the human

body to deliver drugs or can even perform minute operations. Machines of this size

cannot be built by simply reducing the size of their components. This implies we

must build them using bottom-up approach, i.e., by using atoms or molecules as the

building blocks. Materials made out of molecular self-assembly guide us towards the

direction to construct devices at the molecular scale.

Molecules that contain π-conjugated units, e.g., oligo-phenyleneethynylenes (OPE),

oligothiophenes (OT), oligophenylenevinylenes (OPV), and oligophenylenes (OP) are

an important class of building blocks, since their self-assemblies are important not

only from the fundamental aspect, but also to fabricate systems for organic electronic

and photovoltaic applications, due to their highly conducting nature.[99, 100] Both
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their length and the chemical motifs, like the alkyl chains and the functional groups

attached to these kinds of molecules, control the optoelectronic properties of the

building blocks,[101] and hence of the resulting supramolecular patterns. These kinds

of molecules are used as rectifiers for heterometallic molecular junctions,[102] molecular

wires, [99, 100, 103] etc. Molecular self-assembly formed by the ‘perfect’ combination

of molecules having donor or acceptor type behavior can drive the formation of organic

light-emitting diodes, [104–107] organic field-effect transistors,[36, 37, 108, 109] etc.,

with promising electronic and/or optical properties. Molecular self-assembly is also

used in the fields of catalysis[110–112] and biomedical applications.[113, 114].

Often it is important to deposit these assemblies on surfaces, in order to use them in

various possible applications. The interactions between molecular self-assemblies and

surfaces are often useful for fundamental interest as well as technological applications.

For example, the self-assembly of molecules on graphene has potential applications in

graphene-based field-effect devices.[115, 116]

Such systems are important because of their huge relevance for applications in

organic electronics, which is a rapidly growing field in modern technology. This field

is important not just from the point of fundamental science, but also because it is

recognized as one of the most promising and competitive areas for future industrial

applications. In spite of low carrier mobility, low electronic and optical stability the

organic materials have some advantages which make them important for technological

applications. These materials are compatible with large area processes, they require

low-temperature processing which requires a low cost. These molecules and polymers

are compatible with inorganic semiconductors and can be tailored easily for specific

electronic or optical properties. In particular, the expansion of this field is supported

by the development of active components which can be easily processable, are energy

friendly, flexible, and cheap.

Scientists have already proposed molecular machines built out of molecular self-

assembly, such as a molecular car, a molecular elevator, etc. These ideas of making
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molecular machines are now at a very early stage,[117–119] we hope they could be

successfully developed in the near future.

1.3 Nanocatalysis

The second part of my thesis is focused on nanocatalysis. The charge state of

supported nanocatalysts is investigated using density functional theory calculations

and descriptors.

Catalysts are materials that open favorable pathways for chemical reactions. The

presence of catalysts is necessary to improve the reaction rate. Catalysts play an

important role in our lives. More than 90% of industrial processes are dependent on

catalysts. Catalytic processes are involved in the production of polymers, plastics,

fabrics, synthetic rubbers, cosmetics, etc. Important applications of nanocatalysts are

in water purification,[120, 121] fuel cells,[122, 123] biodiesel production,[124, 125] dyes

etc.[126, 127] The catalyst dependent production of clean energy from the renewable

energy sources, such as the generation of hydrogen from non-edible biomass, is

important for fuel cells and transportation fuels. To save the environment from

harmful gases, catalysts are used to reduce emissions of toxic or otherwise undesirable

gases like CO, NO and hydrocarbons from mobile vehicles. The pharmaceutical

industry uses catalysts for the production of medicines and drugs which are used

to save lives and cure diseases. Fig. 1.5(a) shows bimetallic Pt-Au nanocatalysts

supported on In2O3, which have applications in the detection of acetone, which is

useful to diagnose diabetes.[128]

In this era of nanotechnology, all the devices and technologies are proceeding

towards smaller sizes, along with improved properties. Reduction in dimensionality

usually leads to an improvement in catalytic properties. The main idea for under-

standing the concept of nanocatalysis involves the ratio of surface area to volume,

since, when an object becomes larger, its surface area increases to a lesser extent

compared to its volume. Therefore, objects with smaller sizes have more surface
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Figure 1.5: (a) Bi-metallic Pt-Au nanocatalysts supported on In2O3 are useful
for the detection of acetone, which can be utilized to diagnose diabetes.[128] This
figure is taken with permission from Ref. 128 c©(2018) Elsevier. (b) Au nanoparticles
deposited on a CeO2 support show good catalytic activity for the water gas shift
reaction.[129] This figure is taken with permission from Ref. 129 c©(2010) Royal
Society of Chemistry.

area with respect to their volume. For chemical reactions, this feature has impor-

tant implications. High surface-area-to-volume ratios of nanocatalysts improve the

rate of chemical reactions. Also, importantly, at the nanoscale, materials achieve

many additional or enhanced properties which their macroscopic counterparts do not

possess.

Since many years, several elements and materials such as iron, aluminum, titanium

dioxide, silica, and clay have been used as catalysts in the form of ultrafine particles.

The reason for the significant increase in reactivity when the catalyst size was reduced,

was not fully understood in the beginning. It was initially considered that the increase

in reactivity arises only due to the increase in the proportion of the surface elements

which are catalytically active, i.e., the increase in the surface to volume ratio. Later,

with the development of nanoscience, and the better understanding of phenomena

at the nanoscale, it has been proved that in addition to the increase in surface area

and heterogeneity of atomic structure, nanoparticles also exhibit quantum size effects

in their electronic structure. When the dimensionality reduces from the extended

bulk systems to the two-dimensional layers, to one-dimensional wires and to zero-

dimensional clusters, there is a decrease in the coordination number of the atoms
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in the system. This is another important reason for the tremendous increase in the

reactivity of materials upon the reduction in size. Moreover, reduction in the size

of the nanoparticles used as catalysts allows us to use less quantity of the catalyst

material, and considering the fact that many important catalysts used today are

precious metals, this is a great advantage in using nanoparticles as catalysts.

1.3.1 Catalytic Reactions

A catalytic reaction is a thermodynamically feasible chemical reaction, where the

addition of a particular chemical substance increases the rate of the reaction, but

the substance itself does not undergo any chemical change. The chemical species

which enhances the reaction rate is called a catalyst. A catalyst can increase the

speed of a reaction in one of the three ways: it can decrease the activation energy for

the reaction, it can act as a promoter and bring the reactive species together more

efficiently, or it can create a higher rate of production of one species when many other

products could be formed. Nanocatalysts can be used in all these ways mentioned,

depending on their requirement. Thus, catalysts work by providing an alternative

mechanism for a chemical reaction, by involving a different transition state leading to

a lower energy barrier; this is shown schematically in Fig. 1.6.

A catalyst can accelerate the rates of both the forward and reverse reactions.

Another important property of a catalyst is its effect on selectivity. The presence of

different catalysts can result in different product distribution from the same starting

material. For example, decomposition of ethanol in the presence of boron phosphate

gives ethylene and diethyl ether as the products,[131] while when Mo2C/carbon is used

as the catalysts for the same reaction, hydrogen and acetaldehyde are produced.[132]

Types of Catalytic Reactions

There are two main types of catalytic reactions: heterogeneous and homogeneous.

Heterogeneous Catalysis

In heterogeneous catalysis, the catalyst(s) and the reactants exist in different
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Figure 1.6: Schematic diagram showing the activation energy barrier for a given
reaction in the presence and absence of a catalyst. The purple path is when the
chemical reaction takes place without any catalyst, while the green path shows the
reaction mechanism in the presence of the catalyst. The activation energy barrier
reduces when the catalyst is present.[130] This figure is taken with permission from
Ref. 130 c©(2017) chemicool.com.

phases. The most common examples of heterogeneous catalysis are the reactions of

liquids or gases in the presence of solid catalysts.[133, 134]

The entire surface of a solid catalyst does not show catalytic activity to enhance

the rate of a reaction. There are only certain sites on the catalyst surface which

actually participate in the chemical reaction and these sites are known as the active

sites on the catalysts. The chemical activity of a catalyst is directly proportional to

the number of these active sites available on the surface.

Heterogeneous catalysis takes place through a few steps. If the reactant exists in

the fluid phase then at the first step, transportation of the reactant occurs towards the

external surface of the catalysts from the bulk fluid. Next, diffusion of the reactants

takes place from the external area to the internal catalytic surface followed by the

adsorption of the reactants onto the active sites of the catalyst. Reaction on the

catalyst surface produces the product. Desorption of the product occurs from the

active sites of the catalyst. The product diffuses from the interior part of the catalyst

to the external surface. Finally, transfer of the product takes place from the external
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surface of the catalyst to the bulk fluid. [135]

Homogeneous Catalysis

In the case of homogeneous catalysis, the catalyst exists in the same phase as

the reactants, i.e., all the reactants and catalysts are either in one single liquid or

gaseous phase. Most of the industrial homogeneous catalytic processes are carried out

in the liquid phase. The production of polyethylene in the presence of organometallic

catalysts, ester hydrolysis involving general acid-base catalysts, and enzyme catalyzed

processes are some of the important examples of industrial homogeneous catalytic

processes.[136, 137]

1.3.2 Rational Design of Nanocatalysts

It is a desirable goal to produce new or improved catalysts which represent

significant progress, both economically and intellectually. Better catalysts could have

a longer lifetime, could be cheaper, and/or could be more effective in lowering the

activation barriers than existing catalysts. One should also consider environmental

demands while making any improvement in these catalysts, and for this purpose,

any polluting chemical reaction should ideally be replaced with an environmentally

friendly alternative.

Computational studies also play an important role in the rational design of

better catalysts. The field of computational catalysis started in the 1990s,[138]

mainly due to the development of more powerful computers, which could be used

to carry out numerous calculations based on sophisticated computational methods

like density functional theory[1] and quantum mechanics/molecular mechanics. [139]

In the present scenario it is possible to investigate catalytic reactions at surfaces

in great detail, and with enough accuracy using computational studies as well as

experiments. Sometimes computational approaches become easier and more accurate

than experiments, since experiments based on catalysis can be very complex, time-

consuming and expensive. Using computation, one can investigate the effect of several

individual parameters which are responsible for the reactivity and the performance of



1.3 Nanocatalysis 20

a catalyst. Computational studies focus on the understanding of the mechanisms of

catalytic processes and can provide fruitful suggestions regarding which parameter(s)

can be tuned, and how, for enhancing the desired property of the catalyst.

Using a large amount of data from computational calculations, one can also

develop models that can explain trends in the reactivity of several catalysts; one

popular example of such a model is the d-band model suggested by Hammer and

Nørskov.[140, 141] This model suggests that the reactivity of a transition metal

element can be predicted just by looking at its d-band density of states. A single

parameter can be extracted from the density of states of the d-band, which is called

the d-band center, this is actually the weighted average of the d-band density of

states. This parameter is useful to predict the reactivity of different catalysts and it

helps one to select appropriate catalysts for particular reactions.[142]

1.3.3 Methods to Control Catalytic Activity of Nanoparti-

cles

Nanoclusters are very often placed on an oxide support when they are used in

applications. These supports play a crucial role in improving properties like the

reactivity and stability of the nanoclusters. The support can improve the reactivity of

the deposited clusters in three ways: (1) by tuning the charge state of the cluster,[143–

147] (2) by modifying the morphology of the cluster,[146, 147] and also (3) by the

presence of new catalytically active sites at the cluster-support interface.[143, 144]

The most common examples of nanocatalysts widely used for scientific and industrial

purposes are Au, Pt, Pd, Ni, Cu, Fe and Rh.[46, 47, 148–152] Fig. 1.5 shows an

example of gold catalysis, where Au nanoparticles deposited on CeO2, show catalytic

activity for the water gas shift reaction.

The charge state and morphology of the supported nanocatalysts depend on the

nature of the support.[153] One way is through charge transfer from an appropriately

chosen (pristine) support. [129, 154–164] Depending on the difference in work function
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between the nanoclusters and the support, electron transfer can take place from

the support to the deposited nanocatalysts or vice-versa. Oxides like MgO, CaO,

TiO2, Al2O3 and CeO2 are the most commonly used supports for nanocatalysts. The

electronic properties of the oxide supports can be modified by doping with impurity

atoms,[165–170] introducing oxygen vacancies,[154, 171–175] and placing the oxide

on a metal slab.[154, 155, 176–180] Other ways of tuning the charge state of the

nanoparticles are by alloying,[173, 181–184] or applying an external electric field.[185]

Substrate doping is a very easy and efficient technique to tune the properties of

supported nanocatalysts. Doping a support with a specific impurity can significantly

modify its electronic properties, which can be used to tune the charge states of

deposited nanoparticles.

Monomers and dimers of Au are chosen as the nanocatalysts in Chapter 7. Bulk

Au is inert but it shows surprisingly good catalytic activity in nano dimensions.[186]

The catalytic activity of Au nanoparticles depends on their charge state. CO, C2H4

and H2 bind more strongly on positively charged Au clusters, [157, 187–192] which

are also better catalysts for several reactions such as the dissociation of water.[165]

However, negatively charged clusters are better catalysts for O2 dissociation, [193–195]

the conversion of CO to CO2,[196–198] NO to NO2,[199, 200] as well as the oxidation

of methanol[201] and the oxidation of propylene.[202, 203]

The change in the morphology and change in the charge state are intimately

connected. Importantly, the change in morphology of supported Au nanoparticles

induced by aliovalent doping of the oxide support has been not only predicted

theoretically,[167] but also confirmed experimentally.[204] Doping the support with

an electron donor makes the adsorbed Au nanoclusters negatively charged, while

doping with an acceptor is expected to create electron deficiency in the support,

which should increase the tendency of the support to withdraw electrons from the Au

cluster, thus making it positively charged. However, due to the high electronegativity

of Au, making the Au clusters positively charged can be a challenging task, and is of
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great interest.

MgO is considered as the oxide support and in my calculations, we have doped

MgO substitutionally with aliovalent dopants. We have chosen different acceptor and

donor type impurities to dope MgO. MgO is doped with both cationic and anionic

dopants. The doping of different oxide supports with donor-type impurities, and

their role in tuning the charge state of deposited nanoclusters have already been

studied by previous authors. In my study, we dope MgO support with donor as

well as acceptor-type impurities. Au nanoclusters are then deposited on the doped

MgO supports. It is found that the charge state of the nanoclusters can be tuned by

depositing them on the doped supports. The charge on the supported Au nanoclusters

can be further modified by placing the doped MgO support on a metal slab, which

is Mo for our case. Finally, a simple descriptor is formulated which can predict the

performance of the dopant and also its application in tuning the charge state of the

Au nanoclusters deposited on the doped support. When the metal support is used,

we find that the charge state and morphology of the deposited nanoparticles can be

predicted by making use of the work function of the support as a descriptor.

In all the investigations described in this thesis, the main computational method

we have used is density functional theory (DFT).[1, 2]

The main conclusions from each chapter, and a brief outlook for future prospects,

are summarized in Chapter 8 of this thesis.
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Chapter 2

Methods

2.1 Introduction

Atoms are the building blocks of materials, and the atoms contain nuclei and

electrons. Similar to the world of living things, interactions take place in the world

of materials also when these building blocks approach each other. The structural

and electronic properties of materials are the results of the interactions between the

atoms, or more precisely between the nuclei and electrons. Therefore one has to

deal with many interacting particles to investigate the properties of any material.

However, it is very difficult to study a system of many interacting particles using a

general quantum mechanical treatment.

Density Functional Theory (DFT) is one of the most successful and popular

quantum mechanical methods to calculate the electronic properties of matter. It is a

successful theoretical formalism to solve the quantum many-body problem. It can

be applied very accurately for a wide range of materials, from atoms, molecules and

nano-structured systems to crystalline solids and surfaces. DFT is a clever way to

map the quantum many-body system onto a system of non-interacting fermions in

an effective field. Perhaps the most important feature regarding DFT is that it is

completely ab initio, i.e., it takes only the atomic numbers and the atomic masses of

the atoms in the material as inputs for the computation, and uses no empirical data
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from experiments. In its original formulation, this theory computes the ground state

properties of interacting many-electron systems. The ground state properties can be

determined by using functionals which are functions of another function: in Density

Functional Theory the energy of the system can be expressed as a functional of the

spatially-dependent electron density. We will briefly discuss regarding some of the

relevant formalisms of density functional theory in this chapter.

2.2 The Quantum Many-Body Problem

The Hamiltonian of a many-body interacting system consisting of nuclei and

electrons is given by:[1]

Ĥ = −
∑
I

~2

2MI

∇2
I −

~2

2me

∑
i

∇2
i +

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
−
∑
i,I

ZIe
2

|ri −RI |
+

1

2

∑
i 6=j

e2

|ri − rj|
,

(2.1)

where the nuclear masses, nuclear positions and the atomic numbers of the atoms in

the system are given by MI , RI and ZI respectively. The indices I and J run over all

the nuclei in the system; ri, me and e are the electronic positions, mass and charge

respectively, with indices i, j that run over all the electrons in the system, and ~ is

Planck’s constant divided by 2π. The first two terms on the right-hand-side (RHS)

of the equation are the nuclear and electronic kinetic energy contributions to the

Hamiltonian, respectively. The remaining terms represent the Coulombic interactions

between pairs of nuclei, between pairs consisting of a nucleus and an electron, and

between pairs of electrons, respectively.

It is a difficult task to solve the many-body Schrödinger equation. Certain approx-

imations are used to make this problem feasible; these are: the Born-Oppenheimer

or adiabatic approximation, Density Functional Theory (which is exact in principle,

but approximate in practice), and the pseudopotential approximation (within DFT).

These approximations are described in the next few sections.
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2.2.1 Born-Oppenheimer or Adiabatic Approximation

The Born-Oppenheimer approximation, named after Max Born and J. Robert

Oppenheimer, is based on the assumption that the nuclear and electronic degrees

of freedom in atoms, molecules or crystals can be separated from each other. The

masses of the nuclei are much greater than that of the electrons (MI >>me) and

they tend to move much slower than the electrons. The electrons can respond almost

instantaneously to any change in the nuclear positions. Thus the nuclei can be

considered as effectively stationary on the electronic time-scales. Therefore, the nuclei

can be considered to be frozen in a single arrangement, and when the nuclei move

they only see a smeared out potential from the speedy electrons. When solving

the time-independent Schrödinger equation, it can be assumed that the nuclei are

stationary, and one can solve the equation for the electronic ground-state first, and

then calculate the energy of the system in that configuration and solve for the nuclear

motion. In the Born-Oppenheimer approximation the nuclear motion is separated

from the electronic motion.[2].

In Eq. (2.1), Ĥ cannot be separated into nuclear and electronic parts due to the

term representing the interaction between nuclei and electrons. On applying the Born-

Oppenheimer approximation to Eq. (2.1), the first term on the RHS, i.e., the kinetic

energy of the nucleus, becomes very small, and can be treated as a perturbation. The

wavefunctions and energies of the electrons have only a parametric dependence on the

nuclear positions R. The wavefunction of the total system, Ψ(R, r) can be written as:

Ψ(R, r) =
∑
s

φ(R)ψ(R, r) (2.2)

where {ψ(R, r)} is a complete set of electronic eigenstates for each R, and φ(R) is

the nuclear wavefunction. r and R are the position vectors which denote the set of

all position vectors {ri} and {RI} for the electrons and the nuclei respectively.

Now, the electronic part of the many-body equation in Eq. (2.1) which describes
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a system of interacting electrons for a fixed nuclear configuration, can be re-written

as:

[
− ~2

2me

∑
i

∇2
i +

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
−
∑
i,I

ZIe
2

|ri −RI |
+

1

2

∑
i 6=j

e2

|ri − rj|

]
ψ(R, r) = Ee(R)ψ(R, r).

(2.3)

In the above equation, the term involving interactions between pairs of nuclei is

quite frequently neglected [second term on the left-hand-side (LHS)], since in this

case R is just a parameter. Therefore this term is just a constant and shifts the

eigenvalues only by some constant.

The equation for the nuclear part can be written as:

[
−
∑
I

~2

2MI

∇2
I + Ee(R)

]
φ(R) = εφ(R). (2.4)

Ee(R) is the solution of Eq. (2.3). Ee(R) is called the Born-Oppenheimer potential

energy surface, and when this term is known, Eq. (2.4) can be solved easily. However,

the solution to Eq. (2.3), is not very simple or straightforward within the quantum

mechanical approach. Therefore, to solve the system of interacting electrons for fixed

nuclear positions, one requires further approximations to deal with the Coulomb

two-body terms and the exchange and correlation interactions between the electrons.

2.3 Density Functional Theory

Density functional theory treats the electron density as the basic variable, rather

than the many-body wavefunction. This conceptual difference makes the calculations

much simpler since the density is a function of three spatial variables, i.e., the three

Cartesian coordinates, and yet can give us all the information contained in the

many-body wavefunction (which is a 3N -variable quantity). Thus, it is a complete

reformulation of the Schrödinger equation. So, instead of solving for the many-body

wavefunction one has to solve for the total electron density. The modern formalism

of Density Functional Theory was developed by P. Hohenberg and W. Kohn in 1964,
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when the authors proved that the density plays a crucial role in determining the ground

state properties of a quantum many-body system. [3] The formulation subsequently

developed by W. Kohn and L. J. Sham in 1965 has become the fundamental procedure

for electronic structure calculation.[4] Density Functional Theory was a landmark

development in the field of computational science that enabled electronic structure

theory to be applied to real problems, and led to the Nobel Prize in Chemistry being

awarded to Walter Kohn in 1998.

The density operator n̂(r) for a system of N electrons is given by:[1]

n̂(r) =
N∑
i=1

δ(r− ri), (2.5)

The electronic density, n(r), is determined from the many-electron wavefunction

using the electronic density operator, as given below:[1]

n(r) =
〈ψ |n̂(r)|ψ〉
〈ψ|ψ〉

=

∫
dr1, dr2, ..., drN

∑N
i=1 δ(r− ri)|ψ(r1, r2, ..., rN)|2∫

dr1, dr2, ..., drN |ψ(r1, r2, ..., rN)|2
, (2.6)

Using the electronic density, the ground state total energy of a system can be

calculated using the equation:

E = 〈ψ|Ĥe|ψ〉 = 〈−
∑
i

~2

2me

∇2
i +

1

2

∑
i 6=j

e2

|ri − rj|
〉+

∫
drVext(r)n(r). (2.7)

The terms in angular brackets in Eq. (2.7) are universal for all electronic systems.

Therefore, the properties of any system are determined by the last term containing

Vext and the electronic density n(r). In this way, DFT further simplifies the problem

by replacing the many-body interacting electron system with a single-electron non-

interacting system and including a parameter that incorporates all the many-body

effects in the system through a term that describes the exchange and correlation

between the electrons.
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2.3.1 Hohenberg-Kohn Theorems

Density Functional Theory, developed by Hohenberg and Kohn in 1964, makes

two remarkable statements which are known as the Hohenberg-Kohn theorems.[3]

Theorem I: For any system of interacting particles in an external potential Vext(r),

the potential is determined uniquely, up to an additive constant, by the ground state

particle density n0(r). [1]

This theorem implies that the ground-state electron density (within an additive

constant) determines the external potential of the Schrödinger equation. Using the

external potential Vext(r), the Schrödinger equation can be solved to determine the

many-body wavefunction and from the wavefunction the electronic density (which

is an observable) can be determined. This allows a self-consistent procedure to

be utilized to determine the true ground state density and the true ground state

wavefunction of the system.

Theorem II: A universal functional for the energy E[n] in terms of n(r) can be

defined, valid for any external potential Vext(r). For any particular Vext(r), the global

minimum value of this functional gives the exact ground state energy of the system.

The density n(r) that minimizes the functional is the exact ground state density

n0(r).[1]

The ground state total energy of a system can be written as functional of the density

n(r),

E[n] = F [n] +

∫
drVext(r)n(r). (2.8)

The term F [n] is a universal functional of the density and is the same for all

electronic systems. F [n] does not depend on the external potential Vext. Instead

of dealing with 3N variables (like the many-electron wavefunction) it depends on a

function of three variables (i.e., the electron density n). The second term on the RHS

in Eq. (2.8) contains the information regarding the electron-nuclear interactions. If
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the functional form of F [n] were known, then the electron density could be varied until

the energy obtained from the functional is minimized. This provides the prescription

for finding the ground-state electron density and total energy of the system.

The story is not complete here however, since the exact form of the universal

functional F [n] is not known. A major contribution to this functional is the kinetic

energy term, which involves a gradient over each electronic coordinate and it is not

possible to write an exact analytical form of the kinetic energy as a functional of the

total density. The electron-electron Coulombic repulsion is a two-particle term.

In principle DFT is exact, but one needs to make approximations due to our lack

of knowledge about the exact functional form. The next most important step is to

construct an approximate form for F [n]. The exchange and correlation energies play a

significant role for a system of many interacting particles. To describe the behavior of

such a system, the exchange and correlation energies need to be defined accurately. In

the case of a non-interacting system, the antisymmetry of the wave-function requires

the particles to have the same spin and they occupy distinct orthogonal orbitals, and

thus the particles become spatially separated. For a system of interacting electrons,

all the particles repel each other, and exchange leads to a lowering of the energy. The

interactions between the electrons make the motion of the particles to be correlated

which can further reduce the energy of the mutual interaction. A very useful and

effective approximation for the universal energy functional F [n] was proposed by

Kohn and Sham in 1965.[4] This formulation of the Kohn-Sham equations is the main

reason for the success of Density Functional Theory.

2.3.2 Kohn-Sham Representation

The Hohenberg-Kohn theorem is not complete since it cannot provide information

about the exact form of the functional F [n]. After the Hohenberg-Kohn theorems were

published, Kohn and Sham developed another approach which makes DFT feasible.

The aim of the Kohn-Sham approach was to replace the interacting many-body system

with a simpler auxiliary system.
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The Kohn-Sham formulation takes advantage of the power of DFT without

sacrificing its accuracy (i.e., including exchange and correlation effects). The Kohn-

Sham (K-S) formulation [4] maps a N -electron interacting many-body problem onto

an effective non-interacting problem comprised of N single-electrons with the same

electronic density. The orbitals occupied by these N electrons are called the Kohn-

Sham states. According to Pauli’s exclusion principle, each state can contain two

electrons. ψs(r) are the fictitious states, which are related to the true ground state

electronic density by:

n0(r) = 2

N/2∑
s=1

|ψs(r)|2, (2.9)

where s is an index that runs over all the occupied Kohn-Sham states,[1] and the

factor of 2 arises from spins. The summation goes over all the individual electron

wavefunctions that are occupied by electrons. Therefore the term inside the summation

is the probability that an electron in an individual orbital ψs(r) is located at position r.

The factor of 2 appears because electrons have spin and the Pauli exclusion principle

states that each individual electron orbital can be occupied by two separate electrons

of different spins. Thus, n(r) contains a great amount of information which is actually

physically observable from the full wavefunction solution to the Schrödinger equation,

which is a function of 3N coordinates.[4]

The Kohn-Sham equations provide a route to find the ground-state electron

density. Kohn and Sham chose to write the total energy functional as:

E[n] = T0[n] + EH [n] +

∫
Vext(r)n(r)dr + Exc[n] = F [n] +

∫
Vext(r)n(r)dr.(2.10)

Each term in the above equation is described below:
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• Here, T0[n] is the kinetic energy of the non-interacting fictitious electrons. [1]

T0[n] = −2
~2

2me

N/2∑
s=1

〈ψs|∇2|ψs〉, (2.11)

• EH [n] is the Hartree energy, defined as the Coulomb interaction between the

electrons, neglecting the exchange and correlation effects. The expression for

the Hartree energy, EH , is given by,[4]

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′, (2.12)

• Vext is the external potential arising from the nuclei and any other external

fields.

• The residual energy contribution due to the exchange and correlation effects

can be combined together into the exchange and correlation energy Exc which

is given by the equation:

Exc[n] = F [n]− (T0[n] + EH [n]) . (2.13)

The Eq. (2.13) explicitly shows that the exchange-correlation energy is just

the difference between the kinetic and internal interaction energies of the true

interacting many-body system.

The functional forms of T0[n] and EH [n] are known and can be easily calculated.

The functional forms for the rest of the energy contributions, however, are not known

and are dumped into the third term, Exc[n]. Different approximations have been

made for this exchange-correlation term with varying levels of both the accuracy and

computational costs: some of these approximations are described in the next section.

Applying the Kohn-Sham representation of the universal function F [n], Eq. (2.10)
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can be written as:

E0[n0] = T0[n] + EH [n] + Exc[n] +

∫
Vext(r)n(r)dr, (2.14)

= T0[n] +

∫
VKS(r)n(r)dr, (2.15)

where VKS is assumed to be the effective potential or Kohn-Sham (K-S) potential

experienced by the fictitious non-interacting electrons and can be written as:

VKS[n(r)] = VH [n(r)] + Vxc[n(r)] + Vext[n(r)]. (2.16)

where VH [n(r)] = δEH
δn(r)

is the Hartree potential and Vxc[n(r)] = δExc
δn(r)

is the exchange-

correlation potential which is the functional derivative of exchange-correlation energy.

[4]

The Kohn-Sham Hamiltonian can be written as:[5]

{
− ~2

2me

∇2 + VKS[n(r)]

}
ψα(r) = Eαψα(r). (2.17)

To find the true ground-state electron density and total energy one can use

Eqs. (2.9), (2.16) and (2.17) self-consistently. The basic procedure of the self-consistent

loop is mentioned in a flowchart, see Fig. 2.1.

A self-consistent iterative procedure is performed starting from a trial input

density ninp. At the first step, a trial (input) density ninp has to be decided or guessed

(usually from a combination of atomic wavefunctions and plane waves). This input

density is used to calculate the Kohn-Sham potential. The Kohn-Sham equations

are solved to get the Kohn-Sham wavefunctions. The new density (output) nout is

obtained from these Kohn-Sham (K-S) wavefunctions. Self-consistency is achieved

if the initial and new densities are identical or lower than a pre-defined tolerance,

then the ground state density has been found. Otherwise one must select a new trial

density after some mixing (defined in the function f ) with the input density to make
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Figure 2.1: Flow chart demonstrating the self-consistency loop used to iteratively
solve the Kohn-Sham equations

the convergence faster. The iterative procedure is continued until convergence is

achieved.

If one could start with a good guess for the electronic density, ninp, the K-S

potential could be calculated from Eq. (2.16); using the K-S potential, Eq. (2.17)

could be solved to determine the K-S states, ψs(r); and to complete the loop, the

electronic density, nout can be extracted as an observable of the K-S states. The

output density obtained by solving the K-S equation, can be combined with the

input density using a mixing scheme. This mixing between the output and input

densities gives a new input density which can be fed to the self-consistent loop for

the next iteration. This procedure is continued until the difference between the

input and output densities becomes lower than a pre-defined tolerance value. Various

mixing schemes exist that help speed up convergence, the most common one being

the modified Broyden’s mixing method.[6, 7]

Upon achieving convergence in the self-consistent loop, the electronic ground state

energy can be calculated. To obtain the total ground state energy of the system, the
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Coulomb interaction energy between the nuclei is added to the electronic energy.[1]

2.3.3 Exchange-Correlation Functionals

According to the Kohn-Sham formalism, the ground state properties of any system

can be determined by minimizing the energy functional, and this can be achieved by

finding a self-consistent solution to a set of single-particle equations. There is one

major issue with the K-S formulation, i.e., to solve the Kohn-Sham equations one

has to specify the exchange-correlation functional Exc[n].

The exchange energy arises because electrons obey Pauli’s exclusion principle,

i.e., electrons of same the spin avoid each other. The exchange component describes

the energy lowering due to anti-symmetrization. The correlation energy is defined

as the energy lowering since the negatively charged electrons tend to avoid each

other in a real system. The correlation energy results from complicated many-body

interactions between the electrons. To reduce the Coulombic repulsion between each

other, the electrons screen themselves. The exact functional forms of the exchange and

correlation energies are not known. Therefore, the functional forms of the exchange

and correlation energies are approximated to calculate various properties of the

system.[8]

Local Density Approximation

The Local Density Approximation (LDA) deals with only the local density at each

space point. In this simplest approximation, the effect of the exchange and correlation

is assumed to be local in nature.[9–11] The exchange-correlation energy density is

assumed to be the same as that in a homogeneous electron gas of that local density.

The LDA helps us to completely define the Kohn-Sham equations. According to this

approximation, the exchange-correlation energy for a density n(r) is given by:

ELDA
xc =

∫
n(r)εxc(n)dr, (2.18)

where εxc(n) is the exchange-correlation energy per particle of a uniform electron
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gas of density n. The exchange-correlation potential is then given by: [12]

vLDAxc [n(r)] =
δELDA

xc

δn(r)
= εxc(n) + n(r)

∂εxc
∂n

, (2.19)

The exchange energy density for the homogeneous electron gas can be approxi-

mated analytically or computed using Quantum Monte Carlo.[13]

One needs to determine the exchange-correlation energy for a uniform electron

gas of a given density to deal with practical purposes or realistic systems. The

exchange-correlation energy is split into exchange and correlation potentials εxc(n) =

εx(n)+εc(n). The form of exchange potential can be derived from the Dirac functional.

[14]

εx[n(r)] = −3

4
(
3

π
)
1
3n(r), (2.20)

The accurate values for εc(n) can be determined from Quantum Monte Carlo

(QMC) calculations. [10] They are then interpolated to provide an analytic form for

εc(n). [11]

Though the LDA seems to be a very drastic approximation, it works remarkably

well for most solid systems. There are some limitations of the LDA. It overestimates

the exchange but underestimates the correlations. The LDA follows certain sum

rules for the exchange-correlation hole. However, the sum rules for the exchange

hole and the correlation hole separately are not satisfied. The LDA almost always

underestimates the lattice parameter for a given element compared to the experimental

value. The energy differences calculated using LDA are often significantly larger

than the experimental values. Also, the difference between the highest occupied

and lowest unoccupied molecular orbitals (HOMO-LUMO gap) is often very much

underestimated in the LDA. Therefore, one needs to consider some other functional

to obtain a better or more accurate value of HOMO-LUMO gap.

Generalized Gradient Approximations
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The LDA does not take into account the variation of the electron density from one

place to another. In a real system the electron density is usually not homogeneous.

To take the inhomogeneity of the electron density into account, one has to consider

not just the electron density but also the gradient of the electronic density. Different

ways have been proposed to do this[15–17] and these are collectively known as the

Generalized Gradient Approximations (GGA). The exchange correlation function can

then be written as:

EGGA
xc =

∫
dr n(r)εxc(n, |∇n(r)|), (2.21)

where εxc(n, |∇n(r)|) is the exchange-correlation energy per electron, that depends

on the local density n(r) as well as the gradient of the density |∇n(r)|.

There are a large number of distinct GGA functionals that are used in the

literature. Two of the most widely used functionals in calculations involving solids

are the Perdew-Burke-Ernzerhof functional (PBE) [15, 16] and the Perdew-Wang

functional (PW91)[17]. The GGA is often known to underbind, which results in

computed lattice constants being larger than the experimental values.

2.3.4 Hybrid functionals

Density functional theory is an efficient method to compute the energetics for a

wide variety of materials in their ground state. The energy eigenvalues obtained by

solving the Kohn-Sham equations in standard DFT calculations do not include the

excitation energies. Therefore, the band gap of any material calculated using standard

DFT technique is always underestimated compared to its experimental value. The

poor estimation of the band gap in DFT leads to some unfortunate consequences and

wrong interpretations regarding the properties of the materials. In the case of some

systems this underestimation even wrongly makes the band gap to be zero, which

gives a qualitatively incorrect description of the ground state, i.e., the material is
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found to be a metal rather than a semiconductor or an insulator. The efficiency and

accuracy in standard DFT calculations are limited especially when we need to study

properties which depend explicitly on excited state energies.

To improve the computed values of band gaps, hybrid functionals have been

developed, which are considered to be more reliable than the GGA and/or LDA

functionals to calculate band gaps in solids or HOMO-LUMO gaps in molecules,

atomic enthalpies, transition or excited state geometries and vibrational frequencies.

The hybrid functionals are formulated by a linear combination of the Hartree-Fock

exchange functional and any number of other exchange and correlation functionals,

like GGA and/or LDA. The weight of each individual functional is evaluated by

fitting the predictions made by the corresponding functional to the experimental

or calculated data. However, the weights can be set a priori in the case of the

adiabatic connection functionals.[18] Some examples of popular hybrid functionals

are: B3LYP,[19, 20] PBE0,[21] HSE,[22] and Meta hybrid GGA.[23]

The hybrid exchange functional used in this thesis is the B3LYP (Becke, three-

parameter, Lee-Yang-Parr). The B3LYP exchange-correlation functional has the

following form:

EX = ELDA
X + a0(E

HF
X − ELDA

X ) + aX(EGGA
X − ELDA

X ) + ELDA
c + ac(E

GGA
X − ELDA

X )

(2.22)

where the value of the coefficients are: a0 = 0.20, aX = 0.72 and ac = 0.81. EGGA
X

is the Becke 88 exchange functional,[24] and EGGA
C is the correlation functional of Lee,

Yang and Parr in the generalized gradient approximations.[25] EHF
X is the non-local

Hartree-Fock exchange energy and ELDA
c is the local density approximation to the

correlation functional.

B3LYP is a very popular hybrid functional. This functional is not conveniently

employed in the plane wave basis sets yet, but B3LYP is efficiently employed for the

localized basis sets, e.g., Gaussian basis sets.
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2.3.5 Basis Sets

The Density Functional Theory method aims to compute properties of interest

without recourse to experimental data. To do this one needs to find the Kohn-Sham

wavefunctions. Since these are generally unknown, it is usual to expand them in

terms of a set of known functions. The K-S states are usually expanded in terms of

a basis set, therefore their information is stored as a number of coefficients in the

computer. An appropriate basis set needs to be chosen for a density functional theory

calculation. There are different kinds of basis sets like plane waves,[26, 27] Gaussian

functions, localized atomic orbitals[28] and Muffin Tin Orbitals.[29] In this thesis, we

have used plane wave and localized atomic orbital basis sets, as implemented in the

Quantum ESPRESSO[26] and SIESTA [28] packages, respectively.

The larger the number of basis functions contained in the basis set, the better

will be the computational accuracy, but the slower will be the calculation speed. The

time needed to solve the Kohn-Sham equations in a computational calculation is (for

exact matrix diagonalization) roughly proportional to the cube of the number of basis

functions considered, various techniques can be used to reduce the computational

cost.

Plane Wave Basis Set

In the case of periodic systems the potential has the following property:

V (r + za) = V (r) (2.23)

where a is lattice vector and z is an integer. Using Bloch’s theorem [30] the

wavefunction can be written as a product of a cell periodic part and a wavelike part

ψi(r) = eikrfi(r) (2.24)
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Due to its periodicity f(r) can be expanded in terms of a set of plane waves

fi(r) =
∑
G

ci,Ge
iG.r (2.25)

where G are reciprocal lattice vectors.

According to Bloch’s theorem, the wavefunction of an electron placed in a periodic

potential can be written in terms of the plane wave and a periodic function.[30] This

suggests that, when working with extended periodic systems, one can use a set of

mutually orthonormal plane waves to expand the wavefunction. The K-S states can

be expanded in terms of plane waves:[5]

ψs,k(r) =
∑
G

cs,k+Ge
i(k+G)·r (2.26)

where G is a reciprocal lattice vector, and k is a wavevector in the first Brillouin

zone. Any observable of the wavefunction can be calculated by summing over the

occupied Bloch states at a given k point and then integrating over all k-points within

the Brillouin zone.

The number of plane waves used can be easily increased until the energy converges;

however, this will increase the matrix size and thus the computational time. To

compromise between computational accuracy and computational cost, one truncates

this expansion with a kinetic energy cutoff: keeping all plane waves ei(k+G)·r, such that

(~2/2me)|k + G|2 ≤ Ecut.[1, 31] A plane wave basis set is used,e.g., in the Quantum

ESPRESSO and VASP packages.[26, 32]

Plane wave basis sets can also be used to perform calculations on non-periodic

systems such as isolated molecules. To accomplish this, the molecule is placed at

the center of a periodic supercell. If the supercell is large enough, the interactions

between the molecules in neighboring cells becomes negligible.

If the described wavefunction of the electron oscillates very rapidly or is very

highly peaked in a region of space, a large number of plane waves will be required to
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accurately represent it. The high computational expense due to this can be reduced

by using pseudopotentials, which are described in Section 1.6 further below.

Localized Basis Set

The wavefunction for isolated atoms and molecules exponentially decays to zero

at large distances. This suggests that one might want to use basis functions for

these calculations that do likewise. Atomic orbitals are one kind of atom-centered

basis functions that decay exponentially.[33] Other localized basis sets are Slater-type

orbitals (STO) [34] and Gaussian-type orbitals (GTO).[35]

STOs can be represented as: [34]

φnlmζSTO (r, θ, φ) = αYlm(θ, φ)rn−1e−ζr,

where α is a normalization constant and Ylm(θ, φ) is a spherical harmonic and n,

l, and m are principal, orbital angular momentum and magnetic quantum numbers,

respectively. ζ determines the radius of the orbit. The exponential dependence on

distance is the same as for the hydrogen atom.

GTOs (in spherical coordinates) are given by:

φnlmζGTO(r, θ φ) = αYlm(θ, φ)r(2n−2−l)e−ζr
2

.

For both STOs and GTOs, the angular dependence of the wavefunction is contained

in the spherical harmonics, and the values of l and m determine the type of the

orbital (e.g., l = 0 is a s type orbital, l = 1 a p orbital, etc.).

The main difference between STOs and GTOs is the power of r in the exponent.

The r dependence in the exponent in the STOs is a better representation than that

of GTOs. GTOs have a zero slope at the nucleus (r = 0) and fall off rapidly with

distance, whereas STOs have a cusp and decay slower than GTOs. These factors

suggest that a larger number of GTOs are needed to form a suitable basis set than

STOs.[34] GTOs are more commonly used in calculations due to their better efficiency
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than STOs.[36]

The accuracy of a calculation depends on the size of the basis set. Increasing the

number of basis functions improves the quality of the calculation, e.g., in SIESTA one

talks of a minimal basis set: one basis function per atomic orbital, double zeta: two

basis functions per atomic orbital and triple zeta: three basis functions per atomic

orbital. Additional higher angular momentum (d, f orbitals) basis functions may also

be added to attempt to account for polarization effects, e.g., double zeta polarized

(DZP) basis set. [37]

2.3.6 Pseudopotential Approximation

The wavefunctions of a given atom are the eigenstates of the atomic Hamiltonian.

The electronic states of an atom fall into three main categories. (i) Core states: which

are highly localized and do not take part in chemical bonding, (ii) valence states:

which are located far from the nucleus, hence extended and responsible for chemical

bonding, and (iii) semi-core states: these states are in between the core and valence

states. They are localized and polarisable, but usually do not contribute directly to

chemical bonding. [38]

The core states are localized in the vicinity of the nucleus. In an atom, the core

electrons are tightly bound to the nucleus, and their wavefunctions are highly peaked

in the region close to the nucleus. Therefore, a large number of plane-wave components

are required for the plane-wave expansion of the wavefunctions to represent such steep

wavefunctions. The valence states are oscillating in nature near the core region to

maintain orthogonality with the core electrons. This rapid oscillation of the valence

electrons causes large kinetic energy in the core region, which roughly cancels the

large potential energy due to the strong Coulomb potential.[39] The valence electrons

are much more weakly bound to the nucleus than the core electrons.

Therefore, it is convenient to replace the strong Coulomb potential and the core

electrons by an effective pseudopotential. The rapidly oscillating valence electron

wave-functions in the core region can be replaced by the pseudo-wave-functions,
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which shows smooth variation in the core region instead of rapid oscillation. In

this context, Slater suggested a possible solution in 1937, where the plane-wave

expansion was augmented with the solutions of the atomic problem in spherical

regions around the atoms. In the augmented plane wave (APW) method the potential

was assumed to be spherically symmetric inside the spheres, and zero outside. [40]

Conyers Herring, in 1940, proposed an alternative method in order to overcome

the shape approximation of the potential in the APW method. According to this

approach, the valence wavefunctions are represented as a linear combination of plane

waves and core wavefunctions. [41] In this way, one can go a step beyond the APW

approach to eliminate the core states by replacing them with an effective potential or

pseudopotential. The pseudopotential approximation has to be developed carefully

in order to reproduce the properties of the true potential.

To formulate pseudopotentials one has to follow two main steps. At the first

step the core electrons are removed from the calculation, and the interaction of the

valence electrons with the nucleus plus the core states (including orthogonalization)

is replaced by an effective, screened potential. The effective potential depends on the

angular momentum of the valence electrons.

In the second step, the interaction between the core electrons and the ions,

which is known as the ion-electron interaction that includes the orthogonality of

the valence wavefunctions to the core states, is replaced by a softer pseudopotential.

The solution of the atomic Schrödinger equation using the pseudopotential gives a

pseudo-wavefunction which is different from the true wavefunction.

The pseudopotential, however, is constructed in such a way it should keep certain

features the same as for the all-electron potential, e.g., the scattering properties,

phase shifts, etc. The main concept behind developing a pseudopotential is that the

pseudo wavefunctions should have the scattering properties identical to the valence

and core electrons. The pseudopotential will be angular momentum dependent since

the scattering properties depend on the angular momentum component of the valence
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wavefunction. Pseudopotentials with an angular momentum dependence are called

non-local pseudopotentials.

While developing a pseudowavefunction for an atom, one has to decide a core

radius rc. The pseudo wavefunction matches exactly with the true wavefunction

beyond this radius. Inside this core radius, the pseudo wavefunction is designed to be

nodeless and non-oscillating. The replacement of the actual atomic wavefunction with

the pseudo wavefunction reduces the number of Fourier components and makes the

calculation computationally cheaper.[42] The Kohn-Sham equations are then inverted

to obtain the pseudopotential using the pseudo wavefunction.

A pseudopotential should follow certain properties.[42] (1) The pseudo wavefunc-

tion and its first and second derivatives should match smoothly at the core radius

cutoff. (2) The pseudopotential should have the property of transferability, so that it

would be able to treat different chemical environments. (3) It used to be believed

that a good pseudopotential should conserve the electronic charge of an atom; such

pseudopotentials are called norm-conserving pseudopotentials.[43]

Norm-conserving pseudopotentials

The most important and necessary condition to obtain the exchange-correlation

energy accurately is that the real and pseudo wavefunctions should be identical

outside the core region, so that both wavefunctions should give the same charge

densities. The norm-conserving pseudopotentials should satisfy:

∫ rc

0

ψ∗AE(r)ψ∗AE(r)dr =

∫ rc

0

ψ∗ps(r)ψps(r)dr, (2.27)

where ψAE and ψps are the all-electron and pseudo wavefunctions, respectively.

The condition in Eq. (2.27) ensures that the all-electron and pseudo wavefunctions

are equal outside the core region.[44] In practice, this can be achieved by using a

non-local pseudopotential which uses a different potential for each angular momentum

component of the pseudopotential. This kind of pseudopotential can describe the
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scattering properties from the ion core very well. The non-local norm-conserving

pseudopotentials can describe the scattering properties of an ion in a variety of atomic

environments which makes them highly transferable.

Ultrasoft pseudopotentials

One more step forward in the field of electronic structure calculations was the

introduction of ultrasoft pseudopotentials, suggested by D. Vanderbilt.[45] The devel-

opment of ultrasoft pseudopotentials reduces the limitations of norm-conservation,

and lowers the computational cost. That portion of the electronic charge which is

not conserved in the pseudo wavefunction is included by adding an ‘augmentation’

charge in the core region of the pseudo wavefunction. To deal with this augmented

charge, in addition to the plane wave energy cutoff, one has to introduce a larger cut

off for the electronic charge density. The value of this charge density cut off should

typically be 8 to 12 times the value of the energy cutoff for the plane wave basis sets.

2.3.7 k-point sampling

Physical quantities like the total energy, the density of states, etc. are obtained

by integrating over all the wavevectors in the first Brillouin zone (BZ). The number

of k points in a zone is infinite, and in principle, the electronic wavefunction needs to

be calculated at each k-point. Hence, this would lead to an infinite computational

cost. Instead of integrating over the infinite number of k-points in the BZ, one has

to, in practice, sum over a finite number of discrete k-points. Monkhorst and Pack

suggested a method to generate a uniform set of points according to the symmetry of

the system, using the formula:[46]

kn1,n2,n3 =
3∑

β=1

2nβ −Nβ − 1

2Nβ

bβ (nβ = 1, 2, 3, ..., Nβ), (2.28)

where Nβ is the number of divisions in reciprocal space along the βth direction (β =

1, 2, 3) and b1,b2 and b3 are the primitive reciprocal lattice vectors.
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Using a similar equation Quantum ESPRESSO allows the possibility to generate

a uniform grid of k-points with an offset. When there is no offset, skβ = 0, in the

case where the grid is displaced by half a grid step in the corresponding direction,

the values of skβ are 1. The formula used is:[26]

kn1,n2,n3 =
3∑

β=1

2(nβ − 1) + skβ
2Nβ

bβ (nβ = 1, 2, 3, ..., Nβ), (2.29)

As the number of k-points considered in the Brillouin zone increases, better

accuracy is achieved in the calculation. However, the higher the number of k-points,

the calculation would be more expensive since the computational time scales linearly

with the number of k-points used in the calculations. As a first step in reducing

computational cost, symmetries of the system are usually used to reduce the BZ

to the irreducible BZ. In that case, one needs to consider only the k-points in the

irreducible BZ for the calculation.[47]

In the case of isolated systems or very large supercells, it would be enough if the

k-space is sampled only at the Brillouin zone origin k = (0, 0, 0), also known as the Γ

point. For artificially periodic supercells, one can choose only one division along the

aperiodic (artificially periodic) directions.[47]

2.3.8 Smearing

We have already mentioned that any observable of the wavefunction is obtained

by carrying out a summation over all the occupied states at a given k-point, and then

integrating over all the k-points in the first Brillouin zone (BZ). In the case of metals

the Brillouin zone can be divided into regions occupied and unoccupied by electrons.

The surface in k space that separates the occupied region from the unoccupied region

is called the Fermi surface. For metals at temperature T=0, the occupancy falls

like a step function at the Fermi energy. Then, to accurately evaluate integrals in k

space, one has to use a very large number of k-points to reproduce the Fermi surface

accurately, because the functions that are integrated change discontinuously from
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non-zero values to zero in reciprocal space. [48] Using a large number of k-points is

not an efficient way to evaluate such integrals, since it increases the computational

time hugely. Moreover, another problem is that band crossings above and below the

Fermi level may lead to convergence issues while calculating the total energy using

the self-consistent field loop.[47]

One way to get rid of this problem is by replacing the sharp, discontinuous step

function (at temperature T = 0) at the Fermi energy (EF ), with a smoother function.

This smoothening of the discontinuous step function allows partial occupancies at

EF . Therefore, the discontinuity in the occupancies near the Fermi energy is smeared

out due to this smoother function. This smoothening of electron occupancies ensures

faster convergence with respect to the number of k-points but does not necessarily

give the right answer. The higher is the smearing, the faster would be the convergence

with respect to k-points, but, typically, the lower is the accuracy.[47]

For this purpose, several successful techniques have been employed to smear out

the sharp Fermi function. A popular smearing method was developed by Methfessel

and Paxton, where the step function is expanded in terms of Hermite functions,

which are the products of Hermite polynomials and Gaussian functions.[49] This

technique suffers from the problem of negative occupancies which can cause problems

in visualizing densities of states. Gaussian smearing[50] is another popular smearing

technique, where the energy levels are broadened by Gaussian functions but the

errors introduced in this method can be large. A new smearing technique was

introduced by Marzari and Vanderbilt which is found to be more accurate than the

Methfessel and Paxton and Gaussian techniques, without having the problem of

negative occupancies.[51] In this scheme, the Dirac delta function is approximated

using a Gaussian function multiplied by a first order polynomial.
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2.3.9 Force Calculations: Hellmann-Feynman theorem and

Structural Optimization

The aim of geometry optimization of any system is to the generate its optimal

(lowest energy) structure from an arbitrary initial state. To determine the optimized

geometry of a system one has to compute the forces on the atoms in a system efficiently

and accurately. The forces acting on the atoms in a system can be calculated by

obtaining the first derivative of the total energy with respect to the atomic positions.

This procedure could, in principle, be carried out by performing a large number of

self-consistent calculations that need to be carried out for a number of different atomic

configurations. Hellmann and Feynman proved the existence of a simpler method

to compute the forces in a system: according to their theorem, the derivative of the

total energy is equal to the expectation value of the derivative of the Hamiltonian:[52]

FI = −∂〈E(RI)〉
∂RI

= −

〈
∂H

∂RI

〉
, (2.30)

here E(RI) is the total energy for a given set of nuclear co-ordinates {RI}. This

force can then be used to find the ground state coordinates of the atoms in a system,

by moving the atoms (using some minimization scheme) until the forces on all the

atoms are zero.

Geometries of the systems studied in this thesis are optimized using Broyden-

Fletcher-Goldfarb-Shanno (BFGS) and conjugate-gradient (CG) algorithms. BFGS is

the most popular quasi-Newton approach used to solve the unconstrained nonlinear

optimization problems.[53–56] Quasi-Newton methods require only the gradient of

the function to be computed at each iteration. BFGS is much faster than the steepest

descent methods. Instead of solving the Hessian matrix exactly BFGS algorithm

evaluates it approximately. This approach makes the calculation more efficient and

less expensive. Conjugated-gradient (CG) algorithm is the most popular iterative
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technique to solve a system of linear equations.[57] This method is often implemented

as an iterative algorithm. The systems which are too large to be handeled by any

direct method CG technique wis applicable to those sparse systems.

2.3.10 Spin-Polarized Density Functional Theory

The spin of electrons is important to study the magnetic and spintronic properties

of the systems. In the formulation of spin-polarized DFT, the total electron density

is split into the spin up and spin down electronic densities. The coupled Kohn-Sham

equations are solved to find the solution for each spin. The spin-polarized electronic

densities are given by:

nσ(r) = 2
Nσ∑
s=1

ψσ∗s (r)ψσs (r), (2.31)

where σ = {↑, ↓}, represents the spin of the electron, and Nσ is the number of orbitals

of spin σ. The total electronic density of the spin-polatized system is the sum of

the spin up and spin down electronic densities: n(r) = n↑(r) + n↓(r). The magnetic

moment of the spin polarized system is given by: m(r) = n↑(r)− n↓(r).

Only collinear magnetism is studied, without any spin-orbit interaction, in the

simplest version of the spin-polarized DFT.

The Kohn-Sham equations for each spin are given by:

{
− ~2

2me

∇2 + V σ
KS(r)

}
ψσs (r) = εσsψ

σ
s (r). (2.32)

V σ
KS is the Kohn-Sham potential, which is given by:

V σ
KS(r) = Vext(r) + VH(r) + V σ

xc(r), (2.33)

The exchange-correlation potential now includes a spin-dependent part. The spin

dependency in the system arises only from the exchange-correlation potential. In the
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case of a spin-polarized system the exchange-correlation potential is defined as:

V σ
xc(r) =

δExc[n(r),m(r)]

δnσ(r)
, (2.34)

To deal with spin-polarized systems all the equations mentioned above are solved in

a similar manner to the non-spin-polarized Kohn-Sham equations.

2.3.11 Dispersion Interactions and the DFT-D2 Method

The dispersion interactions (which are also known as van der Waals interactions

or London interactions) between atoms and molecules play an important role in

many chemical systems. For example,the structures of DNA, proteins, and host-guest

systems, as well as the adsorption geometries of many molecules on surfaces are

controlled by dispersion interactions.

The relationship between electron-electron correlations and long-range interactions

was initially examined by London in 1930.[58] London found that though the time-

averaged electron density around an atom or molecule has zero dipole moment,

oscillations of electrons cause deformations of the electron density, which result in a

transient dipole moment. This instantaneous dipole moment can induce a temporary

dipole moment on other atoms or molecules by distorting their electron density. These

dipoles have a net interaction with each other. London showed that the general form

of the interaction between two spherically symmetric atoms at large distance is:

Vdisp =
C

r6
, (2.35)

where r is the distance between the atoms and C is a combination of physical constants

which include some of the same information that is incorporated in the dispersion of

the refractive index of a material with respect to the wavelength of light. Therefore

these interactions are termed as dispersion interactions.[48] A very common example

of systems dominated by dispersion interactions are the dimers of the rare-gas atoms,
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e.g., He, Ne and Ar. These atoms are known to be less chemically reactive, but these

gases can be liquefied at sufficiently low temperatures, which implies that attractive

interactions exist between rare gas atoms.[59]

Standard DFT calculations do not incorporate dispersion interactions. One

solution to overcome the drawbacks of DFT regarding dispersion forces is to simply

add, by hand, a dispersion-like contribution to the total energy between each pair of

atoms in a material. The DFT-D2 functional by Grimme adds an additional term to

the DFT total energy in order to include the contribution of dispersion forces, or van

der Waals interactions:[60]

EDFT−D2 = EKS−DFT + Edisp, (2.36)

where EKS−DFT is the usual self-consistent Kohn-Sham DFT energy and Edisp is the

dispersion correction, given by:

Edisp = −s6
Nat−1∑
i=1

Nat∑
j=i+1

Cij
6

Rij
6

fdmp(Rij), (2.37)

where Nat is the number of atoms in the system, Cij
6 is the dispersion coefficient for

atom pair ij:

Cij
6 =

√
Ci

6C
j
6 , (2.38)

and s6 is a global scaling factor that depends on the exchange correlation

functional.[61] For example, the valuesof s6 have been determined for several different

DFT functionals: PBE (s6 = 0.75), BLYP (s6 = 1.2), and B3LYP (s6 = 1.05).[60] Rij

is the interatomic distance. To get rid of near singularities for small R, a damping

function fdmp must be used, which is given by:

fdmp(Rij) =
1

1 + e−d(Rij/Rr−1)
, (2.39)
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where Rr is the sum of atomic van der Waals radii.[62] d is a damping parameter,

typically the value of d is set to be 20.[60]

2.3.12 Time Dependent Density Functional Theory

Standard DFT formulated by P. Hohenberg and W. Kohn is useful to study

the ground state properties of a quantum many-body system.[4] This technique

does not deal with excited state phenomena. Time-dependent density functional

theory (TDDFT) is an extension of standard DFT. TDDFT is a quantum many-body

formalism which deals with dynamical systems, i.e., those which are not in a stationary

state. TDDFT is a popular and efficient theory used in physics and chemistry to study

the excited state properties of many-body systems in the presence of time-dependent

potentials. The effect of time-dependent electric or magnetic field on molecules and

solids can be investigated with the help of TDDFT to extract features like accurate

values of band gaps, absorption spectra, frequency-dependent electronic response

properties, optical properties and various excited state phenomena.

TDDFT is based on the time-dependent extension of the Hohenberg-Kohn (HK)

theorem, derived by Runge and Gross in 1984.[63] TDDFT is also in principle exact,

like standard DFT, and there exists a one-to-one mapping between the time-dependent

effective potential and the time-dependent electronic density. Similar to standard

DFT, in the case of TDDFT also the time-dependent electron density can be evaluated

from the time-dependent electronic wavefunction. Another task in this context is to

derive the effective potential of a fictitious non-interacting system which gives back

the electronic density, which is similar to the density of any interacting system. It is

a complicated task to construct such a system for TDDFT, since the time-dependent

effective potential at any given instant depends on the density at all previous times.

The time-dependent Kohn-Sham Hamiltonian, acting on the time-dependent
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wavefunction, is:

{
− ~2

2me

∇2 + VKS[n(r, t)]

}
ψα(r, t) = i

δ

δt
ψα(r, t), (2.40)

where ψα(r, t) is the time-dependent wavefunction and VKS[n(r, t)] is the time-

dependent Kohn-Sham potential.

The time-dependent electronic density n(r, t) is given by:

n(r, t) =
N∑
α=1

|ψα(r, t)|2. (2.41)

The time-dependent potential VKS[n(r, t)] can be written as:

VKS[n(r, t)] = Vext[n(r, t)] + VH [n(r, t)] + Vxc[n(r, t)], (2.42)

where Vext[n(r, t)], VH [n(r, t)] and Vxc[n(r, t)] are the time-dependent external

potential, the Hartree energy and the exchange-correlation potential, respectively.

In the limit of slowly varying Vext[n(r, t)], the time-dependent exchange correlation

potential Vxc[n(r, t)] is calculated by using the adiabatic local density approximation

(ALDA). Vxc[n(r, t)] is the functional derivative of Exc with respect to the time

dependent electron density,

Vxc(r, t) =
δExc[n]

δnt(r)
. (2.43)

Under the application of a time-varying or frequency-dependent perturbation, the

linear response of a molecule or solid can be expressed through a frequency-dependent

dynamic polarizability, α(ω).

α(ω) =
2

3

∑
i

ωλi|µλi|2

ωλi − ω2
=

fλi
ωλi − ω2

, (2.44)

where ωλi is the energy difference between the initial state i and the excited state

λ, and µλi is the dipole moment arising due to the electronic transition between the
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state i to the state λ. µλi is known as transition dipole moment,[64] it determines

the strength of interaction between a charge distribution and an electric field that

causes a transition between two states. When a system is perturbed by an external

electric field that results in a transition from ψi to ψλ, the dipole moment integral

corresponding to this transition is given by:

〈µ〉T =

∫
ψ∗λµ̂ψidτ (2.45)

The transition probability is proportional to µ∗TµT , i.e., the square of the transition

dipole moment.

In Eq. (2.44) the term fλi is the oscillator strength, which is a dimensionless

quantity that gives the probability of absorption or emission of electromagnetic

radiation in transition between energy levels of an atom or molecule.[65]

2.4 Simulation of STM Image: Tersoff-Hamann

Approach

In surface science, one of the most fundamental problems is to determine the

surface structure. The invention of the scanning tunneling microscope (STM) in

1983 by Binnig and Rohrer provided a promising tool to investigate the properties

of surface structure in real space, including non-periodic structures.[66–68] In the

STM, a small metal (e.g., Au) tip is brought close enough to the surface so that

quantum mechanical tunneling can occur between the sample and the tip through

the vacuum, this tunneling should be finite and measurable. The STM tip scans

the surface in two dimensions, while the height of the tip is adjusted to make the

tunneling current constant. The STM can operate either in constant height or in

constant current mode, depending on the nature of the surface and requirement.

Since the tip can also be used to attach, detach and move atoms, STM is also widely

used to fabricate structures on surfaces in a range starting from 100 nm down to the
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Figure 2.2: Schematic diagram showing the energy level alignment between the tip
and the sample (a) in absence of any bias volatge and (b) when the bias voltage V is
applied. EF and Evac are the Fermi energy and vacuum energy, respectively. Φ is the
work function and d is the tip-sample distance. This figure is adapted from Ref. 69
with permission.

atomic dimensions.

In the STM technique, when the distance d between the metal tip and the

conducting surface becomes sufficiently small (< 10 Å), then electrons can tunnel

through the vacuum barrier. When a bias voltage V is applied between the tip and

the sample, then theelectron tunneling effect results in a net flow of electric current

across the gap; the direction of the tunneling current depends on the polarity of the

bias voltage applied.

Fig. 2.2 shows a schematic depiction of energy level alignments between the tip

and the sample before and after the bias voltage is applied between them. When

the tip is brought close to the sample, the Fermi levels of the sample and the tip

get aligned up to the same height with respect to the vacuum, in the absence of any

bias voltage, see Fig. 2.2(a). In this figure, Φ is the work function of the STM tip,

which is metallic in nature. For simplicity, we consider that the value of the work

function is the same for both the STM tip and the sample. EF and Evac are the

common Fermi level and vacuum energy, respectively, for the combined tip-sample

system. Now, when a bias voltage is applied, then the Fermi levels of the tip and the
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sample become shifted with respect to each other, depending on the polarity of the

voltage eV applied. In the schematic diagram shown in Fig. 2.2(b), the bias voltage

is applied from tip to sample, which shifts EF of the tip above EF of the sample.

Therefore, the tip becomes more occupied than the sample and thus electrons can

flow from the tip to the sample, causing a net tunneling current. This current has an

exponential dependence on the tip-sample separation d, and the magnitude of the

tunneling current could be in a range from 10 pA to 10 nA.

According to Fermi’s golden rule, the transition probability from the initial state

i to the final state f is given by:

Ri→f =
2π

~
|Mfi|2δ(Ei − Ef ), (2.46)

where Mfi is the matrix element of the perturbation potential which causes a

transition between the initial state i and the final state f . Energy conservation is

ensured by the δ-function.

Using Eq. (2.46), the current flowing from the tip to the sample, It→s under an

applied bias V can be written as:

It→s =
2πe

~

∫
|Mts|2Nt(E − eV )Ns(E)ft(E − eV )[1− fs(E)]dE. (2.47)

In the same way, the current flowing from the sample to the tip can be written as:

Is→t =
2πe

~

∫
|Mts|2Nt(E − eV )Ns(E)fs(E − eV )[1− ft(E)]dE, (2.48)

where Ix→y is the current flowing from x to y. N(E) is the total density of states.

f(E) = [exp(E − EF )/kBT + 1]−1 is the Fermi-Dirac (F-D) distribution function. In

the situation discussed above, electrons from the occupied states of the tip (Nt, ft)
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can tunnel to the unoccupied states (Ns, [1−fs]) of the sample, when a bias voltage

V is applied. Thus due to the applied voltage the Fermi level of the tip gets shifted

by an energy eV with respect to the sample Fermi level.

The F-D distribution becomes a step function at T = 0 and the net tunneling

current from the tip to the sample can be written as:

I(T = 0) =

∫ EF+eV

EF

|Mts|2Nt(E − eV )Ns(E)dE, (2.49)

Figure 2.3: Schematic diagram showing the geometry of the STM tip. The tip
is assumed to be spherical in shape. R is the radius of curvature, d is the nearest
tip-sample distance and r0 is the center of curvature of the tip. The shaded region
shows the surface of the sample.[70]. This figure is taken with permission from Ref. 70
c©American Physical Society.

Now, to calculate the tunneling current, the first and most important step is

to evaluate the matrix element Mts. The matrix element is related to the overlap

between the tip and the sample wavefunctions. Therefore, to determine Mts, the

tip and sample wavefunctions are required. The wavefunction of the sample is very

straightforward and easy to determine. But in the case of the STM tip, its exact

atomic structure and chemical nature are not known.

Tersoff and Hamann in 1983 suggested a method to interpret STM images, this

method is still very popular and useful to the STM community.[70] According to the

Tersoff-Hamann method the unknown structure of the tip is replaced by a simple
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model. The wavefunction of the outermost tip atom is assumed to be an atomic s-

wavefunction, which is spherical in shape. Since the wavefunction decays exponentially

into the vacuum, only those orbitals which are localized at the outermost tip atom

will play an important role for the tunneling process.

The choice of the wavefunction of the STM tip is responsible for the main success

of the Tersoff and Hamann theory. Since the exact structure of the tip is unknown it

can be modeled as a locally spherical potential (Fig. 2.3), with curvature R about

the center r0. The functional form of the tip wavefunction is given by:

Ψt(r) = κReκR
e−κ|r−r0|

κ|r − r0|
, (2.50)

where κ =
√

2mφ
~ , Φ is the work function, which represents the barrier height for

electron tunneling from tip to sample or vice versa.

Writing the tip wavefunction as a two-dimensional Fourier sum and assuming the

surface of the sample S to be a parallel plane, one finds that the matrix element

Mts is proportional to the sample wavefunction Ψs evaluated at the tip’s center of

curvature:

Mts ∝ Ψs(r0), (2.51)

Therefore, the net tunneling current flowing from the tip to the sample can be

written as:

I = It − Is ∝ V Nt(EF )
∑
s

|Ψs(r0)|2δ(Es − EF ), (2.52)

In Eq. (2.52) the sum is the local density of states (LDOS) of the sample at the

Fermi level evaluated at the tip center. The tunneling current I in the final and

simplified form can be written as:

I ∝ V Nt LDOS(r0, EF ) (2.53)
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The Tersoff-Hamann approach is a novel technique for the simulation of the STM

images. STM images help us to investigate the geometric and electronic properties of

the surface. The main quantity which is imaged in the STM is the local density of

states of the sample. The Tersoff-Hamann model is successful in most of the cases,

but it fails for the cases where the surface corrugation is significant. The corrugation

amplitudes of the sample surfaces predicted by this model are too small, compared

to the actual situation. This discrepancy arises partially due to the strict assumption

of a s-like wavefunction of the STM tip, as pointed out by Chen et al.[71]

In this thesis, using the Tersoff-Hammann approach, the STM images are simulated

in the constant height mode.

2.5 Codes Used

Density Functional Theory as implemented in the Quantum ESPRESSO[26]

and SIESTA [28] packages, is used in this thesis for obtaining various properties of

materials, such as optimized structure, adsorption energies, charge states, densities of

states etc., as described in the later chapters in this thesis.

The atomistic structures of the systems, charge redistribution plots, molecular

orbital plots, simulated STM images reported in this thesis, were obtained using the

software packages XCrySDen[72] and VESTA.[73] All two-dimensional graphs in the

thesis were plotted using the Xmgrace software, and three-dimensional plots were

obtained using gnuplot.
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Chapter 3

Descriptors for the Self-Assembly

of Organic Molecules in

Two-Dimensions

In this chapter, our aim is to study self-assembled architectures built from molecular

building blocks placed on a substrate, and to formulate suitable descriptors which

can successfully predict the resulting self-assembled patterns. This work has been

done in collaboration with the experimental group of Prof. K. George Thomas and

his student Pratap Zalake (IISER Thiruvananthapuram, India). Most of the results

presented in this chapter have been published by us in Chem. Mater., 2017, 29(17),

7170-7182 (Ref. 43). The experimental results discussed in this chapter have already

been mentioned in the PhD thesis of Dr. Pratap Zalake.[1]

3.1 Introduction

3.1.1 Self-assembly and its applications

Self-assembly can be found everywhere in nature, e.g., from the molecular self-

assembly in DNA or RNA to the co-assembly of stars and planets in the universe.

It is defined as the association of numerous individual entities without any external
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stimuli. The formation of a self-assembled pattern is a reversible process in which pre-

existing parts or components of a system form the structures of a pattern. Molecular

self-assembly is the spontaneous organization of molecular building blocks arranged

together by various non-covalent interactions. This has now emerged as a new powerful

approach in the field of chemical synthesis, polymer science, materials science, and

engineering.

The self-assembly of organic molecules offers great promise for constructing devices

at the nanoscale.[2, 3] There is now a growing awareness that if one wants to construct

machines at the molecular level, one must build them from the bottom-up, i.e., using

atoms or molecules as the building blocks, using self-assembly. Molecular self-assembly

provides a route for designing and constructing systems with atomic precision. In

this era, we are almost at a stage where we could engineer machines that can enter

the human body and deliver drugs, or can even perform minute operations. Using

supramolecular self-assembly it is possible to construct devices such as supramolecular

switches, molecular elevators, molecular cars [see Fig. 3.1(a)] and other molecular

machines. Supramolecular switches have attracted considerable interest during the

last decade due to their unique properties and prominent role in the fields of organic

chemistry and materials science [see Fig. 3.1(b)].[4] Molecular machines convert

chemical, electrical, optical, and heat energy into kinetic energy. Molecular self-

assembly can also be used to build components in molecular electronic circuits,[5, 6]

solar cells,[7] coatings,[8] and nanomachines.[9, 10]

Molecular self-assembly can be influenced by either substrate-molecule or molecule-

molecule interactions, or by both.[12–14] Various kinds of intermolecular interactions

are responsible for the two-dimensional (2D) self-assembly of molecules on sur-

faces. These interactions include hydrogen bonding, van der Waals interactions, and

metallo-ligand interactions (co-ordination interactions). [15] Among these interac-

tions, hydrogen bonding (XH—A) is the one that is most widely used to stabilize

2D supramolecular assemblies. This is an attractive interaction between a hydrogen



3.1 Introduction 83

Figure 3.1: (a) A molecular ‘nanocar’ travels across a metal surface, propelled by
bonding changes. A single molecule containing two identical paddle units connected
by a carbon-carbon double bond.[11] This figure is taken with permission from Ref. 11
c©(2011) American Chemical Society. (b) Supramolecular switches comprise two

components interacting with one another through non-covalent bonding interactions.
An external stimulus can be used to disturb these interactions, so that the two
components dissociate from one another. Pseudorotaxanes are one of the most
versatile of such supramolecular switches and can be dissociated and re-assembled
using a variety of stimuli such as light.[4] This figure is taken with permission from
Ref. 4 c©(2010) Royal Society of Chemistry.

atom of a molecule and an electronegative atom A of another molecule. The elec-

tronegativity difference between H and A determines the strength of the hydrogen

bond. The interaction strength of hydrogen bonding spans over a wide range, within

the limit from van der Waals bonds to covalent bonds.[16] Hydrogen bonds can be

classified into different categories, such as (i) very weak, (ii) weak, (iii) strong, or

(iv) very strong. Among these, the first two types fall within the domain of van

der Waals interactions and they do not provide directionality in 2D networks. The

energy associated with strong and very strong hydrogen bonds is comparable to that

of electrostatic and covalent interactions; these bonds provide directionality to the

molecular architectures in 2D assemblies.[17] Therefore, strong hydrogen bonding (e.g.,

between acid dimers or amide dimers) plays a key role in stabilizing supramolecular

patterns on surfaces.[15, 18–20]

Host-guest chemistry is one of the most important fields in supramolecular chem-

istry. A molecule (host) can bind another molecule (guest) to develop a host-guest

complex. Host-guest chemistry deals with complexes which are composed of molecules

or ions that are held together by various non-covalent bonds. In host-guest systems,
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a molecular assembly formed by host molecules can accommodate guest molecules

depending on their size, shape and recognition sites. Host-guest chemistry is charac-

terized by molecular recognition and interactions through non-covalent interactions.

When building host-guest systems, the primary aim is to design such assemblies

which can serve as hosts for specific guest molecules. The hosts can be engineered so

that they possess cavities that can accommodate the guest molecules. The host-guest

complexes formed in 2D can be used for a range of applications,[21] for example,

donor-acceptor pairs having charge transfer properties and photoresponsive or elec-

troresponsive molecular switches.[2, 22–25] The size and shape of the cavities formed

in the host assembly which serve as the ‘home’ for the guest molecules, are deter-

mined by a delicate balance between various non-covalent interactions.[21, 26–34] In

some cases, the interactions between host and guest molecules can trigger structural

transformation of the host assemblies.[35–39]

3.1.2 Descriptors

Descriptors are a combination of physically meaningful parameters of a system

that correlate well with the property of interest. Descriptors are useful for the rational

design of materials. The importance of descriptors has long been recognized, e.g., in

the prediction of the crystal structure of octet compounds,[40] the catalytic activity

of nanoparticles,[41] and the adsorption strength of transition metals in zeolites.[42]

To be effective, descriptors should be quicker to use than performing experiments or

first-principle calculations, yet be accurate.

Ideally, one wish to have the ability to design made-to-measure nanostructures.

For this, one needs to know, a priori, which molecular building blocks to choose

in order to obtain a desired architecture. This aim could be achieved if one could

identify suitable descriptors that correlate molecular properties with the resulting

supramolecular self-assembled nanostructure. In this chapter, we extend such an

approach by using a set of organic molecules that consist of specific combinations of

chemical motifs. We use these chemical motifs as the molecular ‘lego’ to formulate
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descriptors to predict the pattern of the resulting self-assembly.[43] The 2D nature

of these networks helps us to formulate low-dimensional structural descriptors; it

also makes these systems easier to study experimentally, as one can use scanning

tunneling microscopy (STM) to obtain precise structural information in 2D with

atomic resolution.[44–46] STM is a suitable method for studying self-assembly on

surfaces, since, unlike in electron microscopy, one can image molecular organization

on surfaces at the air-solid or liquid-solid interface,[47, 48] by varying the temperature,

and under a variety of conditions ranging from ambient to high vacuum conditions.[49]

STM can also provide information about the electronic properties of the molecules on

surfaces.[50, 51] Density functional theory (DFT) calculations can play a crucial role

in helping us progress toward a descriptor-based design strategy. The geometry and

configuration of the self-assembled architectures observed in the STM experiments

are considered as the starting guess for the DFT calculations, followed by performing

the geometry optimization and energetics study of the self-assembled structures. So,

experiments help us to select the desired geometry of the molecular assemblies to

proceed for the DFT calculations. In the ‘Results’ section below we have presented

the experimental STM images, together with the atomistic structures (obtained from

DFT), and the consequent simulated STM images, to make a comparison between

theory and experiment. Finally, we find that the DFT results not only confirm

the experimental results in all cases, they also help to determine the driving forces

responsible for the self-assembly and provide precise quantitative values for the

strengths of the corresponding interactions. Further, free energies computed using

DFT serve as target values when formulating appropriate descriptors.

3.2 Systems

We consider three host molecules and five guest molecules as possible building

blocks of the host and host-guest systems assembled on graphene. The three host

molecules are labeled as PE4A, PE4B, and PE3A (see Fig. 3.2), they are all different
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Figure 3.2: Host and guest molecules used in this study. The hosts are labeled
as: (a) PE4A, (b) PE4B, and (c) PE3A. See text for a description of the convention
used when labeling the hosts. The red arrow indicates how the length L of the
host molecules is defined. The guests are (d) naphthalene, (e) phenanthrene, (f)
benzo-c-phenanthrene (BCPH), (g) benzo-ghi-perylene (BGPL), and (h) coronene.
The dashed gray circles are drawn so as to pass through the maximum number of
peripheral H atoms in the guest molecules (see text for description). Reprinted with
permission from Ref. 43 c©(2017) American Chemical Society.

carboxylic acid derivatives of phenyleneethynylene. The host molecules differ in the

length of their central backbone and/or the number of carboxyl groups attached at

the meta positions of the terminal phenyl rings. The length of the host molecule, L,

is defined as the distance between the centers of the phenyl rings at the two ends of

the central backbone (see the red arrow in Fig. 3.2). The value of L is larger (2.35

nm) for PE4A and PE4B than for PE3A (1.39 nm); also PE4A and PE4B have a

greater number of alkoxy side chains than PE3A (four vs. two). We use the labeling

convention for host molecules (as well as test case molecules considered further below)

as PEnX, where n is the number of phenyl groups in the central backbone and X
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Figure 3.3: Schematic representation showing the formation of HEX and LIN
patterns of PE4A and PE4B. (a) Host-host hydrogen bonds between two molecules
of PE4A can take either cis- or trans- arrangements. DFT calculations on two PE4A
molecules bonded in the two orientations show that the cis- is energetically favored,
resulting in the formation of a HEX host assembly in the absence of guest. (b) In
contrast, for PE4B, the trans- orientation is favored over the cis-; therefore, the
host assembly forms in the LIN pattern. (c) Since coronene cannot fit in the LIN
cavity, there is a guest-induced structural transition to the HEX, and 12 host-guest
hydrogen bonds (indicated by blue lines) are formed per guest molecule; however,
when phenanthrene is the guest, the LIN pattern is maintained. Reprinted with
permission from Ref. 43 c©(2017) American Chemical Society.

provides further structural information; X = A (B) indicates that two COOH groups

are present at both ends (only one end) of the backbone. For both X = A and X =

B, the number of alkoxy side chains attached to the central backbone = 2(n−2).

The terminal carboxyl groups are important because the host molecules can

self-assemble by forming dimeric hydrogen bonds between the COOH groups of

neighboring molecules; these dimers will constitute a part (in LIN) or the whole (in

HEX) of the rims of cavities in which the guest molecules can be accommodated.

We note that in all three hosts considered by us, the carboxyl groups are attached

symmetrically, in pairs, at meta positions of the terminal phenyl ring(s) of the central
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Figure 3.4: Schematic representation showing the formation of periodic HEX and
LIN patterns of the host molecules. The red and magenta regions show the pentagonal
and hexagonal cavities, respectively. The green and blue lines indicate the unit cell
boundaries. The gray regions show the area occupied by the alkoxy chains. Reprinted
with permission from Ref. 43 c©(2017) American Chemical Society.

backbone. This makes it possible to have two competing arrangements, LIN and HEX,

while in other situations (e.g., when there is a single carboxyl group attached at either

a para or a meta position) the formation of the HEX structure is not possible.[52, 53]

The aromatic core of the PE molecules can have either a cis- or a trans- orientation.

The aromatic rings in cis orientation with the COOH groups attached to their meta

positions lead to the formation of the HEX pattern, see Fig. 3.3(a). The LIN pattern

is formed when the aromatic rings are in the trans- orientation [Fig. 3.3(b)]. In the

case of PE4A the cis- orientation of the COOH groups is responsible for the resulting

HEX pattern. The LIN pattern of PE4B is formed when the COOH groups are in

the trans- orientation.

In the LIN patterns, dimeric hydrogen bonds are formed between the COOH

groups of the neighboring molecules. The molecular building blocks are assembled

in a zigzag fashion to form this pattern. The LIN pattern is less porus and more

closely packed than the HEX. It contains pentagonal cavities, these are shown by

the red area in Fig. 3.4(b). The terminal COOH groups form two sides of the small

pentagonal cavities, two more sides are formed by the backbones of two neighboring

host molecules, and the fifth side is formed by an alkoxy side chain. This small

pentagonal cavity can in principle accommodate those guest molecules which can fit

within the cavity. This cavity becomes slightly enlarged due to bending of the alkoxy
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side chains when a guest is placed inside the cavity.

In the HEX pattern of PE4A, the building blocks are arranged in such a fashion that

they form cyclic hexagonal networks. These networks are composed of 12 hydrogen

bonds arising from interactions between 12 carboxylic acid groups of neighboring PE

molecules. These COOH groups form the perimeter of an empty hexagonal cavity

(shown by a green arrow in Fig. 3.5). Every hexagonal cavity is surrounded by six

triangular cavities, each of which contains six and three alkoxy side chains for PE4A

and PE3A, respectively, from three different molecules present per unit cell (see

Figs. 3.5 (a) and (c). The HEX pattern is more porous than the LIN pattern. The

gray regions in Fig. 3.4 show the area covered by the alkoxy side chains.

We consider five guest molecules: naphthalene, phenanthrene, benzo-c-phenanthrene

(BCPH), benzo-ghi-perylene (BGPL), and coronene (see Fig. 3.2). The guest molecules

have been chosen primarily so that they can be complementary to the host molecules,

in terms of size, shape, and interactions, which makes it possible to form host-guest

assemblies from all 15 host-guest pairs.

3.3 Computational Methods

Density functional theory (DFT) calculations were performed using the SIESTA

package.[54, 55] We used a double-ζ polarized basis set with a confinement en-

ergy of 0.01 Ry. The mesh cutoff size of the real-space grid was taken to be 250

Ry. Troullier-Martins norm-conserving pseudopotentials were used.[56] Exchange-

correlation interactions were treated within the PBE form of the generalized gradient

approximation (GGA).[57] To study the dispersion interactions the DFT-D2 treat-

ment was applied.[58] A vacuum region with dimension > 16 Å was introduced along

non-repeating directions. For the large unit cells used in this study, the Brillouin

zone was sampled at the zone center Γ only. Geometry optimization was performed

using the conjugate gradient (CG) algorithm. All atomic coordinates were relaxed

until the forces on all atoms were smaller than 0.03 eV/Å. Basis set superposition
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errors were eliminated by applying the counterpoise correction procedure.[59, 60] The

simulated STM images were obtained using the Tersoff-Hamann approach.[61]

As already mentioned, the host molecules can arrange themselves into two kinds

of stable patterns, either hexagonal (HEX) or linear (LIN), see Fig. 3.4. Since the

experimental STM images show that the host building blocks can form either HEX

or LIN pattern depending on their chemical motifs, to determine the lowest energy

configuration we compare the energetics between HEX and LIN patterns formed by

each host molecule (this is discussed in detail in later sections). In all cases, the

unit cells used correspond to the primitive unit cell of the corresponding HEX or

LIN pattern of the molecular assembly. In HEX patterns the primitive unit cells

contain three host molecules for PE4A and PE3A, and six host molecules for PE4B.

In the LIN patterns, there are two host molecules present per unit cell for all three

host molecules. In all cases, the unit cell contains only one guest molecule (when

present). The initial coordinates of the molecules in the gas phase are obtained

using the Gaussview software package. The unit cell parameters are varied stepwise,

with the constraint that they should be commensurate with the underlying lattice

constant of graphene. The geometry optimization of the molecules is done following

a three-step procedure: (i) the coordinates of the isolated molecules are relaxed using

DFT. Next, for each set of cell parameters: (ii) a monolayer of molecules is assembled

in either the HEX or LIN pattern in the gas phase (i.e., no graphene substrate) and

the coordinates are further relaxed, with the constraint that they remain in the xy

plane, (iii) this monolayer is then placed on graphene and the coordinates are further

relaxed, with no geometric constraints. The unit cell parameters are varied to obtain

the lowest energy configuration. The experimental details can be found in the main

manuscript and Supporting Information of Ref. 43.

We note that further below, in the section discussing the energetics of the molecular

self-assemblies using DFT, the sign convention is such that a negative sign represents

an attractive interaction.
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Table 3.1: Results from DFT for geometries and energetics of the HEX
and LIN arrangements of the host molecules when adsorbed on graphene.
In addition to results for the three host molecules (training set) PE4A, PE4B and
PE3A, results are also given for three other host molecules that constitute test cases
(validation set) PE3C, PE2C and PE3B, which are discussed later in this chapter.
Nhost is the number of host molecules contained in the 2D primitive unit cell, whose
optimal size is given by the cell parameter(s) a (in HEX) or a,b (in LIN). We see
that the optimal lattice parameters as obtained from DFT are very close to those
determined from the STM experiments. The corresponding geometries are also given
in Fig. 3.5 and Fig. 3.21 below. Ehost

ads is the adsorption energy, Egas
stab and EG

stab are the
stabilization energies of host assemblies in the gas phase and on graphene, respectively.

Host molecule → PE4A PE4B PE3A PE3C PE2C PE3B

Nhost (molecules/cell) 3 6 3 3 3 6
a [DFT](nm) 4.23 5.23 3.24 3.24 2.49 4.23

HEX a [expt](nm) 4.2 ± 0.1 5.2 ± 0.1 3.2 ± 0.1 NA NA NA
Ehost

ads (meV/Å2) −13.1 −14.2 −16.8 −14.2 −15.5 −17.51
Egas

stab (meV/Å2) −4.78 −4.10 −7.28 −7.04 −8.71 −4.8
EG

stab (meV/Å2) −4.69 −3.91 −7.14 −6.88 −8.55 −4.62
Nhost (molecules/cell) 2 2 2 2 2 2

a [DFT](nm) 1.49 1.49 1.49 1.49 1.49 1.49
a [expt](nm) NA 1.5 ± 0.1 1.5 ± 0.1 NA NA NA

LIN b [DFT] (nm) 6.38 5.17 3.88 3.88 2.59 3.42
b [expt](nm) NA 5.2 ± 0.1 3.9 ± 0.1 NA NA NA

Ehost
ads (meV/Å2) −12.0 −15.2 −17.1 −11.9 −15.7 −18.96

Egas
stab (meV/Å2) −4.03 −4.64 −7.38 −6.10 −8.77 −5.57

EG
stab (meV/Å2) −3.93 −4.55 −7.25 −6.01 −8.62 −5.35

3.4 Results

3.4.1 Host assemblies

We first consider the arrangements formed by each of the host molecules alone, in

the absence of guests. Each host can form two types of stable periodic arrangements,

the HEX and the LIN, as already mentioned. As already mentioned in Section 3, the

unit cell parameters of the assemblies are varied to get the lowest energy configuration.

The optimized unit cell parameters of the host assemblies are reported in Table 3.1.

In order to demonstrate the utility of descriptors, we have chosen a set of host

molecules that exhibits a rich diversity in the lowest-energy arrangements of its
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constituents. From experiments, it is found that when deposited on graphene, PE4A

assembles in the HEX pattern, PE4B in the LIN pattern, and PE3A in a random

glass-like pattern. To understand why PE4A, PE4B, and PE3A assemble differently,

we perform DFT calculations, both in the gas phase and on graphene, and then

compare the DFT results with STM experiments.

Host assemblies in the gas phase

First, we compute and compare the stabilization energies of the host assemblies

in the HEX and LIN patterns in the gas phase. The stabilization energy of the host

assembly in the gas phase (Egas
stab) is defined as:

Egas
stab = Eml

host −NhostE
iso
host, (3.1)

where Eml
host and Eiso

host are the total energies of the host monolayer and the isolated

host molecule, respectively. Nhost is the number of host molecules present per unit

cell. The stabilization energy (Egas
stab) is a measure of the intermolecular interactions.

The HEX pattern of PE4A is found to be energetically more stable than the

corresponding LIN pattern. The stabilization energies of the HEX and LIN patterns

in the gas phase are −4.78 meV/Å2 and −4.03 meV/Å2, respectively. The HEX

pattern of PE4A consists of repeating “rotelli” units, i.e., like a wagon wheel with six

spokes and a cavity in the middle.[52] The optimum length of the hexagonal cavity is

found to be 1.32 nm which is in fairly good agreement with the experimental value of

1.1 nm. The LIN pattern of PE4B is found to be more stable than the flower-like HEX

pattern with stabilization energies of −4.10 meV/Å2 and −4.64 meV/Å2 in the HEX

and LIN patterns respectively. The HEX and LIN patterns of PE3A are found to

be almost energetically degenerate with stabilization energies of −7.28 meV/Å2 and

−7.38 meV/Å2, respectively. This is similar to what was found by previous authors

for a structurally similar molecule, which we label as PE2C (see Fig. 3.20),[19] and

will also be discussed further below. Atomistic structures of the host assemblies in
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Figure 3.5: Atomistic structures of the lowest energy patterns of the host
assemblies in HEX and LIN patterns in the gas phase, obtained from DFT.
(a) PE4A, (b) PE4B and (c) PE3A in HEX pattern. LIN pattern of (d) PE4A, (e)
PE4B and (f) PE3A. The regions colored in magenta and gray indicate the hexagonal
and pentagonal cavities, respectively. In the HEX patterns of PE4A and PE3A,
the hexagonal cavities are surrounded by six triangular cavities, shown by the cyan
regions. Color scheme for atomic spheres: C, brown; H, black and O, yellow. The
red arrow in (b) shows the length of HEX cavity. The black lines are boundaries of
primitive unit cells.

both HEX and LIN patterns in the gas phase are shown in Fig. 3.5. The values of

Egas
stab for the lowest energy configuration in both the HEX and LIN patterns of each

host molecule are reported in Table 3.1.

We have calculated the strength of various interactions arising in the host as-

semblies and find that there is a large range of interaction strengths. To extract

the strength of various interactions we consider two host molecules, which form an

isolated dimer either via forming hydrogen bonding between COOH groups, or aro-

matic CH—π interaction between the aromatic head groups or alkyl CH—acetylene π

interaction along the length of the molecular backbone. The distance between the two

molecules in the dimer is kept the same as obtained after geometry optimization of the
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host-assembly so as to evaluate the strength of the relevant interaction. This enables

us to extract the contribution of a particular interaction to the net stabilization

energy of the assembly.

To calculate the strength of hydrogen bonds formed between the neighboring

COOH groups we consider two host molecules which are bonded in either trans- or

cis- orientations (see Fig. 3.3) in the gas phase by keeping the bond distance the

same as obtained after the geometry optimization of the host assembly. The hydrogen

bond strength between COOH groups for the isolated dimer is given by:

ECOOH
BE =

ECOOH
dimer − 2Eiso

host

nCOOH

, (3.2)

where ECOOH
dimer is the total energy of the carboxylic acid (COOH) dimer. nCOOH is the

number of hydrogen bonds formed between the COOH groups of the isolated dimer,

and this number is equal to two. The strength of the hydrogen bond between the

COOH groups is found to be: PE4A (HEX): −0.628 meV/bond, PE4A (LIN): −499

meV/bond, PE4B (HEX): −564 meV/bond, PE4B (LIN): −698 meV/bond, PE3A

(HEX): −624 meV/bond, PE3A (LIN): −578 meV/bond. These magnitudes of H

bond-strengths between COOH groups are at the upper limit of the range of values

found by previous authors for the same type of bond in various compounds.[34, 62]

For example, the interaction between COOH groups in the HEX and LIN patterns of

PE4A and PE4B molecules, are shown in Figs. 3.6 and 3.7, respectively by the red

circles.

Apart from the strong hydrogen bonding between COOH groups, there are

other non-covalent interactions, e.g., aromatic CH—π and alkyl CH—acetylene π

interactions between the neighboring host molecules. We calculate the strength of

these interactions using:

ECH−π
BE =

ECH−π
dimer − 2Eiso

host

nCH−π
, (3.3)
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Figure 3.6: Atomistic structures of the (a) HEX and (b) LIN patterns of PE4A in
the gas phase. The interaction between COOH groups via hydrogen bond formation
is shown by red circles. Dimers of PE4A in the (c) HEX and (d) LIN patterns,
corresponding to the cis- and trans- orientations respectively, of the aromatic core.
These dimers are used to evaluate the strength of the corresponding interactions.
Color scheme for atomic spheres: C, brown; H, black and O, yellow.

where ECH−π
dimer is the total energy of the host dimer taking part in CH-π (aromatic

CH—π or alkyl CH—acetylene π) interactions. nCH−π is the number of CH—π

interactions between two host molecules in the isolated dimer, nCH−π = 4 for both

aromatic CH—π and alkyl CH—acetylene π interactions between the isolated dimers.

Aromatic CH—π interactions are present in the LIN pattern of PE4B between

the phenyl head groups of neighbouring molecules [see the blue ellipse in Fig. 3.7(b)].

The alkyl CH—acetylene π interactions occur in the HEX pattern of PE4B along the

length of the molecular backbone [see the green ellipse in Fig. 3.7(a)]. The strength

of aromatic CH—π and alkyl CH—acetylene π interactions is found to be −98 meV

and −173 meV, respectively.
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Figure 3.7: (a) HEX and (b) LIN patterns of PE4B in the gas phase. (c) Aromatic
CH—π and (d) alkyl CH—acetylene π interactions between the dimers of PE4B.
These isolated dimers are considered to extract the strength of the corresponding
interactions. Red circles show interaction between COOH groups. The green ellipse
in HEX and blue ellipse in LIN show alkyl CH—acetylene π and aromatic CH—π
interactions, respectively. Color scheme for atomic spheres: C, brown; H, black and
O, yellow.

Finally, the interactions between alkoxy side chains of neighboring host molecules

depend on their orientation, relative separation, and alignment.[63] We extract this

interaction strength Es using:

Egas
stab

A
=
nCOOHECOOH + nothersEothers + nsEs

A
, (3.4)

where
Egas

stab

A
is the stabilization energy of the host assembly per unit cell area in the

gas phase. nCOOH, nothers and ns are the number of hydrogen bonds between COOH

groups, other interactions (e.g., aromatic CH—π or alkyl CH—acetylene π), and

steric interactions, respectively present per unit cell of the assembly. The first two
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terms in the right-hand side of Eq. (3.4) are already determined from Eqs. (3.2) and

(3.3). After solving Eq. (3.4) for each host assembly, we find that the strength of this

steric interaction varies in a range from −18 to +63 meV depending on the relative

alignment of the alkoxy chains in the unit cell of the host assemblies. Though these

interactions are comparatively weak, these steric interactions between alkoxy side

chains are important because they determine the lengths of hydrogen bonds between

COOH head groups, which in turn determine the main energetic contributions to the

stabilization of the assembly.

To summarize, we find that hydrogen bonds between the COOH groups at the

termini of the central backbones are the strongest among all the interactions, and are

primarily responsible for stabilizing the host assemblies.

Host assemblies on graphene

After studying the host assemblies in the gas phase, we want to see the effect of the

graphene substrate on the molecular architectures of different host molecules. First,

we study the energetics of the assemblies formed by different host molecules, and then

compare the DFT results with experimental STM observations. We have simulated

STM images of the lowest energy configuration of the assemblies formed by the host

molecules. The rigid, planar, and highly conducting nature of the phenyleneethynelene

molecules makes them ideal for experimental STM studies.[47, 64–67]

The adsorption energy of each host assembly on graphene, per unit cell, is given

by:

Ehost
ads = Ehost/G −NhostE

iso
host − EG, (3.5)

where Ehost/G, Eiso
host and EG are the total energies of the host assembly adsorbed

on graphene, the isolated host molecule in the gas phase, and the monolayer of

graphene, respectively. Nhost is the number of host molecules present per unit cell.

For PE4A and PE4B, our theoretical results indicate a clear preference for one of
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the two patterns considered. For the optimized unit cell parameters (see Table 3.1)

in the case of PE4A, Ehost
ads is −13.1 meV/Å2 and −12.0 meV/Å2 in the HEX and

LIN patterns, respectively, indicating that the former is favored. In contrast, for

PE4B, Ehost
ads : −14.2 meV/Å2 and −15.2 meV/Å2 for HEX and LIN, respectively, and

therefore the latter is favored. Both of these energetic preferences are in agreement

with the structure observed in STM experiments, shown in Fig. 3.8 (a) and (d).

However, for PE3A, we find our calculations yield almost degenerate values for

Ehost
ads for HEX and LIN: −16.8 meV/Å2 and −17.1 meV/Å2, respectively. Previous

authors have pointed out that, given the feasibility of moving smoothly from the

HEX to the LIN without introducing defects, for molecules where the HEX and

LIN become almost equal in energy, the system can become arrested in a glass-like

structure. As a result, one observes a seemingly random arrangement of molecules on

the substrate.[19, 38] This is indeed what we observe in the STM images for PE3A,

see Fig. 3.8(g), though the LIN is found locally in some regions, shown by dashed

turquoise lines in Fig. 3.8(g). Such glassy phases are long-lived metastable states;

it should be possible to observe their transition to the crystalline ground state by

annealing the system, either experimentally or in simulations.[32, 38, 68]

Ehost
ads serves as a combined measure of both the interactions between the host

molecules and the interactions between the host and graphene substrate. In contrast,

we can (as for the gas phase) define a stabilization energy Estab that serves as a

measure of only intermolecular interactions. The stabilization energy of a host

assembly on graphene is given by:

EG
stab = Ehost/G −NhostE

single
host/G + (Nhost − 1)EG, (3.6)

where Esingle
host/G is the total energy of a single host molecule on graphene.

We obtain values of EG
stab for PE4A in the HEX and LIN patterns on graphene

that are −4.69 meV/Å2 and −3.93 meV/Å2, respectively. The HEX and LIN patterns

of PE4B have EG
stab values of −3.91 meV/Å2 and −4.55 meV/Å2, respectively. The
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values of EG
stab for the HEX and LIN patterns of PE3A are −7.10 meV/Å2 and −7.25

meV/Å2, respectively. Therefore, from the values of EG
stab for the host assemblies we

find that the HEX pattern of PE4A is more stable than its LIN pattern, whereas for

PE4B the lowest energy configuration is LIN, and PE3A is likely to form a random

glass-like pattern, since both the HEX and LIN patterns are almost equally favorable.

If we compare the values of Egas
stab and EG

stab, then we see that the lowest energy pattern

of the host assemblies remains the same for any host molecular building block in the

absence or presence of graphene. Also, the values of Estab do not change appreciably

when the molecules are deposited on graphene. Hence, we can say that graphene has

a negligible effect on the ground state geometries of the host molecules, as well as

the energetics of self-assembly, as has been reported also by previous authors who

have studied the self-assembly of similar molecules on graphene.[31–33] Comparing

our DFT predictions for the favored pattern with results from the STM experiments,

we find that the theoretical results are in excellent agreement with the experimental

observations for all three host assemblies (see Fig. 3.8).
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Figure 3.8: STM images and atomistic structures of host assemblies on graphene.
Experimental STM images of (a) PE4A in HEX, (d) PE4B in LIN and (g) PE3A in
the random arrangement. The turquoise dashed line in (g) encloses a domain where,
locally, the LIN pattern is observed. Atomistic structures of (b) PE4A in HEX, (e)
PE4B in LIN, (h) PE3A in HEX, and (i) PE3A in LIN. Atomic colors: C of host,
brown; H, black; O, yellow; C of graphene, gray. The insets are zoomed in view of
the corresponding atomistic structures. The magenta arrow in (b) indicates the size
of the hexagonal cavity in HEX (1.3 nm), while the red pentagon in (e) indicates the
perimeter of the pentagonal cavity in LIN. Simulated STM images of (c) PE4A in
HEX (Vbias =−2720 mV) and (f) PE4B in LIN (Vbias=−1720 mV). Reprinted with
permission from Ref. 43 c©(2017) American Chemical Society.
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3.4.2 Guest molecules on graphene

Figure 3.9: Adsorption of different guest molecules on graphene: (a) naphthalene,
(b) phenanthrene, (c) benzo-c-phenanthrene (BCPH), (d) Benzo-ghi-perylene (BGPL)
and (e) coronene on graphene. Color scheme for atoms: green, C of guests; black, H
of guests and gray, C of graphene.

We study the adsorption of the guest molecules naphthalene, phenanthrene, benzo-

c-phenanthrene (BCPH), benzo-ghi-perylene (BGPL), and coronene on graphene.

The lowest energy structures of the guest molecules adsorbed on graphene are shown

in Fig. 3.9.

We compute the adsorption energy (Eguest
ads ) of the guest molecules on graphene,

which is given by:

Eguest
ads = Eguest/G − Eguest − EG, (3.7)

where the three terms on the right-hand-side of the equation are the total energies

of the guest molecule on graphene, the guest molecule in the gas phase, and the

bare graphene substrate, respectively. In this way, we obtain values of Eguest
ads to be

−1.43 eV, −1.32 eV, −1.11 eV, −0.89 eV and −0.67 eV for coronene, BGPL, BCPH,

phenanthrene and naphthalene, respectively. These results are in good agreement

with previous DFT and experimental results, wherever available.[69, 70] In Fig. 3.10

we plot Eguest
ads as a function of the number of carbon atoms in the molecule, and

we obtain a linear relationship. This is because the interaction between graphene

and these five molecules is dominated by London dispersion interactions, and the

interaction between C molecules in the adsorbate and graphene is much stronger than

the interaction between a C molecule in graphene and a H molecule in the adsorbate.

As an example, charge redistribution plots between coronene and graphene are
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Figure 3.10: Adsorption energy of the guest molecules on graphene as a function
of the number of carbon (C) atoms present in the guest molecule. This plot shows
a linear relationship between Eguest

ads and number of C atoms present in the guest
molecules.

shown in Fig. 3.11, where the red and blue lobes indicate electron accumulation and

depletion respectively. The plots show the charge density difference (∆ρ) between

coronene and graphene, which is computed using:

∆ρ = ρcoro/G − ρcoro − ρG, (3.8)

where ρcoro/G, ρcoro and ρG are the charge densities of coronene adsorbed on graphene,

a coronene molecule in the gas phase (frozen in the adsorbed geometry) and the

graphene monolayer, respectively. In the side view in Fig. 3.11(b) we see alternating

layers of electron accumulation and depletion between coronene and graphene.
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Figure 3.11: Charge redistribution plot of coronene on graphene. (a) Side view
and (b) top view, drawn at iso surface value 0.0003 e/bohr3. Red lobes: electron
accumulation and blue lobes: electron depletion. Color scheme for atoms: green, C
of guests; black, H of guests and gray, C of graphene.

3.4.3 Host-Guest Interactions and Structural Reorganization

We now examine if and how the host assemblies change in the presence of guest

molecules. The size of the guest, the nature of the host, and the energy lowering due

to host-guest interactions play a significant role in determining the features of the host-

guest complex. Among the guests considered by us, naphthalene and phenanthrene

can fit inside both the smaller pentagonal cavities in the LIN pattern and the larger

hexagonal cavities in the HEX; however, only the latter can accommodate BCPH,

BGPL, and coronene, due to their larger size. We have computed the energetics and

charge transfer of the host-guest complexes in the gas phase as well as on graphene,

and we find that host-guest interactions are almost identical in the two situations.

Therefore, here we present the results for host-guest complexes on graphene only.

We first present results for the case where the host is PE4A. Recall that PE4A

assembles in the HEX pattern in the absence of any guest. The cavities formed in

the HEX pattern can accommodate all five guest molecules considered in this study.

The STM images of PE4A in the absence [recall Figs. 3.8 (a)–(c)] and presence of

the guest look very similar [see Fig. 3.12 (a)–(c)], except that the guest molecule
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is imaged as a bright blob at the intersection of the six spokes. As an example,

Figs. 3.12 (a) and (c) show experimental and simulated STM images, respectively,

for PE4A + coronene; we see that they are in excellent agreement in all respects.

PE4A remains in the HEX pattern in presence of all the guests considered in this

study. STM images and atomistic structures of PE4A with other guests are shown

Fig. 3.13. In order to investigate the host-guest interactions, we need to compute

∆ρhg, the charge redistribution in the presence of the guest, and ∆Ehg, the host-guest

interaction energy. These are given by:

∆ρhg = ρhost−guest/G − ρhost/G − ρisoguest/G + ρG, (3.9)

∆Ehg = Ehost−guest/G − Ehost/G − Eiso
guest/G + EG, (3.10)

where ρhost−guest/G, ρhost/G, ρisoguest/G, and ρG are the electronic charge densities, ob-

tained from DFT, of the host-guest complex on graphene, the host complex on

graphene, an isolated guest molecule on graphene, and a monolayer of graphene,

respectively. Ehost−guest/G and Eiso
Guest/G are the total energies per unit cell of the

host-guest system on graphene and an isolated guest molecule adsorbed on graphene,

respectively; all other terms have been defined already. Note that ∆ρhg contains

information about charge redistribution as a result of host-guest interactions only,

since terms resulting from host-graphene and guest-graphene interactions have been

subtracted out; similarly, ∆Ehg contains only the interaction between host and guest

molecules. As examples, we show our results for ∆ρhg, see Fig.3.14 (a)-(f) and ∆Ehg

(see Fig. 3.15) when PE4A is in the HEX pattern and all the guest molecules are

placed inside its hexagonal cavity.
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Figure 3.12: Formation of host-guest complexes on HOPG/graphene when the guest
is coronene. (a) Experimental STM images of (a) PE4A + cornene (scan size: 40×40
nm2; Vbias = −600 mV; It = 120 pA), (d) PE4B + coronene (scan size: 20×20 nm2;
Vbias = −1500 mV; It = 150 pA) and (g) PE3A + coronene (scan size: 15×15 nm2;
Vbias = −257 mV; It = 553 pA). Atomistic structures of HEX patterns of (b) PE4A
(inset is zoomed in view), (e) PE4B and (h) PE3A respectively, all with coronene
as guest. Color scheme for atoms: brown, C of PE4A; yellow, O; black, H; green, C
of guest and gray, C of graphene. Simulated STM images of (c) PE4A + coroene,
(f) PE4B + coronene and (i) PE3A + coronene, all at Vbias = −2720 mV. The thin
black lines indicate unit cell boundaries, and the rhombi marked by thick black/white
lines indicate a single unit cell; a is the lattice constant of the host-guest assembly.
Reprinted with permission from Ref. 43 c©(2017) American Chemical Society.

We calculate the host-guest interaction energy, ∆Ehg, for each host-guest assembly.

For example, in Fig. 3.15, we plot ∆Ehg as a function of the number of C-H—O

bonds for PE4A in the HEX pattern, for different guest molecules. We see that

∆Ehg varies perfectly linearly with the number of host-guest hydrogen bonds. From
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Figure 3.13: STM images and atomistic structures of PE4A with different guest
molecules on graphene in HEX (a)-(l) and LIN (m)-(n) pattern. Experimental
STM images of PE4A with (a) naphthalene, (d) phenanthrene, (g) BCPH, and
(j) BGPL in the HEX pattern. The corresponding atomistic structures of PE4A
with (b) naphthalene, (e) phenanthrene, (h) BCPH and (k) BGPL as guest in HEX
pattern. Simulated STM images of PE4A with (c) naphthalene, (f) phenanthrene, (i)
BCPH, and (l) BGPL. Atomistic structures of PE4A with (m) naphthalene and (n)
phenanthrene in LIN pattern. Atomic colors: C of host: brown, H: black, O: yellow,
C of graphene: gray, C of guest: green.

the slope of this graph, the energy per C-H—O bond is obtained to be −82 meV

(−1.89 kcal/mol). The theoretically obtained H—O bond distance is found to be 2.37

Å for all the host-guest complexes in the HEX arrangements of PE4A. The values

obtained by us for the bond lengths and interaction energies are in good agreement

with the values for CH—O bonds reported in the literature.[71–73] Note that though

the energy per C-H—O bond is low, their collective effect plays an important role in

stabilizing the host-guest assemblies.

The periphery of each guest molecule considered in this study is composed of
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Figure 3.14: Theoretically computed charge redistribution plots between PE4A and
(a) naphthalene, (b) phenanthrene, (c) benzo-c-phenanthrene (BCPH), (d) benzo-
ghi-perylene (BGPL) and (e) coronene, on graphene. Red and blue lobes indicate
electron accumulation and depletion, respectively, plotted at an isosurface value of
0.0002 e/bohr3. Note the clear signatures of 4, 6, 8, 10 and 12 host-guest hydrogen
bonds in (a), (b), (c), (d) and (e), respectively. Color scheme for atoms: brown, C
of PE4A; yellow, O; black, H; green, C of guest and gray, C of graphene. Reprinted
with permission from Ref. 43 c©(2017) American Chemical Society.

C-H groups. The number of these C-H groups situated along the periphery of the

guests depends on the size of the guest molecules, e.g., the number of C-H groups

varies from 4 to 12 from the smallest guest naphthalene to the largest guest coronene.

When a guest molecule is placed inside the cavity formed by the host molecules, then

the peripheral C-H groups are available to form hydrogen bonds with the O atoms of

the terminal COOH groups of the hosts. The host-guest assemblies become stabilized

by the formation of these C-H—O bonds between the host and guest molecules. For

example, in the HEX assemblies of PE4A, the guest molecules are placed inside the

hexagonal cavity, and their peripheral C-H groups form hydrogen bonds with the
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Figure 3.15: Host-guest interaction energy. Linear dependence of theoretically
determined host-guest interaction energy (∆Ehg) on the number of CH−O hydrogen
bonds formed between PE4A in the HEX pattern and the guest molecules; these
bonds are clearly visible in Fig. 3.14. Reprinted with permission from Ref. 43 c©(2017)
American Chemical Society.

O atoms in the inner rim of the cavity. The isosurfaces of the charge redistribution

∆ρhg between the host PE4A and the five guests, are shown in Figs. 3.14 (a)–(e). The

red and blue lobes indicate electron accumulation and depletion, respectively. The

plot of ∆ρhg for each host-guest complex features lines of alternating red and blue

lobes. Each line indicates the formation of a hydrogen bond between a C-H group

on the periphery of the guest and an O atom on the inner rim of the HEX cavity of

PE4A. In Fig. 3.14 we see very clearly that the number of host-guest hydrogen bonds

is 4, 6, 8, 10 and 12 when the guest is naphthalene, phenanthrene, BCPH, BGPL,

and coronene, respectively.

Next, we consider the case where the host is PE4B, whose LIN cavities are large

enough to accommodate naphthalene and phenanthrene with some distortion of the
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Figure 3.16: Theoretically computed charge redistribution plots between PE4B
in the LIN pattern with different guest molecules. PE4B (a) naphthalene and (b)
phenanthrene on graphene. Red and blue lobes indicate electron accumulation and
depletion respectively, plotted at an isosurface value of 0.0002 e/bohr3. Note the clear
signatures of eight and ten host-guest hydrogen bonds in (a) and (b), respectively.
Atomic colors: brown: C of PE4B; yellow: O, black: H; green: C of guest; gray: C of
graphene.

alkoxy side chains [see Figs. 3.17(g) and (h)] but not the remaining guest molecules.

The experimental STM images show that the LIN pattern is maintained in the

presence of naphthalene and phenanthrene. Interestingly, however, we find that

when the guest is BCPH, BGPL, or coronene, there is a structural transition. The

arrangement of PE4B shifts from the LIN to a HEX pattern consisting of interlocked

asterisks, with hexagonal cavities large enough to accommodate these guest molecules;

see, e.g., Figs. 3.12(d)-(f) when the guest is coronene and Figs. 3.17(c)-(f) for BCPH

and BGPL, respectively. In the STM images, each coronene molecule is imaged as

a bright disk, as shown in Fig. 3.12(d)-(f). Charge redistribution plots of PE4B in

the LIN pattern with naphthalene and phenanthrene as guest molecules are shown in

Figs. 3.16 (a) and (b), respectively.

Finally, we consider the case where PE3A is the host. It is noteworthy that here

too the introduction of certain guest molecules (in fact, all those considered here

except for naphthalene) has a significant impact on the random glass-like organization
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it displays in the absence of any guest, inducing a disorder-to-order transition, see

Figs. 3.12(g)-(i) and Fig. 3.18 (b)-(j). The presence of phenanthrene, BCPH, BGPL

or coronene as the guest causes a structural transition for the PE3A monolayer on

graphene from a disordered structure to the ordered HEX pattern. Energy lowering

due to the formation of 6 to 12 CH—O host-guest hydrogen bonds per guest molecule

drives the reorganization.
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Figure 3.17: Atomistic structures from DFT and experimental STM images of
PE4B with various guests in (a)–(f) HEX and (g)–(h) LIN patterns. Atomistic
structures of PE4B with (a) naphthalene, (b) phenanthrene, (d) BCPH and (f) BGPL
(PE4B in HEX); (g) naphthalene and (h) phenanthrene (PE4B in LIN). Experimental
STM images of PE4B with (c) BCPH (scan size: 20 × 20 nm2; Vbias=−1018 mV;
It=120 pA) and (e) BGPL (scan size: 20 × 20 nm2; Vbias=−1500 mV; =150 pA).
The black/white lines indicate the unit cell; with a and b are the unit cell parameter.
Atomic colors: C of host: brown, H: black, O: yellow, C of graphene: gray, C of guest:
green.
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Figure 3.18: STM images and atomistic structures of PE3A with various guests in
HEX (a)-(j) and LIN (k)-(l) patterns. Experimental STM images of PE3A with (b)
phenanthrene (scan size: 20 × 20 nm2; Vbias =−553 mV; It = 229 pA), (e) BCPH
(scan size: 20 × 20 nm2; Vbias =−600 mV; It = 450 pA) and (h) BGPL (scan size:
20 × 20 nm2; Vbias =−1214 mV; It = 122 pA) as guests in HEX pattern. Atomistic
structures from DFT of PE3A with (a) naphthalene, (c) phenanthrene, (f) BCPH
and (i) BGPL in HEX pattern; (k) naphthalene and (l) phenanthrene in LIN pattern.
Simulated STM images of PE3A with (d) phenanthrene, (g) BCPH and (j) BGPL as
guests. Simulated STM images are obtained at Vbias = −2720 mV. The black/white
lines indicate the unit cell; with a and b are the unit cell parameters. Atomic colors:
C of host: brown, H: black, O: yellow, C of graphene: gray, C of guest: green.

3.4.4 Descriptors

We now formulate two descriptors, one for the host molecules and one for the

guest molecules. Their forms have been determined primarily so as to maximize the
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correlation between the two descriptors and the property we wish to predict, which in

all cases is whether the HEX or LIN pattern will be energetically favored. Since the

ratio of host to guest molecules is different in the unit cell of HEX and LIN patterns,

in order to determine the energetically favored pattern we compare the energetics

between these two patterns as obtained per unit cell.

Host descriptor

The three host molecules (PE4A, PE4B, and PE3A) studied by us form three

different kinds of patterns. These host molecules differ from each other by the length

of the backbone (L), the number of terminal COOH groups (NCOOH) and the number

of side alkoxy chains (Nalkoxy). Therefore these three parameters, may be believed to

be primarily responsible for determining the favored pattern of the host assembly.

To formulate the host descriptor we have tried several functional forms for the

descriptor, which contain the three parameters NCOOH, Nalkoxy and L. The primary

aim in formulating the host descriptor is that it should have a direct correlation with

the difference in Gibbs free energy (∆G) between the HEX and LIN patterns of each

host molecule. For the host assemblies, the change in Gibbs free energy per unit area

upon adsorption on graphene is given by:

∆G = (
1

A
)(Ehost/G −Nhostµhost −NGµG), (3.11)

where µhost and µG are the chemical potentials of the host molecules and graphene

atoms, respectively, taken as the total energies of an isolated host molecule in the gas

phase, and a carbon atom in a graphene monolayer, respectively. Nhost and NG are

the number of host molecules and carbon atoms of graphene, respectively, present in

the unit cell of area A. Note that we are assuming that entropic contributions to ∆G

approximately cancel out between the HEX and the LIN patterns, and are therefore

neglecting them. This also implies that, as formulated, there is no explicit temperature

dependence present in Eq. 3.11. Note that all the terms in it are evaluated from DFT
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calculations carried out at temperature T = 0 K for both the host assemblies and

host-guest complexes.

The term (∆GHEX −∆GLIN) is chosen as our target property to determine the

host descriptor, since the difference in Gibbs free energy between the HEX and the

LIN patterns of a particular host molecule determines the energetically stable pattern

for the corresponding host. We see that (∆GHEX −∆GLIN) for the host assemblies

follows the trend: PE4B < PE3A < PE4A. Hence, if we want to obtain a direct

correlation between the host descriptor (η) and (∆GHEX − ∆GLIN) then the host

descriptor should also have the same trend. While trying with several possible forms

of the host descriptor using the three parameters NCOOH, Nalkoxy and L we realize,

based on physical intuition, that when forming a combined descriptor, NCOOH and

L should be placed in the numerator, and Nalkoxy in the denominator with some

power < 1. Also, to prevent the host descriptor becoming infinite in the absence of

any alkoxy chains we introduce a term of the form 1+Nalkoxy, instead of Nalkoxy, in

the denominator. Therefore, we start with a trial form of the host descriptor η: η

= Nα
COOH × (L)β/ [1+(Nalkoxy)

γ]. The power α of NCOOH is set = 1 (based on our

finding, from DFT calculations, that the main stabilization of the assembly comes

from the formation of dimeric hydrogen bonds between COOH groups, and should

be linearly proportional to the number of such bonds). The powers β and γ are

required to be integers or simple fractions and are determined so as to minimize

the error obtained by a linear fit. Finally, from regression analysis, we find that the

mean square error for the fit gets minimized when β = 1 and γ = 1/8 when we plot

(∆GHEX −∆GLIN) vs. η.

Thus, starting from our physical and chemical intuition and carrying out a linear

regression to the DFT data, the form of the host descriptor (η) is given by:

η =
(NCOOH × L)

[1 + (Nalkoxy)1/8]
(3.12)



3.4 Results 115

Figure 3.19: Differences in Gibbs free energy between competing structures for host
assemblies correlate linearly with the host descriptor η, which can then be used as a
predictor. The ordinate is the difference in the change in Gibbs free energy between
the HEX and LIN phases. The pink dots show the results from DFT calculations
for the three host molecules PE4A, PE4B, and PE3A. The indigo stars show the
predictions from the descriptor η for the four test cases PE2C, PE3C, PE3B, and
PE4D, and the yellow squares show the verification from DFT for some test cases.
The cyan and gray shaded regions indicate domains where the LIN and HEX patterns,
respectively, are energetically favored. Note that due to the near-degeneracy of
HEX and LIN for PE3A and PE2C, experiment finds a 2D glass featuring random
organization. Reprinted with permission from Ref. 43 c©(2017) American Chemical
Society.

Note that this form of the descriptor does not have any direct or easy physical

interpretation. This is also true for other descriptors developed by previous authors

for predicting the structure of three-dimensional octet compounds.[40]

We plot (∆GHEX−∆GLIN) vs. η in Fig. 3.19. The pink dots in Fig. 3.19 show our

results from DFT for (∆GHEX −∆GLIN), the difference in ∆G between the HEX and

the LIN patterns, plotted as a function of η, for the three host molecules. We see that,

using the form of η specified in Eq. 3.12, we obtain a linear correlation between η and

(∆GHEX −∆GLIN). The dashed line represents a linear fit to the data represented

by the dots; its equation is given by (∆GHEX −∆GLIN) = 2.879−0.924η. The cyan

and gray shaded regions in Fig. 3.19 indicate domains where, respectively, the LIN

pattern is energetically favored (∆GHEX − ∆GLIN > 0) and the HEX is favored
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(∆GHEX − ∆GLIN < 0). The positions of the three pink dots on this graph again

reflects the fact that while PE4A and PE4B have a strong preference for the HEX

and LIN arrangements, respectively (lying well within the gray and cyan domains on

this graph), this is not true for PE3A, since it lies close to the LIN/HEX boundary.

From the graph, one can see that the transition from LIN to HEX occurs at η = 3.12

nm.

Validation of the Descriptor Now, we want to examine whether the

form of the host descriptor shown in Eq. 3.12 is also valid for other host molecules,

i.e., whether the descriptor can also predict the favored pattern for the assembly of

other host molecules which belong to the same class as the original host molecules,

but do not constitute a part of the original database that was used when determining

the form of the descriptor. So, to truly gauge the efficacy of η as a descriptor, we next

examine how well it performs in predicting the correct structural arrangement for the

self-assembly of molecules other than the three host molecules originally considered.

In order to do that we consider four additional molecules. Molecule PE2C, PE3C,

PE3B, and PE4D are labeled as “test cases”; their chemical structures are depicted

in Fig. 3.20. We continue with the labeling convention PEnX, where n is the number

of phenyl rings present in the central backbone, here X = C [D] indicates that both

ends of the central backbone of the molecule have two [zero] COOH groups attached

at meta positions, and there are zero [2(n - 2)] alkoxy side chains. PE3B has COOH

groups at only one end of the backbone and has two alkoxy side chains.

In order to predict the energetically favored pattern using the host descriptor η,

we evaluate the corresponding values of η for all the four test molecules, as given by

Eq. 3.12 and determine where these fall with respect to the boundary value of η =

3.12 nm. Accordingly (see the indigo stars in Fig. 3.19), PE3C is predicted to form

HEX, PE2C to form a 2D glass-like random pattern, and PE3B and PE4D to form

the LIN pattern. We find that these predictions are in agreement with experiment

and theory for all three cases where data is available from the literature, i.e., for
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Figure 3.20: Host Molecules Used for Verification. The hosts are labeled (a) PE2C,
(b) PE3C, (c) PE3B, and (d) PE4D. Reprinted with permission from Ref. 43 c©(2017)
American Chemical Society.

PE4D,[52] PE3C, [19, 74] and PE2C.[19] We are not aware of any previous work on

PE3B, for which our prediction of a LIN pattern awaits experimental confirmation.

We can go further: we next use the equation of the dashed line in Fig. 3.19, to

obtain a quantitative prediction for the value of (∆GHEX−∆GLIN) for each test case;

the stars in the graph have been drawn accordingly. These predictions can then be

verified by performing DFT calculations on the HEX and LIN patterns on the test

cases. These results are shown by the yellow squares in the graph, note that PE4D

cannot form a HEX pattern because of the absence of COOH terminal groups, and

can therefore only form a LIN pattern. We see that the purple stars (prediction) and

yellow squares (validation) fall almost directly on top of each other. This confirms

that the predictions regarding the resulting patterns of host assemblies made using

the host descriptor η are extremely accurate: for PE3C, PE2C, and PE3B, we find

that the error in the difference in ∆G is <0.09 meV/Å2 (see Fig. 3.21 for the atomistic

structures of the host assemblies for the test cases).

Guest descriptor

In the previous section, we obtained a host descriptor that could help us to predict

the pattern of resulting host assemblies. But, the story is not complete with the

host descriptor alone. Recall the fact that some of the host assemblies undergo a
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Figure 3.21: Atomistic structures of host assemblies of the test molecules on
graphene. All coordinates have been relaxed using DFT calculations. Black rhombi
and rectangles mark the boundaries of the unit cells for the HEX and LIN patterns,
respectively. Atomic colors: C of host: brown, H: black, O: yellow, C of graphene:
gray, C of guest: green.

structural transformation in the presence of specific guest molecules. To predict the

guest-induced structural transformation of the host assemblies one needs to introduce

a descriptor for the guest molecules as well.

To formulate the guest descriptor, we consider the polygons formed by thehydrogen

atoms situated on the periphery of the guests. The guest descriptor ν, is then

determined to be the maximum number of vertices of this polygon through which a

single circle can be drawn. The values of ν are found to be 4, 6, 8, 10, and 12 when

the guests are naphthalene, phenanthrene, BCPH, BGPL, and coronene, respectively.

(See the dashed circles in Fig. 3.2; in the case of naphthalene, note that another circle

with smaller radius can also be drawn, this also passes through four vertices situated

along its periphery).
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Figure 3.22: Correlation between DFT results for host-guest energetics and guest
descriptor ν. Plots show the change in Gibbs free energy (∆G) of (a) PE4A, (b)
PE3A, and (c) PE4B in the presence of different guest molecules. The values of ν
corresponding to the following guests are labeled: none, naphthalene, phenanthrene,
benzo-c-phenanthrene, benzo-ghi-perylene, and coronene. The black triangles, solid
blue diamonds, and open blue diamonds show ∆G of the HEX, LIN, and phase-
segregated host and guest, respectively. Domains, where HEX and LIN are preferred,
are shaded gray and cyan, respectively; the position of the phase boundary in (c)
is approximate. Refer to text for details. Reprinted with permission from Ref. 43
c©(2017) American Chemical Society.

For the host-guest complexes the change in Gibbs free energy per unit area upon

adsorption on graphene is given by:

∆G = (
1

A
)(Ehost/G −Nhostµhost −Nguestµguest −NGµG), (3.13)

where µguest and Nguest are the chemical potential of the isolated guest and the

number of guest molecules per unit cell, respectively.

In Fig. 3.22, we have plotted ∆G for each host-guest combination as a function
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of guest descriptor ν, in both the HEX and the LIN patterns, when the host is (a)

PE4A, (b) PE3A, and (c) PE4B. For the cases where the guest molecule cannot

be accommodated in the cavities of the LIN, the values of ∆G for host+guest in

the LIN have been computed under the condition where the host and the guest are

phase-segregated, with the host being self-assembled in the LIN pattern on graphene

and the guest molecules being in the gas phase.

From Fig. 3.22 it can be seen very clearly that all three hosts form different

assemblies without any guest. Fig. 3.22 (a) shows ∆G of the HEX and the LIN

patterns when the host is PE4A and the guest molecules are varied from naphthalene

to coroene. ν = 0 indicates the situation when no guest is present in the host

assembly. The black line for the HEX pattern always lies below the blue line of the

LIN. Therefore, the calculations predict that, for all the guests, PE4A remains in

the HEX pattern. In the case of PE4B, in Fig. 3.22 (c), the blue line is below the

black line when the guests are naphthalene and phenanthrene, i.e., PE4B remains in

LIN for these two guests but undergoes a structural transition from the LIN to the

HEX pattern when the guest is either BCPH, BGPL, or coronene. The black and

blue lines lie closer to each other for PE3A in Fig. 3.22 (b), than for PE4A or PE4B.

This happens due to the near-degeneracy between the HEX and LIN patterns, which

prevents PE3A from showing any long-range order, except when the guest is BCPH,

BGPL, or coronene. Again, for PE3A, the HEX pattern becomes more favorable

than the LIN when the guests become larger than naphthalene, though the difference

in ∆G is rather small for phenanthrene.

When we compare the results for energetics obtained from DFT with the experi-

mental data for STM, we get excellent agreement between experiment and theory for

the favored structure, for every single host-guest combination. More importantly, one

also sees from Fig. 3.22 that ν works as a good descriptor to successfully determine

the energetics of the host-guest assemblies, since ∆G correlates linearly with ν. For

the HEX patterns, this is obvious, since ν is exactly equal to the number of (identical)
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hydrogen bonds which are formed between the host and the guest molecules (recall

the red and blue lobes observed in Fig. 3.14). However, it is not so clear why for the

LIN patterns also we find correlation between ∆G and ν (except when the host-guest

complex cannot form due to steric reasons). The number of the host-guest hydrogen

bonds formed in the LIN patterns are hard to define precisely because the LIN pattern

has lower symmetry than the HEX pattern, and therefore, the C-H—O bonds formed

between the host and guest molecules in the LIN geometry are not all identical with

respect to bond length and bond strength (see Fig. 3.16).

2D Structure Map

Finally, we will combine the host descriptor (η) and guest descriptor (ν) to

plot a two-dimensional structure map in descriptor space, where the two axes are

the host and guest descriptors η and ν. In Fig. 3.23, here the circle symbols are

colored according to the values of (∆GHEX−∆GLIN), for the corresponding host-guest

assembly. There is a clear trend where the value of this difference increases as a

function of (η, ν) as one moves from the lower left corner of the map to the upper

right. It is very evident that there is a clustering of the HEX and LIN phases in the

descriptor space; such clustering further proves that we have succeeded in identifying

appropriate descriptors. In the region of descriptor space shaded gray, the HEX

pattern is favored (both experimentally and theoretically), whereas the region shaded

with cyan, the LIN pattern is favored (again, both experimentally and theoretically).

The boundary between the HEX and the LIN phases is defined by the two solid

lines: the vertical line corresponds to the constraint of steric hindrance (larger guest

molecules do not fit in the LIN cavities), while the slanting line defines the phase

boundary where the LIN and HEX patterns become energetically degenerate. Note

that for systems that lie close to the phase boundary determined by the slanting line,

experiments tend to find a random organization corresponding to the 2D glass. There

is an abrupt jump in the values of (∆GHEX−∆GLIN) at the phase boundary which is

determined by the constraint of steric hindrance. This happens because the value of
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Figure 3.23: Two-dimensional structure map in the descriptor space. The cyan and
gray shaded regions indicate domains where the LIN and HEX patterns are favored,
respectively; note the clustering in (ν, η) space. The symbols indicate systems for
which experiments and calculations are presented in this Chapter; the colors of the
circles indicate the theoretically computed differences between the changes in Gibbs
free energies of the HEX and LIN patterns for the host-guest system specified by (η,
ν), according to the color bar on the right-hand side. Experiments show that systems
that lie close to the phase boundary shown by the slanting magenta line tend to form
a 2D glass exhibiting a random organization of molecules. Reprinted with permission
from Ref. 43 c©(2017) American Chemical Society.

∆GLIN on the right-hand side of this phase boundary is computed when the host and

guest molecules are phase segregated (these jumps can be seen clearly in the blue

dashed lines in the graphs of Fig. 3.22).

Now, if we want to predict the structure of any other host-guest assembly, it is a

simple matter to compute the values of η and ν for this host-guest combination, see

where this point lies on this 2D structure map, and accordingly one can predict (very

quickly) whether the host-guest assembly will form in the HEX or LIN pattern, or

get arrested into a random glass-like pattern.
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3.5 Conclusions

In this chapter, we have shown the advantages and plausibility of a descriptor-

based design strategy for two-dimensional supramolecular architectures. For the first

time, we have succeeded in identifying descriptors for self-assembly of molecules on

surfaces. These descriptors are trivial to compute since they depend only on the

geometry and form of isolated host and guest molecules in the gas phase. [43]

We have studied the structures formed by the self-assembly of organic molecules

on graphene. The self-assembled architectures are held together by various non-

covalent interactions. We have worked with a “training set” of three hosts and five

guests. Both STM experiments and DFT calculations show that the three hosts

assemble in three different types of patterns (porous HEX, nonporous LIN, and

random 2D glass) in the absence of any guest. Interestingly, the presence of specific

guest molecules can change the structure of some of the host assemblies. Depending

on the particular host-guest pair, host assemblies can undergo a structural transition

from disorder-to-order or from LIN to HEX. Remarkably, experimental observations

and DFT predictions for the thermodynamically favored structures of the host-guest

assemblies agree for all 18 cases studied here. This confirms that theoretical study of

non-covalent interactions are now advanced enough so that they can be successfully

applied to investigate structural properties of supramolecular architectures not to

give just correct qualitative trends but also quantitative information.

Using intuition and a regression analysis applied to a numerical database obtained

from DFT calculations we have identified two simple but effective descriptors (one

for the hosts and one for the guests) that correlate molecular form and formula to

supramolecular architecture. These two descriptors meet all the possible and necessary

requirements that a successful descriptor should have: (i) they can be obtained at zero

computational cost since these descriptors are formulated based on the structure and

geometry of the isolated host and guest molecules, and the corresponding chemical

motifs. All these features are very trivial to determine; (ii) there is a very nice
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correlation between the descriptors and the target properties, viz., the energies of

the host or host-guest complexes and hence their resulting self-assemblies; and (iii)

the structures of a given type perfectly cluster in the descriptor space. Once such

structure map is established by combining the host and guest descriptors, it can be

used to design the nanostructures of desired architectures and properties. The main

advantage of such structure maps is that they could guide us in choosing proper

molecules which can lead to achieve desired geometries and/or functionalities.[43] We

have validated our descriptors for some “test” cases, and obtained excellent agreement

with both experimental and theoretical data in the literature (where available). Also

some additional DFT calculations have been performed by us to verify the accuracy

of the predictions made using the descriptors for the test molecules. The descriptors

formulated by us are, obviously, not universal: their form is limited to the particular

types of host and guest molecules used in this study. These descriptors would have to

be modified appropriately for molecules having different types of chemical motifs and

structures. In this context, the possible extensions would be to consider, e.g., different

lengths of the molecular backbone, making the number of alkoxy side chains odd,

varying the terminal groups (some groups other than COOH) and/or their attachment

sites, and also changing the chemical structure of the molecular backbone.

We believe that this study represents an interesting initial step in demonstrating

how one can proceed by using the descriptor-based strategies to design self-assembled

patterns on surfaces. This kind of approach could, in principle, be feasible in any

supramolecular system where one wishes to construct structure maps using the

constituent molecules which lead to the resulting assembly. In this chapter, we

considered our target property to be the energetically favored pattern of the assembly.

Descriptor-based strategies could also be used to consider other properties, e.g., optical

activity, electrical conductivity, or chemical reactivity. To the best of our knowledge,

this is the first time that a strategy has been developed to predict the self-assembled

geometries formed by the host and the host-guest molecules on two-dimensional
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surfaces using descriptors. Our descriptors are simple as well as accurate.
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Chapter 4

Electronic Structure of the

Organic Molecules in the Gas

Phase and on Graphene

After studying the structural properties of the self-assembled monolayers of phenyle-

neethynylene (PE) molecules we want to investigate their electronic properties. In

this chapter, we have investigated how the electronic properties, especially the gap

between the highest occupied molecular orbital (HOMO) and lowest unoccupied

molecular orbital (LUMO), of PE molecules depend on their structure and the chemi-

cal motifs present in them. We find that the HOMO-LUMO gap of PE molecules can

be predicted by using a simple descriptor. This work has been done in collaboration

with the experimental group of Prof. K. George Thomas and his student Pratap

Zalake (IISER Thiruvananthapuram, India). The experimental results mentioned in

this chapter have already been discussed in the thesis of Dr. Pratap Zalake.[1]

4.1 Introduction

Molecular motifs of the organic molecules play an important role in determining

their various physical and chemical properties. In the previous chapter we have

131
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studied how the architecture of the molecular self-assembly could be governed by the

nature of the building blocks of the molecules participating in the assembly. The

optoelectronic properties of molecules depend on the chemical components by which

a molecule is comprised of. Nowadays, the modern day technology is aligned towards

the organic electronics. This field is important due to fundamental interest as well

as for industrial applications. The main advantages to use the organic materials

in nanotechnology are the following. (1) Device fabrication with organic molecules

requires a low cost and low-temperature processing, (2) the technology based on

these materials is compatible with large area processes, and (3) more importantly,

the molecules and polymers can be tailored according to the required electronic or

optical properties. Therefore, it has now become an open challenge to the scientists

and engineers to synthesize molecules in order to design devices or machines which

can perform more efficiently compared to the already existing materials.

Conjugated polymers have gained much attention in chemistry, materials science,

and biology. These molecules have longer π-conjugation length, higher conductivity,

higher quantum efficiencies, longer lifetime, simple processing tools, and can form

energetically stable self-assembled patterns. All these characteristics make them

suitable in device-based applications.

The π-conjugated molecules, e.g., oligophenylenes (OP), oligophenyleneethynylenes

(OPE), oligophenylenevinylenes (OPV), oligothiophenes (OT) are very promising

elements in the optoelectronic devices. These molecules have been proposed as

materials in organic electronics due to their high conductivity and rigid-rod like

structure.[2] The conjugated molecules are polyunsaturated compounds, in which the

carbon atoms in the backbone are sp or sp2 hybridized. The π-conjugated molecules

can be viewed as the one-dimensional molecular wires in the molecular devices, such

as single electron transistors, molecular switches, etc.[3, 4] Optoelectronic devices

such as LEDs,[5, 6] lasers,[7] field-effect transistors,[8] optical waveguides,[9] and

photovoltaics[10] built from conjugated polymers are very useful in commercial



4.1 Introduction 133

Figure 4.1: Applications of π-conjugated molecules in organic electronics. (a)
Oligophenyleneethynylene (OPE) molecules with different length. The phenyl rings
(along the backbone) are varied from 2-6. The OPE molecules are placed between
the Au (left) and Pt (right) electrodes.[11] This figure is taken with permission from
Ref. 11 c©(2014) Springer Nature. (b) I–V characteristics of a metalmoleculemetal
junction formed by crossed wires with OPE molecules sandwiched between two Au
electrodes. This figure is taken with permission from Ref. 12 c©(2004) American
Chemical Society.

applications due to their low cost, low weight, less power consumption, and high

flexibility. Fig. 4.1 shows applications of OPE molecules as molecular wires.

During the last few decades, tremendous progress has been achieved in the synthesis

of molecular building blocks of phenyleneethynylene molecules having different shapes,

geometries, and different functional groups.[13, 14] Previous authors have studied

the electrical conductivity and rectifying properties of these conjugated molecules

when they are sandwiched between two metal electrodes.[11, 15, 16] Metal-molecule-

metal heterojunctions containing π-conjugated molecules show good charge transport

properties at low temperature.[12]

The electronic properties of these molecules depend on the conjugation which

causes electron delocalization in the molecules. The conjugation in organic molecules

is affected by their chemical motifs (e.g., length of the molecule and the alkoxy

chains attached to it), and it can modify the optical and electronic properties of the
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π-conjugated molecules.[11, 16, 17] Therefore, these building blocks influence the

physical or chemical properties of the molecules which can be tuned by varying the

molecular lego. For example, previous work has shown that the optical properties

of oligo- and poly p-aryleneethylenes (OAEs and PAEs) depend on their chemical

structures.[18–21] Changes in chemical structures in a programmed manner can

cause modification to the electronic properties of the molecules by introducing

electron withdrawing and/or electron donating groups. As we know, for all practical

applications, these molecular systems need to be organized on a surface. Thus, the

electronic properties of the molecules can be further modified when the assemble on

the surfaces.[22, 23]

In this chapter, we study the electronic properties of phenyleneethynylene (PE)

molecules in the gas phase and on graphene. We calculate the HOMO-LUMO gap of

different PE molecules by varying the conjugation length, number and positions of

the alkoxy chains attached to them. First, we investigate how the HOMO-LUMO

gap of the isolated molecules can be modified by changing the molecular length and

the positions of the alkoxy chains. Combining DFT calculations with experiments,

we measure the HOMO-LUMO gap of the isolated PE molecules. Our results on

the HOMO-LUMO gap of the PE molecules with different conjugation lengths but

the same number and positions of the alkoxy groups are supported by the well-

known particle in a box model. For the molecules of the same length but different

number and positions of the alkoxy groups, we have identified a descriptor which can

predict their HOMO-LUMO gap. This descriptor is verified by considering additional

test molecules. Finally, we study how the HOMO-LUMO gap of the PE molecules

is modified upon formation of self-assembled monolayers in the gas phase and on

graphene.
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4.2 Computational Methods

We perform density functional theory (DFT) calculations using the SIESTA

package.[24, 25] A double-ζ polarized basis set is used with a confinement energy of

0.01 Ry. The mesh cutoff size of the real-space grid is taken to be 250 Ry. We use

Troullier-Martins norm-conserving pseudopotentials for the interactions between the

ionic cores and valence electrons.[26] Exchange and correlation interactions between

the electrons are treated within the Perdew, Burke, and Ernzerhof (PBE) form of the

generalized gradient approximation (GGA).[27] The long-range dispersion interactions

are included in the calculations by applying the semiempirical DFT-D2 treatment.[28]

A vacuum region of length > 16 Å is introduced along non-repeating directions. For

the isolated molecules and the periodic molecular monolayers (in large unit cells),

the Brillouin zone is sampled at the zone center Γ only. The geometry optimization

is performed using the conjugate gradient (CG) algorithm. All atomic coordinates

are relaxed until the forces on all atoms become smaller than 0.03 eV/Å. When

calculating the energetics of self-assembled monolayers, basis set superposition errors

are eliminated by applying the counterpoise correction procedure.[29, 30] The STM

images are simulated using the Tersoff-Hamann approach.[31]

For some calculations, we also use the Gaussian 09 package, together with the

B3LYP functional,[32, 33] and 6.31G(d,p) basis sets to calculate the HOMO-LUMO

gaps of PE molecules more accurately. Time-dependent density functional theory

(TDDFT) calculations are performed using B3LYP to obtain the optical properties of

isolated PE molecules in the gas phase.[34]

4.3 Systems

In phenyleneethynylene (PE) molecules the phenyl groups are connected together

via acetylenic bridging units as rigid aromatic backbone. The phenyleneethynylene

molecules studied in this chapter differ in the length of their central backbone and/or

the number of alkoxy side chains and/or their attachment sites. In the literature,
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PE molecules of different lengths are often named based on the number of phenyl

rings present in the central backbone, with names such as trimer, tetramer, pentamer

and hexamer. Thus, the number of phenyl rings for trimer, tetramer, pentamer and

hexamer are three, four, five and six, respectively. In the naming convention used

here, all these molecules have alkoxy chains attached at the terminal positions of

their terminal phenyl rings. The conjugation length of these PE molecules is defined

as the distance between the oxygen atoms (dO−O) of the two alkoxy chains, this

distance varies from 19.45 Å in the dimer to 40.39 Å in the hexamer. (We note that

the conjugation length can, alternatively, be defined as the sum of the C-C bond

lengths in the conjugation path connecting the two O atoms, further below we will

also consider this alternative definition.) The PE molecules of different conjugation

length considered in this study are shown in Fig. 4.2. Studying these molecules allows

us to study the effect of varying conjugation length, while keeping all other factors

the same.

Next, we wish to study the effect of varying the number of alkoxy side chains and

their attachment sites, while keeping the length of the central backbone fixed. To

do this, we have chosen to study six PE molecules, which we will refer to as PE1,

PE2, PE3, PE4, PE5 and PE6, their structures are shown in Fig. 4.3. All six of

these molecules have three phenyl rings in the central backbone, however they have

varying number and attachment sites of the alkoxy chains. These six PE molecules

are studied using both DFT and experiments. The molecule PE1 has no alkoxy chain.

PE2 has two alkoxy chains which are attached to the central phenyl ring. The two

alkoxy chains of PE3 are situated at the terminal phenyl rings (PE3 is identical to

the molecule that was referred to as the trimer in the previous paragraph). PE4 has

one alkoxy chain attached at its central phenyl ring. PE5 has three alkoxy chains;

two are at the terminal phenyl rings and one at the central phenyl ring. PE6 contains

total four alkoxy chains, two alkoxy chains are attached to the central phenyl ring

and the other two are at the terminal phenyl rings.
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Figure 4.2: Phenyleneethynylene molecules of different lengths but same number
and attachment sites of the alkoxy chains. The number of phenyl rings varies from
three to six for trimer to hexamer. Color scheme: C, brown; H, black and O, yellow.
The O atoms in the alkoxy chains are shown with the red circles.
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Figure 4.3: Phenyleneethynylene molecules with different number and attachment
sites of the alkoxy chains but same backbone-length. Color scheme: C, brown; H,
black and O, yellow. The O atoms in the alkoxy chains are shown with the red circles.

4.4 Results

4.4.1 HOMO-LUMO gap of Isolated PE Molecules

Molecules of Different Conjugation Lengths

We calculate the HOMO-LUMO gap of the isolated trimer, tetramer, pentamer,

and hexamer in the gas phase. The HOMO-LUMO gap calculated using standard

DFT, EDFT
g , is plotted as a function of the distance dO−O in Fig. 4.4. We see that

EDFT
g decreases quadratically with dO−O. This behavior of EDFT

g can be explained by

using the quantum mechanical model of a particle in a one-dimensional box.

The energy eigenvalues of an electron in a one-dimensional (1D) box with infinite
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Figure 4.4: Variation of EDFT
g as a function dO−O for trimer, tetramer, pentamer

and hexamer. EDFT
g reduces with dO−O.

walls, obtained by solving the Schrödinger equation, are given by:

En =
n2h2

8mL2
, (4.1)

where n denotes the quantum number (it can be any integer ≥ 1), me is the

electron mass, h is Planck’s constant and L is the length of the box. From the standard

particle in a box model, one can see En ∝ 1/L2. The wavefunction corresponding to

the nth eigenstate in the 1D box is:

Ψn(x) =

√
2

L
sin
(nπx
L

)
. (4.2)

If the total number of electrons present in the box is N , then by the Pauli

exclusion principle, the number of occupied states is N/2. Thus, the HOMO and

LUMO correspond to n = N/2 and n = (N/2) + 1, respectively. The energy required

for the transition from the state N/2 to N/2+1, which is equal to the HOMO-LUMO

gap Eg, is:

∆E = E1Dbox
g =

h2

8mL2

[(N
2

+ 1
)2 − N

2

2]
=

h2

8mL2
(N + 1) (4.3)

Thus, to calculate Eg using the 1D particle in a box model, one needs to know the
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Figure 4.5: Conjugation path in the trimer shown by the red lines.

total number of the electrons N that constitute the ‘free electron gas’ that is trapped

in the potential well, and the length L of the molecular backbone.

In our case, to calculate N , we calculate the number of π electrons along the

conjugation path. For example, in the case of the trimer, N is equal to 20 (12

electrons from the phenyl rings, 4 electrons from between the successive phenyl rings

and 4 electrons from the two oxygen atoms). The red line in Fig. 4.5 shows the path

along which the electrons are counted for the trimer.

As already mentioned above, L can be computed in two ways:[35] (1) measuring

the distance between the oxygen atoms in the alkoxy chains attached to the terminal

phenyl rings, i.e., setting L = dO−O, or (2) calculating the sum of the bond lengths

along the conjugation path (the red line in Fig. 4.5), L = dsum. In the literature, the

second method is the most common way to calculate the conjugation length for such

molecules. We have calculated E1Dbox
g using Eq. (4.3) (for the molecules shown in

Fig. 4.2) and compared these results with EDFT
g , the HOMO-LUMO gap obtained

using DFT (see Fig. 4.6). We see that E1Dbox
g correlates approximately linearly with

EDFT
g , when E1Dbox

g is calculated using both L = dO−O and L = dsum. Discrepancies

between the two are to be expected given the simplicity of the model used, but we

see that to a large extent, the basic physics and chemistry involved in the change

in HOMO-LUMO gap with the length of the central backbone are captured by the

simple particle-in-a-box model.

To summarize the results in this section, EDFT
g decreases with the conjugation

length as one goes from the trimer to the hexamer for PE molecules, and these

results can be explained by a simple particle in a box model. Previous authors found
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Figure 4.6: Correlation between E1Dbox
g and EDFT

g for different values of d. The
values of E1Dbox

g are calculated using particle in a 1D box model and EDFT
g are the

HOMO-LUMO gap calculated from DFT. The black squares show the results when
E1Dbox

g is calcualted using dO−O, i.e., the distance between the oxygen atoms. The
data corresponding to the green triangles are calclulated by taking the sum over all
the bond lengths along the molecular backbone.

similar results for the HOMO-LUMO gap vs. conjugation length for various linear

organic molecules (including phenyleneethynylene) and organic dyes.[36–38] Thus,

the congugation length can work as a descriptor to predict the HOMO-LUMO gap of

the molecules.

Molecules with Different Number and Attachment sites of Alkoxy Chains

After studying how HOMO-LUMO gap of the PE molecules changes upon varying

the molecular length, we next want to investigate whether and how this gap depends

on the number of alkoxy chains and/or their attachment sites. For this purpose, we

have considered six PE molecules, varying the number and attachment sites of the

alkoxy chains (recall Fig. 4.3). The six PE molecules shown in Fig. 4.3 are studied

using both experiments and DFT calculations.

We calculate the HOMO-LUMO gap of PE molecules using both PBE and B3LYP

(hybrid) functionals. Since standard DFT with PBE always underestimates the
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Figure 4.7: EB3LYP
g vs. EPBE

g plot for PE1, PE2, PE3, PE4, PE5 and PE6. HOMO-
LUMO gap of the PE molecules calculated using B3LYP functional correlate well
with the gap calculated using PBE functional. This implies both these functionals
give the same trend of Eg qualitatively.

HOMO-LUMO gap compared to the experiments, in order to obtain better values of

the gap we have also used the B3LYP functional, despite its greater computational

cost.

In Fig. 4.7 we plot EB3LYP
g , the HOMO-LUMO gap obtained using the B3LYP

functional and standard DFT, vs. EPBE
g , the gap obtained using the PBE functional

and standard DFT. We see that EB3LYP
g and EPBE

g correlate linearly with each other.

This implies that the qualitative trend in Eg remains the same but the numerical

values of Eg are different for these two functionals (the HOMO-LUMO gap for each

PE molecule obtained using the B3LYP functional is significantly larger than the

gap obtained using PBE). This is an encouraging result, since it suggests that if we

are primarily interested in looking for trends, it should suffice to perform the less-

expensive PBE calculations (as we will do, later, when these molecules are deposited

on graphene).

Next, we do one step better: we calculate the HOMO-LUMO gap of the six

molecules using time-dependent density functional theory (TDDFT) and the B3LYP

functional. From Fig. 4.8 we see that, once again, EB3LYP TDDFT
g , the gap obtained
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Figure 4.8: EB3LYPTDDFT
g vs. EPBE

g plot for PE1, PE2, PE3, PE4, PE5 and PE6.
Eg calculated using TDDFT with B3LYP functional varies linearly with Eg calculated
using PBE functional in standard DFT technique.

using the TDDFT calculations together with the B3LYP functional, correlates linearly

with EPBE
g . So, we can say that the trend in HOMO-LUMO gaps for the different

PE molecules remains the same but the Eg values obtained using these two different

techniques (standard DFT and TDDFT) are different. Once again, this is a very

encouraging result, showing that in order to obtain trends, it should suffice to perform

standard DFT calculations making use of the PBE functional.

In experiments, the HOMO-LUMO gap of the different PE molecules is obtained

from optical absorption spectroscopy, where the PE molecules are dissolved in the

chloroform solvent. Fig. 4.9 shows the absorption spectra of different PE molecules

obtained from both theory (red curve) and experiment (black curve). We see two

distinct peaks in the absorption spectra for the PE2 and PE6 molecules, Figs. 4.9(b)

and (f). In contrast, the absorption spectra of PE1 and PE3 contain one sharp peak,

see Figs. 4.9(a) and (c). The absorption spectra of both PE4 shows one peak with

higher intensity and another peak with lower intensity [Figs. 4.9(d)]. In the case of

PE5, we see one peak with higher intensity and one shoulder at smaller wavelength

from the experimental absorption spectrum, while the spectrum obtained from DFT

shows only one peak, see Fig. 4.9(f). The absorption spectrum for each molecule can
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Figure 4.9: Experimental (black curves) and theoretical (red curves) absorption
spectra of PE1, PE2, PE3, PE4, PE5, and PE6 molecules. One sharp peak is observed
for PE1 and PE3. The absorption spectra of PE2 and PE6 show two strong peaks.
In the case of PE4 one stronger and one weaker peak is observed. Experimental
spectrum of PE5 shows one stronger peak and one shoulder (at smaller wavelength
regime), while the spectrum obtained from theory shows only one peak.

be explained from the results obtained using TDDFT, as reported in Table 4.1.

When any atom or molecule interacts with an external electromagnetic field, it

undergoes a transition from an initial state to a final state, with the energy difference

between the states equal to the energy of the incident radiation. The transition dipole

moment and oscillator strength are important to understand the optical spectra. The

transition dipole moment is the electric dipole moment associated with the transition

between the two states of a system. When the value of the transition dipole moment

is finite, then the transition is possible, and when it becomes zero then the transition

is not possible. The oscillator strength is a dimensionless quantity which measures

the probability of transition. The higher is the value of the oscillator strength for
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Table 4.1: Transition state(s), transition dipole moment, oscillator strength and the
maximum wavelength corresponding to the transition, λmax of PE1, PE2, PE3, PE4,
PE5 and PE6 calculated using TDDFT.

Molecule Transition state Transition Dipole moment Oscillator strength λmax
a.u. (nm)

PE1 HOMO → LUMO 5.10 2.11 367
HOMO−1 → LUMO 0.00 0.00 295

PE2 HOMO → LUMO 4.42 1.45 411
HOMO−1 → LUMO 1.57 0.57 327

PE3 HOMO → LUMO 5.56 2.41 386
HOMO−1 → LUMO 0.00 0.00 319

PE4 HOMO → LUMO 4.88 1.88 384
HOMO−1 → LUMO 1.38 0.19 308

PE5 HOMO → LUMO 4.41 1.79 393
HOMO−1 → LUMO 0.61 0.04 288

PE6 HOMO → LUMO 4.16 1.53 417
HOMO−1 → LUMO 1.57 0.36 294

a transition, the larger would be intensity of the peak observed in the absorption

spectrum.

The states participating in the transition are shown in column two of Table 4.1.

The transition dipole moment, oscillator strength, and the maximum wavelength

(λmax) corresponding to the transition for each PE molecule are reported in columns

three, four and five, respectively in Table 4.1.

In the case of PE1 and PE3, from the values of transition dipole moment and

oscillator strength we can see the transition occurs from the HOMO to LUMO

state. Therefore, the sharp peak in the absorption spectra of PE1 appears due to

the transition from HOMO to LUMO state, recall Fig. 4.9(a). For PE2 and PE6,

comparing the values of transition dipole moment and oscillator strength for the

transition from HOMO to LUMO and HOMO−1 to LUMO we find both these

transitions are almost equally favorable, though the probability of HOMO to LUMO

transition is slightly higher than HOMO−1 to LUMO. Therefore, the two strong

peaks appearing in the absorption spectra of PE2 and PE6 are attributed to the

transition from HOMO to LUMO and HOMO−1 to LUMO.



4.4 Results 146

0 1 2 3 4

E
g

expt
 (eV)

0

1

2

3

4

E
g

D
F

T
 (

e
V

)
PE5

PE6

PE2

PE3

PE4

PE1

PE1
PE3

PE4PE5

PE2
PE6

PBE
Expt. = DFT 

B3LYP

Figure 4.10: Plot of EDFT
g as a function of Eexpt

g . The black squares and green
diamonds show the EDFT

g values calculated using PBE and B3LYP fuctionals, respec-
tively. The black dashed line indicates the ideal situation when the experimental gap
becomes equal to the HOMO-LUMO gap obtained from DFT.

From Table 4.1, we find that in the case of PE4 and PE5 the transition from

HOMO to LUMO has higher probability than the transition from HOMO−1 to

LUMO, since the values of transition dipole moment and oscillator strength are much

higher for HOMO to LUMO transition. For this reason in Figs. 4.9(d) and (e) we

see one strong peak and one weak peak. Though the wavelengths corresponding to

the absorption spectra obtained using TDDFT results differ (by ≈ 25 nm) from the

experimental wavelengths as seen from Fig 4.9 the nature of both the spectra are

found to be quite similar. This mismatch in wavelengths between the theoretical

and experimental absorption spectra are typical, and have been reported by previous

authors also.[39, 40]

We find that the absorption spectra of the PE molecules depend on the attachment

site and the number of the alkoxy chains. Both PE2 and PE6 have two alkoxy chains

attached to the central phenyl ring and they have two sharp peaks in the absorption
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spectra caused by the transitions from HOMO−1 to LUMO and HOMO to LUMO.

Therefore, the alkoxy chains attached to the central ring are responsible for the

presence of two large transition dipoles, which in turn cause transitions from HOMO

to LUMO and HOMO−1 to LUMO. PE4 and PE5 have one and three alkoxy chains,

respectively. Both of them have one alkoxy chain attached to the central phenyl

ring. Therefore, the dipole moment generated in PE4 and PE5 due to the interaction

between the electron density and the electromagnetic radiation is such that the

probability of transition from HOMO to LUMO is much higher than HOMO−1 to

LUMO. PE1 and PE3 have no alkoxy chain attached to the central phenyl ring, and

both of them have only one sharp peak. The absence of an alkoxy chain attached to

the central ring leads to there being a strong transition from the HOMO to LUMO

state only. These results imply that the attachment sites of the alkoxy chains plays

an important role in determining the nature of the absorption spectra of the PE

molecules.

We compare the HOMO-LUMO gap of the PE molecules obtained from the

experimental absorption spectra with the gap calculated using standard DFT and

different functionals. In Fig. 4.10 we check whether there is a correlation between

EDFT
g and Eexpt

g . The black squares and green diamonds show the DFT results

obtained using PBE and B3LYP functionals, respectively. From Fig. 4.10, we that see

the values of EDFT
g indicated by the black squares lie much below the green diamonds,

however they both show the same qualitative trend when compared to Eexpt
g . The

black dashed line indicates the condition when the DFT values would become exactly

same as the experimental values. We can clearly see the green diamonds lie much

closer to the dashed black line, therefore, as expected, the HOMO-LUMO gaps

of the PE molecules obtained using the B3LYP functional lie much closer to the

experimental values than those obtained using the PBE functional.

In Fig. 4.11, we look for a correlation between EDFT
g calculated using standard DFT

(PBE functional) and TDDFT (B3LYP functional), shown by the black squares and
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purple triangles, respectively. The purple triangles lie close to the dashed black line

which indicates the situation of correlation between the experimental and theoretical

HOMO-LUMO gap. If we compare between the green diamonds and purple triangles

in Figs. 4.10 and 4.11, respectively then we see that (as expected) the HOMO-LUMO

gap obtained from TDDFT agrees better with experiment than the EDFT
g calculated

using standard DFT and the B3LYP functional.

Note that in all cases, the variation in HOMO-LUMO gap between the six molecules

considered in this section is rather small, considerably less than the variations observed

on going from the trimer to the hexamer in the previous section.
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Figure 4.11: Plot of EDFT
g vs. Eexpt

g . The black squares and purple triangles
show the results for EDFT

g calculated using standard DFT with PBE functional and
TDDFT with B3LYP fuctionals, respectively. The balck dashed line indicates the
ideal situation when the experimental and DFT gaps become equal.

Descriptor
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Figure 4.12: Plot of EDFT
g as a function of the descriptor dO−O. EDFT

g is calculated
using (a) PBE and (b) B3LYP. (c) Atomistic structure of PE2. The red arrow shows
the shortest distance between the oxygen atoms, dO−O for PE2. Color scheme: C,
brown, H: balck and O, yellow. The functional form of the red dahsed line in (a) and
(b) is: y = A[1− e−k(x−x0)].

As we have already mentioned, the length of the molecular backbone is the same

for all the six molecules, but they have a different number of alkoxy side chains,

with various attachment sites. Therefore, it is likely that the alkoxy chains play a

key role in tuning the HOMO-LUMO gap of the PE molecules, since the number

and attachment site of the alkoxy chains are the variables in this case. The oxygen

atom in an alkoxy chain has two lone pairs of electrons. These electron lone pairs

participate in the conjugation with the phenyl rings and the backbone of the molecule.

Conjugation causes delocalization of electrons. The jigher is the delocalization. lower

would be the HOMO-LUMO gap of the molecule. Note that, from both the DFT

and experimental results we see that PE1 has the highest HOMO-LUMO gap of the

six PE molecules considered in this section. PE1 has no alkoxy chain, which leads to

less electron delocalization and therefore the highest HOMO-LUMO gap.

We find the HOMO-LUMO gap of the PE molecules depends on the shortest

distance between the oxygen atoms, dO−O. As dO−O reduces, the value of Eg decreases.

In Figs. 4.12 (a) and (b) we plot EDFT
g as a function of dO−O using PBE and B3LYP

functionals, respectively. The values of EDFT
g obtained using both these funcitonals

show exactly similar trend with dO−O. Fig. 4.12(c) shows one example of how dO−O
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is measured. Therefore, the HOMO-LUMO gap of PE molecules can be predicted

using dO−O. The higher the value of dO−O, the larger would be the HOMO-LUMO

gap. The functional form of the red dashed lines, i.e., the fit to the EDFT
g vs. dO−O

plot in Figs. 4.12(a) and (b) is given by: y = A[1 − e−k(x−x0)], where A, k and x0

are constants. This is a striking and somewhat unexpected result. Based on organic

chemistry or simple quantum mechanical models, it is not clear why only the shortest

O-O distance should matter. We have attempted to build quantum mechanical

models (modifications of the particle in the box model) to explain this result, but

have not succeeded thus far. So at present, our finding should be considered in the

nature of having empirically found a simple descriptor, dO−O, with which the value of

the HOMO-LUMO gap correlates. To know the contribution of each atomic orbital

to each molecular state we plot the projected density of states (PDOS) of the PE

molecules in Fig. 4.13. From the PDOS plots we see that the oxygen atoms (green

curve) provide a major contribution to the occupied states (including HOMO and

HOMO−1 states) of the molecules. The HOMO−1, HOMO, and LUMO states of

the PE molecules are plotted in Figs. 4.14– 4.19.
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Figure 4.13: The projected density of states (PDOS) plots for isolated PE molecules
in the gas phase. The black, red and green curves show the contribution of the C, H
and O atoms, respectively to the PDOS of the molecule. PDOS of (a) PE1, (b) PE2,
(c) PE3, (d) PE4, (e) PE5 and (f) PE6. The sharp δ-function peaks of the molecular
density of states have been broadened using gaussians, for ease of visualization.
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Figure 4.14: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE1 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value 0.03 e/bohr3.
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Figure 4.15: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE2 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value 0.03 e/bohr3.
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Figure 4.16: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE3 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value of 0.03 e/bohr3.
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Figure 4.17: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE4 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value of 0.03 e/bohr3.
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Figure 4.18: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE5 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value 0.03 e/bohr3.

Figure 4.19: Plots of (a) HOMO−1, (b) HOMO and (c) LUMO for the isolated
PE6 molecule in the gas phase. The red and blue lobes indicate opposite phases of
the wavefunction drawn at the isosurface value 0.03 e/bohr3.



4.4 Results 157

Test Cases

Figure 4.20: Atomistic structure of the isolated PE molecules with different number
and positions of the alkoxy chains. All these molecules are considered as the “Test
molecules” to proof the validation of the descriptor dO−O in predicting the HOMO-
LUMO gap of the PE molecules of same backbone length. Color scheme: C, brown,
H: balck and O, yellow. The O atoms are circled in red.

We have found tht the shortest distance between two oxygen atoms in the alkoxy

side chains present in a PE molecule acts as a descriptor to predict the HOMO-LUMO

gap. This descriptor was obtained by considering a database of six PE molecules.
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In order to evaluate the utility of this descriptor, we next want to verify whether

this descriptor can successfully predict the HOMO-LUMO gap of other PE molecules.

For this purpose, we have chosen twelve test molecules with different numbers and

attachment sites of the alkoxy chains. The change in the attachment sites of the alkoxy

chains in a PE molecule causes variation in the oxygen-oxygen distance. Therefore,

we consider a range of dO−O by changing the mutual separation of the alkoxy chains

in the PE molecules.

In Fig. 4.21 we plot the HOMO-LUMO gap of all the PE molecules considered in

this study, i.e., the molecules studied as the “database” and the“test molecules”. The

HOMO-LUMO gap of the PE molecules obtained from the standard DFT technique

(using PBE functional), EDFT
g as a function of the shortest oxygen-oxygen distance,

dO−O is plotted in Fig. 4.21. We see as dO−O reduces the HOMO-LUMO gap decreases.
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Figure 4.21: EDFT
g vs. dO−O plot for all the PE molecules, including the “training

set” (molecules studied using both experiments and theory) and the “test molecules”
(studied using DFT only). The green and black circles show the values of EDFT

g when
the alkoxy chains are attached to the 1, 4 positions of the same and different phenyl
rings, respectively. The blue triangles and orange diamonds show the results for 1, 2
positions of alkoxy chains at the same and different phenyl rings, respectively. The
brown triangle is for the PE molecule when the alkoxy chains are attached to the 1, 3
positions of different phenyl rings.
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Therefore, dO−O can act as a descriptor to predict the HOMO-LUMO gap of the

PE molecules with same length but different value of the shortest oxygen-oxygen

distance. Note that in Fig. 4.12 we have shown the results for those PE molecules

which are in conjugation, i.e., the alkoxy chains are attached at either the 1, 4 or 1,

2 positions of the same or different phenyl rings. In Fig. 4.21, we see that for the

green (1, 4 positions of same phenyl ring) and black circles (1, 4 positions of different

phenyl rings) and the orange diamonds (1, 2 positions of different phenyl rings) EDFT
g

depends on dO−O, with the same functional form as for the original database of six

PE molecules. However, when the alkoxy chains are attached to 1, 2 positions of the

same phenyl ring (see the blue triangles in Fig. 4.21) the values of EDFT
g do not lie on

the red dashed line.: the HOMO-LUMO gaps of “T7” and “T8” have higher values

than predicted by the descriptor. This implies the conjugation is not as effective as

predicted by the descriptor, in those molecules with alkoxy chains at 1, 2 positions

of the same phenyl ring. This happens because the steric repulsion between the

alkoxy chains at 1, 2 positions makes the lone pairs of the oxygen atoms out of plane,

which spoils the conjugation. Thus, in these cases, lower conjugation increases the

HOMO-LUMO gap.

Though the molecules with alkoxy chains at 1, 3 positions of the same phenyl

ring should not, in principle, show conjugation, we find that when the alkoxy chains

are attached to the different phenyl rings at 1, 3 positions the computed value of the

HOMO-LUMO gap falls on the dashed line (see the brown triangle in Fig. 4.21 which

implies that the molecule is in conjugation.

We have also done calculations for PE molecules with alkoxy chains at 1, 3

positions of the same phenyl ring but for those molecules EDFT
g does not show any

trend with dO−O. Those results are not shown in Fig. 4.21.

It is still not clear to us why Eg shows such behavior as a function of dO−O. We

want to develop a quantum mechanical model to explain the form of the descriptor

dO−O.
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4.4.2 HOMO-LUMO Gap of PE Monolayers

After calculating the HOMO-LUMO gap of the isolated PE molecules in the gas

phase we want to investigate how the HOMO-LUMO gap changes when the molecules

form a monolayer. To study the self-assembly of PE2, PE4, PE5 and PE6 in the gas

phase and on graphene (not PE1 and PE3). To perform DFT calculations we consider

the geometry of the self-assembled patterns observed in the STM experiments as the

srating guess. The optimization of unit cell size and atomic coordinates are done to

determine the lowest energy configuration for each molecular assembly.

We exclude PE1 and PE3 molecules while studying the self-assembled patterns.

PE1 could not form any pattern on highly oriented pyrolitic graphite (HOPG) due to

faster adsorption-desorption of the molecules from HOPG. Here lies the importance of

the alkoxy group which is important for the molecule-molecule and molecule-substrate

interactions to stabilize the molecular self-assembly on graphene. The absence of

alkoxy group prevents PE1 to form any pattern. In the case of PE3, it does not form

any long-range pattern. Due to these reasons we do not consider PE1 and PE3 while

investigating the HOMO-LUMO gap of molecular self-assemblies.

provide the gui PE1 does not form any self-assembled pattern

PE Monolayers in the Gas Phase

First, we study monolayers of PE2, PE4, PE5 and PE6 molecules in the gas

phase. This case is studied using DFT calculations only, since this is an artificial

situation – in experiments to study any property of the molecular monolayer it has

to be deposited on a substrate.

The four PE molecules are found to self-assemble in different kinds of patterns.

PE2 and PE4 form closely-packed monomers and dimers, respectively, which further

self-assemble into a periodic pattern. Self-assembly of PE5 is comprised of dimer units,

while the pattern formed by PE6 is comprised of monomer units. The self-assembled

patterns formed by the PE molecules are governed by the number and positions of the

alkoxy chains. PE2 and PE6 have two alkoxy chains attached to the central phenyl
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ring. This alkoxy position of the alkoxy chains prevents the molecules from forming a

densely packed pattern, because to avoid steric repulsion between the alkoxy chains

the neighboring molecules need to maintain a distance from each other. PE4 has one

alkoxy attached to the central phenyl ring, while PE5 has three alkoxy chains: two

are attached to the terminal phenyl rings and one to the central phenyl ring.

The self-assembled patterns of PE2, PE4, PE5 and PE6 are shown in Figs. 4.22(a),

(b), (c) and (d), respectively.

Figure 4.22: Atomistic structure of the self-assembly of PE molecules in the gas
phase. Self-assembly of (a) PE2, (b) PE4, (c) PE5 and (d) PE6. Color scheme: C,
brown; H, black and O: yellow. The thin black lines show the unit cell boundaries.
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Figure 4.23: Plot of EDFT
g as a function of dO−O. EDFT

g decreases with dO−O. The

functional form of the red dahsed line is: y = A[1− e−k(x−x0)], same as for Fig. 4.12.

We calculate the stabilization energy Estab for each self-assembled pattern:

Estab = EML
gas − nEiso

gas, (4.4)

where EML
gas and Eiso

gas are the total energies of the molecular monolayer and the isolated

molecule in the gas phase, respectively. n is the number of molecules present per

unit cell of the assembly. The values of Estab are calculated to be −0.94 meV/Å2

for PE2, −2.74 meV/Å2 for PE4, −1.476 meV/Å2 for PE5 and −1.22 meV/Å2 for

PE6. The self-assembled patterns of the PE molecules get stabilized by several weak

interactions, e.g., the aromatic CH–π, alkyl CH-acetylene π and alkyl CH-aromatic π

interactions. The strength of these interactions is found to vary from −70 to −180

meV, where the negative sign indicates an attractive interaction.

Next, we calculate the electronic structures and band gaps of the self-assembled

monolayers of the PE molecules in the gas phase. In Fig. 4.23 EDFT
g is plotted as a

function of dO−O. The values of the HOMO-LUMO gaps of the monolayers of PE

molecules in the gas phase are found to remain almost the same as for the isolated

molecules in the gas phase. In the case of the monolayers also, EDFT
g is found to
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Figure 4.24: Experimental STM images, atomistic structures and simulated STM
images of the self-assembly of PE molecules on HOPG/graphene. Experimental STM
images of the monolayer of (a) PE2 (Vbias =−890 mV, It = 250 pA) and (d) PE4
(Vbias =−1500 mV, It = 102 pA), respectively on HOPG. Atomistic structures of
Self-assembly of (b) PE2 and (e) PE4 on graphene. Color scheme: C, brown; H, black
and O: yellow. Simulated STM iamges of (c) PE2 and (f) PE4 on graphene at Vbias
=−2V in constant-height mode with tip-sample distance = 5 Å. The thin black and
white lines show the unit cell boundaries. a, b and θ are the unit cell parameters.

depend on dO−O. Note that for PE4 (which has only one alkoxy side chain per

molecule) dO−O is the distance between the oxygen atoms in the PE4 dimer, with the

two oxygen atoms belonging to different molecules.

PE Monolayers on Graphene

Finally, we study the self-assembly of PE molecules deposited on graphene using

both DFT and experiments.

The adsorption energy Eads of the PE molecules on graphene is given by:

Eads = EML
G − nEiso

gas − EG (4.5)

where EML
G and EG are the total energies of the self-assembled monolayer of PE
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Figure 4.25: Experimental STM images, atomistic structures and simulated STM
images of the self-assembly of PE molecules on HOPG/graphene. Experimental STM
images of the monolayer of (a) PE5 (Vbias =−1500 mV, It = 102 pA) and (d) PE6
(Vbias =−650 mV and It = 120 pA), respectively on HOPG. Atomistic structures of
Self-assembly of (b) PE5 and (e) PE6 on graphene. Color scheme: C, brown; H, black
and O: yellow. Simulated STM iamges of (c) PE5 and (f) PE6 on graphene at Vbias
=−2V in constant-height mode with tip-sample distance = 5 Å. The thin black and
white lines show the unit cell boundaries. a, b and θ are the unit cell parameters.

molecules on graphene, and the graphene monolayer, respectively. The values of Eads

for PE2, PE4, PE5 and PE6 are found to be −10.47 meV/Å2, −10.39 meV/Å2,−9.43

meV/Å2 and −9.40 meV/Å2, respectively.

The experimental STM images, atomistic structures and the simulated STM

images of PE2 and PE4 are shown in Fig. 4.24. Fig. 4.25 shows the self-assembly

of PE5 and PE6 on graphene. The simulated STM images agree well with the

experimental STM images in all cases.

We calculate the HOMO-LUMO gaps of the monolayers of PE molecules adsorbed

on graphene using standard DFT. We see that the HOMO-LUMO gap reduces when

the molecular monolayers are adsorbed on graphene. In Fig. 4.26 we plot EDFT
g

as a function of dO−O and we find that EDFT
g correlates well with dO−O when the
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Table 4.2: HOMO-LUMO gap the monolayers of PE molecules adsorbed on graphene
(E

ML/G
g ) and in the gas phase (E

ML(gas)
g ). The gap of isolated molecules in the gas

phase. Eiso
g , HOMO-LUMO gap of the isolated PE molecules in the gas phase. E

ML/G
g

and Eiso
g are obtained using both DFT and experiment, while E

ML(gas)
g is calculated

using DFT only.

m E
ML/G
g E

ML(gas)
g Eiso

g

(eV) (eV) (eV)

DFT Expt. DFT DFT Expt.
(PBE) (PBE) (PBE)

PE2 1.91 2.95 2.06 2.05 3.10
PE4 1.98 3.14 2.23 2.24 3.38
PE5 1.96 2.79 2.18 2.18 2.98
PE6 1.90 2.98 2.05 2.04 3.07

monolayers are deposited on graphene, see the maroon circles in Fig. 4.26. The values

of Eg for the isolated molecules in the gas phase, monolayer in the gas phase and on

graphene are shown in Table 4.26.

The reason behind the decrease in the HOMO-LUMO gap of PE molecules is

the molecule-substrate interaction. For the self-assembly of these four PE molecules,

molecule-molecule interactions are small compared to the molecule-graphene inter-

actions. The projected densities of states plots of the self-assembled monolayers of

PE2/graphene and PE4/graphene are shown in Fig. 4.27. In Figs. 4.27(b) and (d)

the PDOS plots of the molecular monolayers are normalized by the number of atoms.

Comparing Figs. 4.27(b) and (d) with Figs. 4.13 (b) and (d), respectively, we see

that the densities of states of PE2 and PE4 change significantly upon adsorption on

graphene.

4.5 Conclusions

The HOMO-LUMO gap, Eg, of the PE molecules depends on their chemical motifs,

e.g., the length of the central backbone, the conjugation length, and the number and

attachment sites of the alkoxy chains. When the number and attachment sites of the

alkoxy chains remain constant, the HOMO-LUMO gap of the PE molecules reduces
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Figure 4.26: EDFT
g as a function of dO−O. The orange squares, red circles and

solid maroon circles show the results for isolated PE molecules in the gas phase,
monolayer of PE molecules in the gas phase and monolayer of PE molecules on
graphene, respectively.

with increase in conjugation length. This feature is in agreement with the particle in

a box model, where the energy gaps reduce with an increase in box length.

We have studied another set of PE molecules for which the chain length remains

constant but the number and attachment site of the alkoxy chains are varied. The

HOMO-LUMO gap for these molecules is obtained using DFT, TDDFT and ex-

perimental absorption spectra. We find almost the same qualitative trends in the

Eg values obtained from theory and experiment. We find that the HOMO-LUMO

gap of these isolated PE molecules depends on the shortest distance between the

oxygen atoms (dO−O) in the molecule. The lower is the value of dO−O, the smaller

is Eg. Therefore, dO−O works as a descriptor to predict the Eg of the PE molecules

of the same length but different positions of alkoxy chains. We have not yet been

successful in finding a simple model that can explain such behavior of Eg with dO−O.

The HOMO-LUMO gap depends on the conjugation in the PE molecules. Higher

conjugation causes more delocalization of electrons which in turn reduces the HOMO-

LUMO gap of the molecules. The conjugation in the PE molecules can be modified
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Figure 4.27: Projented density of states plot for the monolayer of (a) –(b) PE2 and
(c)–(d) PE4 adsorbed on graphene. The blue curve shows the PDOS of graphene.
The contributions of C, H and O atoms of to the molecular PDOS are shown by the
black, red and green curves, respectively. The molecular PDOS of PE2 (b) and PE4
(c) are normalized by the number of atoms.

by changing the positions of the alkoxy chains which can modify Eg.

Apart from the isolated molecules we study the monolayer of PE molecules in the

gas phase and on graphene. We calculated Eg for the self-assembled monolayers of

PE molecules also. We find similar behavior of Eg with dO−O for the monolayer of PE

molecules as we have already seen for the isolated molecules. Both experimental and

DFT results show that Eg changes significantly when the monolayers are adsorbed

on graphene.
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Chapter 5

Tuning Interfacial Charge Transfer

Between Organic Molecules and

Graphene using Electric Fields and

Nitrogen Doping

In this chapter, we will investigate how an applied electric field can tune the charge

transfer between graphene and tetracyanoquinodimethane (TCNQ) molecules ad-

sorbed on it. We find that the combined TCNQ/graphene system acts as an elec-

trostatic dipole with opposite charges in the molecule and the graphene substrate.

The change in the charge state causes a shift in the energy positions of the molecular

orbitals and the graphene Dirac cone. The movement of molecular levels and the

graphene Dirac cone takes place in opposite directions as a function of the electric

field. Even the direction of charge transfer can be reversed by appropriately tuning the

strength and direction of the electric field. Combining this effect with nitrogen-doping

of graphene with the monolayer of TCNQ deposited on it permits one to perform

selective reduction of a single TCNQ molecule in the monolayer. Our results suggest

that, local gating can be used to tune the charge transfer at the molecule-graphene

171
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interface. Thus, functionalization of graphene with TCNQ in the presence of an

external electric field modifies the electron density on graphene, suggesting a novel

approach to design optoelectronic devices and volatile memories. It is important to

note that this effect is different from the usual control of charge carriers by gating.

This study is performed by combining ab initio density functional theory (DFT)

calculations with scanning tunneling microscopy (STM) and scanning tunneling spec-

troscopy (STS) experiments. The experiments were performed by Jérôme Lagoute

and Van Dong Pham, Université Paris Diderot Paris 7, Sorbonne Paris Cité and

CNRS, France.

5.1 Introduction

The discovery of graphene has opened up new routes in the field of modern

technology. In the last decade, graphene has drawn a great deal of attention, in part

due to its semi-metallic nature, as well as its unique electrical properties like the

quantum Hall effect,[1, 2] transport via ‘relativistic’ Dirac fermions,[3, 4] ambipolar

electric field effect, etc.[5] The electronic properties of graphene can be modified by

substitutional doping [6–10] and functionalization of graphene by depositing donor or

acceptor type organic molecules.[11] The discovery of graphene was accompanied by

a demonstration of the field effect in graphene, which can be used in the operation

of transistors.[12] Such properties of graphene can lead to novel opportunities for

next-generation device-based applications. [13–15]. Field effect transistors are based

on electric field control of the channel conductivity, which depends on electronic

doping.

Alongside, noncovalent functionalization of graphene by organic molecules has also

been considered to be a fruitful technique to modify the charge density on graphene

without compromising its sp2 band structure.[16, 17] The use of functionalized

graphene in electronics and nanotechnology requires a tuning of the interfacial charge

transfer, which is achieved by the donor or acceptor character of the molecules with
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Figure 5.1: (a) Gate-tunable doping of graphene upon adsorption of piperidine
molecule. p-n junctions with intermediate coverages can be achieved by vary-
ing the doping level in graphene from p- to n-type by gradually increasing the
amount of adsorbed piperidine. The doping effect can be further tuned by applying
large negative back-gate voltages.[25] This figure is reprinted with permission from
Ref. 25 c©(2016) American Chemical Society. (b) Functionalization of epitaxial
graphene (thermally grown on 6H-SiC(0001) substrate) by acceptor-type molecule
tetracyanoquinodimethane (F4-TCNQ). F4-TCNQ causes p-type doping of graphene.
This technique is a novel approach in the field of nanoelectronics.[26] This figure is
taken with permission from the Ref. 26 c©(2007) American Chemical Society.

respect to graphene.[18–23] There is a recent speculation in this context about whether

an electric field could possibly be used to further tune the amount of molecule-graphene

charge transfer, suggesting novel technique for device design.[24]

The interfacial charge redistribution in the molecule-graphene system depends

strongly on the orientation, conformation, and nature of the adsorbed molecules on the

substrate. Therefore, probing at the single molecule scale is necessary to unravel the

electronic interactions between the organic molecules and graphene under electric field.

Scanning tunneling microscopy (STM) and scanning tunneling spectroscopy (STS)

experiments, supported by ab initio density functional theory (DFT) calculations, are

ideally suited for such an investigation. The effect of gate voltage on molecular levels

deposited on graphene has been studied in recent STM experiments. These studies

were focused on the possibility of modifying the alignment of molecular levels and

tuning their charge state under the application of global gating. [25, 27, 28]. However,

the effect of local gating on molecule-substrate charge transfer has not been explored

yet. The effect of an electric field on tuning charge transfer at the molecule-substrate
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junction has been studied for very few cases so far.[29, 30] Therefore, the local gating

effect on molecule/graphene system remains to be investigated and analyzed. Also,

the interplay between chemical doping and electric field in the interfacial charge

transfer is an important feature which needs to be investigated in detail.

In this chapter, we have chosen tetracyanoquinodimethane (TCNQ) molecules

on graphene as a model system to demonstrate the electric field dependence on the

charge transfer between molecule and substrate. TCNQ is a well-known electron

acceptor, which has been investigated by previous authors to study its structural and

electronic properties, e.g., on graphene supported over Ir(111),[31, 32] on Au(111),[33]

and on graphene supported over Ru(0001).[34]

In the experiments, the electric field is generated due to the STM tip. The STM

tip is metallic in nature and when a certain bias is applied to the tip it induces an

electric field on the sample situated at a certain distance from the tip. In the DFT

calculations, an external electric field is applied in the direction perpendicular to the

molecule-graphene plane to mimic this experimental condition.

5.2 Computational Details

The DFT calculations are performed using the Quantum ESPRESSO package,[35]

using a plane wave basis and ultrasoft pseudopotentials.[36] The exchange-correlation

interactions between electrons are treated within the Perdew-Burke-Ernzerhof (PBE)

form of the generalized gradient approximation.[37] The Kohn-Sham equations are

expanded using a plane wave basis set with kinetic energy and charge density cutoffs of

40 Ry and 400 Ry, respectively. The Brillouin zone is sampled using a 3×3×1 k point

mesh for the smallest possible unit cell of the TCNQ/graphene superstructure.[38]

The long-range dispersion interactions are included in the calculations using the DFT-

D2 treatment.[39] Convergence has been improved by using the Marzari-Vanderbilt

smearing technique with a width of 0.001 Ry.[40] Interactions between periodic images

are minimized by introducing a vacuum with a spacing of 14 Å along non-repeating
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Figure 5.2: Schematic representation of TCNQ on graphene in presence of transverse
electric field. (b) Shows the situation without any electric field. In (a) and (c) the
external electric field is directed along positive and negative directions, respectively.

directions. All atomic coordinates are allowed to relax until the Hellmann-Feynman

forces on all atoms are less than 0.001 Ry/Bohr.[41] The external electric field is applied

via a sawtooth potential which is directed perpendicular to the plane of the hybrid

TCNQ/graphene system.[42, 43] The electronic charge associated with each atom is

obtained by using the Bader prescription.[44, 45] To eliminate spurious electrostatic

interactions between the periodic images along the direction perpendicular to the

molecule-graphene interface, the ‘dipole correction’ is applied.[46, 47] Simulated STM

images are obtained following the Tersoff-Hamann approach.[48]

5.3 Results

5.3.1 TCNQ Monolayer on Pristine Graphene

First, we deposit TCNQ on pristine graphene in the absence of an electric field, to

study the energetics of the molecule-graphene system. Then the charge transfer and

shift in molecular states are investigated in the presence of an applied electric field.

Fig.5.2 shows schematic diagrams of the TCNQ/graphene system in the absence

and presence of transverse electric fields. Note that the sign convention is such that a

positive electric field is directed from the graphene toward the molecular monolayer.

Geometry and Energetics

A single TCNQ molecule prefers to adsorb on pristine graphene in a geometry

such that the center of the molecule is at a bridge site (see Fig. 5.3). The adsorption
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Figure 5.3: Adsorption of single TCNQ molecule on pristine graphene at bridge
site. Color scheme:H – black, C – brown, N – green and C (graphene)– gray.

energy of a single TCNQ molecule (Esingle
ads ) on pristine graphene is given by:

Esingle
ads = Esingle

TCNQ/G − EG − Eiso
TCNQ, (5.1)

where Esingle
TCNQ/G, EG and Eiso

TCNQ are the total energies of a single TCNQ on pristine

graphene, a monolayer of graphene, and an isolated TCNQ molecule respectively.

Esingle
ads for a single TCNQ molecule on pristine graphene is obtained to be −1.27

eV/molecule. This value is in good agreement with the results found by previous

authors.[29, 49, 50]

TCNQ molecules can lower their energy by forming two-dimension molecular

islands consisting of a self-assembled ordered pattern on pristine graphene, as has

been found by STM experiments, and is confirmed by our calculations. The unit cell

of this patterned monolayer (ML) is a nearly square lattice with unit cell vectors:

a = 0.93 ± 0.01 nm, b = 0.89 ± 0.02 nm and angle θ = 85 ± 2◦, as measured from

STM experiments. The corresponding unit cell parameters obtained from our DFT

calculations are: a = 0.90 nm, b = 0.86 nm and angle θ = 85◦. The slight discrepancy

between the experimental and calculated values of the lattice parameters occurs

primarily because of the requirement in the calculations that the TCNQ pattern

needs to be commensurate with the graphene unit cell, with a supercell that is not

prohibitively large for computational purposes. In our case, the unit cell for the



5.3 Results 177

TCNQ monolayer is 2
√

3×
√

13 in terms of the primitive unit cell of the graphene

substrate. The atomistic structure, simulated and experimental STM images of

TCNQ(ML) on pristine graphene are shown in Figs. 5.4(a)–(c), respectively. We find

that, in general, the experimental STM image is well reproduced by the simulated

STM image, see Figs. 5.4(b) and (c).

The adsorption energy (EML
ads ) of the TCNQ monolayer on pristine graphene is

given by:

EML
ads = EML

TCNQ/G − EG − nEiso
TCNQ, (5.2)

where EML
TCNQ/G, EG and Eiso

TCNQ are the total energies from DFT of the TCNQ(ML)

on pristine graphene, the monolayer of graphene and an isolated TCNQ molecule,

respectively. Here, n is the number of TCNQ molecules present per unit cell, and

since for TCNQ(ML) on pristine graphene the value of n is always equal to 1 we

will subsequently set n = 1 in this section. We obtain EML
ads for TCNQ(ML) on

pristine graphene as −1.98 eV/molecule. This value is in good agreement with

previous literature.[29] Note that |EML
ads | > |E

single
ads |, therefore adsorption of the TCNQ

monoloayer on pristine graphene is energetically more stable than the adsorption

of a single TCNQ molecule. For this reason, experiments find the two-dimensional

molecular island of TCNQ on pristine graphene. The formation of self-assembled

monolayer pattern of TCNQ on pristine graphene is in agreement with previous

experimental and theoretical studies.[29, 51, 52]

We have also examined the electron transfer from pristine graphene to the TCNQ

molecules. The electron transfer from pristine graphene to single TCNQ molecule

is 0.45 e/molecule, while for TCNQ(ML) on pristine graphene charge gained by

TCNQ(ML) is 0.20 e/molecule. These values are in excellent agreement with previous

DFT results.[29]

Two factors can be responsible for the formation of the ordered structure on

pristine graphene: molecule-molecule interactions, and molecule-graphene interactions.
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Figure 5.4: TCNQ monolayer adsorbed on pristine graphene. (a) The atomistic
structure obtained from DFT calculations. Color scheme: H – black, C – brown, N –
green and C (graphene)– gray. The inset shows LUMO of isolated TCNQ molecule.
The red and blue lobes show the different signs of the wave function, drawn at
isosurface value = 0.002 e/bohr3. (b) Simulated STM image at Vb = 0.12 V. The
corresponding unit cell is shown in black lines. (c) Experimental STM image at Vb=
+1 V and It= 30pA, with superimposed unit cell and atomic structure of the TCNQ
molecule.

In order to see how molecule-molecule interactions are changed in the presence of

graphene, we consider a periodic monolayer of TCNQ in the gas phase, i.e., in the

absence of the graphene substrate (this is an artificial situation which cannot be

achieved experimentally). The stabilization energy (Egas
stab) of a monolayer of TCNQ

in the gas phase is defined as:

Egas
stab = EML

TCNQ − Eiso
TCNQ, (5.3)

where EML
TCNQ and Eiso

TCNQ are, respectively, the total energies of the TCNQ monolayer

and an isolated TCNQ molecule in the gas phase, The value of Egas
stab for TCNQ(ML)

is found to be −0.92 eV/molecule, which is in good agreement with previous values

in the literature.[29] The creation of this monolayer is stabilized by the formation of

hydrogen bonds between N and H atoms of neighboring TCNQ molecules.

Next, we go on to calculate the stabilization energy of a TCNQ(ML) on pristine

graphene, this is given by:

EG
stab = EML

TCNQ/G − E
single
TCNQ/G + EG, (5.4)
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note that the last term on the right-hand-side of the equation has to be included

to balance out the fact that there is only one term involving the graphene substrate

on the left-hand-side, whereas both the first and second terms on the right-hand-side

involve the graphene substrate. In the way it is defined, EG
stab is supposed to contain

information only about the effective molecule-molecule interactions in the presence

of the graphene substrate. EG
stab is obtained to be −0.57 eV/molecule. Comparing

this with the value of Egas
stab = −0.92 eV, we find that the stabilization energy of

TCNQ(ML) reduces when it is adsorbed on pristine graphene. This can be explained

as follows: because TCNQ is an acceptor type molecule, electron transfer takes

place from graphene to TCNQ, when the molecules are deposited on graphene. This

makes all the molecules in the monolayer electron-rich when they are deposited on

graphene. The Coulomb repulsion among the negatively charged TCNQ molecules

(in the monolayer configuration) deposited on graphene makes the magnitude of the

stabilization energy of the monolayer on graphene lower than in the gas phase.

Effect of Tip-Induced Electric Field: STS and STM Experiments

In experiments, the energy position of the TCNQ states adsorbed on pristine

graphene are obtained from scanning tunneling spectroscopy (STS). In Fig. 5.5 we

show scanning tunneling spectra obtained from a monoloyar of TCNQ on pristine

graphene. The differential conductance (dI/dV ) spectroscopy of TCNQ shows a

broad resonance at positive bias (+0.75 V±0.05 V), and a sharp, intense peak at

negative bias (∼ −2.8 V), see Fig. 5.5(a). The biases at which these two peaks are

obtained will be referred to as V LUMO
b and V ch

b , for reasons that will be made obvious

below. The broad peak at positive bias, centered at V LUMO
b , is attributed to the

lowest unoccupied molecular orbital (LUMO) of TCNQ. The scanning tunneling

microscopy (STM) image of TCNQ(ML) recorded at a bias voltage of 1 V corresponds

to the LUMO state of TCNQ, see Fig. 5.4(c), as can be confirmed by the fact that

the shape of the molecules imaged at 1 V looks similar to the shape of the LUMO

of an isolated TCNQ molecule [see inset in Fig. 5.4(a)]. A similar result has been
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Figure 5.5: STS spectra of TCNQ on pristine graphene. (a) dI/dV spectrum
recorded above a TCNQ molecule. The sharp peak at −2.8V appears due to ionization
of TCNQ molecule and named as “charging peak”. The broad peak at 0.75 V±0.05
V is the LUMO of TCNQ. (b) dI/dV spectra of a TCNQ molecule when the STM
tip is at the setpoint position, i.e., ∆z = 0 nm (black curve), and when it is retracted
from it by 0.2 nm, i.e., ∆z = 0.2 nm (red curve).

reported by previous authors for the LUMO state of TCNQ molecules self-assembled

on graphene deposited on Ir(111).[31, 32]

The sharp peak at negative bias, at V ch
b , arises due to a different physical phe-

nomenon. This peak occurs due to a charging of the molecule in the presence of the

electric field induced by the STM tip. During this process, the molecule gets ionized

by the tip-induced electric field which causes electron transfer from the molecule

to the STM tip. Similar features regarding the sharp peak at negative bias have

previously been observed for other adsorbates on different surfaces.[53–58] Charging

of the adsorbate induced by the electric field of the tip shifts the adsorbate state with

respect to the Fermi level through a band bending effect.[59]
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To investigate the effect of the tip-induced electric field on the molecular states

the tip-sample distance, ∆z is varied, which in turn changes the tip-induced electric

field. In Fig. 5.5(b) two STS spectra are shown for the same substrate and adsorbate

but with two different tip-sample distances. The dI/dV spectrum shown in black is

obtained when the tip is at the setpoint position. In the case of the red spectrum,

the STM tip is retracted from the setpoint position by an amount ∆z = 0.2 nm. It

is seen that both V LUMO
b and V ch

b shift upon changing the tip-sample distance. We

see in Fig. 5.5(b) that the ionization peak, V ch
b at negative bias shifts significantly

upon changing ∆z. Remarkably, the LUMO peak, V LUMO
b (at positive bias) also

exhibits a shift with ∆z, though the shift in this peak is smaller compared to that in

the charging peak. Therefore the energy positions of the molecular states (V LUMO
b

and V ch
b ) obtained from STS are not well-defined since their energy positions are

influenced by the tip-induced electric field. Note that in experiments, it is hard to

accurately determine the absolute value of the tip-sample distance at the setpoint

position of the STM tip.

The shift in V LUMO
b and V ch

b with change in the tip-sample vertical retraction

is further verified for different values of tip-sample distance (∆z), see Figs. 5.6(a)

and (b). The experimental results for the energy positions of V LUMO
b and V ch

b as a

function of ∆z are plotted in the black squares in Figs. 5.6(a) and (b). Thus, Fig. 5.6

shows that both the V LUMO
b and V ch

b move with ∆z, and the shift in V ch
b is larger

than V LUMO
b as a function of ∆z.

Effect of Transverse Electric Field: DFT Results

We have noted above that the STM tip induces an electric field on the sample

when a certain bias voltage is applied between the tip and the sample. To reproduce

the effects of this in DFT calculations, an external electric field E is applied in the

direction perpendicular to the molecule-graphene interface.

The HOMO-LUMO gap of TCNQ adsorbed on pristine graphene is found to be 1.37

eV (this does not change much as a function of E) from our DFT calculations, which
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Figure 5.6: Positions of (a) the LUMO peak V LUMO
b and (b) the charging peak

V ch
b of TCNQ adsorbed on pristine graphene as a function of the tip-sample vertical

retraction ∆z.

is lower than the experimental HOMO-LUMO gap. It is well-known that standard

DFT always underestimates the band gap in comparison with the experimental value.

To investigate whether and how the energy positions of the LUMO and highest

occupied molecular orbital (HOMO) of TCNQ are influenced by the electric field E , we

examine the projected density of states (PDOS) of the TCNQ/graphene (henceforth

abbreviated as TCNQ/G) system as a function of the electric field. In Fig. 5.7,

we see how the molecular states and the graphene Dirac point shift for different

values and polarity of the applied electric field. Fig. 5.7 shows the PDOS of the

TCNQ/G system for E = +1V/Å , 0V/Å and −1V/Å. Fig. 5.4(b) shows a simulated

STM image obtained at a bias voltage Vb = +0.12 V in the absence of any electric

field. The LUMO state of TCNQ (adsorbed on pristine graphene) is captured in the

simulated STM image since, in the DFT calculations, it lies at 0.12 V for E = 0 V/Å

(see Fig. 5.7), and the shape of the molecular state is similar to the shape of the
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Figure 5.7: Projected density of states (PDOS) of TCNQ(ML) on pristine graphene
obtained from DFT when the applied electric field values are −1 V/Å, 0 V/Å, and
+1 V/ÅṖDOS on graphene and TCNQ are shown by blue and curves, respectively.
Dirac cone of graphene moves from right to left as the electric field changes from −1
V/Å to +1 V/ÅṪhe TCNQ states move in the direction opposite to the graphene
Dirac cone as a function of electric field.

TCNQ LUMO in the gas phase [see inset of Fig. 5.4(a)]. It is important to note that

because of the well-known ‘band-gap’ problem of DFT, the energy of the LUMO is

considerably underestimated in the DFT calculations with respect to experiment (as

already mentioned previously).

Our DFT results in Fig. 5.7 show that the energies ot the HOMO and LUMO states

of TCNQ (EHOMO and ELUMO, respectively) are downshifted when the electric field

has negative polarity, i.e., is directed from TCNQ to graphene, while the movement

in molecular states gets reversed as the polarity of the electric field becomes opposite.

We see in Fig. 5.7 that on changing Vb from 0 to +1 V/Å, the two (green) peaks

corresponding to the HOMO and LUMO shift to significantly higher values of Vb.

At the same time, by looking at the blue curves in Fig. 5.7 which show the PDOS
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Figure 5.8: Change in the energy positions of the (a) LUMO (ELUMO) and (b)
HOMO (EHOMO) states of TCNQ with respect to the Fermi energy (EF) as a function
of the applied electric field (E). (c) Movement of the graphene Dirac cone (ED)
with respect to EF as a function of E (with the TCNQ(ML) adsorbed on it). Note:
movement of the molecular states and graphene Dirac point are opposite with E .

of graphene, we see that the Dirac point of graphene always moves in the direction

opposite to that of the TCNQ HOMO and LUMO peaks, i.e., the TCNQ/G system

does not behave as a single rigid system. The Dirac point of graphene shifts towards

higher/lower energies as the electric field becomes more negative/positive. To see the

shift in EHOMO and ELUMO of TCNQ more clearly as a function of electric field, the

energy positions of these states with respect to the Fermi energy (EF) are plotted

as a function of E , this is plotted in Figs. 5.8(a) and (b). Note that the movement

of both the HOMO and LUMO of TCNQ is investigated in the DFT calculations.

However, the HOMO of TCNQ cannot be observed in the experiments since it falls

beyond the range which STS or STM can capture.

The movement of the graphene Dirac point with respect to the Fermi level,

ED − EF, as a function of E , is plotted in Fig. 5.8(c). From this figure we see that

as E becomes more negative, ED moves away from the EF and shifts towards higher
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Figure 5.9: Charge gained by TCNQ molecule (∆Q) adsorbed on pristine graphene
as a function of E . ∆QTCNQ becomes more positive as E becomes more negative. This
implies electron transfer takes place from graphene to TCNQ for negative E . Opposite
phenomena happens as the direction of E gets reversed. A, B and C represent the
situations when E = −1 V/Å , 0 V/Å and +1 V/Å , respectively.

energies.

The simultaneous movement of TCNQ states and the graphene Dirac point in

opposite directions (in energy) with change in E implies that the molecular levels are

not pinned to the graphene states in the presence of the external electric field. We

find that the shifts in molecular states and the graphene Dirac point arise due to

electric field dependent charge transfer between the TCNQ molecules and graphene.

To investigate this feature, we examine our DFT results to see how the charge transfer

between the monolayer of TCNQ and graphene is affected by the electric field. These

results are shown in Fig. 5.9, where we see that ∆Q, the number of electrons gained

by TCNQ from graphene, varies monotonically with E . Note that the sign convention

used is such that a positive value of ∆Q implies that electrons are gained by TCNQ

from graphene.

Since TCNQ is an acceptor-type molecule, in the absence of an electric field,

electron transfer takes place from graphene to TCNQ. As the electric field becomes

more negative, we find that electron accumulation in TCNQ and electron depletion

in graphene increases. However, this tendency is reversed on flipping the polarity
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of the electric field (making E more positive). Interestingly, at a sufficiently large

positive electric field (>1 V/Å) the direction of electron transfer takes place from

TCNQ to graphene, see Fig. 5.9, i.e., TCNQ behaves like a donor-type molecule in

the regime of E > 1. Therefore, electron transfer between TCNQ and graphene can

be tuned by the application of electric field. Note that the variation of ∆Q is not

uniform with change in E . ∆Q changes more rapidly as a function of E when the

electric field is directed from TCNQ to graphene, i.e., has negative polarity, than

when it has positive polarity, due to TCNQ being an acceptor-type molecule.

The values of ∆Q plotted in Fig. 5.9 are obtained from Bader analysis. We remark

that the qualitative trend of ∆Q vs. E remains the same when the values of ∆Q are

calculated using Löwdin charges, however the magnitudes of ∆Q become smaller,

at least in part due to the usual spilling of electronic charges in Lowdin population

analysis when the wave functions are projected on atomic orbitals.[60] We also note

that previous authors have found that for a single molecule adsorbed on graphene,

the charge transfer can be modified by application of an electric field, this has been

shown for CO2, NH3, CO and benzene-graphene.[30]

The evolution of the spatial redistribution of the electron density for TCNQ/graphene

system as a function of E is shown in Fig. 5.10. In this figure, we have plotted the

isosurfaces of ∆ρ = ρTCNQ/G − ρTCNQ − ρG, where ρX is the electronic density of the

system X. The red and blue lobes correspond to electron accumulation and depletion

respectively. In the absence of an electric field (image B) electrons are transferred

from graphene to TCNQ, see red lobes on TCNQ and blue lobes on graphene. This

charge redistribution gets enhanced when E becomes −1V/Å (image A), which in

turn increases the red lobes on TCNQ molecules and blues lobes on graphene. There

is almost no electron transfer between TCNQ and graphene when E = +1V/Å (image

C).

Since electron transfer takes place from graphene to TCNQ for negative polarity

of the electric field, electron occupancy in the TCNQ states increases, which in turn



5.3 Results 187

Figure 5.10: Charge density difference, ∆ρ plots for TCNQ(ML) on pristine
graphene for three values of the electric field obtained at isosurfaces value of 0.0007
e/bohr3. Red and blue lobes correspond to electron accumulation and depletion,
respectively. A, B and C represent the conditions when E = −1 V/Å, 0 V/Å and
+1 V/Å, respectively. Color code for atoms: C (of graphene) – gray, C (of TCNQ)
– brown, H – black , N – green. Color code for Dirac cone schemes: blue – empty
states, red – filled states.

shifts the energy position of the TCNQ levels towards the left (or to lower energies),

this fact is supported by the results seen in Fig. 5.7 and Figs. 5.8(a)–(b). At the same

time, the graphene Dirac point shifts to higher energies due to electron loss for a

negative electric field, see Fig. 5.8(c). The opposite features occur when the direction

of electric field gets reversed. Thus, electron transfer between the TCNQ(ML) and

graphene can explain the shift in molecular levels and the graphene Dirac point.

The charge transfer between the TCNQ(ML) and the graphene induces dipole

moment at the combined TCNQ(ML)–graphene interface, which varies with the

applied electric field. The dipole moment of the combined system is computed as
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Figure 5.11: Dipole moment µ of the TCNQ/graphene system as a function
of E . The slope of µ vs. E plot gives the polarizability (α) of the combined
TCNQ(ML)/graphene system.

follows:

µ =
∑
i

ziZi −
∫
zρ(z)dz, (5.5)

where zi and Zi are the nuclear position and charge, respectively for the ith atom.

The first term in Eq. (7.4) represents nuclear dipole moment. The second term is the

dipole moment of the system due to the electrons present in it. ρ(z) is the planar

average of electron density along z direction, i.e., perpendicular to the plane of the

oxide/metal interface.

ρ(z) =
1

A

∫
dx

∫
dyρ(x, y, z), (5.6)

where A is the unit cell area.

Note that the dipole moment is actually a vector pointing along the z direction,

a positive value of µ means that the dipole moment is pointing from the graphene

toward the TCNQ. Fig. 5.11 shows how the dipole moment (µ) of the TCNQ(ML)/G

system changes as a function of E . Since, in the absence of any electric field, electron
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transfer takes place from graphene to TCNQ, µ is slightly negative (i.e., points from

TCNQ to graphene) for E = 0. As E becomes more negative, µ becomes more

negative. In contrast, when E becomes more positive, µ becomes more positive. The

(almost) linear variation of µ with E indicates that the TCNQ(ML)/G system behaves

like an induced electrostatic dipole. The slope of the graph in Fig. 5.11 gives the

polarizability α of TCNQ(ML)/G, which is obtained to be 29 Å3/molecule along the

direction perpendicular to the molecule/graphene plane. This value is larger than

the polarizability of an isolated TCNQ molecule in the gas phase in the direction

perpendicular to the molecular plane, which we compute to be 12.9 Å3/molecule; this

is in good agreement with the previous values reported in literature.[61, 62]

Determining Absolute Values of the TCNQ LUMO Energy and Tip-Sample

Distance in Experiments: An Analytical Model

From the experimental results (recall Fig. 5.5), we have already seen that STS

cannot determine the ‘actual’ position of the LUMO. We have also remarked that

the absolute value of the tip-sample distance at the setpoint position is difficult to

measure in STM measurements, though relative displacements (the amount by which

the tip is retracted or advanced) can be measured. To quantify these two quantities,

as well as to validate our understanding of the variation of V LUMO
b and V ch

b with ∆z,

we now develop an analytical model.

In this model, we consider that the LUMO state of TCNQ, U0, varies linearly

with the electric field E . This feature is expected when the molecule/graphene system

behaves like an induced dipole and the density of states of the molecule becomes

constant around the Fermi level (which implies that the HOMO and LUMO states

are situated far from the Fermi level). In this case, the charge of the molecule has to

be proportional to the electric field, and the spectrum of the molecule should shift

proportionally to the electric field. Our results on the TCNQ/graphene system satisfy

all these expectations. From the DFT results, we have found that the TCNQ/graphene

system behaves like an induced dipole (see Fig. 5.11 above). We have seen that both
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Figure 5.12: Positions of (c) the charging peak and (d) the LUMO peak of TCNQ
adsorbed on pristine graphene as a function of the tip-sample vertical retraction. The
blue lines are fits to the model described in the text. The inset in (d) shows the
schematic of the STM tip and tip-sample distance. q, R and z are the charge on the
tip, radius of the tip and tip-sample distance, respectively.

the HOMO and LUMO states of TCNQ shift monotonically with E from Figs. 5.8(a)

and (b). Note that when the LUMO state is well separated from the Fermi energy,

i.e., for higher values of E , ELUMO changes almost linearly with E .

Applying this model to the TCNQ/graphene system, we assume U0 to be the

actual position of the TCNQ LUMO without any electric field. The energy position

of the LUMO state shifts to U0 + κE when a negative bias is applied, where κ is the

proportionality factor which relates the energy shift in the LUMO to the electric field.

The TCNQ molecule becomes ionized when the LUMO state is situated at

the Fermi energy, which is named as the “charging process”. During this process,

U0 +κE = 0 (since the LUMO is then at the Fermi energy). The electric field induced

on the sample by the STM tip can be written as E = Vb/(z0 + ∆z) assuming a planar

junction geometry, where Vb is the bias voltage, z0 is the tip-sample distance at the
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setpoint position, and ∆z is the retraction of the tip-sample separation from the

setpoint position z0. The sharp charging peak occurs when V ch
b = −U0z0/κ−U0∆z/κ.

Therefore, the energy position of this peak should depend linearly on the tip-sample

separation, which is indeed observed in the experimental data [recall Fig. 5.6(b)]. A

linear fit to the experimental data of V ch
b vs. ∆z (see Fig.5.12) gives U0/κ = 1.97

V/nm and z0 = 1.3 nm. The value of z0 for the setpoint distance is a very reasonable

and plausible value.

In order to obtain the value of U0, we will make use of the variation of V LUMO
b

with ∆z. The LUMO peak appears when V LUMO
b = (z0 + ∆z)U0/(z0 + ∆z − κ). The

best agreement with the experimental data is obtained for U0 = 0.6 V [blue line in

Fig. 5.12(a)] which gives the value of κ to be 0.3 nm. This result suggests that in the

experiments, the position of the LUMO state is overestimated by around 150 mV

due to the influence of the tip-induced electric field.

Our model can successfully explain why the energy positions of V LUMO
b and

V ch
b change with tip-sample distance ∆z. The strength of tip-induced electric field

depends on the tip-sample distance which in turn affects the molecular spectra. It

also successfully predicts that V LUMO
b changes less with ∆z than does V ch

b , though

the variation of the former in the experiments is larger than it is in our simple model.

Therefore, with the help of an analytical model, the actual position of the TCNQ

LUMO (without any electric field) and the tip-sample distance at the setpoint position

are determined.

5.3.2 TCNQ Monolayer on Nitrogen-Doped Graphene

So far we have considered the functionalization of graphene by depositing an

acceptor type molecule, TCNQ, on it. Now, we want to combine this technique with

substitutional doping of graphene by nitrogen, which is a donor type impurity. In

this section, we again investigate the electric field-induced charge transfer (already

considered in the earlier part of this chapter), but now combined with nitrogen doping

of graphene, in order to achieve a selective reduction of a single TCNQ molecule in
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the molecular monolayer. The insertion of nitrogen atoms in graphene causes the

presence of electron donating point defects which allows one to shift the energy levels

of the TCNQ molecules adsorbed directly above these N-sites, and to selectively

charge these molecules when the appropriate bias voltage is applied.

Geometry and Energetics

To determine the lowest energy configuration of TCNQ(ML) on N-doped graphene,

both the adsorption site of the molecule and the position of the dopant with respect

to the molecule are varied. As on pristine graphene, we find that the TCNQ molecule

prefers to adsorb with its center positioned over a bridge site on N-doped graphene.

The adsorption energy (EML
ads ) of TCNQ(ML) on N-doped graphene is given by:

EML
ads = EML

TCNQ/N−G − EN−G − Eiso
TCNQ, (5.7)

where EN−G is the total energy of N-doped graphene, and all other terms have

been previously defined.

The geometries shown in Fig. 5.13 are for a N-doping concentration of 3.57%, with

one dopant N atom present per TCNQ molecule. The different configurations vary

in the lateral position of the N dopant relative to that of the TCNQ molecule. The

configuration labeled “b4” shows the most stable adsorption geometry of TCNQ(ML)

on N-doped graphene with EML
ads = −2.34 eV/molecule. (In this configuration, the

N dopant atom is positioned directly below one of the four N atoms at the corners

of the TCNQ molecule, and is therefore barely visible.) In general, it is found that

the adsorption energy of TCNQ(ML) on N-doped graphene increases as the nitrogen

atom in N-doped graphene comes closer to a cyano (CN) group of the TCNQ. This

happens because the cyano group is the main acceptor center for the TCNQ molecule.

As the nitrogen atom in the doped graphene substrate comes closer to the cyano

group in TCNQ, the TCNQ molecule gains more electrons from the substrate, which

in turn increases the adsorption energy.
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Figure 5.13: Adsorption energy of TCNQ(ML) on N-doped graphene for different
positions of the nitrogen atoms. The adsorption site of TCNQ molecule is kept fixed at
the bridge position. The numbers (in blue) are the adsorption energies of TCNQ(ML)
on N-doped graphene for different positions of the N atom in graphene. “b4” is found
to be the lowest energy configuration for TCNQ(ML) on N-doped graphene with Eads

= −2.334 eV. Color scheme: C(TCNQ) – brown, H(TCNQ) – black, N(TCNQ) –
green, C(graphene) – gray and N(graphene) – magenta.

Next, we vary the doping concentration, larger unit cells are used to achieve

lower doping concentrations. Therefore, the number of TCNQ molecules present

per N atom is no longer equal to 1. In these cases, some of the TCNQ molecules

are situated above the N-site and others above C-sites of graphene. The charges on

the TCNQ molecules, ∆Q at the N-site and at C-sites, are calculated using Bader

analysis. The ∆Q values shown by the black circles in Fig. 5.14(a) are averaged

over all the TCNQ molecules present in the unit cell. The red circles in Fig. 5.14(a)

correspond to the charge gained by the TCNQ molecule situated above the N-site.

Comparing the black and red circles. we see that ∆Q for the TCNQ molecule situated

at a N-site is higher than that averaged over all the TCNQ molecules present in the

unit cell. This implies that the TCNQ molecule at the N-site gains more electrons

than those at C-sites. Also, we see from the figure that for both the red and black

circles, ∆Q increases as a function of the N-doping concentration. Nitrogen is a donor
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Figure 5.14: (a) Charge gained by TCNQ, ∆Q as a function of N-doping concen-
tration in graphene. The black circles show ∆Q values average over all the TCNQ
molecules present in the monolayer, while the ∆Q values of TCNQ molecules adsorbed
at N-site are shown by the red circles. ∆Q increases with doping concentration. (b)
Eads of TCNQ(ML) on N-doped graphene increases with the doping concentration.

type impurity for graphene and N-doping in graphene makes it electron-rich, this in

turn increases the electron transfer from N-doped graphene to the acceptor molecule

TCNQ. Therefore, from Fig. 5.14(a) we see that, apart from the applied electric field

another possible technique to tune the electron transfer between TCNQ and graphene

is by changing the concentration of N atoms in graphene. As the concentration of N

atom in graphene increases, more electrons are transferred from N-doped graphene

to TCNQ [see Fig. 5.14(a)]. The increase in N-doping concentration and ∆Q also

enhances the molecule-substrate interaction, and hence the adsorption energy of

TCNQ(ML) on N-doped graphene increases as a function of the doping concentration,

see Fig. 5.14(b).
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Figure 5.15: Variation in charge gained by TCNQ molecule (∆QTCNQ) with dN−TCNQ

for TCNQ(ML) adsorbed on N-doped graphene at 0.22% doping concentration.
dN−TCNQ is the distance between the N atom in graphene at a TCNQ molecule
present in the two-dimensional molecular lattice. ∆QTCNQ reduces as dN−TCNQ

increases. Local charging of TCNQ occurs upon N-doping in graphene.

Local Charging due to Doping

We have seen above that nitrogen-doping in graphene enhances the electron

transfer between the acceptor-type molecule TCNQ and the graphene substrate.

From Fig. 5.14(a) we see that a TCNQ molecule in the monolayer that is adsorbed

directly above a N-site gains more electrons from graphene than those TCNQ molecules

that are situated above C-sites. To theoretically study this local charging of TCNQ

in more detail, we consider a large enough unit cell with sixteen TCNQ molecules

present per unit cell, and containing, within this unit cell, a single N dopant in the

graphene substrate. In this way the doping concentration of nitrogen is achieved to be

0.22%. To investigate how local the charging effect is, we plot ∆Q, the charge gained

by a TCNQ molecule, as a function of dN−TCNQ, the distance between the N atom in

graphene and the TCNQ molecule, see Fig. 5.15. We find that as dN−TCNQ increases,

∆Q decreases rapidly. This implies that the charging of TCNQ upon N-doping in

graphene is a strongly local effect: the closer the TCNQ molecule is to the N dopant

in graphene, the higher is the electron transfer from the N-doped graphene to TCNQ.
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Effect of Electric Field: STM, STS and DFT Results

Figure 5.16: STS and STM images of TCNQ(ML) on N-doped graphene. (a) dI/dV
spectra recorded above TCNQ molecules adsorbed at the C-site (black curve) and
the N-site (red curve) of graphene. The charging peak of TCNQ molecules above
the C-site and the N-site appear at −2.8 V and −1.5 V, respectively. The histogram
shows the distribution in the position of LUMO peaks for the C-site and N-site. The
LUMO peaks for TCNQ at the C-site and the N-site are separated by 0.45 V. The
inset shows the LUMO state of isolated TCNQ molecule in the gas phase (drawn at
isosurface value = 0.002 e/bohr3). The red and blue lobes show different signs of the
wave function. Experimental STM images of TCNQ(ML) on N-doped graphene at
(b) Vb= −1.5 V and (c) Vb= +1 V. Clear contrast between the molecules at the C-site
and the N-site is observed in (b), while molecules at the C-site and the N-site look
similar in (c). Simulated STM images of TCNQ(ML) on N-doped graphene when (d)
E = +1.5 V/Å and Vb= +0.74 V and (e) E = 0 V/Å and Vb= +0.50 V. The blue
circles indicate the position of the molecule situated directly above the N atom in
graphene.

Previous authors have found that when a molecule is deposited above a N-site of

nitrogen-doped graphene, the energy positions of the molecular states are downshifted

due to a local charge transfer [63]. From DFT calculations we have already verified

that a TCNQ molecule above a N-site gains more electrons than TCNQ molecules

above a C-site [see Fig. 5.14(a) and Fig. 5.15]. Consequently, a TCNQ molecule at a

N-site has more electronic states occupied than at a C-site, therefore a lower energy is

required to ionize the molecule above a N-site than at a C-site. This fact is supported

by comparing the STS spectra of TCNQ molecules taken above the C-site and N-site

on N-doped graphene, see Fig. 5.16(a). The charging peak of TCNQ at N-site lies at

much lower energy (less negative value) than at a C-site. The ionization or charging



5.3 Results 197

peak V ch
b of TCNQ at N-site lies at −1.5 V while V ch

b of TCNQ at C-site is situated

at −2.8 V. This feature implies that extraction of electron from the TCNQ above

N-site is easier than above C-site.

The experimental STM image of TCNQ(ML) on N-doped graphene recorded at

Vb = −1.5 V shows sharp contrast between TCNQ at the N-site and the C-site, see

Fig. 5.16(b). This happens because as the bias voltage of the STM image lies in the

close vicinity of the energy position of the charging peak of TCNQ at the N-site then

the STS captures that state of the TCNQ from which electrons are transferred to the

STM tip. Since the shape of the brighter molecule in Fig. 5.16(b) corresponds to the

shape of the LUMO of isolated TCNQ in the gas phase [see inset in Fig. 5.16(a)], it

is revealed that during the charging process electron transfer takes place from the

LUMO of TCNQ to the STM tip. The LUMO of TCNQ was already occupied upon

adsorption on N-doped graphene. Therefore the STM image obatined at Vb = −1.5

V captures the LUMO of TCNQ above N-site while it can not capture any state of

TCNQ above C-site, since they lie in the gap at this voltage.

From the STS of TCNQ(ML) on pristine graphene we already know the broader

reasonance observed in the positive bias corresponds to the LUMO state of TCNQ.

The LUMO peaks for TCNQ molecules at the N-site and C-site are situated at

0.35±0.06 V (red curve) and 0.85±0.06 V (black curve), respectively; see Fig. 5.16(a).

Therefore, the shift in the LUMO for TCNQ above N-sites and C-sites is less than

the shift in the charging peaks of TCNQ above N-sites and C-sites. For this reason,

the experimental STM image recorded at Vb = +1 V, see Fig. 5.16(c), does not show

any contrast between TCNQ molecules at the N-site and at C-sites. The LUMO of

TCNQ above a N-site is situated close to the Fermi energy, this confirms an increase

in electron transfer from graphene to TCNQ molecules at N-sites. A similar feature

has been previously reported for porphyrin on N-doped graphene.[63]

Our DFT calculations show that, in the absence of any electric field, the number

of electrons gained by the TCNQ molecules at N-sites and C-sites is 0.33 e and 0.20 e,
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Figure 5.17: Charge gained by TCNQ, ∆Q as a function of E . The black and red
circles show TCNQ at C-site and N-site, respectively.

respectively. (The molecule at C-site is chosen to be that molecule which is situated

at the farthest distance, within the unit cell, from the N atom in graphene – or any

of its periodic images.) As a consequence of this, the charging peak at the N-site is

situated closer to the Fermi level [see the red peak in Fig. 5.16(a)], and hence a lower

electric field is required to bring the LUMO state to the Fermi level.

In Fig. 5.17 we have shown how the charge gained by TCNQ at the N-site and

the C-site changes as a function of the applied electric field E . The black and red

circles show ∆Q for TCNQ above C-site and N-site, respectively. As E becomes

more negative, the TCNQ molecule above the N-site gains more electrons than the

TCNQ molecule above the C-site. For both the cases (the N-site and the C-site),

∆Q increases with E . As E becomes more positive, and the substrate now acts as an

acceptor, ∆Q becomes almost the same at the C-site and N-sites. In the case of the

TCNQ(ML) on N-doped graphene also we see a non-uniform slope for the graph of

∆Q vs. E , as was also seen in Fig. 5.9 for TCNQ(ML) on pristine graphene. This

happens for the same reason which was already discussed in the previous section.

We have already mentioned that since a TCNQ molecule at a N-site gains more

electrons than at a C-site, the molecular states of TCNQ at N-site are more occupied

than at a C-site. This implies that the TCNQ states above N-site and C-site should
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Figure 5.18: Change in HOMO (EHOMO) and LUMO (ELUMO) of TCNQ with E .
The molecular states of TCNQ at the C-site and the N-site are shown by solid black
and hollow red circles, respectively.

be positioned differently in energy. To determine the energy positions of the molecular

levels at these two different sites, DFT calculations are performed. Similar to the

case of adsorption on pristine graphene, in the case of N-doped graphene also we

want to study the movement of TCNQ states as a function the applied electric field.

The positions of EHOMO and ELUMO of TCNQ with respect to the Fermi energy EF

are plotted as a function of E for TCNQ at a N-site and a C-site in Fig. 5.18. The

energy levels of TCNQ at the N-site are downshifted with respect to those at the

C-site, for all values of E , because TCNQ at the N-site becomes more electron-rich

than at the C-site due to electron transfer from the graphene substrate.

As E becomes more positive, both the HOMO and LUMO states of TCNQ at the

N-site become well separated from the HOMO and LUMO of TCNQ at the C-site.

The LUMO of TCNQ adsorbed above N lies closer to the Fermi level than above C.

The simulated STM image shown in Fig. 5.16(d) is obtained for E = +1.5 V/Å and

Vb = +0.74 V (at 0.22% doping concentration). Under this condition, the LUMOs of

TCNQ on N- and C-sites are situated at 0.74 eV and 1.06 eV, respectively. Therefore,
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at Vb = +0.74 V one is mimicking the situation where the bias voltage includes the

LUMO for TCNQ above N, while remaining in the gap of the surrounding molecules.

The simulated STM image [see Fig. 5.16(d)] reproduces well the experimental image,

which confirms our interpretation, though the physical origins of these two STM images

are different: the experimental STM is imaged at the bias voltage corresponding to

the charging peak of TCNQ above N-site, whereas the simulated STM is taken at

the bias volatge corresponding to the LUMO peak of TCNQ above N-site.

The simulated STM image shown in Fig. 5.16(e) is obtained at Vb = +0.5 V

without any electric field. Fig. 5.16(e) does not show any contrast between the TCNQ

above the C-site and above the N-site. This happens becuase the LUMOs of TCNQ

at the N-site and C-site are situated quite close to each other for E = 0 V/Å (see

Fig. 5.18). Therefore, at Vb = +0.5 V the LUMO of TCNQ molecules above both the

N-site and C-site are captured.

5.4 Conclusions

In this chapter, we have shown that the charge transfer between organic molecules

and graphene can be tuned in the presence of an external electric field. The results

presented in this chapter are primarily focused on TCNQ(ML) on pristine and N-

doped graphene. Electron transfer between TCNQ and graphene induces a dipole

moment in the TCNQ/graphene system. The TCNQ molecule-on-graphene hybrid

structure behaves as an electrostatic dipole. The dipole moment of the combined

system is proportional to the applied electric field.

The charge density on graphene can be further modified by doping it with a donor

type impurity. The insertion of nitrogen atoms as the donor-type dopant in graphene

causes a shift in the energy levels of the molecules adsorbed directly above these

N-sites. N-doping in graphene enhances electron transfer from graphene to TCNQ.

Charging of TCNQ upon N-doping is a local effect. In experiments, we see that when

an appropriate bias voltage is applied through the STM tip, selective charging of
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these molecules takes place by transferring electrons from the molecule to the tip.

Combining the effect of the external electric field with N-doping of graphene

permits one to perform selective reduction of a single TCNQ in the monolayer of

the molecule. This implies that the molecular states above N-sites and C-sites lie at

different energy poistions and they shift by different amounts (with respect to the

Fermi level) as a function of the applied electric field. In the case of the TCNQ(ML)

on N-doped graphene system also, the interfacial charge transfer can be tuned by

varying the electric field.

Though the results presented in this chapter are primarily focussed on cases where

a monolayer of TCNQ molecules are adsorbed on either pristine or N-doped graphene,

we have also studied cases where a single TCNQ molecule is adsorbed on pristine

and N-doped graphene as a function of electric field. The results obtained for single

TCNQ on pristine and N-doped graphene substrates are similar to as obtained for

the monolayer of TCNQ.

The results discussed in this chapter show how the molecule-graphene charge

transfer can be selectively tuned by an applied electric field and nitrogen doping.

This study suggests a novel way to modify the charge density in graphene, which

should be useful for device-based applications.
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Chapter 6

A Descriptor for the Degree of

Ionicity of Chemical Bonds in

Binary Compounds

In this chapter, our aim is to formulate a descriptor that can describe the degree of

ionicity in chemical bonds, from first principles. For this purpose, we have performed

density functional theory calculations on several binary compounds. We believe

that the ionicity of these compounds correlates well with a simple descriptor. This

descriptor depends on the electronegativities and the atomic sizes of the cations and

anions forming those binary compounds.

6.1 Introduction

Conventional bonds in chemical compounds fall into two main categories: ionic

and covalent (there are, of course, also other types of bonds, e.g., metallic bonds in

metals, and various kinds of weak bonds such as hydrogen bonds and van der Waals

bonds, which we will not concern ourselves with in this chapter).

A bond can be perfectly ionic when two oppositely charged chemical species are

bound together via electrostatic interactions. In the case of perfect ionic bonding

207
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one atom or molecule completely donates electrons from its outermost orbital(s) to

another atom or molecule. Therefore, the ionic model is based on the assumption

that the molecules and crystals are composed of spherical ions with integral charges

held together via the Coulombic attraction between these ions. The ionic compounds

form crystal structures in their solid phase. The two main parameters that determine

the structure of the ionic compounds are the difference in the charges between the

ions and their relative sizes. The formation energy or lattice energy of the ionic

compounds can be obtained by using the Born-Haber cycle. For example, in the

case of sodium chloride the lattice energy is calculated to be 787 kJ/mol.[1] The

electrostatic potential in an ionic compound can be determined by using the Madelung

constant which approximates the ions as point charges.[2]

In contrast, in the case of covalent bonding, sharing of electron pairs takes place

between the atoms participating in the bond. According to Lewis, an electron pair

is shared between two atoms if it is used to complete the valence shell of both the

atoms participating in the bond. This “sharing” of electrons between two atoms is

not so clear in terms of the electron density. It simply implies that in a covalent

bond the electron density is accumulated between the two atoms. The electrostatic

attraction between this electron density and the two nuclei holds the two atoms

together and stabilizes the molecule or compound. The purely covalent bonds are

those where the sharing of electron pair(s) takes place between identical atoms, such

as the C-C bond in ethane. Thus there is a large number of bonds having a character

intermediate between an ionic and covalent bond. These bonds are usually known as

‘polar covalent’ bonds.

There is often some ambiguity about whether a bond is “ionic” or “covalent”

in character. Actually, almost all the compounds which are known to form ionic

bonds have some degree of covalency, or tendency to share electrons. When a bond

is considered to have more “ionic character” then it is usually assumed that this

bond has a small covalent character. Finally all these bonds, no matter how they
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are described, are the result of the attractive electrostatic interaction between the

electron density and the nuclei and the repulsion between the nuclei. Therefore, these

terminologies to describe a bond in a particular compound are unfortunately not

rigorously defined.

In this chapter, we will consider the question of whether it is possible to quantify

the degree of ionicity of bonds, focusing on the particular case of binary compounds.

The utility of the concepts and tools developed in this chapter should become more

obvious in the next chapter, where these ideas will be applied in the context of

aliovalent doping of oxides. Before going into details regarding how to analyze

whether a bond is ionic or covalent, and the degree of ionicity in particular bonds, let

us first discuss some properties which a perfect ionic compound should have. Ionic

compounds are good conductors of electricity, especially in the solid phase. They

usually have a high melting point that depends on the nature of the composite ions.

The higher are the charges on the composite ions, the stronger are the cohesive forces,

and the higher is the melting point of the compound. Ionic compounds tend to be

soluble in water; their solubility depends on the cohesive forces.

6.1.1 Previously Known Ionicity Scales

Insight into and characterization of the bonds in any molecule or crystal finally

depend on the analysis and understanding of the electron density distribution among

the atoms participating in the bonding. In the literature, there exist some previously

defined ionicity scales.

The first ionicity scheme proposed by Pauling (1932) was based on a thermochem-

ical approach.[1] According to Pauling’s definition, electronegativity is considered

as the strength of an atom in a molecule to attract electrons towards itself. This

definition highlights the historical origins of the concept of charge flow in electro-

chemistry. However, even if the complete charge distribution in the molecule or

crystal is known precisely, one would still need a prescription which can decompose

the total distribution into a superposition of charge distributions centered on the
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atoms composing the solid. To solve this difficulty, Pauling turned from charge

distributions to bond energies, which are known as the heats of formation. Let EXY

be the formation energy of a diatomic molecule XY . Then, for a molecule AB,

consider the quantity εAB =EAB− (EAA+EBB)/2, this is a measure of (χA−χB), the

difference in electronegativity between atom A and B. When the atoms A and B form

a bond, then electron transfer takes place from the less to the more electronegative

atom. Pauling introduced the concept of fractional ionic character by defining a

quantity fAB, where fAB = fBA and 0 ≤ fAB ≤ 1, and fAB = 1 for the ionic extreme.

According to Pauling’s model, (χA − χB)2 = γεAB. The term γ ensures that χA and

χB change by 0.5 with each unit change in valency in the first row of the periodic

table: fAB = 1− e[−
χA−χB

4
] = 1−e−

γεAB
4 . For crystals, the above mentioned form of

fAB is modified as: fAB = 1−N
M
e−

γεAB
4 . The N/M factor reflects the increased ionic

character of resonant bonds, which appear when the classical valency N is smaller

than the coordination number M .[3] fAB is the quantity which is used to understand

the chemical behavior of the bonds in any compound. The term fAB depends only

on the difference in electronegativities, and is independent of other quantities (e.g.,

bond lengths, bond angles, etc.) Clearly, fAB measures the fraction of ionic character

in any compound, and lies between 0 and 1.

Coulson, Redei, and Stockers (1962) developed a theory to define the ionicity

based on the molecular-orbital approach.[4] Their method was proposed for the study

of the tetrahedrally coordinated octet binary compounds ANB8−N . The bonding

orbital can be written in the form ψ = φA + λφB, where φA and φB are the sp3

hybridized atomic orbitals centered on atoms A and B, respectively. The term λ can

be determined variationally. Upon normalization, the bond ionicity can be defined

as: iC = λ2−1
λ2+1

, by considering the relative weights of the atomic orbitals in ψ. Using

this approximation the net atomic charges can be calculated as: QA = Nλ2−(8−N)
(1+λ2)

= −QB. Thus, the method proposed by Coulson et al. to measure the ionicity of

chemical bonds is applicable for tetrahedrally coordinated octet compounds, taking
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into account the relative weights of the atomic orbitals.

The ionicity scale introduced by Phillips (1970) is based on a dielectric model of

the chemical bonds in ANB8−N crystals, which depends on two band gap parameters

C and Eh.[5] Eh is the homopolar gap which is defined as the symmetric part of the

total potential 1
2
(VA + VB), while the ionic or charge-transfer gap C originates from

the effect of the antisymmetric part 1
2
(VA − VB). The average gap between valence

and conduction bands is given by E2
g = E2

h +C2. Phillips’s model defines the ionicity

as fi = C2

E2
g
. For example, the homopolar gap (Eh) for a compound of lattice constant

a can be calculated by scaling the optical gaps of group-IV elements, e.g., diamond

and silicon: Eh = Eh(Si)(
a(Si)
a

2.5
). One of the most important features of Phillips’s

ionicity model is that a critical value of fi separates the tetrahedral compounds from

the octahedral compounds.

The ionicity scale proposed by Garcia and Cohen (1993) is based on the asymmetry

of the electronic charge distribution.[6] They calculated the valence charge densities

of the ANB8−N binary compounds using ab initio calculations. In this model the

electronic charge density is decomposed into symmetric ρS and asymmetric ρA

components: ρS(r) = 1/2 [ρ(r)+ρ(-r)] and ρA(r) = 1/2 [ρ(r)−ρ(-r)]. The quantities

SS and SA measure the strength of the symmetric and anti- symmetric components of

the electronic charge density ρ over the entire unit cell, which are actually probability

densities. The charge asymmetery coefficient g is defined as: g =
√

SA
SS

. Due to

the physical constraint ρ(r) ≥ 0 on the valence electron density, |ρA(r)| ≤ |ρS(r)|,

therefore, 0 ≤ g ≤ 1. The value g = 0 corresponds to homopolar compounds and

purely covalent bonds. In the case of “purely” ionic materials g becomes close to

unity.

6.2 Computational Details

All calculations are performed using ab initio density functional theory (DFT)

as implemented in the Quantum ESPRESSO package.[7] A plane wave basis set is
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used to solve the Kohn-Sham equations,[8] with cut-offs of 45 Ry and 400 Ry for the

wavefunctions and charge densities, respectively. Ultrasoft pseudopotentials are used

to describe the electron-ion interactions,[9] and the exchange-correlation interactions

are treated within the Perdew-Burke-Ernzerhof (PBE) form of the generalized gradient

approximation (GGA).[10] The ‘topological’ charges on each atom are calculated

using the charge partitioning method proposed by Bader.[11, 12]

6.2.1 Bader Analysis

Richard Bader proposed a method to ‘divide’ molecules into atoms. The definition

of an atom according to Bader’s model is purely based on topological properties of the

electronic charge density. Bader’s prescription uses zero flux surfaces to separate the

atoms present in a molecule or solid. A zero flux surface consists of a two-dimensional

area on which the electronic charge density becomes a minimum perpendicular to the

surface. In the case of any molecular system the charge density becomes a minimum

between the atoms, therefore this is the most obvious place to separate the atoms

from each other.

Bader analysis is a charge partitioning method which helps us to quantify the

charge associated with each atom in a molecule or solid. Apart from charge analysis,

Bader’s prescription has applications in measuring the multipole moments of the

interacting atoms or molecules in a compound, and also in defining the chemical

hardness of the atoms.[11]. We have followed the terminology used by previous

authors[13] in terming the charge calculated using the Bader method the topological

charge QT , to avoid confusion we wish to emphasize that this terminology arises

from the fact that the charge has been determined by making use of the topological

properties of the charge density, and does not have any connection with the novel

topological phases that have recently attracted much attention in condensed matter

physics.

Note that in an “ionic” compound, we rarely have perfect ionicity and therefore

rarely is the topological charge QT identically equal to the nominal oxidation state
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Table 6.1: List of the different elements whose binary compounds are considered in
this chapter, together with the values of their electronegativity (χ) and covalent radii.
Values of χ and R are taken from Refs. 14 and 15 respectively.

Element Electronegativity Covalent radius
X χ R (Å)

Na 0.93 1.54
Ca 1.00 1.74
Mg 1.31 1.30
Al 1.61 1.18
Cu 1.90 1.38
Pt 2.28 1.28
F 3.98 0.71
O 3.44 0.73
Cl 3.16 0.99
N 3.04 0.75
S 2.58 1.02

OS. Usually, the bond has some amount of covalent character, as a result of which

|QT | < |OS| for both the cations and anions.

6.3 Systems

To quantify the degree of ionicity in various binary compounds we choose several

elements from the periodic table with different electronegativities and covalent radii,

listed in Table 6.1. The binary compounds made out of those elements are listed in

Table 6.2. The stoichiometry and crystal structures of the compounds were taken

from the crystallographic database (Ref. 16), the structures were further refined

by performing geometric relaxation and optimizing lattice constants using density

functional theory calculations.

6.4 Results

To quantify the degree of ionicity in binary compounds we are looking for a

“descriptor” which would help to determine whether a given compound is ionic or

not. Before looking for a descriptor one needs to decide the “target property”. In

this study we have chosen the quantity QT/OS as the target property; this is the
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Table 6.2: List of the binary compounds formed by different cations and anions. The
crystal structures of the compounds were taken from the crystallographic database in
Ref. 16.

Cation
Anion

F O Cl N S

Na NaF Na2O NaCl Na3N Na2S
Ca CaF2 CaO CaCl2 Ca2N CaS
Mg MgF2 MgO MgCl2 No compound MgS

found
Al AlF3 Al2O3 AlCl3 AlN Al2S3

Cu CuF CuO CuCl Cu3N CuS
CuF2 Cu2O CuCl2 CuS2

Pt PtF4 PtO PtCl2 PtN PtS
PtO2 PtS2

ratio of the topological charge QT to the nominal oxidation state OS of an atom,

and serves as a measure of the degree of ionicity. This ratio is an ‘obvious’ choice to

use as a measure of ionicity, and previous authors have also used it.[13] In the case

of “perfect” ionic compounds this ratio approaches 1, i.e., the value of topological

charge approaches the value of the nominal oxidation state. Thus, the ratio of the

topological charge, QT , to the nominal oxidation state, OS, provides a measure of

the deviation from the ideal ionic model for any chemical bond.

To formulate a descriptor which can predict the ionicity of any binary compound,

we have considered various parameters which involve different properties of the atoms

of which the system is comprised. In this context, electronegativity is obviously an

important parameter to determine the charge distribution between any two atoms

participating in a bond. Electron transfer between the atoms of different elements

depends on their electronegativity difference. In a binary compound, the difference in

electronegativity between the cations and anions participating in a bond is given as:

∆χ = χ(anion) - χ(cation), where χ(X) is the electronegativity of the element X.

It is known that the ionicity or covalency of bonds can also be affected by the sizes

or radii of the atoms involved. Therefore, next, we considered various combinations

of ∆χ and the atomic radii R of the two elements involved in forming the compound,
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Figure 6.1: QT/OS is plotted as a function of the descriptor D. QT/OS shows
approximately hyperbolic tangent (dashed line) behavior with the descriptor. As the
value of QT/OS approaches 1 the compounds become “purely” ionic.

as possible descriptors.

After trying with several functional forms built up out of terms ∆χ and the radii

R of the elements involved, we obtain the best correlation (least deviation) between

the target property QT/OS and the descriptor when the latter has the functional

form:

D =
∆χ

∆R
=
χanion − χcation
Rcation −Ranion

(6.1)

Note that we have tried to build up descriptors using different definitions for the

atomic sizes for the elements considered in this study, e.g., covalent radii,[15] ionic

radii,[17] and van der Waals radii.[18] Finally, we find the best correlation between

the target property and the descriptor when we use the covalent radius for each

element. The numerical values of the covalent radii, R are taken from Ref. 15; see

the tabulated values in Table 6.1.

The variation of the target property, QT/OS as a function of the descriptor, D is

plotted in Fig. 6.1. D shows ∼ hyperbolic tangent behavior with the target property
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Figure 6.2: QT/OS is plotted as function of the descriptor D. The compounds
are labeled and colored with respect to the (a) cations and (b) anions. Data points
of a given color seem to cluster together when they are colored with respect to the
cations, however data points of the same color are quite scattered when they are
colored based on the anions.

(see the dashed line in Fig. 6.1). From Fig. 6.1 we see that QT/OS increases with

D and approaches 1 when D ≥ 4. The value of QT/OS ≈ 1 implies perfect ionic

character of a bond. The binary compounds for which the target property approaches

1 are those that are perfectly ionic. As D becomes < 4, QT/OS reduces, hence

the compounds become less ionic. For smaller values of D the compounds tend to

show more covalent character than ionic since the value of QT/OS deviates quite

significantly from 1. The compounds composed of Mg and Al are purely ionic, see the

red and green circles in the figure, whereas the compounds of Na are somewhat less so;

we have verified the reproducibility of this result by using different pseudopotentials,

increasing the plane wave cut-off, etc. The blue points corresponding to Cu compounds

show some scatter – while some of them fall on the dashed curve, others seem to fall

quite off the curve. This may be due to the fact that Cu in different Cu compounds

can have different oxidation states, and trying to use a single descriptor to capture

the behavior of Cu in all these various situations does not suffice.

In Fig. 6.2 we have once again plotted QT/OS as a function of D, same as Fig. 6.1,

but here the compounds are labeled in two ways. All the binary compounds studied

in this chapter are labeled with respect to their cations in Fig. 6.2(a), while the
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compounds are labeled with respect to their anions in Fig. 6.2(b). In Fig. 6.2(a),

when the data points are colored according to the cations, symbols of a given color

seem to be clustered together. In contrast, in Fig. 6.2(b) we see no obvious clustering

of the data points when the compounds are colored with respect to the anions and

the data points are actually quite scattered if we compare the data points with the

same color. This suggests that cations play a more dominant role than anions in

determining the ionicity of the bonds in a compound.

From Figs. 6.1 and 6.2 we see the data corresponding to the binary compounds

where the cation is either Pt or Cu and the anion is either F or Cl, fall slightly off

from the hyperbolic tangent fit. It is possible that this feature can be improved by

measuring the radii of these elements based on some other approach, suggesting a

possible future direction to pursue.

6.5 Conclusions

We have formulated a simple descriptor D = ∆χ/∆R to quantify the degree of

ionicity of chemical bonds in binary compounds. We have found a reasonably good

correlation between D and the target property QT/OS, where QT is the topological

(Bader) charge on the cation or anion, and OS is the nominal oxidation state of the

cation or anion. As the descriptor D becomes ≥ 4, QT/OS approaches 1, therefore

the compounds become “purely” ionic. The compounds having smaller values of D,

and hence the value of QT/OS much less than 1, are less ionic or more covalent.

Therefore ∆χ/∆R can be used as a descriptor for the measure of ionicity. To the

best of our knowledge this is the first time that a descriptor for ionicity has been

formulated that explicitly involves not just differences in electronegativity but also

differences in atomic sizes. The ideas that have emerged in this chapter will be further

extended and utilized in the next chapter.
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Chapter 7

A Descriptor for the Efficacy of

Aliovalent Doping and its

Application for the Charging of

Supported Au Clusters

In this chapter, we have used the doping of a substrate to tune the charge state of

deposited Au nanoclusters. We have carried out calculations of substitutional doping

of MgO with various kinds of impurity atoms. An Au monomer or Au dimer are then

deposited on the doped MgO(001) substrates. We investigate how the charge state of

the deposited Au clusters can be varied by changing the nature and concentration of

the dopants. Next, the oxide substrate is further modified by placing it on the Mo

support. We identify descriptors which can successfully predict the charge state and

adsorption geometry of small Au clusters deposited on different substrates.

7.1 Introduction

It is hard to imagine modern day life without semiconductors. This era is based

on semiconductor electronics. In this Information Age all our computers, the internet,

221
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tablet devices, smartphones and all of the other things that make communication

so easy these days are all dependent upon semiconductor technology. Doping of

semiconductors modifies their electronic properties and conduction mechanisms, which

play important roles in making them suitable for device applications.[1, 2]

Similar to the doping of semiconducting elements, such as Si and Ge, the doping of

inorganic oxides plays an important role in advanced technologies such as catalysis, mi-

croelectronics, magnetism, superconductivity, optoelectronics, sensors, ferroelectrics,

etc.[3–6] The doping of oxides is one of the most important activities in materials

science since it modifies the physical, chemical, electronic and mechanical properties

of the oxides, which can give rise to exciting physical and chemical properties, and

open new perspectives for a variety of possible applications. Selective doping of

semiconducting oxides like TiO2, ZnO, Zn2GeO4, Zn2WO4, SnO2, etc., has drawn

great attention from both industrial and scientific communities, due to its potential

applications. For example, F-doping in TiO2,[7] Zn2WO4,[8] and SnO2[9] results in

band gap narrowing, which improves their photocatalytic acitivity; Nb/N [10] and

Sb/N [11] co-doped TiO2 show good activity for water splitting; and N/F co-doped

Zn2GeO4 performs as a good photocatalyst under visible light irradiation.[12]

More interestingly, suitable doping can radically alter the electronic properties of

other oxides also which are insulators and chemically inert, e.g., MgO, CaO, etc. For

example, doping of MgO with N is found to result in ferromagnetism,[13] Li-doped

and Ni-doped MgO have been used for methane coupling catalysis and in catalytic

dissociation of N2O, respectively,[14–17] Cr-doped MgO can work as a laser source

in the near-infrared range,[18] and Al-doped MgO and Mo-doped CaO can alter

the morphology of an adsorbed Au20 cluster from a three-dimensional tetrahedral

structure to a two-dimensional planar structure by transferring an appreciable amount

of charge,[19, 20] which in turn improves the catalytic activity of Au20.[21]

To dope a material, one obvious question is how to choose the impurity atom.

One possible way is substituional doping, for which the most obvious choice may
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be to choose a donor type element that is immediately to the right of the element

which we want to substitute in the periodic table, or with an acceptor type element

immediately to the left. However, this need not necessarily be the best choice, this is

the question we wish to explore here. In this study we dope MgO with both acceptor

and donor type impurities to modify its electronic properties, so that MgO can serve

as a suitable substrate to tune the charge state of deposited Au nanoclusters.

Bulk gold is inert, which makes it a precious metal with popular use in jewellery

and decorations. However, in nano-dimensions gold has enhanced magnetic, optical

and chemical properties that can be successfully used for a variety of applications.

These properties can be tuned by varying not just the size and morphology of the

particles, but also their charge state. For example, it has been shown that the

magnetism of thiolate-protected gold nanoclusters can be turned off or on by changing

their charge state.[22, 23] Similarly, adding electrons to gold nanorods has been shown

to result in a blue shift in their absorption spectrum.[24]

The chemical properties of gold nanoparticles are especially remarkable. Au

nanoparticles are well known for showing good catalytic activity for a variety of

chemical reactions.[25] The catalytic activity of nano-sized Au was discovered in 1987

by Haruta et al., who found that gold nanoparticles supported on semiconducting

transition metal oxides could catalyze CO oxidation efficiently at low temperatures.[26]

This finding started a new field towards investigation of new and unrecognized

properties of gold in nano dimensions.[25] The oxidation resistant nature of Au clusters

makes them effective catalysts for oxidation reactions, e.g., the oxidation of poisonous

carbon monoxide to carbon dioxide.[27] Apart from oxidation, Au nanoparticles

are found to catalyze several other reactions, e.g., the water-gas shift reaction,[28]

the epoxidation of propene to propene oxide,[29] the selective hydrogenation of

unsaturated hydrocarbons,[30] and various liquid phase oxidation reactions which have

applications in the cosmetics and food industries. Ligand-stabilized Au nanoparticles

are also used in nanoelectronics and biomedicine.[31]
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The substrate on which Au nanoclusters are deposited plays an important role

in modifying their physical and chemical properties. One of the most important

roles of the substrate is to tune the charge state of the deposited Au nanoclusters by

causing charge transfer between the substrate and the cluster,[32] which affects their

catalytic activity. Similar to the magnetic and optical properties, the reactivity too

is significantly enhanced by the charge state of the Au nanoparticles.

Previous authors have suggested several ways by which the charge state of Au

nanoparticles can be tuned. One way is through charge transfer from an appropriately

chosen (pristine) support. [33–44] This approach can be applied by modifying the

support in one of three ways: (a) doping the support with an electron donor or

acceptor,[19, 21, 45–48] (b) placing an ultrathin layer of the oxide support on a metal

substrate, so that electrons from the metal can tunnel through the oxide,[33, 34, 49–

53] (c) by deliberately introducing defects into the oxide support, such as oxygen

vacancies (F-centers). [33, 54–58] Two further ways that have been suggested of

tuning the charge state of Au nanoparticles are doping or alloying the nanoparticles

themselves,[56, 59–62] and the application of an external electric field.[63]

Among these different possible ways of tuning the charge state of Au nanoclusters,

substrate doping is perhaps the most appealing and easy method to implement in

practice. Several authors have shown that substitutionally doping the cations of oxide

supports with an aliovalent dopant (i.e., one with a different valency) results in a

change in the morphology and charge state of Au atoms and/or clusters placed on

the support.[19, 33, 34, 38, 43] The change in morphology and change in charge state

are intimately connected, with charged clusters preferring to wet the oxide support.

Importantly, the change in morphology of supported Au nanoparticles induced by

aliovalent doping of the oxide support has been confirmed experimentally.[20] Doping

the support with an electron donor makes the adsorbed Au nanoclusters negatively

charged, while doping with an acceptor is expected to create an electron deficiency in

the support, which should increase the tendency of the support to withdraw electrons
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from the Au cluster, thus making it positively charged. However, due to the high

electronegativity of Au, making the Au clusters positively charged can be a challenging

task, and is of great interest.

In this study, our aim is to obtain an estimate of the range over which the charges

of small Au clusters, deposited on a doped support can be tuned, either positively or

negatively. Previous studies have found that an Au monomer (adatom) deposited on

pristine MgO becomes negatively charged, with a charge of −0.30 e,[33, 49] and that

this charge can be made more negative by substitutional doping by an electron donor,

e.g., 2.22% doping with Cr2+ cations increases the charge to −0.81 e.[48] While there

is no previous study on the charging of Au dimers by depositing them on doped

supports, it has been shown that the charge on a twenty-atom Au cluster changes

from −0.60 e to −1.24 e when the support is modified from pristine MgO to 2.78%

Al-doped MgO.[19] To the best of our knowledge, the highest positive charge reported

for an Au monomer in the literature is a value of +0.45 e, when the Au atom is

adsorbed at a hollow site on anatase-TiO2; it is important to note, however, that this

geometry does not correspond to the global minimum, being energetically less stable

than adsorption at the bridge site, for which the Au atom becomes neutral.[44]

We use the substrate modification technique to tune the charge state of deposited

Au nanoclusters. We perform calculations where we dope the substrate with different

types of dopants: both anionic and cationic, as well as acceptor-type and donor-type,

in a model system like MgO. In this study, we wish to obtain an estimate of the

range over which the charges can be tuned, either positively or negatively, by electron

transfer either from the Au to the doped support or vice versa. In the literature, all

of the studies up to now deal with cation doping of the oxide substrate to tune the

charge state of the deposited nanoparticles, we wish to explore the possibility of anion

doping also, and compare the two. The electronic properties of the MgO substrate

are further modified by placing the doped MgO systems on a metal support, Mo.

Finally, we wish to formulate descriptors which can predict the efficacy of the
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dopants towards charging an Au cluster adsorbed on the doped oxide surface. Descrip-

tors are combinations of physical and chemical entities of a system which correlate

well with some property of interest. The advantage of descriptors is they can be

computed more easily than performing experiments and first principles calculations.

Descriptors are often obtained by extracting information contained in large databases.

In materials science, descriptors have been increasingly used to predict various prop-

erties of materials, e.g., the catalytic activity of nanoparticles, the crystal structure

of octet compounds, the self-assembly of organic molecules, etc.[21, 64–67] In this

chapter, we use descriptors to predict the charge gained or donated by aliovalent

dopants in MgO, and also to determine the geometry and charge state of deposited

Au nanoclusters on the doped MgO substrates, with the change in both the nature

and concentration of the dopants. In Section 2, we discuss aliovalent doping of bulk

MgO and formulate a descriptor to predict the charge acquired by each dopant atom.

Section 3 describes the geometry and charge state of the deposited Au nanoclusters

on doped MgO(001) substrates, and we show how the descriptor obtained in Section

2 can predict the efficacy of the dopants in tuning the charge state of the deposited

Au nanoclusters on the doped MgO surfaces. In Section 4, we introduce a metal

support, the Mo(001) surface, below the doped MgO substrate, to investigate the

geometry and charge state of the adsorbed Au nanoclusters. We have calculated the

work function of the doped MgO and MgO/Mo systems and have shown how the

adsorption site, morphology and charge state of the deposited Au nanoclusters can be

predicted using the work function of the support, in Section 5. After first considering

one fixed position of the dopants while varying their concentrations, in Section 6, we

show how the work function of the doped MgO/Mo systems varies with the change

in position of the dopant. Finally, we summarize all our results as discussed in this

chapter, in Section 7.
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7.2 Aliovalent doping of bulk MgO with impurity

atoms

In this section, we dope bulk MgO with different types of dopants, viz., with

both anionic and cationic impurities, and compare the performance of the dopants

using density functional theory calculations and by formulating a simple descriptor.

Doping MgO with donor type impurities is expected to make the oxide electron-rich.

In contrast, doping the oxide with acceptors is expected to create electron deficiency

in the oxide. To choose the elements which can serve as possible donors, we first

look immediately to the right of Mg and O in the periodic table and select anionic

F and cationic Al to replace O and Mg, respectively in the oxide. Similarly, we

first look immediately to the left of O and Mg in the periodic table for the acceptor

type dopants of MgO, and select N as the anionic acceptor which can replace O in

the oxide, while Na is the cationic acceptor which replaces Mg in the oxide. The

concentration of the dopant atoms in bulk MgO is kept fixed at 3.70%.

7.2.1 Computational Details

Our calculations were performed using spin-polarized ab initio density functional

theory (DFT) as implemented in the Quantum ESPRESSO package.[68] A plane

wave basis set was used to solve the Kohn-Sham equations,[69] with cut-offs of 30

Ry and 240 Ry for the wavefunctions and charge densities, respectively. Electron-

ion interactions were described using ultrasoft pseudopotentials,[70] and exchange-

correlation interactions were treated within the Perdew-Wang 91 (PW91) form of the

generalized gradient approximation.[71]

To study bulk doped MgO, with doping concentration of 3.70%, we considered

a 3 × 3 × 3 supercell, where one of the Mg atoms or O atoms was replaced by a

dopant. Brillouin zone sampling was performed using a 4× 4× 1 Monkhorst-Pack

k-point mesh.[72] Convergence was improved by using Marzari-Vanderbilt smearing
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Figure 7.1: Projected density of states (PDOS) plots of bulk MgO doped with (a)
nitrogen, (b) fluorine, (c) sodium and (d) aluminium at 3.70% doping concentration.
The black, green, turquoise, maroon, indigo and magenta curves show the PDOS of
oxygen, magnesium, nitrogen, fluorine, sodium and aluminium atoms, respectively.

with a width of 0.005 Ry.[73] Geometries were relaxed making use of Hellmann-

Feynman forces and the BFGS algorithm, [74] with a force convergence threshold of

0.001 Ry/Bohr. Electronic charges on atoms and charge-transfers were calculated

by partitioning the charge density making use of its topological properties, following

the procedure laid out by Bader.[75, 76] As in the previous chapter, we will refer

to the Bader charges as the topological charge,[77] in doing so we are following the

convention of Ref. 83, this should not be confused with, e.g., the topological insulators

and other ‘exotic’ systems that have been recently discovered.

7.2.2 Results

Cationic and Anionic Impurity Doped Bulk MgO

We find that in all the cases, when the oxide is doped with donors and acceptors,

the system becomes electron-rich and electron-deficient, respectively. However, these



7.2 Aliovalent doping of bulk MgO with impurity atoms 229

Table 7.1: Parameters used to obtain the efficacy of the dopants in bulk MgO, and
formulate a descriptor for it. OS is the nominal oxidation state, χ is the Pauling
electronegativity, R is the atomic radius as computed from DFT, and D is the
descriptor as defined by Eq. (1). QT is the topological charge on the atoms of the
element X, I is the efficacy of doping, given by QT/OS. The first two rows are for
bulk MgO, the remaining rows are for pristine bulk MgO doped with 3.70% of the
element X.

Element OS χ R D QT I
X (Å) (Å−1) (e)

O −2 3.44 0.999 4.12 −1.71 0.86
Mg +2 1.31 1.516 4.12 +1.71 0.86
F −1 3.98 1.089 6.25 −1.00 1.00
Al +3 1.61 1.359 5.08 +3.00 1.00
N −3 3.04 0.936 2.98 −1.87 0.62
Na +1 0.93 1.713 3.51 +0.81 0.81
P −3 2.19 1.228 3.05 −1.76 0.59
Li +1 0.98 1.426 5.76 +1.00 1.00
K +1 0.82 2.147 2.28 +0.65 0.65

effects are found to vary depending on the dopant element. The electronic densities

of states for bulk MgO doped with the anionic impurities N and F, and the cationic

impurities Na and Al, are shown in Fig. 7.1. For both donor dopant atoms, Al and F,

we see that upon doping, the Fermi level of the doped system shifts to the bottom

of the conduction band, as has been reported also by previous authors for similar

systems.[19, 46, 78–80] When MgO is doped with the acceptor cation Na, we find

that the Fermi level shifts to the top of the valence band, however, when doped with

the acceptor anion N, we find that the Fermi level lies at a defect state that appears

just above the valence band. Our results are in good agreement with previous results

on similar acceptor-doped oxide systems.[46, 78, 79, 81, 82]

Next, we wish to look at the charge on each atom, computed using the Bader

prescription,[75, 76] in both the doped and undoped bulk MgO. The nominal oxidation

state, OS, of the Mg cations in MgO is +2, while O anions have an OS of −2. However,

on computing the topological charges QT on the atoms using the Bader prescription,

we find that in undoped MgO, the charges on the Mg and O ions are QT (Mg) and

QT (O) = +1.71 e and −1.71 e, respectively. We believe the reason for this discrepancy
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is that the bonds in MgO are not perfectly ionic in nature. This value of Bader charge

acquired by Mg/O in bulk MgO is in good agreement with previous reports in the

literature. [33, 83] In the sixth column in Table 7.1, we have listed the computed

topological (Bader) charges QT (X) on the dopant ions X for θ = 3.70% in bulk MgO.

From this Table, we can see that the donors Al and F behave exactly as expected

from their nominal valencies. Thus, upon being placed in the oxide, Al surrenders

all three of its valence electrons, whereas F acquires one electron, thereby achieving

an octet in the valence shell. This suggests that Al and F are able to make the

oxide electron-rich, to the maximum extent possible. However, the acceptors seem to

behave very differently. The cationic acceptor Na and the anionic acceptor N acquire

charges of +0.81 e and −1.87 e, respectively, instead of their expected or nominal

oxidation states (OS) +1 e and −3 e, respectively. Thus from Table 7.1 we see, that

for the donor type dopants (anionic F and cationic Al), QT is equal to OS, while for

the acceptor type dopants, anionic N and cationic Na, the values of QT differ from

the corresponding nominal oxidation states, OS. Therefore, neither N nor Na acts

as an ideal acceptor type dopant for MgO. This suggests we need to look for other

elements which can serve as better acceptor type dopants for MgO. Instead of blindly

trying all other possibilities, we first try to formulate a descriptor for the efficacy of

the doping, that could guide us in making a suitable choice for the ‘perfect’ acceptor

type impurity.

Descriptor for Aliovalent Doping

After having computing topological charges QT on the atoms using the Bader

prescription, we wish to determine some descriptor on which the charge acquired by

each atom depends. While looking for descriptors, one first selects a target property

that one aims to ‘predict’. Here, we define this target to be I = QT (X)/OS(X),

where OS(X) is the nominal oxidation state of the element X.[84] This ratio is equal

to 1 for perfectly ionic bonds and its deviation from unity is considered to be a

measure of the deviation from ‘perfect’ ionicity of the bonds involving the element X.
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In the present context, when the ratio is equal to 1, we have also found a maximally

efficient dopant.

To construct a descriptor, we have considered various parameters which are based

on various properties of the atoms that the system is comprised of. The distribution

of electronic charge density between two atoms should depend on the difference in

electronegativity between the two elements. Accordingly, we take one of the quantities

out of which we will build up a descriptor to be ∆χ = χ(anion)− χ(cation), where

χ(X) is the electronegativity of the element X. Note that for cationic dopants

∆χ = χ(O)− χ(dopant), whereas for anionic dopants, ∆χ = χ(dopant)− χ(Mg).

It is also known that the ionic or covalent nature of bonds depends on the sizes of

the atoms participating in the bonding.[85, 86] The effective size of an atom changes

with its coordination number. Therefore, to determine the radii of the elements which

we have used in this section, we have constructed simple cubic (SC) lattices for each

element X, and performed DFT calculations to obtain the optimal lattice constant

a(X). We choose the SC lattice since its coordination number of 6 is same as the

coordination number of the rock salt structure of MgO. The atomic radius is then

R(X) = 0.5 a(X). The values of R(X) are listed in the fourth column of Table 7.1.

Note that these values follow the expected trends, with the possible exception of N,

O and F, where we find RN < RO < RF. One would normally expect the radii to

decrease in the order N, O, F, which is observed in many tabulated values of ionic

and covalent radii,[87] however, note that some previous authors have also obtained

values of covalent radii that display other trends.[88, 89]

Further, in formulating a descriptor, we have, as in the previous chapter, tried to

combine ∆χ with different combinations of the atomic sizes of two elements X and Y

forming a bond: R(X)−R(Y ), R(X)/R(Y ), R(X) +R(Y ), etc. After trying with

several combinations we find that the best correlation between the target property I
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Figure 7.2: The correlation betweenQT (X)/OS(X) and D when bulk MgO is doped
with the impurity atoms at 3.70% doping concentration. The data corresponding to
donor and acceptor type impurities are shown using red and blue circles, respectively.
The black diamomd shows the data for undoped MgO. The blue stars for the acceptor
dopants P, K and Li predict their values for QT (X)/OS(X) using the corresponding
D values and the black dashed line. The QT (X)/OS(X) values for the acceptor
dopants P, Li and K obtained from DFT calculations are shown using the yellow
squares. The value of R for each element is obtained from (a) simple cubic structure,
(b) using covalent radii as reported in Ref. 90.

and the descriptor D is obtained for:

D =
∆χ

∆R
=

χ(anion)− χ(cation)

R(cation)−R(anion)
. (7.1)

In Fig. 7.2 we have plotted the correlation between the descriptor D and the target

property I. The donor and acceptor type imurities are shown by the red and blue

dots, respectively. For a perfect dopant, we expect the value of I should approach

1. The position of the red and blue dots on this graph establishes the fact that the

two donor type impurities, F and Al perform well according to the ideal expectation,

whereas the acceptors N and Na do not serve as a perfect dopant. The dashed curve

on this graph is a fit of a hyperbolic tangent to the data points (red and blue circles).

From the I vs. D plot, we see that a high value of the descriptor D results in a high

value of the target property or the doping efficacy, I.

Since the two donors we considered, Al and F, already have high values of D and

therefore I, we do not consider any further possibilities for donor dopants due to the

satisfactory performance of F and Al. However, we will explore whether we can find
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a better acceptor dopant for MgO. For this purpose, we next consider the elements

P, Li and K as possible acceptors. P and K lie below N and Na, respectively, while

Li lies above Na in the periodic table of elements. The computed values for R and

D for these three elements are also listed in Table 7.1. We see that the values of

the descriptor D for K and P are lower (2.28 and 3.05, respectively) than both N

and Na, however D for Li is high (5.76). Thus, based upon the predictions using

the descriptor D (see the blue stars in Fig. 7.2) one would expect that K should act

as an even worse acceptor dopant than N or Na, P should have almost the same

performance as N, while Li should be an excellent acceptor dopant.

Next, we perform DFT calculations to verify our prediction made using the

descriptor D. We find that QT for P, Li and K is −1.76 e, +1.00 e and +0.65 e,

respectively. We plot the values of QT/OS as a function of D for P, Li and K, see the

blue stars in Fig. 7.2. The yellow squares lie close to the blue stars, see Fig. 7.2(a).

Therefore the descriptor, D has successfully predicted the ratio of QT (X)/OS(X) for

P, Li and K.

A graph similar to that in Fig. 7.2 using tabulated values of covalent radii [90] for

each element (instead of our computed R) is shown in Fig. 7.2(b). The values of ∆R

in the descriptor, D for Fig. 7.2(b) are obtained by using the tabulated values for

the covalent radii of the elements,[90]. The graphs in Fig. 7.2 (a) and (b) are similar

in nature since the qualitative behavior of QT/OS with D is the same in both these

graphs.

Thus, we have successfully been able to explain the observed values for QT based

on simple quantities like the difference in electronegativities, ∆χ, and the difference

in atomic radii, ∆R, between the dopant and the atom (Mg/O) to which it is bonded.

In Fig. 7.2, we see QT (X)/OS(X) increases as a function of the descriptor, D which

is the ratio of ∆χ to ∆R.

In summary, in this section, we have used ab initio density functional theory

calculations to study aliovalent doping of bulk MgO. We have used both anionic and
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cationic dopants. We find the dopants do not always acquire the expected charge when

placed in the oxide. We have formulated a descriptor which can predict the topological

charge (QT ) on each dopant using the Bader prescription. The descriptor, D, is

formulated using two quantities, the difference in electronegativities (∆χ) and the

difference in radii (∆R) between the dopant atom and the atom (Mg/O) in the oxide

to which it is bonded. This descriptor is a good indicator of the topoligical charge

(QT ) on a given dopant. For high values of ∆χ/∆R, the value of QT (X)/OS(X)

becomes close to 1, i.e., QT approaches the expected nominal oxidation state (OS).

Based on values of ∆χ and ∆r, we predict (correctly) that the cationic dopant Li

may perform as a better acceptor than Na or N, while the donor type dopants Al

(cation) and F (anion) should perform almost equally well.

7.3 Deposition of Au clusters on Doped MgO(001)

Surfaces

After studying bulk MgO, we wish to explore the MgO(001) surface doped with

various impurity atoms. We want to investigate how doping of MgO(001) can tune

the charge state of the deposited Au clusters. In the previous section, we have found

a descriptor (D) which can predict the topological (Bader) charge on the dopants. In

this section, we want to see whether the same descriptor can predict the efficacy of a

dopant in tuning the charge state of Au nanoclusters adsorbed on F-doped, Al-doped,

N-doped, Na-doped and Li-doped MgO(001) substrates. To test the efficacy of our

descriptor, D = ∆χ/∆R, we perform Density Functional Theory calculations where

Au nanoclusters are adsorbed on the doped MgO surfaces.

7.3.1 Methods

In our calculations, the Au monomer or dimer was placed on a 3× 3× 1 supercell

of MgO(001). The support was comprised of four layers of MgO. These thicknesses



7.3 Deposition of Au clusters on Doped MgO(001) Surfaces 235

were found sufficient to obtain satisfactory convergence of the surface and inter-

face energies. Periodic images of the slabs were separated by ∼14 Å of vacuum

along the z direction (normal to the surface). The ‘dipole correction’ was applied

to eliminate the spurious dipole-dipole electrostatic interaction between periodic

images along the z direction.[91, 92] Brillouin zone sampling was performed using

a 4× 4× 1 Monkhorst-Pack k-point mesh.[72] Convergence was improved by using

Marzari-Vanderbilt smearing with a width of 0.005 Ry.[73] Geometries were relaxed

making use of Hellmann-Feynman forces and the BFGS algorithm, [74] with a force

convergence threshold of 0.001 Ry/Bohr. Electronic charges on atoms were calculated

by partitioning the charge density making use of its topological properties, following

the procedure laid out by Bader.[75, 76]

7.3.2 Results

Au monomer and dimer on pristine and doped MgO(001): Geometries

and Energetics

We first check the adsorption geometries and energetics for an Au monomer

(adatom) and an Au dimer adsorbed on undoped MgO(001). We find that the

most favored adsorption site for the Au adatom is atop an O atom, with the Au-O

bond distance = 2.28 Å. Adsorption atop O is found to be energetically favored

over adsorption atop a Mg atom by 0.41 eV, while no stable adsorption geometry is

found for the monomer at the hollow site on the surface. We find that on undoped

MgO(001), the Au dimer prefers to adsorb atop oxygen in an upright geometry, with

an Au-O distance of 2.12 Å and an Au-Au distance of 2.49 Å. We find that this

geometry is preferred over a flat geometry (where both Au atoms are bonded to two

nearest-neighbor Mg atoms on the surface) by 1.14 eV.

The adsorption energy of a supported Aun cluster is defined as

Eads(Aun) = −[E(Aun/supp)− E(supp)− E(Aun)], (7.2)
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Figure 7.3: Atomistic structures as determined from DFT calculations of an Au
adatom and Au dimer on doped-MgO(001) substrates. Au monomer on (a) F-doped,
(b) Al-doped, (c) N-doped, (d) Na-doped and (e) Li-doped MgO. Au dimer on (f)
F-doped, (g) Al-doped, (h) N-doped, (i) Na-doped and (j) Li-doped MgO. Color
scheme for atomic spheres: Mg, green; O, black; N, cyan; F, brown; Na, purple; Al,
magenta; Li, dark gray and Au, yellow. The orange arrows show the position of the
dopant atoms. The red and blue frames correspond to situations where the doping is
done by donor and acceptor type dopants, respectively.

where the three terms on the right-hand-side are the total energies, from DFT, of

the supported Aun cluster, the bare support, and the Aun cluster in the gas phase,

respectively. For an Au monomer and Au dimer on pristine MgO(001), we obtain

Eads(Au) = 0.75 eV and Eads(Au2) = 1.53 eV. All these results are in good agreement

with previous values in the literature.[33, 34, 49, 50, 93]

In Fig. 7.3, we show the lowest-energy geometries found by us for an Au monomer

[Figs. 7.3(a)–(e)] and an Au dimer [Figs. 7.3(f)–(j)] on the various doped MgO(001)

substrates. In all cases, the geometries correspond to a dopant concentration θ =

2.78%, with the dopant atoms placed in the third MgO layer. Note that all values

mentioned in this section for doped substrates correspond to this dopant concentration

and position, unless explicitly mentioned otherwise.

When the dopant is an electron donor (either anionic F or cationic Al), the Au

monomer acquires a larger negative charge than when placed on the undoped support

(this will be discussed in greater detail further below), and it becomes favorable for it
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to adsorb at a hollow site on the surface [see Figs. 7.3(a) and (b)]. The adsorption site

of the Au monomer on donor-doped MgO remains unchanged with a change in doping

concentration. However, when the dopant is an electron acceptor (either anionic N

or cationic Na/Li), the Au monomer prefers to adsorb atop an O atom of the MgO

substrate [see Figs. 7.3(c), (d) and (e)], as was the case for the undoped MgO support.

Like the case of donor-doped MgO systems, the adsorption site of the Au monomer

remains unchanged as a function of doping concentration for acceptor-doped MgO

systems. The lowest energy geometries, the corresponding adsorption energies (Eads)

and the distance between the adsorbed Au atom and the support (d), for the different

doped systems are listed in Table. 7.2 for different doping concentrations. When

the Au monomer is adsorbed on a hollow site of the MgO support, d is the average

distance between the Au atom and the two nearest Mg atoms in the support.

On comparing Figs. 7.3(a)–(e), one also notices variations in the lateral position

of the Au monomer relative to that of the dopant atoms, though energy differences

between different lateral configurations of the dopant atoms are found to be less than

0.04 eV.

For the Au dimer, similarly, we see that the adsorption geometry on the doped

oxide surface depends on whether the dopant is an acceptor or donor. When the

dopant is an electron donor (either anionic F or cationic Al), it becomes favorable

for the dimer to adsorb in a flat geometry, with the two Au atoms forming bonds

to two nearest-neighbor Mg atoms [see Figs. 7.3(f) and (g)]. This wetting transition

is reminiscent of the change found previously in the favored structure of an Au20

cluster from a three-dimensional tetrahedral geometry to a two-dimensional planar

geometry upon doping the MgO support with Al donors,[19] and is in accordance

with the higher negative charge acquired by the cluster due to the effect of doping

(this will be discussed in greater detail further below). In marked contrast, we see

from Figs. 7.3(h)–(j) that for Au2 the upright geometry atop an O site is retained

when the dopant is an electron acceptor, i.e., for anionic N and cationic Na or Li.
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The adsorption energies for the stable geometries, and d, the length of the bond(s)

made by the Au atom(s) with the oxide support, on the various doped surfaces at

different doping concentrations, are listed in Table 7.3. When Au2 prefers to adsorb

in the flat geometry on the MgO support, then d is defined as the average distance

between the two Au atoms and the two Mg atoms directly below them.

Au Monomer and Dimer on Pristine and Doped MgO(001): Charge Trans-

fer

On undoped MgO(001), we find that the Au monomer acquires a charge of −0.27

e and the Au dimer acquires a charge of −0.28 e. These values are in excellent

agreement with previous results in the literature.[33, 34, 93]

In Fig. 7.4 we show again the structures of the Au monomer and dimer placed on

the doped supports, but now indicating the charge redistribution between the support

and the Au clusters that occurs upon cluster deposition. In these figures, we have

plotted isosurfaces of ∆ρ = ρ(Aun/supp)− ρ(Aun)− ρ(supp), where the three terms

on the right hand side are the electronic charge densities of the Au cluster (monomer

or dimer) on the support, the isolated Au cluster and the bare support, respectively.

Note that the latter two terms are evaluated using geometries corresponding to their

coordinates in the combined system. In Fig. 7.4, red and blue lobes correspond to

electron gain and depletion, respectively.

It is clear from Fig. 7.4 that in all cases, there is considerable charge transfer

between the support and the Au clusters; the results obtained from Bader analysis

support this conclusion. Most interestingly, we find that depending on the dopant,

the Au monomer can be negatively or positively charged. For F, Al, N, Na and Li

dopants in the MgO substrate, the charge on the Au monomer is −0.84 e, −0.84

e, −0.24 e, +0.11 e and +0.21 e, respectively, at 2.78% doping concentration (see

Table 7.2). This is in accordance with the fact that we see predominantly red lobes

surrounding the Au atom in the cases where the dopant is F, Al or N [see Figs. 7.4(a),

(b) and (c)], but the shape of the red lobe around the Au monomer is different on
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Table 7.2: Results for Au monomer adsorbed on doped MgO(001). Adsorption
site of Au monomer, Eads(Au): adsorption energy of Au, d: distance between Au
monomer and the support, QT(Au): topological or Bader charge on Au monomer.
The Au monomer adsorbs atop O on undoped MgO with Eads(Au) = 0.75 eV, d =
2.28 Å and QT(Au)= −0.2740 e. A negative sign for QT(Au) implies that electrons
are transferred to Au from the support.

Dopant doping Adsorption Eads(Au) d QT(Au)
(X) conc. site (eV) (Å) (e)

F 2.78% 2.68 2.81 −0.832
5.55% hollow 2.92 2.79 −0.855
8.33% 3.11 2.78 −0.870

Al 2.78% 2.72 2.81 −0.843
5.55% hollow 2.97 2.80 −0.868
8.33% 3.11 2.78 −0.885

N 2.78% 1.13 2.18 −0.238
5.55% atop O 1.19 2.15 −0.152
8.33% 1.30 2.08 −0.130

Na 2.78% 1.73 1.99 0.113
5.55% atop O 1.91 1.99 0.125
8.33% 2.02 1.98 0.135

Li 2.78% 1.70 1.97 0.209
5.55% atop O 1.84 1.99 0.232
8.33% 1.92 1.99 0.247
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Figure 7.4: The charge redistribution plots for Au monomer (first row) and dimer
(second row) on (a), (f) F-doped, (b), (g) Al-doped, (c), (h), N-doped, (d), (i) Na-
doped and (e), (j) Li-doped MgO systems. All systems shown here are at a doping
concentration of 2.78%, and the dopant atoms are situated in the third layer of the
oxide. Red and blue lobes show electron accumulation and depletion respectively,
drawn at isosurface value 0.001 e/bohr3. Color scheme for atomic spheres: Mg, green;
O, black; N, cyan; F, brown; Na, purple; Al, magenta; gray, Li and Au, yellow.
The yellow arrows show the position of the dopant atoms. The red and blue frames
correspond to situations where the doping is done by donor and acceptor type dopants,
respectively.

N-doped MgO than on donor-doped MgO systems. We can see predominant blue

lobes in the case where the dopants are Na and Li [see Fig. 7.4(d) and (e)]. Note that

the electron acceptors N, Na and Li have reduced (made more positive) the charge

on Au relative to the value of −0.27 e on undoped MgO(001), whereas the electron

donors F and Al have significantly increased (made more negative) the charge on Au.

It is also worth noting that we find the charge on the dopant ions themselves does

not change appreciably upon deposition of the Au monomer; this is in contrast with

what has been observed, e.g., for Mo dopants in CaO.[48, 94] The change in charge

state of Au monomer as a function of doping concentration is plotted in Fig. 7.5(a).

In the case of acceptor (N, Na and Li) doped MgO systems, the charge on the Au

monomer decreases with increase in doping concentration. QT(Au) becomes more

negative with doping concentration for F-doped and Al-doped MgO systems. QT(Au)

varies in a smaller range as the doping concentration varies from 2.78% to 8.33% for
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Figure 7.5: Variation of (a) QT(Au) and (b) QT(Au2) with doping concentration
θ on doped MgO (001) systems. Violet triangles, gray diamonds, magenta squares,
turquoise circles and maroon stars show data for Na-doped, Li-doped, Al-doped,
N-doped and F-doped systems, respectively. The legend labels indicate whether the
dopant is a cation or anion, and acceptor or donor.

F-doped, Al-doped, Na-doped and Li-doped systems, see Table 7.2 for the tabulated

values.

As in the case of the Au monomer, one observes appreciable charge transfer

within the Au2/doped-MgO(001) systems, as indicated by the sizeable red and blue

lobes corresponding to electron gain and depletion, respectively in Figs. 7.4(f)–(j).

These lobes are obviously positioned differently for the upright and flat adsorption

geometries. However, the size and shape of these lobes also differ depending on

the dopant species, indicating that once again, the charge gained or lost by the Au

atoms is not the same for the four cases considered here. This is confirmed upon

quantifying the charge gained by the Au dimer, QT(Au2) using Bader analysis. We

find that for F, Al, N, Na and Li dopants in the MgO substrate, the charge on

the Au dimer is −0.87 e, −0.87 e, −0.27 e, −0.19 e and −0.16 e, respectively, at

2.78% doping concentration; these values are in accordance with the sizes of the red

lobes in Figs. 7.4(f)–(j) (see Table 7.3). We recall that QT(Au2) was −0.28 e on

undoped MgO(001), i.e., we see that the electron donors F and Al have significantly
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Table 7.3: Results for Au dimer (Au2) adsorbed on doped MgO(001). Adsorption
site, Eads(Au2): adsorption energy of Au dimer, d: distance between Au dimer
and the support, QT(Au2): charge on Au dimer. On undoped MgO(001), the Au
dimer adsorbs in an upright geometry atop O with Eads(Au2)= 1.53 eV, d = 2.12 Å
and QT(Au2)= −0.2838 e. A negative sign for QT(Au2) implies that electrons are
transferred to Au2 from the support.

Dopant Doping Adsorption Eads(Au2) d QT(Au2)
(X) conc. site (eV) (Å) (e)

F 2.78% 2.21 2.72 −0.874

5.55% flat, 2.59 2.63 −1.172
bonded to Mg

8.33% 2.98 2.59 −1.250
Al 2.78% 2.20 2.72 −0.871

5.55% flat, 2.69 2.61 −1.194
bonded to Mg

8.33% 3.02 −1.284
N 2.78% 1.69 2.09 −0.266

5.55% upright, 1.53 2.09 −0.250
atop O

8.33% 1.52 209 −0.239
Na 2.78% 1.73 2.08 −0.187

5.55% upright, 1.76 2.06 −0.179
atop O

8.33% 1.78 2.06 −0.177
Li 2.78% 1.73 2.07 −0.160

5.55% upright, 1.76 2.05 −0.148
atop O

8.33% 1.78 2.04 −0.1398
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increased (made more negative) QT(Au2), whereas the electron acceptors N, Na and

Li have reduced it. However, in contrast to the case of the Au monomer, we have not

succeeded in making QT(Au2) positive by doping the support. The charge state of

the Au dimer on different doped MgO systems as a function of doping concentration

is reported in Table 7.3. Fig. 7.5(b) shows the variation in charge state of Au2 as a

function of doping concentration. QT(Au2) increases with doping concentration for

F-doped and Al-doped MgO. In the case of acceptor-doped MgO substrates, QT(Au2)

does not change much as a function of doping concentration.

Correlation between Charge State of Deposited Au Clusters and the De-

scriptor

Now, we want to compare the performance of the dopants in tuning the charge

state of the deposited Au nanoclusters on the doped MgO(001) surfaces. We wish

to investigate the efficacy of the dopants by using the descriptor, D = ∆χ/∆R, as

formulated in the previous section. For this purpose, we first calculate a quantity

∆QT(Aun), the difference in the charge acquired by the Au clusters on X-doped

MgO(001) (at a given doping concentration) and the undoped MgO(001). Therefore,

∆QT(Aun) = QT(Aun)(X-doped MgO) - QT(Aun)(undoped MgO). To find the

correlation between ∆QT(Aun) and the descriptor D, we plot the values of ∆Q(Aun)

for F-, Al-, N-, Na- and Li-doped MgO systems as a function of D at fixed value of

doping concentration, see Fig. 7.6. In Figs. 7.6(a), (c) and (e) the blue circles and

triangles show the results for the Au monomer and Au dimer, respectively on Li-, Na-

and N-doped MgO(001) systems at 2.78%, 5.55% and 8.33% doping concentrations,

respectively. The red circles and triangles in Figs. 7.6 (b), (e) and (f) show the

results for the Au nanoclusters on F- and Al-doped MgO(001) at 2.78%, 5.55% and

8.33% doping concentrations, respectively. We see the value of ∆QT(Aun) for the Au

nanoclusters on the doped systems becomes more positive from N- to Li-doped MgO,

i.e., following the order: Li-MgO > Na-MgO > N-MgO. Recall that on undoped MgO,

the Au monomer acquires a charge of −0.27 e; now on doping MgO with Li atoms,
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we find that the Au monomer gains a larger positive charge than on Na-doped and

N-doped MgO(001), respectively. This is in perfect agreement with our expectations,

since in Section 2 we have found that Li is a better acceptor dopant for MgO than N

and Na. We see the same trend in the case of the Au dimer, however the Au dimer

does not become positively charged due to the fact that it has a higher ionization

potential as compared to an Au monomer, which makes it difficult to remove electrons

from the Au dimer.[95] Also, we see that the variation of ∆QT(Aun) for the Au dimer

from N-doped to Li-doped MgO is less than for the Au monomer at the same value of

doping concentration. The ∆QT(Aun) values for Au clusters on donor-doped systems

are almost the same for Al-doped and F-doped MgO(001) for any value of doping

concentration, in agreement with our finding in Section 2 that both Al and F act

as ‘perfect’ donors in MgO. From Figs. 7.6(b), (d) and (f) we see that the values of

∆QT(Aun) are almost the same for Al- and F- doped MgO systems for any value

of doping concentration and both sizes of Au cluster. In We note that in Fig. 7.6,

we have plotted graphs of ∆QT(Aun) vs. D plots, for the Au nanoclusters on the

acceptor and donor-doped MgO supports are plotted in the separate graphs. The

∆QT(Aun) values for the acceptor and donor-doped systems do not collapse on a

single graph, since the electronegativity of Au, and its difference with respect to the

elements in the support, also matter.

The relatively large positive charge (+0.25 e at 8.33% doping concentration) of

the Au monomer obtained when placed on Li-doped MgO is of great interest. A

previous theoretical study has reported the highest positive charge acquired by an

Au monomer deposited on anatase-TiO2 to be +0.45 e, however, it is to be noted

that this value corresponds to a geometry when the monomer is adsorbed at a hollow

site which is energetically less stable than the bridge site, where the Au monomer

becomes neutral. [44]

To summarize, in this section, using ab initio density functional theory calculations

we have studied aliovalent doping of the MgO(001) substrate and the use of the
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Figure 7.6: Correlation between ∆QT(Aun) and the descriptor D for Au monomer
(open circles) and dimer (triangles) on doped MgO(001) systems, at (a)–(b) 2.78%,
(c)–(d) 5.55% and (e)–(f) 8.33% doping concentrations, respectively. Au clusters on
acceptor-type (N, Na and Li) [(a), (c) and (e)] and donor-type impurity (Al and F)
[(b), (d) and (f)] doped MgO(001).

doped MgO substrates to tune the charge state of small Au nanoparticles which

are placed on them. We have already found that the charge on the dopant can be

predicted using the descriptor, D = ∆χ/∆R, which is the ratio of the difference in

electronegativity and the difference in radii between the dopant atom and the atom

in the oxide that it is bonded to. This descriptor is also an indicator of the charge

that an Au nanoparticle would acquire when placed on the doped support, since in

this section we see that ∆QT(Aun) has a correlation with the descriptor D. We have

considered the adsorption of an Au monomer and a dimer on the undoped and doped

MgO systems. We find that the charge of Au clusters is correlated with its adsorption
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geometry on the support. On undoped MgO and MgO doped with acceptors like N,

Na and Li, we find that the monomers prefer to adsorb atop O, while on MgO doped

with donors like Al and F, due to the increased negative charge on Au, they prefer

to adsorb at a hollow site on the surface. Similarly, we see that on undoped MgO

and MgO doped with acceptors, the dimer prefers an upright geometry, where one of

the Au atoms is bonded to a surface O atom, whereas on MgO doped with donors,

due to the increased electron transfer from the support to Au2, the dimer prefers

to lie flat on the surface, bonding to two surface Mg atoms. In agreement with our

expectations, the donor dopants, F and Al, make the deposited Au cluster significantly

more negatively charged than in the undoped case, and the acceptor dopants, N, Na

and Li, make the deposited Au cluster less negatively charged than in the undoped

case. On comparing the donor atoms, we see that both Al and F do ‘as expected’.

Both dopants make the Au cluster negatively charged to the same extent. The charge

on Aun differs only very slightly for the two dopants. In Section 2, from the values of

D we had found that the performance of the acceptor dopants is expected to increase

in the order N < Na < Li, while both F and Al are equally good donor type dopants.

From Fig. 7.6 we see that for a given doping concentration our DFT calculations

support the same trend regarding the efficacy of the dopants as already mentioned

in Section 2. The Au monomer on Na- and Li-doped MgO gains positive charge,

while on N-doped MgO it gains a lower negative charge as compared to when placed

on undoped MgO. We have successfully formulated a suitable descriptor, ∆χ/∆R,

that can predict the charge state of Au clusters supported on the doped MgO(001)

systems. As already mentioned, this descriptor is very simple, can be calculated easily

and depends only on the electronegativity and size of the dopant atom.
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7.4 Effects of Oxide Doping and Metal Support

on Deposited Au Nanoparticles

Next, we want to study the effect of a metal support placed below a thin layer of

the oxide substrate. In this section, we investigate how the presence of metal support

below the MgO(001) layer can affect the adsorption geometry and charge state of

the deposited Au nanoclusters. We have chosen Mo(001) as the metal support over

which an ultrathin film of MgO(001) is placed. An Au monomer (Au) and Au dimer

(Au2) are deposited on top of the undoped and doped MgO/Mo systems.

7.4.1 Computational Details

In our calculations, a four-layer thick MgO(001) film is placed on a four-layer

thick Mo(001) substrate; these thicknesses are found sufficient to obtain satisfactory

convergence of the surface and interface energies, work function and interlayer dis-

tances. The optimized lattice constant of bulk Mo is found to be 3.17 Å, which agrees

well with the experimental value of 3.15 Å [96, 97]. For bulk MgO, we obtain the

equilibrium lattice constant to be 4.22 Å, which is again in good agreement with the

experimental value of 4.21 Å, as well as previous DFT calculations [98]. This implies

that on an unstrained MgO (100) surface, the shortest Mg-Mg distance is 3.02 Å;

thus, when we deposit MgO pseudomorphically on the Mo(001) substrate, the MgO

layers are strained in-plane by 5%. Periodic images of the slabs are separated by

∼14 Å of vacuum. Since our slabs are asymmetric, the dipole correction is applied

to eliminate the electrostatic interaction between dipoles in periodic images in the

direction perpendicular to the surface.[91, 99] Anions in the MgO substrate are

substitutionally doped by either nitrogen or fluorine, and the cations in the MgO

substrate are doped by either lithium, sodium or aluminium, the concentrations of

each dopant considered are 2.78% 5,55% and 8.33%. As for freestanding MgO(001)

substrates, we have used 3× 3× 1 supercells for MgO/Mo systems. Brillouin zone

sampling is performed using a 12× 12× 1 Monkhorst-Pack [72] k-point mesh for the



7.4 Effects of Oxide Doping and Metal Support on Deposited Au Nanoparticles 248

1 × 1 surface unit cell; the mesh is varied commensurately for larger cells. During

geometry optimization of MgO/Mo systems, the two bottom-most layers of Mo are

kept fixed at the bulk interlayer spacing, while all other atomic positions are relaxed

until the force in each direction is lower than 0.001 Ry/Bohr.

The work function (Φ) of the metal or oxide/metal system is defined as the

difference in energy between the vacuum level and the Fermi level of the slab; this

is computed by calculating the average electrostatic potential as a function of z

(the coordinate normal to the surface), following the method suggested by previous

authors.[100, 101]. As already mentioned in the previous section, electronic charges on

atoms and charge-transfers are calculated by partitioning the charge density making

use of its topological properties, following the procedure laid out by Bader [75].

7.4.2 Results

Au clusters on Doped MgO/Mo: Adsorption Geometry and Energetics

First, we deposit an Au adatom and an Au dimer on undoped MgO/Mo. We

find that on undoped MgO(001)/Mo, an Au adatom prefers to adsorb in the hollow

position. The adsorption energy of Au clusters on the (undoped or doped) MgO/Mo

systems is given by:

Eads(Aun) = −[E(Aun/supp)− E(supp)− E(Aun)], (7.3)

where E(Aun/supp) and E(supp) are the total energies of the Au nanoclusters

on the (undoped or doped) MgO/Mo support and the bare (undoped or doped)

MgO/Mo support, respectively. The adsorption of an Au monomer at the hollow site

is found to be energetically more stable than atop O by 0.44 eV, with the optimal

Au-Mg distance = 2.80 Å . The Au dimer prefers to adsorb atop oxygen in an upright

geometry, with Au-O and Au-Au distances of 2.10 Å and 2.49 Å, respectively. The

upright geometry is preferred over the flat geometry by 0.36 eV. For adsorption of

the Au monomer and dimer on pristine MgO/Mo, we obtain Eads(Au)= 1.72 eV
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Table 7.4: Results for Au monomer adsorbed on doped MgO(001)/Mo. Adsorption
site, Eads(Au): adsorption energy of Au monomer, d: distance between Au dimer
and the support, QT(Au): charge on Au monomer. QT(MgO) and QT(Mo) are the
charges of the MgO film and the Mo support, respectively in the 3×3×1 surface cell.
The Au monomer adsorbs at the hollow position with Eads(Au)= 1.72 eV, d = 2.80 Å
and QT(Au)= −0.836 e on undoped MgO(001)/Mo. A negative sign for QT implies
electron gain and positive sign implies electron loss.

Dopant Doping Adsorption Eads(Au) d QT(Au) QT(X-MgO) QT(Mo)
(X) conc. site (eV) (Å) (e) (e) (e)

F 2.78% 2.34 2.82 −0.844 1.069 −0.225
5.55% hollow 2.75 2.79 −0.856 1.691 −0.835
8.33% 2.93 2.77 −0.865 2.358 −1.493

Al 2.78% 2.45 2.79 −0.858 0.994 −0.135
5.55% hollow 2.77 2.79 −0.869 1.618 −0.750
8.33% 2.93 2.77 −0.880 2.218 −1.338

N 2.78% hollow 1.20 2.82 −0.704 −0.157 0.861
5.55% atop O 1.11 2.22 −0.379 −0.706 0.979
8.33% atop O 0.88 2.21 −0.318 −0.985 1.304

Na 2.78% hollow 1.30 2.83 −0.6916 −0.1641 0.8566
5.55% atop O 1.16 2.18 −0.352 −0.696 1.049
8.33% atop O 1.01 2.17 −0.277 −1.349 1.626

Li 2.78% hollow 1.29 2.83 −0.709 −0.152 0.862
5.55% atop O 1.12 2.21 −0.315 −0.697 1.011
8.33% atop O 0.94 2.18 −0.287 −1.322 1.611

and Eads(Au2 )= 1.62 eV, respectively. All these results are in good agreement with

previous DFT results reported in the literature.[33, 49]

Next, an Au adatom is adsorbed on F-, Al-, N-, Na- and Li-doped MgO/Mo,

where the concentration of the dopants in the MgO film is varied from 2.78% to

8.33%, and the position of the dopant atom is kept fixed in the third MgO layer.

We find that the Au adatom prefers to adsorb on different sites for acceptor- and

donor-doped systems.

In the case of acceptor-doped MgO/Mo, the Au adatom prefers to adsorb atop

oxygen, instead of in the hollow site, when the doping concentration becomes more

than 2.78%. In the case of 2.78% doping concentration, the Au monomer prefers

to adsorb at the hollow site, bonded to the nearest neighbor (NN) Mg atoms. For

5.55% and 8.33% doping concentrations, adsorption of Au adatom atop O becomes
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Figure 7.7: Atomistic structures of Au monomer and Au dimer on doped-
MgO(001)/Mo. Au monomer on (a) F-doped, (b) Al-doped, (c) N-doped, (d)
Na-doped and (e) Li-doped MgO/Mo. Au dimer on (f) F-doped, (g) Al-doped,
(h) N-doped, (i) Na-doped and (j) Li-doped MgO. Color scheme for atomic spheres:
Mo, light gray; Mg, green; O, black; N, cyan; F, brown; Na, purple; Al, magenta; Li,
dark gray and Au, yellow. The orange arrows show the position of the dopant atoms.
The red and blue frames correspond situations where the doping is by donor and
acceptor type dopants, respectively.

energetically more favorable than the hollow site or atop Mg for acceptor-doped

MgO(001)/Mo systems. Figs. 7.7(c)–(e) show adsorption of an Au monomer on

N-doped, Na-doped and Li-doped MgO/Mo systems, respectively, at 5.55% doping

concentration.

For donor-doped MgO/Mo systems, the most stable adsorption site for an Au

adatom is at the hollow site, bonded to the NN Mg atoms, similar to undoped MgO/Mo

systems. The adsorption site remains unchanged with increase in doping concentration,

see Figs. 7.7(a) and (b) for the adsorption geometries of the Au monomer on F-doped

and Al-doped MgO/Mo, respectively, at 5.55% doping concentration.

Eads(Au) and d, for each kind of doped MgO/Mo system, are reported in Table 7.4,
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as a function of the doping concentration. The adsorption energy of an Au adatom

increases slowly with an increase in the doping concentration in the case of donor-

doped MgO/Mo systems, while the opposite happens for acceptor-doped MgO/Mo. d

is the distance between the Au monomer and the substrate. Note that when the Au

monomer prefers to adsorb at hollow site on doped-MgO/Mo support, d is defined as

the average distance between the Au atom and the two nearest neighbor Mg atoms in

the support ( as for Au/MgO systems). From Table 7.4, we can see d decreases with

an increase in doping concentration, for both donor- and acceptor-doped MgO/Mo

systems. This trend can be explained by calculating topological charges on the Au

monomer and the support; we will do this further below.

We now turn to the cases where an Au dimer is adsorbed on MgO/Mo. In general,

the adsorption geometries are similar to those on doped MgO(001). In the case of

acceptor-doped systems, the Au dimer prefers an upright geometry atop O. The

adsorption site remains unchanged as a function of the doping concentration. The Au

dimer prefers to adsorb in a flat geometry with the two Au atoms forming bonds to

two nearest-neighbour Mg atoms for donor-doped MgO/Mo substrates. Figs. 7.7(f)–(j)

show the adsorption of an Au dimer on doped MgO/Mo systems. The values of

Eads(Au2) and d for Au dimer on doped MgO/Mo systems are listed in Table 7.5.

We see that Eads(Au2) increases with the donor doping concentration and decreases

with an increase in the concentration of acceptor type dopant. Note that when Au2

adsorbs in a flat geometry on MgO/Mo, d is defined as the average of the distance

between each Au atom and the Mg atom directly below it.

Au Clusters on Doped MgO(001)/Mo: Charge Transfer

The Au monomer acquires a charge of −0.83 e on undoped MgO/Mo(001). The

Au dimer acquires a charge of Q(Au2) = −0.30 e on undoped MgO/Mo(001), which

is almost the same as on undoped MgO(001) (−0.28 e). We note that this is in

contrast to the case of the Au monomer, where the magnitude of QT(Au) increases

significantly in the presence of the Mo support. In Figs. 7.8(a)–(j) we show the
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Table 7.5: Results for Au dimer (Au2) adsorbed on doped MgO(001)/Mo. Adsorp-
tion site, Eads(Au2): adsorption energy of Au dimer, d: distance between Au dimer
and the support, QT(Au2): charge state of Au dimer. QT(MgO) and QT(Mo) are the
charges of the MgO film and the Mo support, respectively in the 3×3×1 surface cell.
The Au dimer adsorbs in an upright geometry atop O with Eads(Au2)= 1.62 eV, d =
2.10 Å and QT(Au2)= −0.296 e on undoped MgO(001)/Mo. A negative sign for QT

implies electron gain and a positive sign implies electron loss.

Dopant Doping Adsorption Eads(Au2) d QT(Au2) QT(MgO) QT(Mo)
(X) conc. site (eV) (Å) (e) (e) (e)

F 2.78% 1.82 2.69 −0.8542 1.0857 −0.2329

5.55% flat, 2.24 2.67 −0.9672 1.6971 −0.7295
bonded to Mg

8.33% 2.60 2.61 −1.1719 2.3041 −1.1323
Al 2.78% 1.95 2.71 −0.8566 0.9876 −0.1298

5.55% flat, 2.36 2.61 −0.9884 1.6926 −0.704
bonded to Mg

8.33% 2.73 2.58 −1.1926 2.2643 −1.0712
N 2.78% 1.70 2.10 −0.2955 −0.189 0.4864

5.55% upright, 1.69 2.09 −0.295 −0.822 1.116
atop O

8.33% 1.65 2.09 −0.291 −1.193 1.484
Na 2.78% 1.64 2.09 −0.289 −0.202 0.492

5.55% upright, 1.57 2.09 −0.286 −0.858 1.144
atop O

8.33% 1.52 2.08 −0.279 −1.225 1.504
Li 2.78% 1.68 2.09 −0.293 −0.218 0.520

5.55% upright, 1.61 2.09 −0.291 −0.835 1.129
atop O

8.33% 1.57 2.08 −0.285 −1.215 1.500
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Figure 7.8: The charge redistribution plots for Au monomer (first row) and dimer
(second row) on (a), (f) F-doped, (b), (g) Al-doped, (c), (h), N-doped, (d), (i) Na-
doped and (e), (j) Li-doped MgO/Mo systems. All systems shown here are at a
doping concentration of 5.55% and dopant atoms are situated in the third layer of
the oxide. Red and blue lobes show electron accumulation and depletion respectively,
drawn at isosurface value 0.001 e/bohr3. Color scheme for atomic spheres: Mg, green;
O, black; Mo, light gray; N, cyan; F, brown; Na, purple; Al, magenta; Li, dark gray;
and Au, yellow. The yellow arrows show the position of the dopant atoms. The red
and blue frames correspond to situations where the doping is by donor and acceptor
type dopants, respectively.

charge redistribution plots of the Au monomer and Au dimer placed on the doped

MgO/Mo(001) supports.

Next, we want to investigate the charges on Au clusters deposited on doped

MgO/Mo systems. The Au monomer gains a different amount of charge from the

support for different dopants. The charge redistribution plots are shown in Figs. 7.8(a)–

(f) for an Au monomer on different doped supports at 5.55% doping concentration.

We see larger red lobes around the Au monomer when the dopants are F and Al than

for N-doped, Na-doped and Li-doped MgO/Mo supports. From Bader analysis, we

quantify the charge of the Au monomer on these doped MgO/Mo systems. We find
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Figure 7.9: Variation of (a) QT(Au) and (b) QT(Au2) with doping concentration θ on
doped MgO(001)/Mo substrates. The green ‘four-leaf clover’ symbol, violet triangles,
gray diamonds, magenta squares, turquoise circles and maroon stars correspond to
data for undoped, Na-doped, Li-doped, Al-doped, N-doped and F-doped systems,
respectively. The cyan and salmon pink shaded areas highlight regions where Aun
becomes more or less negatively charged, respectively, when compared to Aun on the
undoped substrate.

the charge on Au is −0.86 e, −0.87 e, −0.38 e, −0.35 e and −0.32 e for F, Al, N, Na

and Li dopants, respectively at 5.55% doping concentration.

The change in charge state of the Au monomer with doping concentration θ is

plotted in Fig. 7.9(a). We see that as θ increases, the charge gained by the Au

monomer, QT(Au), increases for donor (F and Al) doped MgO/Mo systems, whereas

QT(Au) decreases with increase in doping concentration for acceptor (N, Na and

Li) doped systems. The rate of change in QT(Au) with doping concentration is

larger for acceptor-doped systems than donor-doped MgO/Mo systems. Note that

the value of QT(Au) is higher for donor-doped systems with respect to the undoped

MgO/Mo, whereas for acceptor-doped systems QT(Au) is always lower than on

undoped MgO/Mo for any value of doping concentration. The values of Q(Au) at

different doping concentrations are listed in Table 7.4. In the case of donor (F and

Al) doped MgO/Mo, QT(Au). the charge gained by Au, and QT(Mo). the charge



7.4 Effects of Oxide Doping and Metal Support on Deposited Au Nanoparticles 255

gained by Mo, increases with doping concentration, and simultaneously the number of

electrons lost by donor-doped MgO increases. This implies, from donor-doped MgO,

electrons are transferred in both ways, to the Au monomer and the metal support.

Similarly, in the Au/acceptor-doped MgO/Mo system, electrons are transferred to

both the acceptor-doped MgO and the Au monomer from Mo. From Table 7.4, we

can see that the charge gained by the Au monomer reduces with doping concentration,

but acceptor-doped MgO gains more electrons as the doping concentration increases.

Now, we will see how the charge gained by an Au dimer varies for different doped

MgO/Mo substrates and as a function of doping concentration. Charge redistribution

plots for Au dimers on doped MgO/Mo substrates are shown in Figs. 7.8(f)–(j). The

Au dimer gains a significant amount of charge on F-doped and Al-doped MgO/Mo,

see Figs. 7.8(f) and (g). The charge gained by the Au dimer is less for acceptor

(N, Na and Li) doped substrates. We see that the shapes of the red lobes around

Au2 are different for donor-doped and acceptor-doped MgO/Mo systems. We have

quantified the charge gained by the Au dimer, QT(Au2), using the Bader prescription.

The values of QT(Au2) on F-doped, Al-doped, N-doped, Na-doped and Li-doped

MgO/Mo systems are −0.97 e, −0.99 e, −0.30 e, −0.29 e, −0.29 e, respectively. The

variation of QT(Au2) with doping concentration θ is shown in Fig. 7.9(b). Similar to

Au/X-MgO/Mo systems, for Au2/X-MgO/Mo systems also we see that for donor

type dopants, Au2 and Mo gain electrons from MgO. In the case of acceptor-doped

MgO/Mo, electrons are transferred from Mo to the acceptor-doped MgO and Au2.

We can clearly see that QT(Au2) increases significantly with increase in doping

concentration for F-doped and Al-doped MgO/Mo systems. The value of QT(Au2)

does not vary appreciably with θ for acceptor-doped systems.
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7.5 Descriptor to Predict the Energetics and Charge

State of Au Nanoclusters

In the previous sections, we have already seen that the adsorption geometry

and charge on the Au nanoclusters depend on the nature of the substrate. The

oxide substrate can be modified by varying both the nature and concentration of the

dopant introduced into the MgO layers and also by introducing a metal support below

the ultrathin film of the MgO substrate. However, performing DFT calculations

on supported Au clusters can be computationally demanding, especially as one

needs to explore the phase space of various possible adsorption sites and structural

configurations. One would, therefore, like to know whether one can predict the ground

state geometry and/or the charge acquired by the Au clusters from properties of the

doped supports alone.

Along these lines, one property of the support that one might immediately consider

examining is the work function of the support. The work function Φ is defined as

the difference in energy between the Fermi level of the support and the vacuum

energy, it is a measure of how easy it is to remove electrons from the system. One

would, in general, expect that the lower the work function, the easier it would be for

the support to donate electrons to adsorbed metal clusters, and thus higher is the

negative charge acquired by the Au clusters.

7.5.1 Work function of Doped MgO(001) and Doped MgO(001)/Mo

Systems

We compute the work function of doped MgO(001), undoped and doped MgO(001)/Mo.

Undoped MgO(001) is an insulator so there is no question of computing the work

function for this case. Doping MgO(001) with an acceptor type impurity (either

anionic or cationic) shifts the Fermi energy to the top of the valence band, while

doping with a donor type impurity (either anionic or cationic) causes the Fermi energy
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Figure 7.10: Work function Φ as a function of doping concentration θ for (a) doped
MgO and (b) doped MgO/Mo systems. The green ‘four-leaf clover’ symbol, cyan
circles, brown stars, purple triangles, dark gray diamonds and magenta squares show
the data for undoped, N-doped, F-doped, Na-doped, Li-doped and Al-doped systems,
respectively. The horizontal line in (b) shows Φ of undoped MgO/Mo. The labels in
the legend indicate whether the dopant is a cation or anion, and acceptor or donor.

to shift to near the bottom of the conduction band. Therefore MgO behaves as a

p-type and n-type semiconductor when it is doped with acceptor and donor type

impurity atoms, respectively. In Fig. 7.10 we have shown how the work function of

the support can be changed as a function of the doping concentration θ, Figs. 7.10(a)

and (b) show the change in work function Φ of (a) MgO(001) and (b) MgO/Mo(001),

respectively, with doping concentration θ, when the dopant is present in the third

layer of the oxide film.

The trends observed in Fig. 7.10(a) are as expected: doping with an electron

acceptor (either anionic N or cationic Na/Li) causes electron deficiency in the support.

It therefore costs more energy to remove electrons from the surface, and the work

function Φ increases. The greater the doping concentration θ, the larger the increase

in Φ. For a given value of θ, Φ is larger when the dopant is Na and Li, than when it
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is N. This is because the value of QT/OS for Na and Li in MgO is larger than N. The

values of Φ for F-doped and Al-doped MgO do not differ appreciably with doping

concentration, since QT/OS is almost the same for F and Al. Φ decreases with doping

concentration for donor (F or Al) doped MgO systems, since the donor type impurity

makes the oxide surface electron-rich. Therefore we see that Li performs best out

of the acceptor type dopants considered, while the performance of the donor type

dopants F and Al is almost the same.

For the case of the doped MgO/Mo(001) systems, the scenario is more complicated

than the doped MgO(001) surfaces because the presence of the metal support plays

an important role in tuning the work function of the combined oxide/metal systems.

The acceptor dopants act as one might expect, with the work function being increased,

relative to its value for the undoped case, upon doping. However, the increase in Φ

is noticeably less than it was on MgO(001) [compare Figs. 7.10(a) and (b)]; this is

because some of the electron depletion due to the presence of the acceptor dopants is

offset by electrons flowing into the MgO layers from the Mo layers. Thus, though

the net effect is an increase in work function, the increase is less than it would have

been in the absence of the Mo support. Doping MgO with donor type impurities

leads to the presence of extra electrons in MgO, which makes the MgO/Mo system

electron-rich, so we expect the work function of donor-doped MgO/Mo to decrease

with an increase in the doping concentration, as we have already seen for MgO(001).

The result that seems quite counter-intuitive is that on MgO/Mo, Φ does not decrease

with doping concentration. In the case of F-MgO/Mo, Φ remains almost the same

as for the undoped MgO/Mo, at 2.78% and 5.55% doping concentrations, while Φ

increases slightly at 8.33% doping concentration. For Al-doped MgO/Mo, Φ increases

slightly with doping concentration.

Relationship between Dipole Moment and Work Funciton

Now, we need to understand the quantity on which the work function of a combined

oxide/metal system depends. Earlier authors have shown that the change in work
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Figure 7.11: Work function Φ vs. total dipole moment µtot for doped MgO/Mo(001)
systems. The green ‘four-leaf clover’ symbol, cyan circles, maroon stars, purple
triangles, dark gray diamonds, magenta squares show the data for undoped, N-doped,
F-doped, Na-doped, Li-doped and Al-doped MgO/Mo systems respectively. Note
that all the data collapses onto a single straight line.

function of an oxide/metal system can be viewed as arising from a net dipole. When

we plot Φ as a function of the net dipole moment (µtot) of the MgO/Mo systems in

Fig. 7.11, we find a linear relationship between Φ and µtot for each kind of MgO/Mo

system. The net dipole moment µ of any system arises from the electrons and nuclei,

and is given by:

µ =
∑
i

ziZi −
∫
zρ(z)dz, (7.4)

where zi and Zi are the nuclear position and charge, respectively for the ith atom.

The first term in Eq. (7.4) represents the contribution to the net dipole moment

arising from the nuclei. The second term is the dipole moment of the system due to

the electrons present in it. ρ(z) is the planar average of electron density n along the

z direction, i.e., perpendicular to the plane of the oxide/metal interface:

ρ(z) =
1

A

∫
dx

∫
dy n(x, y, z), (7.5)
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where A is the unit cell area.

There are three main effects which determine the dipole moment of the oxide/metal

system. These three effects are:

i) Electrostatic compression: this results from the Coulomb repulsion between

metal electrons and oxide anions.[102] The dipole moment induced due to the elec-

trostatic compression effect (µComp) depends upon the distance between the oxide

and the metal. The smaller the interface distance (dint) the higher is the compression

effect. The interface distance, dint is defined as: dint=[1/2(zMg+zO)-zMo], which is

the difference between the z coordinates of the Mo atoms (zMo) at the topmost layer

of Mo(001) surface and the average of the z coordinates of Mg (zMg) and O (zMo)

atoms at the bottom-most layer of MgO(001) film. A schematic representation of

the electrostatic compression effect is shown in Fig. 7.12. The electron density of the

bare metal surface spills out into the vacuum. When the oxide film is placed over

the metal surface the metal electron density gets compressed due to the electrostatic

repulsion it experiences from the oxide anions. The electrostatic compression effect

induces a dipole moment, µComp, at the oxide-metal interface which makes Φ of the

oxide/metal systems lower than Φ of the bare metal surface. As the oxide-metal

distance decreases, the metal electron density gets more compressed by the oxide

anions and the magnitude of µComp reduces, which should decrease the work function

of the oxide/metal system. The variation in dint with doping concentration θ is shown

in Figs. 7.15(a) and (d) for F-MgO/Mo and N-MgO/Mo systems, respectively, with

the dopant present at the third layer of the oxide film.

ii) Charge transfer: Whenever any oxide film is placed on a metal support,

electron transfer occurs between them.[102–106] As already discussed, in the case of

the MgO/Mo system also, charge transfer takes place between Mo and MgO. For

undoped MgO/Mo, there is negligible charge transfer from MgO to Mo. In the case

of donor-doped MgO, electron transfer takes place from the doped oxide to Mo, i.e.,

the oxide loses electrons when the dopants are F or Al. The opposite happens for
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acceptor (N, Na or Li) doped MgO on Mo. Since acceptor-doped MgO is electron

deficient, Mo serves as a source of electrons for N-doped, Na-doped and Li-doped

MgO systems.In the case of doping by donors, µCT, the dipole moment induced due

to charge transfer, is directed from Mo to the donor (F and Al) doped MgO, i.e.,

along the positive z direction, while for acceptor-doped MgO systems, µCT is directed

from the oxide to the metal. Schematic representations of the charge transfer and

µCT for donor and acceptor-doped MgO/Mo systems are shown in Figs. 7.13 (a) and

(b) respectively.

From this simple charge transfer model and the direction of µCT, we expect the

work function of donor-doped MgO/Mo systems should be lower than that of the

undoped system and should decrease with doping concentration, while for acceptor-

doped MgO/Mo systems, since the charge transfer takes place from metal to the

oxide, µCT should make the work function of the oxide/metal system higher than in

the undoped system. The charge transfer between doped MgO and Mo is plotted

as a function of doping concentration in Figs. 7.15(b) and (e) for F-MgO/Mo and

N-MgO/Mo systems, respectively. QT(Mo) is the charge of the Mo support in the

3× 3× 1 cell. A positive sign of QT(Mo) implies electrons are lost by Mo, while a

negative sign implies the opposite.

iii) Interface rumpling: Interface rumpling results from the surface corrugation

of the oxide film deposited on a metal support.[106] The interface rumpling is

defined as: drump = zO,avg - zMg,avg, where zO,avg and zMg,avg are the averages of the z

coordinates of O and Mg atoms respectively present at the interface layer of MgO.

Interface rumpling is the result of the interfacial charge transfer.

In the case of donor-doped MgO/Mo systems, electron transfer takes place from

MgO to Mo. Therefore, the oxide anions (O atoms) at the interface layer of the

oxide experience electrostatic repulsion from the metal surface and move away from

the oxide-metal interface, while the cations (Mg atoms) get attracted towards Mo.

Hence, drump becomes positive for the donor-doped systems. The opposite happens
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for acceptor-doped MgO/Mo and drump becomes negative. In the case of donor-doped

MgO/Mo systems, the dipole moment induced due to rumpling, µrump, is directed

from the oxide to the metal, i.e., along the negative z direction, while for acceptor-

doped systems, µrump is directed along the positive z direction. The rumpling in

donor- and acceptor-doped MgO/Mo systems is shown schematically in Figs. 7.14(a)

and (b), respectively. Figs. 7.15(c) and (f) show drump for F-doped MgO/Mo and

N-doped MgO/Mo systems, respectively, as a function of θ. Note that µCT and µrump

are directed oppositely for both donor- and acceptor-doped systems.

In Fig. 7.15 we show dint, QT(Mo) and drump for only F-doped MgO/Mo and

N-doped MgO/Mo systems, based on the assumption that the trends observed for

F-MgO/Mo systems should be the same as inAl-MgO/Mo systems and the trends

found for N-MgO/Mo systems should be similar to those in Na-doped and Li-doped

MgO/Mo systems.

Thus, as previous authors have discussed,[91, 99, 108] the net dipole moment (µtot)

is the sum of dipole moments arising due to electrostatic compression (µComp), charge

transfer (µCT) and interface rumpling (µR) effects, i.e., µtot= µComp + µCT + µR. We

want to separate out the contributions coming from charge transfer, electrostatic

compression and interface rumpling to the total dipole moment in our systems. For

this purpose, we will attempt to separate out the dipoles arising from charge transfer,

and charge transfer + electrostatic compression.

In Fig. 7.16, the black squares, green diamonds and red circles show µtot, µCT+Comp

and µCT, respectively. µtot is the net dipole moment present in MgO/Mo systems at

their optimum geometries. µCT+Comp denotes the dipole moment of the oxide/metal

system in the absence of rumpling. To calculate µCT+Comp we remove rumpling from

the oxide layers by making the z coordinates of Mg and O atoms the same. Finally,

µCT is the measure of the dipole moment when only the charge transfer effect is taken

into account. This is done by removing rumpling from the oxide layers, while the

electrostatic compression effect is removed by making dint for each kind of MgO/Mo
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system the same as for undoped MgO/Mo.

We calculate µtot, µCT+Comp and µCT as a function of doping concentration for

F-MgO/Mo and N-MgO/Mo systems. We find that for both N-doped and F-doped

MgO/Mo systems, µCT, µCT+Comp and µtot are directed along expected directions.

We find that electrostatic compression, which depends on the oxide-metal interface

distance, has a negligible contribution to the net dipole moment (µtot) for both

F-doped and N-doped MgO/Mo systems, since in Figs. 7.16(a) and (b) we see that

the green diamonds and red circles fall exactly on top of each other. The green

diamonds show the computed values of the dipole moment when both charge transfer

and electrostatic compression effects are present, (i.e., µCT+Comp) while the red circles

show the dipole moment (µCT) when only the charge transfer effect is present. We

see from Fig. 7.16(a) that the effect of rumpling makes the net dipole moment of

F-MgO/Mo systems less positive, since the black squares in Fig. 7.16(a) lie below the

red circles and green diamonds at 8.33% doping concentration. The work function

plot in Fig. 7.10(b) shows that Φ of F-doped MgO/Mo increases at 8.33% doping

concentration with respect to undoped MgO/Mo. At lower doping concentrations

(2.78% and 5.55%) Φ of F-MgO/Mo has almost the same value as undoped MgO/MO

[see Fig. 7.10(b)]. In Fig. 7.16 (a), for 2.78% and 5.55% doping concentrations the

black squares, green diamonds and red circles fall almost on top of each other. Also

from Fig. 7.15 (c), we see that the value of drump is quite small for 2.78% and 5.55%

doping concentration values, while for 8.33% there is a significant increase in drump.

Therefore the dipole moment induced due to the interface rumpling effect, µrump, is the

reason for the increase in Φ of the F-MgO/Mo system at higher doping concentration

(e.g., 8.33% doping concentration). Here recall the fact that µCT and µrump are always

directed oppositely. In the case of F-MgO/Mo, µCT is directed along the positive z

direction, while µrump points along the negative z direction. Now, the more positive

the net dipole moment of a system, the easier it is to remove an electron from that

system and the lower the work function of the system. Since Φ attains a slightly



7.5 Descriptor to Predict the Energetics and Charge State of Au Nanoclusters 264

higher value at 8.33% doping concentration, this implies that the net dipole moment

becomes less positive at this doping concentration. Now, from Figs. 7.15(b) and

(c) it is clear that both charge transfer and interface rumpling increase with doping

concentration. Interface rumpling plays the dominating role for F-MgO/Mo systems

compared to other effects (charge transfer and electrostatic compression) at 8.33%

doping concentration, which makes µtot less positive. This, in turn, increases the work

function of F-MgO/Mo systems with doping concentration. In the case of N-doped

MgO/Mo systems, the effect of interface rumpling makes the net dipole moment

slightly less negative than the dipole moment when the effect of rumpling is absent.

For N-MgO/Mo systems also, the effect of electrostatic compression is negligible since

the green diamonds and red circles in Fig. 7.16(b) lie on top of each other, therefore

there is no difference between µCT and µCT+Comp. µCT tries to make µtot less positive

with increase in doping concentration, while µrump tries to make µtot more positive

as a function of doping concentration. The red circles and green diamonds remain

below the black squares in Fig. 7.16(b) because the presence of rumpling tries to align

the net dipole moment along the positive z direction while the charge transfer effect

aligns µtot along the negative z direction. Since the net dipole moment of N-MgO/Mo

systems becomes less positive with the increase in doping concentration, it is clear

that µCT has a greater contribution to the net dipole moment than µrump, and plays

the dominating role in tuning Φ of N-MgO/Mo systems. µtot of N-MgO/Mo becomes

less positive with doping concentration which increases Φ of N-MgO/Mo systems.

To summarize, we see that for the oxide/metal systems, the work function depends

on the net dipole moment (µtot) of the system which is governed by the electron

redistribution within the oxide-metal system.
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7.5.2 Work Function of the Support as a Descriptor for Pre-

dicting the Morphology of Deposited Au Clusters

After calculating the work function of the donor and acceptor type impurity doped

systems, we want to look at whether the value of the work function (Φ) of the support

can be used to predict the adsorption geometry and energetics of the Au dimer and

monomer. In Fig. 7.17(a), we have plotted the difference in energy between two

competing adsorption geometries, as a function of Φ of the support. In Fig. 7.17(a),

for the Au monomer, we consider the two geometries to be adsorption at the hollow

site and atop an O atom, and the results are shown for 2.78% doping concentration.

Areas of the graph that are shaded yellow and light green correspond to regions

where the hollow and atop O sites are favored, respectively. We see that there is a

monotonic, and indeed linear, relationship between the difference in energy and Φ.

Moreover, the data for MgO(001) and MgO/Mo(001) appear to collapse onto a single

line. Note that the Au monomer on acceptor (N, Na and Li) doped MgO(001) prefers

to adsorb atop O and the hollow site is not stable at all, so we have considered Eads

at the hollow site to be zero for those systems. In the case of donor-doped systems.

adsorption at the hollow site is energetically more stable. For both acceptor- and

donor-doped MgO/Mo(001) systems, an Au monomer prefers to adsorb at the hollow

site at 2.78% doping concentration.

Similarly, for the Au dimer, we have plotted in Fig. 7.17(b) the difference in energies

between the upright (atop O) and flat (bonded to two Mg atoms) geometries. Here,

yellow and light green shaded regions indicate that the flat and upright geometries

are favored, respectively. Once again, we see a monotonic and linear variation of the

energy difference with Φ, though in this case the data corresponding to the doped

MgO(001) and doped MgO/Mo(001) supports fall on two different lines.
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7.5.3 Support Work Function to Predict the Charge State

of Deposited Au Clusters

Acceptor-doped MgO(001) surfaces are electron deficient which in turn increases

the work function, so ideally, acceptor type impurity doped MgO should pull away

electrons from the deposited Au clusters. In the case of Na-doped and Li-doped

MgO(001) we see that the deposited Au monomer indeed becomes positively charged,

however on N-doped MgO(001) it becomes slightly negatively charged but QT(Au)

is less than for the undoped MgO(001). Doping MgO with a donor type impurity

makes the oxide surface electron-rich which reduces the work function of the surface

and the deposited Au clusters become more negatively charged.

For acceptor-doped MgO/Mo, electrons are transferred from the metal to the

doped oxide and then from the doped oxide to the deposited Au clusters, see the

values of QT(Mo) and QT(MgO) in Table 7.4 and Table 7.5. Now, as the concentration

of acceptor type dopant increases in MgO, it takes away more electrons from Mo to

compensate for the electron deficiency in the oxide film, and can therefore transfer

less charge to the deposited Au clusters. Thus, the more the concentration of acceptor

type dopant, the higher is the work function and less is the charge gained by the Au

clusters. In the case of donor-doped MgO/Mo systems, the amount of charge gained

by Au clusters does not depend on the work function of the oxide/metal system, since

the donor-doped MgO acts as a source of electrons for the deposited Au clusters.

Electron transfer takes place from the donor-doped oxide to the deposited Au clusters

and the metal support, see the values of Q(Mo), Q(MgO) and Q(Au) in Table 7.4 and

Table 7.5. As the concentration of donor type impurity increases, the charge gained

by the Au clusters increases. Therefore the charge state of deposited Au clusters does

not depend on the electron redistribution at the oxide-metal interface or the work

function of the combined oxide/metal system, rather it depends on the concentration

of donor type impurity in the oxide film. Therefore, for this case of MgO/Mo(001)

doped with donors (unlike all the other cases considered in this chapter), one should
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not expect to find a correlation between the work function of the substrate and the

charge gained by the deposited Au clusters.

In Fig. 7.18 we examine whether the work function of the doped support can be

used to qualitatively and quantitatively predict the charge acquired by Au clusters

deposited on these supports. For the reasons already discussed, the data corresponding

to MgO/Mo(001) doped with donors are omitted in these graphs. In Fig. 7.18(a), we

see that we obtain a perfect linear correlation between the value of Φ for the doped

supports, (both in the presence and absence of the Mo support), and the value of

QT(Au). As in Fig. 7.17(a), areas of the graph shaded yellow and light green indicate

regions where the favored adsorption is at the hollow site and atop O, respectively.

This graph shows, yet again, that it is possible to tune the charge on the Au monomer

over a wide range, and it also indicates that it should be possible to predict what

this charge will be, by simply computing the work function of the support. We

note that in Fig. 7.18, we have not included data corresponding to MgO/Mo(001)

doped with donors; these data do not follow the general trend. This is because of

the counter-intuitive trends displayed by Φ for these systems, as has been discussed

above.

Figs. 7.18(b)–(e) contain the corresponding data for the Au dimer, with yellow

and light green shading indicating regions where the flat and upright adsorption

geometries are favored, respectively. It is clear here that the data fall into two groups,

corresponding to the two different adsorption geometries. For Φ > 2.03 eV, the upright

geometry is preferred, and it is rather difficult to tune Q(Au2): a rather large change

in Φ results in only a small change in the charge on the Au atoms. However, for Φ <

2.03 eV, the flat geometry becomes favored, and even small changes in Φ result have

a huge effect on QT(Au2). Figs. 7.18(c)–(e) contain zoomed-in regions of the data in

Fig. 7.18(b). They enable one to compare the effects of cationic and anionic dopants.

The variation of QT(Au2) with Φ is more for anionic acceptor-doped MgO systems,

than cationic accptor-doped MgO, compare the cyan circles with the purple triangles
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or the gray diamonds in Fig. 7.18(c). The change in QT(Au2) as a function of Φ is

almost the same when Au2 is adsorbed on the cationic and anionic acceptor-doped

MgO/Mo systems, see Fig. 7.18(d). In the case of donor-doped MgO systems, both

QT(Au2) and Φ vary in a smaller range. Also, QT(Au2) changes in a similar manner

to Φ for both the cationic and anionic donor-doped systems [Fig. 7.18(e)].

7.6 MgO/Mo systems for Different Positions of

the Dopants

So far we have discussed the techniques to modify the substrate by varying the

nature of the dopant as well as the doping concentration. To see how the position of

the dopant affects the charge transfer between the oxide film and the metal support,

the rumpling in the interface layer of the oxide (drump), the oxide-metal interface

distance (dint) and work function (Φ) of the oxide/metal system, we now vary also

the position of the dopant from the interface or fourth layer of the oxide film to the

second layer for F-doped and N-doped MgO/Mo systems. We assume that all the

features mentioned should give similar trends for Li-doped and Na-doped MgO/Mo

systems as we find for N-doped MgO/Mo systems while Al-doped MgO/Mo should

show the same trend as F-doped MgO/Mo systems.

First, we see, how the work function (Φ) of the N-MgO/Mo and F-MgO/Mo

systems changes with variation in the position of the dopant as well as the doping

concentration. Figs. 7.19(a) and (b) show Φ of F-MgO/Mo and N-MgO/Mo systems

when the dopant atom is placed at the fourth, third and second layer of the oxide

at 2.78%, 5.55% and 8.33% concentrations. The blue squares, magenta circles and

maroon diamonds show the position of dopant at the fourth, third and second layer

of the oxide film, respectively. The red and green dashed lines show the value of Φ

of undoped MgO/Mo and the bare Mo(001) surface, respectively. When the dopant

is present at the interface or fourth layer of the oxide, Φ of F-MgO/Mo systems is

slightly less than Φ of undoped MgO/Mo at 2.78% and 5.55% doping concentrations.
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There is a small increase in Φ at 8.33% for the same position of the dopant. The value

of Φ for the third layer doped F-MgO/Mo does not change much from the fourth

layer doped F-MgO/Mo for the same value of doping concentration, while the value

of Φ increases with doping concentration when the dopant is present at the second

layer of the oxide film, and for any doping concentration Φ attains appreciably higher

values than in the undoped system.

In the case of N-MgO/Mo systems, Φ increases significantly as the dopant moves

from the interface or fourth layer of the oxide film to the second layer. Also Φ

increases monotonically with doping concentration for a particular position of the

dopant. When the dopant is present at the second layer of MgO, Φ of N-MgO/Mo

becomes higher than the work function of the Mo surface at 5.55% and 8.33% doping

concentrations.

We have already seen Φ depends on the net dipole moment (µtot) of the MgO/Mo

systems. In Fig. 7.20 we plot Φ of F-MgO/Mo and N-MgO/Mo systems for different

positions and concentrations of F and N dopants. We see all our data collapse onto

a single straight line irrespective of the nature, position and concentration of the

dopant.

Now, we want to see how the quantities dint, QT(Mo) and drump, (which are

responsible for tuning the dipole moment of the MgO/Mo systems) vary with the

position of the dopant as well as the concentration.

We find that QT(Mo) i.e., electron transfer from F-MgO to Mo, increases with

doping concentration, see Fig. 7.21(a). The values of QT(Mo) for a given doping

concentration are slightly higher when the dopant is situated at the fourth layer

of MgO (i.e., at the interface layer) than the second and third layers, for doped

F-MgO/Mo systems. dint increases with doping concentration for F-MgO/Mo systems

when the dopant is present at the fourth layer of the oxide film, see Fig. 7.21(b).

This happens because in the case of F-MgO/Mo systems Mo gains electrons from

the oxide, so oxide anions experience electrostatic repulsion from the Mo surface
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and shift away from Mo, i.e., zO increases and zMg decreases, since Mg atoms get

attracted to the Mo surface due to electron accumulation on the upper layers of Mo.

Now, since the upward shift in zO plays a more dominant role than the downward

shift of zMg, dint, which is the difference between 1/2(zO + zMg) and zMo, increases

with doping concentration, since electron transfer from F-MgO to Mo increases with

doping concentration. dint does not vary much with doping concentration when the

dopant is at the third or second layer, i.e., away from the oxide-metal interface. drump

is higher when the dopant is present at the third layer than for any other position of

the F dopant, see Fig. 7.21(c).

In the case of N-MgO/Mo systems, QT(Mo), i.e., the electron transfer from Mo

to N-doped MgO, increases with doping concentration, see Fig. 7.21(d). For a given

doping concentration, ∆QMo is more when the dopant is present at the fourth layer

of MgO. dint decreases with doping concentration when the dopant is present at

the fourth layer, see Fig. 7.21(e). For N-MgO/Mo systems, N-MgO gains electrons

from Mo, so the oxide anions get attracted to the Mo surface and shift downward,

which in turn decreases dint. Now, since QT(Mo) increases with doping concentration,

oxide anions experience more attraction towards the metal surface as the doping

concentration increases. drump attains the highest value when N is present at the

third layer of the oxide film, see Fig. 7.21(f), which we see for F-MgO/Mo systems

also.

As we have done for the third layer doped MgO/Mo systems, here also we separate

out µCT and µCT+Comp from µtot for F-Mgo/Mo and N-MgO/Mo systems when the

dopant atom is at the fourth and second layer of the oxide. We plot the components

of the dipole moment in Fig. 7.22 when the dopant is present at the fourth and

second layer of the oxide. The black squares, green diamonds and red circles show

µtot, µCT+Comp and µCT respectively. Figs. 7.22(a) and (b) show the components of

the dipole moment for the fourth and second layer doped F-MgO/Mo respectively. In

the case of the fourth layer doped F-MgO/Mo the black squares, green diamonds and
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red circles fall almost on top of each other, which implies that the contributions of

rumpling and charge transfer to the net dipole moment are almost equal and opposite,

i.e., they cancel each other in this case, since rumpling tends to make the dipole

moment less positive, while charge transfer tries to make the dipole more positive

along the z direction. When F is present at the fourth layer then charge transfer is

more than for other positions of the dopant and oxide rumpling is also significant for

fourth layer doped F-MgO/Mo, see Figs. 7.21(a) and (c). These two opposite effects

cancel each other for the fourth layer doped F-MgO/Mo systems. In the case of the

second layer doped F-MgO/Mo systems, the black squares fall below the red circles

and green diamonds in Fig. 7.22(b) which implies the effect of rumpling plays a more

dominating role than charge transfer.

In the case of N-MgO/Mo systems, the black squares lie higher than the red circles

and green diamonds for the fourth layer doped N-MgO/Mo systems, see Fig. 7.22(c).

For the second layer doped N-MgO/Mo systems, the dipole moments attain negative

values, and they become more negative as the doping concentration increases, see

Fig. 7.22(d). This implies that charge transfer plays a dominating role in the case of

the second layer doped N-MgO/Mo systems, since µCT is directed along the negative

z direction for N-MgO/Mo systems.

Thus, we see that Φ increases significantly when the dopant is present at the

second layer of N-MgO/Mo systems, since the dipole moment becomes more negative

for that position of the dopant and charge transfer plays a dominating role among

the effects responsible for tuning the net dipole moment of N-MgO/Mo systems. In

the case of F-MgO/Mo systems, the work function does not show the trend expected

from asimple transfer charge model, and this happens because oxide rumpling plays

a more dominant role than the charge transfer effect.
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7.7 Conclusions

In summary, we have used ab initio density functional theory calculations to

investigate the possibility of tuning the charge state of small Au nanoparticles by

appropriately doping the oxide support that they are placed on, with aliovalent

cations or anions.

We first doped bulk MgO substitutionally with different impurities, keeping the

doping concentration fixed at 3.70%. The descriptor, D = ∆χ/∆R was found to pre-

dict the amount of topological charge (QT ) on each dopant. From the QT (X)/OS(X)

vs ∆χ/∆R plot we saw that the dopant atoms behave differently from each other.

For Al, F and Li dopants the value of the target I = QT (X)/OS(X) approached 1,

i.e., for these dopants, their topological charge approached their nominal oxidation

state. We found a nice correlation between QT (X)/OS(X) and ∆χ/∆R. We saw

that the value of QT approaches OS as ∆χ/∆R increases.

Then we proceeded from the bulk doped oxide to the surface. We performed

substitutional doping of MgO(001) surface with F, Al, N, Na and Li dopants and

adsorbed an Au monomer and an Au dimer on the doped MgO substrates. We found

that for the Au monomer, it was possible to make the adsorbed Au atom either

positively or negatively charged. For the range of doping concentrations studied here,

we were able to vary the charge QT(Au) of the monomer from −0.88 e to +0.25 e.

For the Au dimer, we were able to tune the charge QT(Au2) of the dimer between

−1.28 e and −0.14 e on MgO(001) (in no case did the Au dimer become positively

charged). These changes in charge state depended on the changes in adsorption

geometry: when the Au atoms became more negatively charged, the Au monomer

switched its adsorption site from atop an O atom to the hollow site on the surface,

while the Au dimer transitioned from an upright to flat geometry. We found that the

charge state of Au monomers and Au dimers at a given doping concentration had a

direct correlation with the descriptor ∆χ/∆R. Therefore ∆χ/∆R can successfully

predict the performance of the dopants in tuning the charge state of deposited Au
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nanoclusters.

We also explored the effects of a metal support placed below an ultra-thin (four

atomic layers thick) MgO layer. We studied the MgO/Mo systems by varying both

the concentration and position of the dopant atoms and finally we investigated the

charge state of Au clusters on doped MgO/Mo systems. We found that the Mo

support did not have an appreciable effect in the case of doping with donors in tuning

the charge state of deposited Au nanoclusters. The charge on the Au atoms reduced

significantly when Mo was placed below acceptor-doped MgO. However, using a

combination of a metal support and oxide doping might be feasible as a way of

obtaining finer control over the charge state of deposited clusters. In general, the

charges and adsorption geometries of the Au clusters changed from deposition over

the free-standing MgO(001) substrate to the situation where the MgO substrate was

placed over the Mo support, for the same dopant and the same doping concentration.

Q(Au) varied in a range of −0.88 e to −0.28 e on MgO/Mo, while Q(Au2) varied

from −1.19 e to −0.28 e.

Since the charge state is correlated with the adsorption geometry of the Au

clusters and both of them depend on the type of dopant and doping concentration, we

were interested in finding another descriptor which can predict both the adsorption

geometry and the charge state of the Au clusters with the change in nature and

concentration of the dopant. We found that the work function of the substrate is a

quantity with which the adsorption geometry and charge state of the deposited Au

clusters correlate well. Our results suggest that both the adsorption geometry and

the charge state of the Au monomer and Au dimer can be predicted with reasonable

accuracy by simply computing the work function of the bare doped substrate, with

the important exception of the case when the oxide is doped with donors as well

as supported by a metal. This is because in this case, though the charging of the

cluster follows the naive expectations that one might have, based on the fact that one

is doping with a donor species, the change in work function occurs in the opposite
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direction, due to the effect of the metal substrate. Therefore, we find that the work

functions of the doped MgO(001) and MgO/Mo surfaces (except for donor-doped

MgO/Mo systems) can serve as a good predictor to determine the adsorption geometry

and charge state of the deposited Au clusters as a function of doping concentration

on the doped MgO substrates.

We believe that the broad trends found in this work should hold also for clusters

of other sizes. Our work suggests a simple way to tune the charge state of Au

nanoparticles; this should be of interest in the field of nanocatalysis since it is well

known that for different reactions with Au nanocatalysts, different charges on the Au

nanoparticles are to be preferred. Despite our success in charging the Au monomer

positively by using Na and Li dopants, and finding descriptors to predict the charge

state and adsorption geometries of the deposited Au nanoclusters, our results suggest

that it will be quite challenging to make larger sized Au clusters positively charged by

substrate doping, and this remains an open question to be addressed in future work.

Bibliography

[1] S. M. Sze and K. N. Kwok, Physics of Semiconductor Devices. America: A

John Wiley and Sons, 2006.

[2] W. Shockley, Electrons and Holes in Semiconductors: With Applications to

Transistor Electronics. Bell Telephone Laboratories series, Robert E. Krieger,

1950.

[3] A. Fujimori and H. Namatame Physica C: Superconductivity, vol. 185-189,

pp. 51–56, 1991.

[4] C. Kili and A. Zunger Appl. Phys. Lett., vol. 81, no. 1, pp. 73–75, 2002.

[5] S. B. Ogale Adv. Mater., vol. 22, pp. 3125–3155, 2010.

[6] J. Robertson and S. J. Clark Phys. Rev. B, vol. 83, p. 075205, 2011.



7.7 Conclusions 275

[7] S. Tosoni, D. Fernandez Hevia, . Gonzlez Daz, and F. Illas J. Phys. Chem. Lett.,

vol. 3, pp. 2269–2274, 2012.

[8] H. Sun, W. Fan, Y. Li, X. Cheng, P. Li, and X. Zhao J. Solid State Chem.,

vol. 183, pp. 3052–3057, 2010.

[9] J. Xu, S. Huang, and Z. Wang Sol. State Commun., vol. 149, pp. 527–531, 2009.

[10] W.-J. Yin, H. Tang, S.-H. Wei, M. M. Al-Jassim, J. Turner, and Y. Yan Phys.

Rev. B, vol. 82, p. 045106, 2010.

[11] M. Niu, W. Xu, X. Shao, and D. Cheng Appl. Phys. Lett., vol. 99, p. 203111,

2011.

[12] Y. Li, K. Ding, B. Cheng, Y. Zhang, and Y. Lu Phys. Chem. Chem. Phys.,

vol. 17, pp. 5613–5623, 2015.
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Figure 7.12: Schematic representation of electrostatic compression effect. (a)
Electron density spills out into the vacuum from the metal surface, which induces a
dipole moment µM along the negative z direction. (b) Deposition of oxide film on the
metal surface. The metal electron density experiences Coulomb repulsion from the
oxide anions, which induces a dipole moment µComp along the −z direction. (c) As
the oxide-metal distance decreases, the metal electron density gets more compressed
and the magnitude of µComp decreases. This figure has been adapted with permission
from Ref. 99 c©Royal Society of Chemistry.

Figure 7.13: Charge transfer between (a) donor-doped MgO and metal, (b) acceptor-
doped MgO and metal. µCT is the dipole moment induced due to charge transfer.
The thick black arrow and thin blue arrow show the directions of µCT and charge
transfer respectively. This figure has been adapted from Ref. 103 c©American Physical
Society.
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Figure 7.14: Schematic representation of rumpling at interface layer of the oxide
film for (a) donor type and (b) acceptor type impurity-doped MgO/Mo systems.
The red and green circles show oxide anions and cations respectively. The gray
circles show the metal atoms. The thin black arrows show the directions of electron
transfer between the oxide and metal for donor type and acceptor type impurity
doped MgO/Mo systems. The thick black arrows show the direction of µR, the dipole
moment induced due to rumpling. This figure is adapted from Ref. 107 c©American
Physical Society.

Figure 7.15: Charge transfer, spacing and rumpling in interfaces between doped
MgO and Mo. QT(Mo) of (a) F-MgO/Mo and (d) N-MgO/Mo. dint of (b) F-MgO/Mo
and (e) N-MgO/Mo. drump of (c) F-MgO/Mo and (f) N-MgO/Mo systems as a function
of the doping concentration, with the dopant present at the third layer of the oxide
film.
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Figure 7.16: Dipole moment (µ) vs. doping concentration plots for (a) F-MgO/Mo
and (b) N-MgO/Mo systems as a function of the doping concentration. The black
squares, green diamonds and red circles show µtot, µCT+Comp and µCT, respectively.
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Figure 7.17: The energy difference between atop O and hollow sites for Au monomer
with substrate work function, Φ. (b) Difference in energies between the upright (atop
O) and flat (bonded to Mg) configurations vs. substrate work function for Au dimer.
The results are shown at 2.78% doping concentration. The red circles and black
squares show Aun on doped MgO and doped MgO/Mo systems, respectively. The
green ‘four-leaf clover’ symbol shows undoped MgO/Mo. In (a), the yellow and
light green regions show adsorption of Au monomer at the hollow site and atop O,
respectively. In (b), yellow and gray regions show the Au dimer in flat and upright
configurations, respectively on different substrates.
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Figure 7.18: Dependence of charge gained by (a) Au monomer and (b)–(e) Au
dimer on work function Φ of the substrate. Zoomed in view of QT (Au2) vs. Φ plots
for Au2 on (c) N-doped, Na-doped and Li-doped MgO, (d) N-doped, Na-doped and
Li-doped MgO/Mo, and (e) F-doped and Al-doped MgO. The cyan circles, maroon
stars, purple triangles, dark gray diamonds, magenta squares show Au clusters on N-
doped, F-doped, Na-doped, Li-doped and Al-doped MgO systems, respectively. Solid
symbols are used for the doped MgO/Mo systems with the same color conventions as
for the doped MgO systems. The green ‘four-leaf clover’ symbol shows the data for
undoped MgO/Mo. In (a), the regions shaded yellow and light green indicate when
adsorption of the Au monomer is energetically favored at the hollow site and atop
O, respectively. In (b) yellow and gray regions indicate regions corresponding to flat
(bonded to Mg) and upright (bonded to O) configurations of Au2 on the substrate,
respectively.
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Figure 7.19: Work function Φ of (a) F-MgO/Mo and (b) N-MgO/Mo systems as
a function of doping concentration. The blue squares, magenta circles and maroon
diamonds show the data for systems where the dopant atoms are present in the fourth,
third and second layer of MgO/Mo, respectively. The dashed red and green lines
show the Φ of undoped MgO/Mo and the bare Mo surface, respectively.

Figure 7.20: Φ vs. µtot plot for F-MgO/Mo and N-MgO/Mo systems as a function
of doping concentration and position of the dopant. The squares, circles and diamonds
in brown show the data for F-MgO/Mo systems when the F dopant atoms are present
at the fourth (IV), third (III) and second (II) layers, respectively. The squares, circles
and diamonds in cyan show the data for N-MgO/Mo systems when the N dopant
atoms are at the fourth (IV), third (III) and second (II) layers, respectively. The red
triangle shows the data for the undoped MgO/Mo system.
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Figure 7.21: QT(Mo) of (a) F-MgO/Mo and (d)N-MgO/Mo. dint of (b) F-MgO/Mo
and (e) N-MgO/Mo. drump of (c) F-MgO/Mo and (f) N-MgO/Mo systems as a function
of doping concentration. Blue squares, magenta circles and maroon diamonds show,
respectively, the data for doped oxide/metal systems where the dopant atoms are
present in the fourth, third and second layer.
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Figure 7.22: Dipole moment (µ) vs. doping concentration plots of F-MgO/Mo
systems when dopant atom is present at the (a) fourth (IV) and (b) second (II) layers
as a function of doping concentration. N-MgO/Mo systems with dopant at the (c)
fourth (IV) and (d) second (II) layers. The black squares, green diamonds and red
circles show µtot, µCT+Comp and µCT, respectively.



Chapter 8

Summary and Outlook

In this chapter, we summarize the main results obtained in this thesis. Also, we give

a brief outlook for possible future directions of research.

8.1 Descriptors for the Self-Assembly of Organic

Molecules in Two-Dimensions

In chapter 3, we studied the architectures of molecular self-assembly formed by a

set of different host and guest molecules. More interestingly, simple descriptors were

identified which can successfully predict the pattern of the resulting assemblies.[1]

The self-assembled patterns were stabilized by various noncovalent interactions.

We found the geometry of the resulting patterns depends on the molecular building

blocks. We considered three host molecules (PE4A, PE4B and PE3A) and five guest

molecules (coronene, benzo-ghi-perylene, benzo-c-phenanthrene, phenanthrene, and

naphthalene). The host molecules differed from one another by the length of the

molecular backbone, number of terminal carboxyl acid groups and number of side

alkoxy chains. The host molecule PE4A had a longer backbone with four carboxyl

(COOH) groups and four alkoxy side chains. PE4B had two COOH groups and four

alkoxy side chains with the backbone length the same as for PE4A. The number of

COOH groups and alkoxy chains were four and two, respectively for PE3A. PE3A
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had a smaller backbone than PE4A and PE4B. The five guest molecules were of

different sizes. Coronene was the largest guest and the other guest molecules can be

viewed as angular fragments of coronene.

The host molecules considered in this chapter could, in principle, self-assemble

in either a hexagonal or a linear pattern. In the absence of any guest, the three

host molecules formed three different sel-assembled patterns. PE4A self-assembled

in a hexagonal pattern featuring hexagonal cavities. PE4B formed a densely packed

linear pattern containing pentagonal cavities. These cavities could accommodate

guest molecules of suitable size. In the case of PE3A, STM experiments did not

find any long-range order, while from DFT calculations we found the linear and

hexagonal patterns are energetically degenerate. Some of the host assemblies exhibited

structural transformations upon introducing specific guests: PE4A always remained

in the hexagonal pattern in the presence of any guest, the linear pattern of PE4B

transformed into the hexagonal pattern when the size of the guests became larger

than phenanthrene; PE3A transformed from the disordered to the ordered hexagonal

pattern in the presence of all the guests, except naphthalene.

After studying the energetics of the host assemblies we wanted to identify a

descriptor which could predict the geometry of the resulting patterns formed by

the host molecules. For this purpose, we chose the difference in Gibbs free energy

between the hexagonal and linear patterns as the target property, since the geometry

of the resulting host assembly could be determined by this quantity. We identified a

descriptor which could predict the structure of the resulting host assemblies. The

descriptor for the host molecules, i.e., the “host descriptor” was formulated based

on the chemical motifs and geometry of the isolated host molecules. To examine

the validity of the host descriptor we considered four additional molecules of the

same category, which were labelled as “test molecules”. Among these four test

molecules, self-assembly of three molecules were already studied experimentally

by previous authors. Our host descriptor could successfully predict the resulting
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patterns formed by the test molecules. The predictions regarding the energetics

of the patterns of the test molecules made by the descriptor was also validated by

performing DFT calculations. Therefore, we concluded that the host descriptor had

been identified successfully. Next, to answer why some of the host assemblies had

structural transformation in the presence of specific guest molecules we identified a

simple descriptor for the guest molecules also. The “guest descriptor” was formulated

based on the size and geometry of the guest molecules. We found the guest-induced

structural transitions in the host assemblies could be explained by the guest descriptor.

By combining the host and guest descriptors we found that our results corresponding to

the favored pattern and energies of each host and host-guest combination got clustered

in the two-dimensional descriptor space. This further prooves that descriptors for the

host and guest molecules were identified successfully. Importantly, these descriptors

were very simple and obtained at almost zero computational cost, since they depended

only on the geometry and form of the isolated host and guest molecules in the gas

phase. As per our knowledge, this is the first time that descriptors have been were

identified that can predict the architectures of the self-assemblies of organic molecules

on surfaces. In this chapter, the descriptors were formulated for a particular class of

molecules. Therefore, the form of the descriptor was not universal. These descriptors

can be modified so that they can be used to predict the self-assembly of other kinds

of molecules also. In this context, the possible extensions for the host descriptor

would be to consider the following things, e.g., a different number of alkoxy side

chains (including odd numbers), changing the terminal groups (some groups other

than COOH) and/or their attachment sites, and altering the chemical nature of the

molecular backbone. The guest descriptor could be modified by considering other

possible guest molecules of different shapes, sizes and chemical properties.
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8.2 Descriptors for the Electronic Structure of Or-

ganic Molecules

In chapter 4, we studied the electronic properties of phenyleneethynylene (PE)

molecules by varying their chemical motifs, e.g., conjugation length, and the number

and position of the alkoxy chains. These parameters were responsible for modifying

the HOMO-LUMO gaps of the PE molecules.

We first considered four PE molecules with different conjugation lengths, with

however the number and positions of the alkoxy chains remaining the same. We

found that the HOMO-LUMO gaps of these molecules decreased with increase in the

conjugation length. This result was found to be in agreement with the particle in a

box model, with the energy gaps reducing with an increase in box length.[2–4] The

increase in conjugation length enhanced electron delocalization in the PE molecules,

which reduced the HOMO-LUMO gap.

Next, we studied another set of PE molecules for which the conjugation length was

kept fixed but the number and attachment sites of the alkoxy chains are varied. The

HOMO-LUMO gaps for these molecules were obtained first using standard density

functional theory with both PBE and B3LYP functionals. Since standard DFT with

the PBE functional is known to underestimate the HOMO-LUMO gap, the hybrid

B3LYP functional was used to get the value of the gap more accurately. Further,

the properties related to the electronic transition for each molecule were determined

by using time-dependent density functional theory technique. We found that the

HOMO-LUMO gaps of the isolated PE molecules having the same conjugation length

were related to the shortest distance between the oxygen atoms (dO−O) in the alkoxy

chains attached to these molecules. The lower was the value of dO−O, the smaller was

the HOMO-LUMO gap. This implies that the HOMO-LUMO gap was affected by the

relative position of the alkoxy chains attached to the PE molecules. Therefore, dO−O

can be used as a descriptor to predict the HOMO-LUMO gap of the PE molecules of
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the same length but different positions of the alkoxy chains. We used several test

molecules to verify this prediction. It was found that whenever the PE molecule

was in conjugation the HOMO-LUMO gap could be correlated with the descriptor

dO−O. The gap of the PE molecules could therefore be fine-tuned by changing the

attachment sites or the distance between the alkoxy groups. We next calculated the

HOMO-LUMO gap of monolayers of PE molecules in the gas phase and on graphene.

In those cases also we found that the HOMO-LUMO gap depends on the shortest

distance between the oxygen atoms in the alkoxy chains, dO−O.

We have not yet been successful in finding a simple model that can explain such

dependence of HOMO-LUMO gap on dO−O. One would like to develop a quantum

mechanical model to explain why the HOMO-LUMO gap depends on the shortest

distance between the oxygen atoms in the alkoxy chains. We hope to succeed in this

direction in future work.

8.3 Tuning of Molecule-Graphene Charge Trans-

fer

We showed how the charge transfer between the acceptor-type molecule tetra-

cyanoquinodimethane (TCNQ) and graphene can be modified by the presence of an

external electric field in Chapter 5. The molecule/graphene combined system was

shown to behave as an electrostatic dipole with a dipole moment proportional to the

applied electric field. The electric field was applied in the direction perpendicular to

the molecule/graphene plane. The interfacial charge transfer was tuned by changing

the direction and magnitude of the electric field. A simultaneous but opposite shift

in the molecular states and graphene Dirac point was caused by the application of

the external electric field.

The electron transfer from graphene to TCNQ got enhanced by nitrogen doping

in graphene. This was shown to be a local effect since the electron transfer from

graphene to TCNQ monolayer decreased rapidly as the distance between the TCNQ
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and the nitrogen site on graphene got increased. The presence of nitrogen caused

a shift in the molecular levels of the TCNQ adsorbed directly above these N-sites.

Selective reduction of a TCNQ molecule in a two-dimensional molecular monolayer

could be achieved upon N-doping in graphene.

In the future, we can extend this work for other molecule/substrate combinations,

e.g., any donor-type molecule on acceptor-doped graphene, or depositing a combination

of acceptor and donor-type molecules on graphene or any other substrate under an

external electric field. Before we can formulate descriptors that can predict how a

certain property (or properties) of different molecule/substrate combinations can be

influenced by external electric fields, we need to consider more adsorbate-substrate

combinations to create a database. This suggests the future directions for the work

described in Chapter 5.

8.4 Measure of Ionicity of Using Descriptors

In Chapter 6, we considered different binary compounds to identify a simple

descriptor to predict the ionicity of those compounds. The ratio of the topological

charge (QT ) to the nominal oxidation state (OS) of the cation or anion was chosen

as the target property in order to formulate the descriptor. The topological charge

on each atom was calculated using Bader analysis.[5, 6] We found a simple descriptor

∆χ/∆R can predict the ionicity of chemical bonds in the binary compounds, where

∆χ and ∆R are the difference in electronegativities and radii, respectively, between

the cations and anions in the binary compounds. We obtained a nice correlation

between the descriptor ∆χ/∆R and the target property QT/OS. As the value

of the descriptor became ≥ 4, QT/OS approached 1, therefore the bonds in the

corresponding compounds can be considered to be purely ionic. For the compounds

with smaller values of ∆χ/∆R, the target property QT/OS was much less than 1,

hence the bonds in the compounds can be considered to be less ionic or more covalent.

We found that ∆χ/∆R can be used as a descriptor or a measure of ionicity. To
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the best of our knowledge, this is a novel formulation of a descriptor for ionicity,

where it was found that the ionicity of the binary compounds depends not only on

the difference in electronegativities between the anions and cations, but also on the

difference in the atomic radii between the cations and anions could also play an

important role.

In our study, we found that by using the covalent radii of the cations and anions

as a measure of atomic size, better correlation to the target property was obtained

between the target property and the descriptor compared to the ionic or van der

Waals radii. Now, one can think about some other approach to calculate the radii

of the cations and anions to see if the performance of the descriptor can be further

improved.

8.5 Descriptors for the Efficacy of Aliovalent Dop-

ing and its Application in Catalysis

In Chapter 7, we studied aliovalent doping of MgO and the efficacy of the dopants

in tuning the charge state of Au nanoparticles adsorbed on doped MgO supports, using

ab initio density functional theory calculations. We proposed a simple descriptor,

∆χ/∆R to predict the efficacy of a dopant in modifying the charge state of the

supported Au clusters.

First, we performed substitutional doping of bulk MgO with different impurities,

keeping the doping concentration fixed at 3.70%. We chose F and Al as the donor-type

impurities, while N, P, K, and Li were chosen as the acceptor-type impurities. The

descriptor, D = ∆χ/∆R was found to predict the amount of charge donated or

acceptedby the dopant. Here, ∆χ and ∆R are the difference in the electronegativity

and the atomic sizes, respectively, between the dopant and the element to which it

was bonded. QT/OS vs. The target property, QT/OS became 1 when the dopants

were F, Al, and Li, i.e., these dopants acted ‘perfectly’, since the topological charge

became equal to the nominal oxidation state for these dopants. We found a nice
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correlation between QT/OS and ∆χ/∆R. As ∆χ/∆R increases the value of QT

approaches OS.

After studying aliovalent doping in bulk MgO we doped the MgO(001) surface with

the cationic acceptor Li, cationic donor Al, anionic acceptor N, and anionic donor F.

Then we deposited monomers and dimers of Au on the doped MgO(001) surfaces. We

found the charge state of the Au clusters adsorbed on the doped MgO(001) supports

varies in a wide range depending on the nature and concentration of the dopant.

The charge state of the Au clusters affects their adsorption geometry on the doped

MgO(001) surfaces. The adsorption site and morphology of the Au nanoclusters

on MgO(001) were affected by the type of the dopant. For example, in the case of

the donor-doped MgO(001) the Au monomer prefered to adsorb at the hollow site,

while on the acceptor-doped MgO, adsorption atop O was energetically more stable.

The Au dimer preferred a flat geometry on the donor-doped MgO, while an upright

geometry was favored on the acceptor-doped MgO. The descriptor ∆χ/∆R could

successfully predict the performance of the dopant in tuning the charge state of the

deposited Au nanoclusters. Investigating the charge state of the Au nanoclusters,

we found both Al and F work equally well as donor-type dopants. Li worked as the

best acceptor type dopant, since it made the Au monomer positively charged upon

adsorption on Li-doped MgO.

The electronic properties of MgO(001) were further tuned by placing it on the

Mo(001) support. In the case of Au nanoclusters on the acceptor-doped MgO/Mo

systems, electrons were transferred from Mo to the acceptor-doped MgO substrate

and then to the deposited Au nanoclusters. For Au nanoclusters on the donor-doped

MgO/Mo systems, the MgO substrate works as the source of electrons for the Au

nanoclusters and the Mo surface. By comparing the doped-MgO and doped-MgO/Mo

systems we found that the probability of electron transfer from the support to the

deposited Au nanoclusters got enhanced due to the presence of the Mo surface. The

adsorption geometry and the charge state of the Au nanoclusters correlate well with
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the work function of the support, except for donor-doped MgO/Mo systems (since

for donor-doped MgO/Mo systems charge transfer to Au was not influenced by the

electron density at the MgO-Mo interface). A surface with higher work function

hinders electron transfer from the support to the Au nanoclusters, while a lower work

function of the support enhances electron transfer from the support to the deposited

nanoclusters.

The main important result from this study was that we successfully identified a

simple descriptor ∆χ/∆R to predict the efficacy of dopants in MgO. This descriptor

was then applied to tune the charge state of Au nanoclusters supported on the doped

substrates. Another important result was that we were able to make the charge

state of Au monomer +0.25 e. Making the Au monomer positively charged is a

challenging task since Au is highly electronegative. One could dope MgO with some

other acceptor-type dopant or by changing the support to make the monomer and

other clusters of Au more positively charged.

A common theme in much of the work in this thesis is that density functional

theory calculations can be used to set up a database which can then be utilized to

develop descriptors that correlate with the target property of interest. In the work

presented here, these databases have been small, and therefore the descriptors have

been formulated using a combination of simple regression techniques and/or physical

intuition. As databases get larger, one might instead consider applying machine

learning algorithms to large data sets that have been obtained from high throughput

searches, so as to extract descriptors. It would be interesting to extend the work done

here in this way, and see what emerges.
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