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Synopsis

In this thesis, I have tailored the properties of two-dimensional systems by molecu-

lar adsorption and defect engineering. I have worked on low-dimensional materials

which have technological applications. I have solved puzzles that arose from exper-

imental observations, which can be solved using first-principles calculations.

In Chapter 1, I have given a brief introduction to the problems that I have

considered for study in this thesis. I have focused on two types of systems: organic

molecules on surfaces, and two dimensional systems with impurities and/or defects.

These systems have in common certain features: (i) they are low-dimensional, (ii)

they have applications in fields such as spintronics, and device physics, (iii) the

system properties accordingly have to be tailored so that they are optimal for the

desired applications, (iv) frequently, strong correlations and/or non-covalent inter-

actions play an essential role.

I have studied organic molecules on surfaces in the first part of this thesis. For

example, I have studied spin- crossover molecules on a metallic substrate in Chap-

ter 3. The electro-acceptor F4TCNQ molecule on different non-metallic surfaces

has been studied in Chapters 4, 5 and 6. I have also studied an organo-metallic

catalyst, the CoPc molecule, on nitrogen-doped graphene in Chapter 5. The second

part of this thesis, i.e., Chapter 7, discusses the defects found in few-layer black
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phosphorene.

The experimental parts of all the problems discussed in this thesis have been

performed by the team of Prof. Vincent Repain and Dr. Jérôme Lagoute in the

MPQ Laboratory of the University of Paris - Diderot.

In Chapter 2, I have discussed the underlying theoretical formalism and the

computational techniques that I have used in this thesis. These include non-spin-

polarized and spin-polarized density functional theory (DFT), the DFT-D2 tech-

nique to incorporate dispersion interactions, the DFT+U method to describe strong

correlations, and the Tersoff-Hamann approach to simulate scanning tunneling mi-

croscopy (STM) images.

InChapter 3, I have studied partial spin crossover in an ordered two-dimensional

(2D) monolayer of Fe((3,5-(CH3)2C3N2H)3BH)2 (or IPB) molecules deposited on

Au(111). Spin crossover is a phenomenon of changing spin state induced by exter-

nal stimuli such as light, pressure, or temperature. IPB molecules are found in the

low-spin (LS) ground state in its crystalline form. However, recent STM experi-

ments have shown that an ordered superlattice of two types of molecules is formed

when they are deposited on an Au(111) substrate. One can guess that these two

types of molecules could be in two different spin states, i.e., high-spin (HS) and low-

spin (LS) states, but this has not been proven experimentally. Using DFT, I show

that the IPB molecules are indeed arranged in an ordered mixed spin state, forming

an LS-HS-HS superlattice. We are the first to report this two dimensional ordered

spin-state superlattice. I also show that the driving force for the formation of this

2D spin-state lattice is the epitaxial strain that arises due to the lattice mismatch

between the substrate and the monolayer of the IPB. A toy model fitted with DFT

parameters has been developed to understand the strain-induced spin crossover.



In Chapter 4, I have studied the F4TCNQ molecule, which is an electron ac-

ceptor by nature, on twisted bilayer graphene (TBLG), to explore the molecule-

substrate interaction in the F4TCNQ/TBLG system. STM experiments performed

by Dr. Harsh and Dr. Lagoute show that F4TCNQ prefers to avoid the AA-stacked

region of the Moiré (formed by the TBLG) at lower coverage. The STM experiments

also show that F4TCNQ forms a linear chain on twisted bilayer graphene (TBLG) at

higher coverage. My DFT calculations have validated the experimental findings. I

have found that a comparatively strong non-covalent van der Waals type of interac-

tion between the molecule and the locally concave surface of the AB-stacked region

of the Moiré stabilizes the adsorption of the molecule on the AB-stacked region,

instead of it adsorbing on the electron-rich AA-stacked region. I have also found

that the energy landscape for a charged dimer of F4TCNQ molecules can explain the

strong intermolecular interactions among the F4TCNQ molecules along a particular

direction, leading to the formation of a one-dimensional F4TCNQ chain on TBLG

at higher coverage.

In Chapter 5, I have tuned the magnetic moments and charge on organic

molecules adsorbed on a graphene substrate. In the first part of this chapter, I

have discussed how one could induce magnetism in the F4TCNQ-graphene system.

I have shown two different ways to do this. One way is by applying an external

electric field to the system, and another way is by doping the graphene substrate

with nitrogen atoms. I have also shown that both approaches can hugely increase

the electron transfer from graphene to the molecule. In addition, I have found a nice

correlation among the magnetism, charge transfer, and the external electric field,

which could be useful to guess the magnetism and the charge transfer of the sys-

tem just by noting the direction and magnitude of the electric field. In the second

part of this chapter, I have discussed the tuning of the charge on a CoPc molecule

in the CoPc/graphene system. CoPc is a potential catalyst for the CO2 reduction



reaction. Thus, if we can reduce the oxidation state of the molecule it is expected

to show enhanced catalytic performance. I have shown that high charge transfer

from pairs of nitrogen atoms in N-doped graphene to the CoPc molecule can explain

the experimental observation of reduction (redox reaction) of the CoPc molecule on

N-doped graphene.

In Chapter 6, I have shown that one can tune the electronic and magnetic

properties of black phosphorene (BP) by using molecular doping combined with

the application of an external electric field. Unlike defect creation and chemical

functionalization, this approach for tuning the electronic properties is advantageous

because molecular doping does not damage the phosphorene’s structure. Using

DFT calculations, I have shown that an external negative electric field can induce

magnetism in the F4TCNQ/BP system. This can be explained in terms of the

splitting of the impurity band introduced by the molecule. F4TCNQ creates p-type

doping in the BP by introducing a band (corresponding to its LUMO) in the band

gap of BP which gets split into one unoccupied spin down (SUMO) band and one

partially occupied spin up (SOMO) band at negative electric fields. I have also shown

that the electronic and magnetic properties of this system will evolve in interesting

ways as the temperature increases. In addition to this, I have also explained a puzzle

regarding the origin of streaks found in STM images of this system. These streaks

are found to occur along the zigzag direction but not the armchair direction. I have

found that the diffusion barrier for F4TCNQ on phosphorene is highly anisotropic,

being low/high along the zigzag/armchair directions. Thus the features observed

in STM images can be explained as arising from the F4TCNQ molecules’ diffusion

along the zigzag direction during the scan time.

In Chapter 7, I have studied defects in few-layer black phosphorene. The pres-

ence of various defects causes different changes in the electronic properties, and



hence these can be exploited (or maybe disadvantageous) for different possible ap-

plications. I have built up a library of several kinds of defects and their simulated

STM images. Some of these simulated images are in good agreement with the exper-

iments. For example, STM experiments performed by Dr. Lagoute and his team on

few-layer black phosphorene show a unique dumbbell shape; this feature displays a

change of contrast and shape upon reversal of the bias potential. The origin of this

feature remains a puzzle. Previously, other groups also tried to address the same

problem of the origin of this ubiquitous feature, but could not find entirely satisfac-

tory solutions. We are the first to show that an Sn substitutional defect can explain

the shape and change of contrast on reversal of bias, seen in STM experiments. I

have also developed a simple post-processing technique that provides insight into

the origin of features such as these in STM images. In addition to this, I have also

explained the effect of an electric pulse on defects, observed in the experiments.

Application of an electric pulse is shown to cause Sn and P atoms leading to a new

kind of defect.

In Chapter 8, the conclusions of each chapter are summarized and possible

directions for future work are discussed.
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is taken with permission from ref. 51 ©American Physical Society . . 47

3.1 (a) d orbitals split into t2g and eg in an octahedral field. There are two

possibilities for filling t2g and eg depending on crystal field splitting

energy (∆0) and pairing energy (∆) (b) ∆0 < ∆, both t2g and eg are

partially filled (c) ∆0 > ∆, t2g is completely filled, no electrons in eg. 56

3.2 Schematic diagram for pairing energy (∆). . . . . . . . . . . . . . . . 56

3.3 Low temperature (4.6 K) experimental STM images (a) STM image,

recorded at -1.5 V, I = 50 pA shows all the IPB molecules imaged

as bright (red) spots (b) STM image, recorded at 0.3 V, I = 50 pA

shows only one out of three molecules imaged as a bright (red) spot.

The positions of the two ‘missing’ molecules (imaged dark) have been

shown using dotted white circles. In both panels, the S1/3 unit cells

have been drawn using solid yellow lines. This figure is reprinted with

the permission from Ref. 2 ©2016, Nature Publishing Group. . . . . 61
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3.4 (a) Optimized geometry of IPB molecule in gas phase. Color code for

atoms is red (iron), blue (nitrogen), green (boron), orange (carbon),

violet (hydrogen). (b) S1/2 cell (highlighted area) on Au(111) surface,

red oval shapes schematically indicate IPB molecules in HS state (C)

highlighted area is S1/3 supercell on Au(111) surface; black, purple

and green ovals represent the three IPB molecules in unknown (to be

determined) spin states.The small gray spheres in panels (b) and (c)

indicate gold atoms in the topmost layer. . . . . . . . . . . . . . . . . 62

3.5 DFT+U results, at U = 6.55 eV, for the variation in the total energy

of an IPB molecule in the gas-phase, as a function of Fe-N bond

distance (dFe−N), averaged over the six Fe-N bonds. The blue and

red curves are results for the HS state and LS state, respectively. The

zero of energy is set at the minimum of the LS state. . . . . . . . . . 67

3.6 DFT results for total energies of HS (red) and LS (blue) IPB in gas-

phase as a function of on-site Coulomb potential U . IPB shows HS

ground state above ∼6.87 eV and LS ground state below it. . . . . . . 68

3.7 Top and side views of three possible adsorption geometries for IPB

on Au(111) in a S1/2 supercell. The three orientations considered

correspond to different planes of the bulk HS crystal a) (01-1) b)

(010) c) (001). Color code for atoms is red (iron), blue (nitrogen),

green (boron), orange (carbon), violet (hydrogen) and yellow grey

(gold). Reprinted with permission from Ref 4. ©2019 American

Chemical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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3.8 Determination of the molecular orientation using theoretically com-

puted (from DFT) and experimentally measured (from GIXD) struc-

ture factors. Comparison between measured (black half-disk) and

calculated (white half-disk) structure factors for three different orien-

tations of the molecule on the surface. a) (01-1). b) (010). c) (001).

~A∗ and ~B∗ are the reciprocal lattice vector of the S1/2 cell. Reprinted

with permission from Ref 4. ©(2019) American Chemical Society. . 71

3.9 Total energies of different spin configurations of a monolayer of IPB

in the S1/3 unit cell on Au(111) (shown in Fig. 3.4(c)) supercell as

a function of Hubbard U . Pure LS phase, i.e., LS-LS-LS, is favored

for U < 6.47 eV. Pure HS phase, i.e., HS-HS-HS, is favored for U >

6.60 eV. Mixed-spin phase (either HS-LS-LS or LS-HS-HS) is favored

for 6.47 < U < 6.60. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.10 Comparison of simulated STM images with experiments, for a mono-

layer of IPB on Au(111). (a) Experimental, and simulated STM im-

ages of (c) LS-HS-HS and (e) HS-LS-LS at −1.5 V. We see all three

molecules within the unit cell, in both theory and experiment. (b)

Experimental and simulated STM images of (d) LS-HS-HS and (f)

HS-LS-LS at 0.3 V. We see only only one out of three molecules

within the experimental unit cell; simulation predicts the same only

for LS-HS-HS (we see only LS molecules at positive bias). STM sim-

ulations have been performed using Tersoff-Hamann approach in con-

stant height mode (h = 5.6 Å). . . . . . . . . . . . . . . . . . . . . . 74
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3.11 (a) Schematics of the hard sphere mechanoelastic model. Above: all

the molecules are in HS states (red spheres). Below: Chain of mixed

phase where both HS (red) and LS (blue) are present. Mixed phase

arises because of the substrate-imposed epitaxial strain. ksub and

kmol are the spring constant for molecule-substrate interaction and

intermolecular interaction. (b) Inter-atomic potential of a periodic

chain of LS molecules as a function of their intermolecular distance

(black dots). The solid black line is a fit based on a Morse potential.

The dotted red line is the closest parabolic potential. Adapted with

permission from Ref 4. ©2019 American Chemical Society. . . . . . 77

3.12 Energetics and phase diagram using the mechanoelastic model. ELS-LS,

EHS-HS and EHS-LS as function of a for ∆SCO = 108 meV. In this graph,

the model parameters are set at kmol = 1.38 eV.Å−2, 2rLS = 6.1 Å

and 2rHS = 6.52 Å and l0=2.5 Å. The three phases, LS-LS, HS-

LS and HS-HS, have been shown using three colors, blue, pink, and

orange, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.1 Simulated STM image of the Moiré pattern found in the TBLG unit

cell. The image has been simulated at the height of 2.73 Å from the

surface and at the bias of +0.27 V. . . . . . . . . . . . . . . . . . . . 89

4.2 Optimized geometry of F4TCNQ molecule in the gas phase. Color

code for atoms: red (F), yellow (C), and blue (N). . . . . . . . . . . . 90

4.3 Experimental STM images recorded at bias voltage of + 2.0 V, I=

10 pA at 4 K temperature. STM image of the F4TCNQ molecule at

(a) lower coverage, (b) higher coverage. The images are reused with

permission from Ref. 30. . . . . . . . . . . . . . . . . . . . . . . . . 92
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4.4 (a) a1 and a2 are the primitive lattice vectors for the unrotated

graphene. (b) Twisted bilayer graphene (TBLG) supercell we used

for our calculations. Lattice vectors T = 6a1 + 7a2 and V = -7a1

+ 13a2 are used to construct this TBLG supercell. We have rotated

bottom layer using a twist angle (φ) of 5.085◦ with respect to the

top layer to make this TBLG supercell. Color code: gray (top layer),

turquoise (bottom layer) . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.5 Various relaxed adsorption geometries, from DFT, for a single F4TCNQ

molecule on TBLG. We have chosen six different sites (a) site–1 (b)

site–2 (c) site–3 (d) site–4 (e) site–5 and (f) site–6 to calculate the ad-

sorption energy. Color code: Yellow (C atom of molecule), blue (N),

red (F), gray (top layer graphene), turquoise (bottom layer graphene).

The black lines show the boundaries for the unit cell of the TBLG. . 96

4.6 Different lateral positions considered for the molecule’s hexagonal

ring, relative to the substrate, for the site–1. The center of the

hexagonal ring of the molecule is on top of (a) the C atom of the

toplayer graphene, (b) hexagonal ring of the top layer graphene (c)

shifted C atom of the toplayer graphene, (d) C-C bond of the top

layer graphene. Color code: Yellow (C atom of molecule), blue (N),

red (F), gray (top layer graphene), turquoise (bottom layer graphene). 97

4.7 Optimized geometry of (a) 1D linear chain passing through AA and

AB regions, (b) 1D linear chain passing through AB regions but avoid-

ing AA regions, and (c) 2D monolayer on TBLG. Color code: Yellow

(C atom of molecule), blue (N), red (F), gray (top layer graphene),

turquoise (bottom layer graphene). . . . . . . . . . . . . . . . . . . . 99
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4.8 (a) Electron density plot for the pristine TBLG, at a plane at a height

oft 0.33 Å. Corrugation of the top layer of the pristine TBLG (b) top

view and (c) side view. . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.9 (a) [F4TCNQ]2 dimer, showing the separations dx and dy. (b) Binding

energy (BE) of [F4TCNQ]2 as a function of dx and dy. BE for the

dimer has been calculated usnig the Eq. (4.6) . . . . . . . . . . . . . 107

4.10 Binding energy of the dimer of two anions as a function of dx and dy. 109

4.11 Binding energy (BEanions) of the dimer of two anions as a function of

dx and dy. BEanions has been calculated using Eq. (4.7) with s = 0.58. 110

4.12 Predicted linear chain based on the DFT calculations of the energy

landscape for a charged molecular dimer. We have marked d and θ

in the chain where d is the intermolecular distance and θ is the angle

between the two molecules. Color code: Yellow (C atom of molecule),

blue (N), red (F). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.13 Nitrogen is doped in (a) AA stacked region, (b) AB stacked re-

gion, and (c) in between AB region of the nitrogen doped TBLG

(N-TBLG). Color code: blue (N), gray (top layer graphene), and

turquoise (bottom layer graphene). The solid black lines show the

boundaries of the TBLG unit cell. . . . . . . . . . . . . . . . . . . . 114

4.14 Optimized geometries of F4TCNQ on different positions of the nitro-

gen doped TBLG. Position of the N dopant has been shown using a

solid blue circle. Color code: Yellow (C atom of molecule), blue (N),

red (F), gray (top layer graphene), turquoise (bottom layer graphene). 116
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4.15 Calculated differential charge densities (DCD) for the site–2 [see Fig. 4.5(b)]

of the F4TCNQ/TBLG (a) top-view (c) side-view and for the Fig. 4.14(c)

configuration of F4TCNQ/N-TBLG (b) top-view (d) side-view. In all

cases, the isosurface value of 0.0015 e/Bohr3 has been plotted. Red

and blue lobes represent electron accumulation and depletion, respec-

tively. The upper and lower graphene layers are shown in gray and

turquoise, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.16 (a) Non spin-polarized density of states of F4TCNQ molecule on the

TBLG for site–2 [see Fig. 4.5(b)]. Black line represents the total up

& down spins DOS for TBLG and green line represents the total up

& down spins DOS for F4TCNQ molecule. (b) spin polarized density

of states of F4TCNQ molecule on the N-site of the N-TBLG [see

Fig. 4.14(c)]. Golden yellow line represents the DOS for N-TBLG,

blue line represents up spin DOS and red line down spin DOS for

F4TCNQ molecule. . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.1 Plots of differential charge density, ∆ρ for TCNQ monolayer on bare

graphene, for three values of the electric field, plotted at iso-surfaces

value of 0.0007 e/Bohr3. Red and blue lobes correspond to electron

accumulation and depletion, respectively. A, B and C represent the

conditions when ε = −1.0V/Å, 0 V/Å and +1.0 V/Å. The insetsshow

the position of the Fermi level with respect to the graphene Dirac

cone, for each case. This figure is reused with permission from Ref.

25 ©2019 Springer Nature Limited. . . . . . . . . . . . . . . . . . . . 131

5.2 Optimized geometry of (a) F4TCNQ molecule and (b) CoPc molecule

in the gas phase. Color code for atoms: red (F), yellow (C), blue (N),

green (Co), and turquoise (H). . . . . . . . . . . . . . . . . . . . . . . 133
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5.3 Zoomed in views of five starting adsorption configurations considered

for a single F4TCNQ molecule on undoped graphene; a
√

127×
√

127

graphene supercell was used in the calculaitons. As a result, periodic

images of molecules are > 12 Å away from each other. Color codes

for atoms are red (F), yellow (C), blue (N), and gray (C of graphene). 136

5.4 The magnetic moment µB has been plotted as a function of the ap-

plied external electric field. The insets show the direction of the

electric field (a negative electric field is pointed downwards, while a

positive electric field pointed upwards, i.e., towards the molecule). A

negative electric field (ε < 0) gives rise to a magnetic moment in the

F4TCNQ/Gr system. . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.5 (a) ∆Q (charge transfer from substrate to the molecule) as a function

of external electric field (b) Total magnetic moment µB of the system

as a function of ∆Q. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.6 Top and side views of F4TCNQ/Gr, showing isosurfaces of the spin

polarization
[
n↑(r)−n↓(r)

]
. (a),(c) ε =-0.3 V/Å, (b),(d) ε =-0.5 V/Å.

Green lobes: n↑(r) > n↓(r), purple lobes: n↑(r) < n↓(r) Isosurface

value: 0.00095 e/Bohr3 . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.7 (a) Position of the LUMO peak (in a non-spin-polarized calcula-

tion) of the F4TCNQ molecule with respect to the Fermi energy

of the F4TCNQ/Gr system for different external electric fields (b)

Position of the LUMO peak (in a non-spin-polarized calculation)

of the F4TCNQ molecule with respect to the Fermi energy of the

F4TCNQ/Gr system as a function ∆Q (charge transfer from sub-

strate to the molecule). . . . . . . . . . . . . . . . . . . . . . . . . . 143
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5.8 Projected density of states (PDOS) for F4TCNQ/Gr system at (a)

ε = -0.5 V/Å, and (b) ε = 0.5 V/Å. Black and green lines represent

the PDOS for graphene and F4TCNQ, respectively. The Fermi level

has is shown using a violet line. . . . . . . . . . . . . . . . . . . . . . 144

5.9 Constant current STM images simulated at (a) −0.5 V and (b) +0.5

V for the F4TCNQ/Gr shown in Fig. 5.3(d). All the simulations have

been performed applying an external electric field (ε) of −0.5 V/Å

perpendicular to the graphene sheet. We have plotted the isosurface

values of 1×10−8 e/Bohr3 to plot the constant current images (c)

LUMO of F4TCNQ molecule in the gas phase. Isosurface value of

0.00015 e/Bohr3 is used to plot the LUMO of the molecule. . . . . . . 145

5.10 Zoomed in view of graphene doped with single N atom (N-Gr). A
√

127×
√

127 graphene (Gr) supercell was used for N doping. Color

code: blue (N), and gray (C of graphene). . . . . . . . . . . . . . . . 146

5.11 Zoomed in views of graphene doped with N pair (2N-Gr). A
√

127×
√

127 graphene (Gr) supercell was used for N doping where we have

replaced 2 C atoms of Gr with 2 N atoms. (a)–(i) are the configu-

rations we considered for the different positions N atoms in 2N-Gr.

Color codes for atoms are blue (N), and gray (C of graphene). . . . . 148

5.12 Zoomed in views of various optimized geometries of single F4TCNQ

on N-Gr. The positions of the single dopant N atom have been high-

lighted using a red circle. Color code for atoms is red (F), yellow (C),

blue (N), and gray (C of graphene). . . . . . . . . . . . . . . . . . . 151
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5.13 Optimized geometry of single F4TCNQ adsorbed at a C-site of the

doped graphene, far away from the dopant N atom. Color code for

atoms is red (F), yellow (C), blue (N), and gray (C of graphene). The

positions of the single dopant N atom have been highlighted using a

red circle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.14 Experimental STM images for (a) F4TCNQ/N-Gr (b) after removal

of F4TCNQ molecules from F4TCNQ/N-Gr. The two bright circles in

(b) indicate the position of dopant N atoms where formerly F4TCNQ

molecules were present. Both the images recorded at bias voltage of

+1.5 V and at I = 5 pA. The figures are reprinted with permission

from Ref. 54. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.15 Zoomed in views of optimized geometry of single F4TCNQ on 2N-Gr.

We have doped
√

127 ×
√

127 supercell of graphene with a N pair.

Different positions for dopant N have been shown using red circle.

Color code for atoms are red (F), yellow (C), blue (N), and gray (C

of graphene). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

5.16 Side views showing isosurfaces of the spin polarization density
[
n↑(r)−

n↓(r)
]
, for (a) bare N-Gr, (b) F4TCNQ/N-Gr [configuration Fig. 5.12(e)],

and (c) bare 2N-Gr, (d) F4TCNQ/2N-Gr [configuration Fig. 5.15(i)].

Isovalue of 0.0007 e/Bohr3 has been used to plot the iso-surfaces.

Color code for atoms: gray – C of graphene, blue – N, yellow – C

of molecule, red – F, turquoise – H. Green lobes: n↑(r) > n↓(r) and

purple lobes: n↑(r) < n↓(r). . . . . . . . . . . . . . . . . . . . . . . . 158

5.17 (a) Projected density of states for F4TCNQ/N-Gr, and (b) F4TCNQ/2N-

Gr. Color code: Golden yellow (substrate N-Gr), turquoise (substrate

2N-Gr), and green (F4TCNQ). The position of the Fermi level has

been indicated using solid purple line. . . . . . . . . . . . . . . . . . 158
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5.18 Calculated differential charge densities (DCD) for F4TCNQ/Gr (a)

top-view (b) side-view, for F4TCNQ/N-Gr [for config. Fig. 5.12(e)]

(c) top-view (d) side-view and for F4TCNQ/2N-Gr [for config. Fig. 5.15(i)]

(e) top-view (f) side-view. In all cases, the isosurface value of 0.0015

e/Bohr3 has been plotted. Red and blue lobes indicate electron ac-

cumulation and depletion, respectively. . . . . . . . . . . . . . . . . . 160

5.19 (a) STM image of CoPc molecule adsorbed on single nitrogen (encir-

cled with green circle) and on the nitrogen pair (encircled with red

circle) of the N-doped graphene. Dark blue dots represents the posi-

tion of the nitrogen below the CoPc molecule. The images have been

recorded at I = 50 pA and V = 1.0 V. (b) dI/dV spectra of CoPc

molecule on single nitrogen of the doped graphene. (c) dI/dV spectra

of CoPc molecule on the nitrogen pair of the doped graphene. The

figures are reprinted with permission from Ref. 35. . . . . . . . . . . 162

5.20 Zoomed in views of optimized geometry of CoPc on (a) Gr (b) N-

Gr and (c) 2N-Gr. We have substituted one C atom of the 15×15

graphene supercell by one N atom to make N-Gr and two C atoms by

two N atoms to make the 2N-Gr. The position of the dopant nitrogen

has been encircled in red in (b) and (c). Color code: yellow (C), blue

(N), green (Co), turquoise (H), and gray (graphene). . . . . . . . . . 163

5.21 Projected density of states (PDOS) for isolated CoPc on (a) Gr, (b)

N-Gr, and (c) 2N-Gr. Color code: red (up spin of the CoPc), blue

(down spin of the CoPc, gray (PDOS of the Gr), orange (PDOS of the

N-Gr), and turquoise (PDOS of the 2N-Gr). The Fermi level is shown

using a purple dotted line. The figures are reprinted with permission

from Ref. 35. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
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5.22 Charge redistribution that occurs on placing a CoPc molecule on

(a),(d) pristine graphene, (b),(e) N-Gr, and (c),(f) 2N-Gr. Red and

blue lobes represent electron gain and loss, respectively. The isosur-

faces shown correspond to (a),(b)(c) 0.0015 e/Bohr3 and (d),(e),(f)

0.00055 e/Bohr3. Color code: C (yellow), blue (N), purple (Co), light

blue (H). The red circles indicate the positions of dopant N atoms

in the graphene substrate. The gray lines indicate nearest neighbor

bonds between C atoms in graphene. The figures are reprinted with

permission from Ref. 35. . . . . . . . . . . . . . . . . . . . . . . . . 167

5.23 Distance between the Co atom (of CoPc) and the substrate as a func-

tion of charge transferred from the substrate to the molecule. . . . . 167

6.1 (a) and (b) are the top and side views of the black phosphorene (BP)

3x3 unit cell. a and b are the unit cell lattice parameters. The

stacking along x-axis (armchair direction) is different from the y-axis

(zigzag direction). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

6.2 Field dependent band gaps of BP, TCNQ/BP, TCNE/BP, and TTF/BP.

The direction of the applied positive E-field is labeled inside by taking

TCNQ/BP as an example. Republished with permission of IOP Pub-

lishing Ltd, from 24; permission conveyed through Copyright Clear-

ance Center, Inc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
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6.3 (a) Experimental STM image of F4TCNQ molecules deposited on

few-layer black phosphorene at very low concentration. (b) Experi-

mental STM image at a small length scale shows that single F4TCNQ

molecules are far apart from each other on few-layer black phospho-

rene. Both the STM images recorded at -2.0 V and I= 10 pA. White

bars show the length scale of the STM images. The images are taken

with permission from Ref 25. . . . . . . . . . . . . . . . . . . . . . . 184

6.4 Optimized geometry of F4TCNQ molecule in gas phase. Color code

for atoms: red (F), yellow (C), and blue (N).The long axis of F4TCNQ,

which passes through C atoms attached to CN− groups, is shown us-

ing a dark red dashed line. . . . . . . . . . . . . . . . . . . . . . . . . 185

6.5 Optimized geometries of F4TCNQ/BP systems, (a) to (g) are the

top views of the seven configurations we considered. All the con-

figurations are different from each other in terms of the position of

hexagonal ring of the F4TCNQ molecule on BP. (h) side view of

F4TCNQ/BP. Color code for atom is red (F), yellow (C), blue (N),

maroon (P at the interface), purple (rest of the P). . . . . . . . . . . 186

6.6 Side view of optimized geometry of F4TCNQ/3L-BP. Two extra lay-

ers are added at the bottom of the F4TCNQ/BP systems shown in

Fig. 6.5(h). Color code for atom is red (F), yellow (C), blue (N),

maroon (P at the interface), and purple (rest of the P). . . . . . . . . 187

6.7 (a) Density of states (DOS) for the bare BP substrate. The black

dashed line shows the position of the Fermi level. . . . . . . . . . . . 189
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6.8 Calculated differential charge densities for Fig. 6.5(d) (a) top-view

(b) side-view. (c) LUMO of the isolated F4TCNQ molecule. To plot

(a), (b) and (c) we have used iso-surface value of 0.00015 e-bohr−3.

(d) Planar averaged differential charge density, ∆ρ(z) is plotted as

a function of z. Color code: purple (electron accumulation), and

turquoise (electron depletion) . . . . . . . . . . . . . . . . . . . . . . 192

6.9 µB has been plotted as a function of external electric fields. In-

set shows the direction of the electric field. Negative electric field

pointed downwards—positive electric field pointed upwards, i.e., to-

wards the molecule. The negative electric field (ε < 0) gives rise to

a stable magnetic phase in F4TCNQ/BP system. Color code: pale

green (magnetic phase) blue (non-magnetic phase). . . . . . . . . . . 194

6.10 Charge transfer from BP to the molecule, as a function of the applied

external electric field. . . . . . . . . . . . . . . . . . . . . . . . . . . 195

6.11 µB as a function of charge transfer from BP to the F4TCNQ molecule.196

6.12 Top and side views of the F4TCNQ/BP system, showing isosurfaces of

the spin-polarized charge density
[
n↑(r)−n↓(r)

]
, for (a),(c) ε = −0.3

V/Å, and (b),(d) ε = −0.5 V/Å. Green and purple lobes correspond

to positive and negative values, respectively, i.e., green: n↑(r) > n↓(r)

and purple: n↑(r) < n↓(r). Isosurface value 0.00046 e/bohr3. . . . . . 197
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6.13 Projected band structures for F4TCNQ/BP systems along the k-path

X–S–Y –G–X at different external electric fields (a) ε= +0.5 V/Å

(b) ε= +0.3 V/Å, (c) ε= 0.0 V/Å. Note that we have projected the

bands on the molecule. Color bar indicates the contribution from the

molecule. Red color implies that full contribution of the molecule.

Blue color indicates zero contribution of the molecule. Fermi energy

has been drawn using black dashed line. (d) The full k-path inside

the Brillouin zone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
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Chapter 1
Introduction

1.1 Design of Materials at the Nanoscale for Tech-

nological Applications

From sending a rocket to space to our daily life usage, technology is everywhere.

It is needless to say that we live in an age driven by technology. The demands

posed by technological applications drive the search for new materials with novel

properties. For example, the need for a material that shows high carrier mobility

like graphene (an allotrope of carbon consisting of a single layer of atoms arranged

in a two-dimensional honeycomb lattice), but simultaneously offers a sizeable band

gap for applications in the semiconductor industry, has provided the motivation for

the synthesis of black phosphorene (a single layer of black phosphorus, the most

stable allotrope of phosphorus).1;2

The success of graphene has accelerated the search for new two dimensional

(2D) materials. This has led to the discovery of other new 2D materials such as

germanene (a single layer of germanium atoms),3 phosphorene,1;4 hexagonal boron

nitride (boron and nitrogen atoms arranged in a two-dimensional honeycomb lattice

like graphene),5 and van der Waals stacked heterostructures.6;7 It is thought that

1
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these materials may replace the current silicon-based electronics in the future. These

new 2D materials are not only attractive because of their technological applications

due to their extraordinary electronic properties such as high carrier mobility, but are

also interesting from the viewpoint of fundamental physics. For example, graphene

shows exotic properties like the integer and fractional quantum Hall effects,8;9 and a

remarkably high electrical conductivity.10 Black phosphorene is also known to show

interesting physical properties. For example, black phosphorene shows anisotropy in

hole mobility, i.e., it shows very high/low hole mobility along the zigzag/armchair di-

rection.11 It also shows a sizeable band gap of 1.50 eV.11–13 The combination of these

two properties is rarely observed in the same material, making black phosphorene

very attractive in the semiconductor industry.

Technological applications have got a massive boost with the incorporation of

nanomaterials. For example, the electronics industry requires effective ways of

nanostructuring materials that can lead to a large density of electronic components

on a chip.14–16 Nanomaterials are restricted in nanometric dimensions. One can

have zero, one, two, or three dimensional nanomaterials. Molecules and nanoclus-

ters are examples of zero dimensional nanomaterials.17;18 Similarly, nanowires and

nanotubes are examples of one-dimensional nanomaterials.19–22 Examples of two-

dimensional nanomaterials include monolayers, thin films and heterostructures.23;24

An example of a three-dimensional nanomaterial is a nanostructured alloy. In recent

years, nanomaterials have drawn huge attention owing to the variety of novel and

technologically desirable properties that one can get out of materials by reducing the

size. For example, some materials like Pt and Au are well known to be noble metals,

which display very low chemical reactivity. However nanoparticles of these elements

show catalytic properties and are becoming increasingly used in applications. Gold

nanoparticles are also known to show magnetism, in contrast to the nonmagnetic

bulk counterpart.25
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A new revolutionary field in which nanoscience and nanotechnolgy play an im-

portant role is molecular electronics,26 where one or more molecules are designed to

be used as components such as conducting wires, switches or rectifiers.27 Another

area where the use of organic molecules in electronics is popular is that of exploiting

the spin degree of freedom of the electron. This leads to the new field of molecu-

lar spintronics, which combines both electronics and spintronics.28;29 Spin crossover

molecules are one class of molecules that find application in spintronics.30;31 This is

because of their switchable spin states (e.g., two possible spin states exist for the

FeII complexes) which can be switched using external stimuli like light, pressure, or

electric field. A significant opportunity for research can be foreseen in this field, for

developing a basic understanding as well as probing and improving spin-dependent

properties for the applications.

Designing a nanomaterial which can give us desirable properties for technolog-

ical applications is one of the very first steps of the materials research. The next

step is the synthesis of the material. Then the material goes for characterization,

which tells us how much it deviates from the desired properties. Scanning tunneling

microscopy32;33 (STM) and atomic force microscopy34 (AFM) are two of the tech-

niques used very frequently for the characterization part. If the characterization

shows significant deviation from the properties we wanted, we may have to repeat

the whole process. This is often very challenging, because repeating the entire pro-

cess requires a lot of extra effort and time. Sometimes it is very expensive in terms

of cost. This is where first principles calculations play a significant role, and can

guide us in designing materials with desired properties.

The term ‘first principles calculations’ is used to describe theoretical methods

that allow one to calculate the electronic and physical properties of a material using

quantum mechanical principles, within no empirical input apart from atomic num-

bers and atomic masses. Ab initio density functional theory35;36 (DFT), ab initio
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molecular dynamics37 (AIMD), and Quantum Monte Carlo38 (QMC) are a few ex-

amples of first principles methods that are frequently used to compute the material

properties. The charm of these computational techniques is that they do not require

any experimental data as input. This is where the strength of the first principles

calculations lies. They can also help us gain a detailed understanding into the un-

derlying reasons why a material possesses the properties it does, in a way that is not

accessible to experiments. Such knowledge can then be leveraged to further design

an even more suitable material for the desired application. Once a suitable material

has been finally made by such a combined theoretical and experimental approach,

one can then move on to device fabrication.

In this thesis, we have used ab initio density functional theory (DFT) to compute

the properties of the systems under investigation, as well as to gain insight into why

they possess the properties that they do. DFT simplifies the complexity of han-

dling the quantum many-body problem by mapping it onto an equivalent problem

formulated in terms of the three-dimensional electron density; this is then mapped

in turn onto an equivalent one-electron problem. Hence, to compute or explain the

properties of a material, we do not need to compute the complicated many-body

electronic wave-function; instead, we can get essentially the same information by

solving instead the one-electron Kohn-Sham equations.

Sometimes, computations based on first principles calculations can become rather

expensive; in such scenarios, one can still, however, make progress with models that

capture the essential physics at play, with the model parameters being fitted to

simpler first principles calculations.
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(a) (b) (c)
Figure 1.1: Top views of the three substrates considered in this thesis: (a) Au(111),
(b) graphene, and (c) black phosphorene. Color code for atoms: golden yellow (Au),
gray (C), purple (P). The black lines indicate the boundaries of the primitive surface
unit cell.

1.2 Motivation of this thesis: Organic molecules on

substrates

In this thesis, we have explored the possibility of tailoring the properties of two

dimensional systems by molecular adsorption. We have studied organic molecules

on surfaces in many chapters of this thesis. Molecule-substrate interfaces are of

interest for materials science, as placing a molecule on a substrate can tune the

properties of both the molecule and the substrate, and can even introduce novel

phenomena. For example, it has been shown that non-magnetic TCNQ molecules

develop a magnetic moment when deposited on a non-magnetic substrate comprised

of graphene grown on Ru(0001).39 On the other side, a thin film of Cu, a diamagnetic

system, shows ferromagnetism upon adsorption of C60 molecules.40

We now give a brief introduction to the substrates that we have considered for the

deposition of organic molecules. In this thesis, we have considered three different

kinds of substrates, viz., Au(111) (a metal), graphene (a semimetal), and black

phosphorene (an insulator), see Figs. 1.1(a) to (c).

Bulk gold has the face centered cubic (fcc) structure, and accordingly atoms
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on the bulk-terminated Au(111) surface are arranged in a triangular lattice where

each atom has six nearest neighbors [see Fig. 1.1(a)]. However, this bulk termi-

nated structure reconstructs into a structure that is known as the herringbone pat-

tern,41–43 which results from the formation of elastic stress domains that relieve

surface stress.44 We note that when considering the Au(111) surface in Chapter 3,

we have not taken into account the herringbone reconstruction. This is because it

has a unit cell that is prohibitively large for DFT calculations; in any case, over

large regions of the surface, the herringbone reconstruction can be viewed as a mi-

nor perturbation to the unreconstructed structure, and we do not believe it plays

an important role in the physics of the spin crossover transition studied in Chapter

3.

Graphene was first discovered and isolated by Andre Geim and Konstantin

Novoselov in 2004.45 It has drawn a great deal of attention since its discovery due

to its spectacular mechanical and electronic properties, which open up spaces for its

possible application in modern technologies.6;46;47 Pristine graphene is a semimetal,

i.e., it has a zero band gap, which makes it unsuitable for many applications in elec-

tronics. Ways of effectively tuning graphene’s electronic properties, such as opening

up a band gap in graphene, have been among the most discussed topics in physics in

the last two decades.48–50 Graphene also displays several unusual properties such as

room temperature quantum Hall effect,8;9 ambipolar electric field effect,45 and ex-

tremely high electrical conductivity.10 In this thesis, we have tuned the charge and

magnetic moment of organic molecules such as F4TCNQ (tetrafluoro-tetracyano-

quinodimethane) and CoPc (cobalt phthalocyanine) by adsorbing them on graphene

and nitrogen doped graphene. We have also studied the self-organization of F4TCNQ

molecules deposited on twisted bilayer graphene. Twisted bilayer graphene (TBLG)

is a system composed of two monolayers of graphene deposited atop each other, such

that the atomic rows of one layer are misoriented with respect to those of the other
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layer by a twist angle. As a result of the twist between the successive layers, in

TBLG, in different regions of the unit cell, the stacking changes from AA to AB to

in-between. The electronic properties of TBLG are not the same as those of single-

layer graphene; they are much more complicated and largely depend on stacking

and the twist angle between layers. For example, at small twist angles, twisted bi-

layer graphene (TBLG) shows appealing properties such as very low Fermi velocity,

highly localized electron density, and van Hove singularities in the electronic density

of states near the Fermi energy.51

Black phosphorene, a monolayer of black phosphorus, was first prepared by me-

chanical exfoliation by Lu et al.2 It has drawn much attention because of its fas-

cinating electronic properties. In particular, its high charge carrier mobility, direct

band gap semiconducting characteristics, and strong anisotropies in electro-optical

and thermo-mechanical properties are opening up new opportunities for its appli-

cation in electronics52 and optical devices.53 We have studied the effect of external

electric fields on electronic and magnetic properties of black phosphorene doped by

the deposition of F4TCNQ molecules.

Next, we give a brief introduction of the three organic molecules we considered

for adsorption. We have studied the adsorption of the spin crossover molecule Fe((3,

5-(CH3)2C3N2H)3BH)2 (IPB) on Au(111) in Chapter 3, and the adsorption of the

electron acceptor F4TCNQ on twisted bilayer graphene, pristine graphene, and N-

doped graphene in Chapters 4 and 5. Adsorption of F4TCNQ on black phosphorene

has been studied in Chapter 6. We have studied the adsorption of another electron

acceptor type molecule, cobalt phthalocyanine, (CoPc) on pristine and N-doped

graphene in Chapter 5. The three molecules have been shown in Figs. 1.2(a)–(c).

Spin crossover molecules can show switching between two spin states – a low-

spin (LS) and a high-spin (HS) state – under the application of external stimuli

such as electric field, light, or heat.54 IPB is a classic example of this category; see
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(a) (b) (c)

Figure 1.2: Optimized geometry of isolated (a) spin crossover IPB molecule [Color
code for atoms is red (iron), blue (nitrogen), green (boron), orange (carbon), violet
(hydrogen)], (b) F4TCNQ molecule [Color code for atoms: red (F), yellow (C), blue
(N)] and (c) CoPc molecule [Color code for atoms: red (F), yellow (C), blue (N),
green (Co), and turquoise (H)] in the gas phase.

Fig. 1.2(a). Spin crossover molecules55 are particularly attractive compounds in

molecular spintronics as they can display a different conductance in the two spin

states. They can also find applications in magnetic memory devices,56 where spin

states are used as classical bits. The study of interfaces between spin crossover

molecules and metal substrates is important because such interfaces will be present

in devices, and one needs to understand how the presence of the interface may alter

the spin crossover properties of the molecules. For example, we will see that we find

that epitaxial strain imposed by the substrate [Au(111) in our case] can alter the

spin state of the spin crossover molecule.

The electron acceptor type molecule F4TCNQ has drawn considerable atten-

tion because of its possible application in molecular electronics. One can tune the

electronic properties of a substrate by adsorbing F4TCNQ on it. For example, it

has been shown that F4TCNQ creates p-type doping when deposited on a black

phosphorene57 or graphene58 substrate. One can also change the p-type doping to

a n-type doping by replacing the F4TCNQ molecule with an electron donor type
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molecule such as tetrathiafulvalene (TTF).58 In this thesis, we show that it in ad-

dition to p-type doping, one can also induce a magnetic moment, by applying an

external electric field to a system consisting of a F4TCNQ molecule adsorbed on

graphene or black phosphorene.

Metal phthalocyanines are the third class of molecules considered in this thesis.

These are particularly attractive for their catalytic activity.59 For example, cobalt

phthalocyanine or CoPc is a potential catalyst for CO2 conversion reactions.59–61

Enhanced catalytic activity for CoPc has been observed on nitrogen-doped graphene

when the molecule binds to a pyridinic or pyrrolic site.62 It has been suggested that

changing the oxidation state of the Co center in the CoPc molecule, from 0 state to a

−1 state, by a redox reaction, should result in improved catalytic performance.60;61

We will show that such a change in charge state due to a redox reaction occurs for

the CoPc molecule when it is adsorbed on a nitrogen pair in N-doped graphene.

Above, we have mentioned that molecular adsorption can affect structural, elec-

tronic, and magnetic properties. The next question is, what are the driving forces

which result in a change in properties on bringing the molecule and substrate to-

gether? One important driving force could be charge transfer between the substrate

and molecule. Another driving force could be the epitaxial strain imposed by the

substrate on the molecular overlayer. For example, we will see in Chapter 3 that

epitaxial strain induces spin-crossover between low-spin and high-spin states of the

molecule deposited on the substrate.63 In addition to such intrinsic mechanisms,

extrinsic factors such as an applied electric field could be used to further tune the

properties of the system. There is a lot of room left in this field, which requires

rigorous research to have a better idea of the driving forces that can be exploited to

tune the properties of the molecules and/or substrate for technological applications.
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1.3 Outline of this thesis

In Chapter 1, we have given a brief introduction to the problems we have considered

in this thesis. This thesis has focused on two types of systems: organic molecules

on surfaces, and two dimensional systems with impurities and/or defects. These

systems have in common certain features, (i) they are low-dimensional, (ii) they

have applications in fields such as spintronics, and device physics, (iii) the system

properties accordingly have to be tailored so that they are optimal for the desired

applications, (iv) frequently, strong correlations and/or non-covalent interactions

play an essential role.

We have studied organic molecules on surfaces in the first part of this thesis.

Spin crossover molecules on a metallic substrate have been discussed in Chapter 3.

Electron acceptor type organic molecules on different non-metallic surfaces have been

studied in the next three chapters. The problems have been discussed in the following

order: electron acceptor type molecule F4TCNQ on twisted bilayer graphene in

Chapter 4, F4TCNQ on pristine and nitrogen doped graphene in Chapter 5, and

F4TCNQ molecule on black phosphorene in Chapter 6. We have also studied an

organo-metallic catalyst, the cobalt phthalocyanine (CoPc) molecule, on nitrogen-

doped graphene in Chapter 5.

The second part of this thesis, i.e., Chapter 7, discusses the defects found in few-

layer black phosphorene. The experimental parts of all the problems discussed in

this thesis have been performed by the group of Prof. Vincent Repain and Dr. Jérôme

Lagoute in the MPQ Laboratory of the University of Paris - Diderot.

In Chapter 2, we have discussed the underlying theoretical formalism and the

computational techniques that we have used in this thesis. This includes non-spin-

polarized and spin-polarized density functional theory35;36 (DFT), the DFT-D264;65
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technique to incorporate dispersion interactions, the DFT+U 66–68 method for de-

scribing strong correlations, and the Tersoff-Hamann69 approach to simulate scan-

ning tunneling microscopy (STM) images.

In Chapter 3, we have studied spin crossover molecules deposited on a metallic

gold substrate. Spin crossover is a phenomenon of changing spin state induced by

external stimuli such as light, pressure, or temperature. Spin crossover molecules

(SCM) have drawn considerable attention in the field of spintronics because of their

unique ability of controllable spin switching.30;31 Fe((3, 5-(CH3)2C3N2H)3BH)2 (or

IPB) is one of the classic examples of this category. IPB molecules are found in

the low-spin (LS) ground state in their crystalline phase.70 However, recent STM

experiments show that an ordered superlattice of two types of molecules is formed

when they are deposited on a Au(111) substrate.71 One can guess that these two

types of molecules could be in two different spin states, i.e., high-spin (HS) and low-

spin (LS) states, but this has not been proven experimentally. Using DFT, we show

that the SCM molecules are indeed arranged in an ordered mixed spin state, forming

a LS-HS-HS superlattice.63 We have simulated STM images for this ground state

structure, and compared with experiment. The simulated and experimental STM

images show excellent agreement. We are the first to report this two dimensional

ordered spin-state superlattice. We also show that the driving force for the formation

of this 2D spin-state lattice is the epitaxial strain that arises due to the lattice

mismatch between the substrate and the monolayer of the IPB. A mechanoelastic

model fitted with the DFT parameters has been developed to understand the strain-

induced spin crossover. This finding opens up a new space for the spin crossover

molecules because one can control the spin states of the molecule at the metallic

interfaces by tuning the lattice mismatch between the molecular monolayer and the

substrate. This is possible if one considers different substrates for the same molecule.

In the next few chapters, we have studied the interaction of organic molecules
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with different non-metallic interfaces. For example, we have studied F4TCNQ

on graphene, nitrogen-doped graphene and phosphorene in Chapters 4, 5 and 6.

We have studied CoPc on graphene and nitrogen-doped graphene in Chapter 5.

F4TCNQ on different non-metallic surfaces has drawn considerable attention in the

field of device physics, because one can tune the electronic properties of the substrate

by doping with an organic molecule. So, molecular doping can be a game-changer

in the semiconductor industries where we can use different organic molecules as

dopants to get the desired properties during device fabrication.

One should also have a complete understating of the molecule-substrate interac-

tion before applying such systems for the device fabrication, because the molecules

can sometimes react with the substrate and form chemical bonds. Sometimes,

they can show different self assemblies depending on the substrates we are us-

ing. For example, F4TCNQ molecules form very densely packed 2D-islands on

graphene grown on the hexagonal-BN substrate.72 In Chapter 4, we have stud-

ied the F4TCNQ molecule on twisted bilayer graphene (TBLG). STM experiments

performed by Dr. Harsh and Dr. Lagoute show that F4TCNQ avoids the compar-

atively electron-rich AA-stacked regions of the Moiré (formed by the TBLG); this

is counter-intuitive since the molecule is an electron acceptor.73 The STM experi-

ments also show that F4TCNQ self assembles into one-dimensional linear chains on

twisted bilayer graphene (TBLG) at higher coverage.73 Our DFT calculations have

validated and explained the experimental findings. We have found that relatively

weak van der Waals interactions between the molecule and the substrate when it

sits at the locally convex AA-stacked regions of the Moiré cause adsorption at these

sites to be disfavored. We have also found that strong intermolecular interactions

among the F4TCNQ molecules along a particular direction leads to the formation of

the linear chain on TBLG at higher coverage. These findings could conceivably be

of interest in molecular electronics, where one would like to make molecular wires.
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F4TCNQ-graphene systems can be very special if one can add magnetic function-

alities to them, thus raising the possibility of them being used in spintronic devices.

In the first part of Chapter 5, we are interested in showing how one can add mag-

netism to the F4TCNQ-graphene system. We have shown two different ways to do

this. One way is applying an external electric field to the system, and another is

doping the graphene substrate with nitrogen atoms. We have also shown that both

approaches can hugely increase the electron transfer from graphene to the molecule.

Our calculations show that the LUMO (lowest unoccupied molecular orbital) of the

molecule splits into two orbitals, majority spin SOMO (singly occupied molecular

orbital) and minority spin SUMO (singly unoccupied molecular orbital) with dif-

ferent filling ratio which induces magnetism. We find a good correlation among

the magnetism, charge transfer, and the external electric field; these correlations

could be useful to predict the magnetism and the charge transfer of a system for a

given direction and magnitude of the electric field. In the second part of Chapter

5, we have tuned the charge of the CoPc molecule on nitrogen-doped graphene. It

is expected to show enhanced catalytic performance in its reduced state. However,

in the earlier study62 which discussed enhanced catalytic activity for the CoPc on

the nitrogen-doped graphene, the molecule was in the “0" oxidation state. Recently,

STM experiments led by our collaborator Dr. Lagoute, have shown that CoPc is in

the reduced −1 state on nitrogen pairs in nitrogen-doped graphene.74 Using DFT,

we have shown that high charge transfer from the nitrogen pair to the CoPc molecule

shifts the LUMO of the CoPc molecule below the Fermi level, a signature of the re-

duction reaction. This explains the experimental dI/dV spectra, where they have

found that the LUMO of the CoPc molecule shifts to below the Fermi level when

deposited on N-pairs in graphene.

In another work on F4TCNQ, we have used F4TCNQ to dope black phospho-

rene (BP). Black phosphorene has gained major popularity owing to its spectacular
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electronic properties, which are ideal for technological applications. One can tune

the electron properties of the black phosphorene by chemical doping75;76, defect

creation77;78, applying external electric field57 or by applying bi-axial or uni-axial

strain.79;80 In Chapter 6, we have shown that one can tune the electronic ans mag-

netic properties of BP by using molecular doping combined with application of an

external electric field. Unlike defect creation and chemical functionalization, our

approach for tuning the electronic properties is advantageous because molecular

doping does not damage the phosphorene’s structure. Using DFT calculations, we

have shown that an external negative electric field can induce magnetism in the

F4TCNQ/BP system. This can be explained in terms of the splitting of the impu-

rity band introduced by the molecule. F4TCNQ creates p-type doping in the BP

by introducing a band (corresponding to its LUMO) in the band gap of BP which

gets split into one unoccupied spin down (SUMO) band and one partially occupied

spin up (SOMO) band at negative electric fields. We have also shown that the elec-

tronic and magnetic properties of this system will evolve in interesting ways as the

temperature increases.

In addition to this, we have also explained a puzzle regarding the origin of unidi-

rectional streaks that were found in STM images of this system. These streaks are

found to occur along the zigzag direction but not the armchair direction.73 We have

found that the diffusion barrier for F4TCNQ on phosphorene is highly anisotropic,

being low/high along the zigzag/armchair directions. Thus the features observed in

STM images can be explained as arising from the diffusion of F4TCNQ molecules

along the zigzag direction during the scan time.

In the second part of this thesis, we have studied defects in a two-dimensional ma-

terial. Few-layer phosphorene has gained enormous popularity among 2D materials

because both the band gap and charge carrier mobility can be tuned by varying the

thickness (numer of layers). This makes few-layer phosphorene a potential candidate



1.3 Outline of this thesis 15

for use in electronic and photonic devices.11;81 The presence of various defects causes

different changes in the electronic properties, and hence these can be exploited (or

may be disadvantageous) for different possible applications. For example, a diva-

cancy reduces the carrier mobility due to increased electron-hole recombination and

therefore impairs the performance of electronic devices.75 Therefore, it is crucial to

understand the nature and impact of the presence of different kinds of defects. In

Chapter 7, we have built up a library of several kinds of defects and their simulated

STM images. Some of these simulated images are in good agreement with experi-

ments. For example, STM experiments performed by Prof. Lagoute and his team

on few-layer black phosphorene show a unique dumbbell shape; this feature displays

a change of contrast and shape upon reversal of the bias potential.73 The origin of

this feature remains a puzzle. Previously, other groups also tried to address the

same problem of the origin of this ubiquitous feature, but could not find entirely

satisfactory solutions.82;83 We show that a Sn substitutional defect can explain the

shape and change of contrast observed in these STM experiments. We have also

developed a simple post-processing technique that provides insight into the origin

of features such as these in STM images.

In addition to this, a second kind of feature has also been observed in the STM

experiments, which inititally shows a bright circular shape but changes to a dumbbell

shape after being subjected to an electric pulse.73 However, this dumbbell shape

differs from the ‘native’ dumbbell shape (the dumbbell which was there even before

applying the pulse). Using DFT, we have shown that this second kind of feature

arises from the presence of a Sn intercalation defect. To understand the effect of the

electric pulse, we have also proposed a mechanism where the Sn intercalation defect

changes to a third kind of Sn defect, Sn-2 + P-adatom (Sn substituted in the lower

sub-layer of the topmost layer + a P atom adsorbed on the upper sub-layer over

the Sn atom) owing to the breaking of Sn-P bond, due to the effect of an external
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electric pulse. Our STM simulation results for this third kind of Sn defect also show

a dumbbell shape and at the same time, some difference from the ‘native’ dumbbell,

as in the STM experiments.

In Chapter 8, the conclusions of each chapter are summarized and possible di-

rections for future work are discussed.
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Chapter 2
Methods and Formalism

In this thesis, I have primarily used density functional theory (DFT) to solve di-

verse problems. In this chapter, I will briefly review the formalism underlying this

approach.

2.1 The Schrödinger Equation andMany-Body Prob-

lem

In principle, one can get any desired information about a material by solving the

relevant many-body Schrödinger equation:

ĤΨ(R, r) = EΨ(R, r). (2.1)

Here, Ψ is the wavefunction of all the participating particles, i.e, electrons and nuclei;

it is a function of all the nuclear coordinates {R} and all the electronic coordinates

{r}. Ĥ is the many-body Hamiltonian operator,1 which can be written as:

Ĥ = − 1

2MI

∑
I

∇2
I −

1

2

∑
i

∇2
i +

1

2

∑
I 6=J

ZIZJ
|RI −RJ |

−
∑
i,I

ZI
|ri −RI |

+
1

2

∑
i 6=j

1

|ri − rj|
,

(2.2)

27
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where RI , MI and ZI are the position, mass and the atomic number of the I th

nucleus. Similarly, ri is an electronic position. It is standard practice to set ~ = e

= me = 4πε0 = 1, as has been done in the equation above. Note that I will exercise

this convention throughout my thesis. ~ is Planck’s constant divided by 2π. One

can rewrite Eq. (2.2) as:

Ĥ = Ĥk,n + Ĥk,e + Ĥp,n−n + Ĥp,n−e + Ĥp,e−e (2.3)

Ĥk,n and Ĥk,e are the kinetic energy operators for the nuclei and electrons. Ĥp,n−n,

Ĥp,n−e and Ĥp,e−e are the potential energy operators for the nucleus–nucleus inter-

action, nucleus–electron interaction and electron–electron interaction. Except for a

few special cases, it is impossible to solve Eq. (2.1) exactly and analytically for in-

teracting many-body systems. Therefore we need to invoke various approximations

to make it solvable. I discuss a few of them in the sections below.

2.1.1 The Born-Oppenheimer Approximation

Within this approximation, one can decouple the electronic degrees of freedom from

the nuclear degrees of freedom, because electrons being much lighter, move much

faster than the nuclei.2 So for a given set of nuclear positions, the electrons adjust

their position almost instantaneously, i.e., before the nuclei move. Hence we can

separate the nuclear and electronic coordinates:

Ψ(R, r) = Ψn(R)Ψe. (2.4)

This approximation simplifies the many-body electronic Schrödinger equation into

the form3 shown below:
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(Ĥk,e + Ĥp,n−e + Ĥp,e−e)Ψe(R, r) = Ee(R)Ψe(R, r) (2.5)

The second term on the left-hand-side of Eq. (2.5) tells us that the electrons are

experiencing the effects of the nuclear positions only through the electrostatic inter-

actions between the electrons and the nuclei. In the Born-Oppenheimer approxima-

tion,2 we solve Eq. (2.5) for a set of nuclear positions and then calculate the total

energy using the following equation:

E = Ee(R) +
1

2

∑
I 6=J

ZIZJ
|RI −RJ |

. (2.6)

Subsequently, we could do the same for a second set of nuclear positions, which leads

to a new value for the total energy. By doing this repeatedly, we can ultimately we

hope to determine the ground state structure, i.e., the particular set of nuclear

positions that gives the lowest energy according to Eq. (2.6).

2.1.2 Density Functional Theory

So far, we have seen that the solution of the many-body Schrödinger equation of the

N -electron system depends on 3N position-space coordinates and N spin coordi-

nates. Therefore, Ψe is an extremely complicated function even for a small molecule

like water or methane, which suggests that it is nearly impossible to solve the many-

body Schrödinger equation. The unparalleled success of density functional theory

(DFT) comes in this context, which simplifies the problem by mapping the solu-

tion in terms of the 3N -dimensional electronic wavefunction, into a solution instead

of the 3-dimensional electron density. Hence, in explaining the properties of the

material, it is unnecessary to compute the complicated many-body electronic wave-

function Ψe; instead, we can get the same information by solving another equation,

which is a functional of the electron density n(r). The formalism of DFT is built on
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two underlying principles which we discuss in the following two sections, viz., the

Hohenberg-Kohn Theorems4 and the Kohn-Sham Ansatz.5

Hohenberg-Kohn Theorems

The entire field of DFT stands upon two fundamental theorems given by Hohenberg

and Kohn (HK).4

Theorem I: For any system of interacting particles in an external potential Vext(r),

the potential Vext(r) is determined uniquely, up to an additive constant, by the

ground state particle density n0(r).1

This theorem states that once we know the ground state electron density, we

can construct the term Vext as well as the other terms in the Hamiltonian operator.

Then, solving the Schrödinger equation can give us the N -electron wavefunction of

the ground-state, from which we can compute any desired property.

Theorem II: A universal functional for the energy E[n] in terms of n(r) can be

defined, valid for any external potential Vext(r). For any particular Vext(r), the exact

ground state energy of the system is the global minimum value of this functional,

and the density n(r) that minimizes the functional is the exact ground state density

n0(r).1

The second HK theorem states that we can define the total energy E[n], which

is a functional of the density n(r). This can be written as:6

E[n] = F [n] +

∫
Vext(r)n(r)dr, (2.7)

with a universal functional F [n]:

F [n] =
〈
Ψe(n)|Ĥk,e + Ĥp,e−e|Ψe(n)

〉
. (2.8)

F [n] depends on the kinetic energy of the electrons and the potential energy due to
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the electron-electron interaction. Minimizing Eq. (2.7) with respect to n(r) enables

us to find the ground state energy and the ground state electronic density.

However, the real challenge of the DFT is that we don’t know the exact func-

tional form of F [n]. The accuracy of the method depends on how good are the

approximations that can be made for the functional F [n]. An ansatz proposed by

Kohn and Sham deals wonderfully with this problem, which has made DFT very

much popular in the community.

Kohn-Sham Ansatz

The ansatz5 simplifies the many-body problem by mapping a system of N interacting

particles onto a system of N non-interacting particles. The idea was that if one can

find a system of N non-interacting electrons which can produce the same electron

density as of N interacting electrons, the total energy of the system can be expressed

as follows:

EKS[n] = T [n] +
1

2

∫
n(r)n(r′)

|r− r′|
drdr′ +

∫
Vext(r)n(r)dr + Exc[n]. (2.9)

T [n], the kinetic energy of the single-particle non-interacting system can be ex-

pressed using Eq. (2.10) below,

T [n] = −1

2

N∑
i

〈
ψi|∇2|ψi

〉
, (2.10)

where ψi is the single-particle orbital or Kohn-Sham orbital1 which can be filled

up following Pauli’s exclusion principle. 1
2

∫ n(r)n(r′)
|r−r′| drdr

′ is the Hartree term or

EH , arising due to Coulombic repulsion of the electron density with itself. The

interaction between nuclei and electrons can be replaced by an external potential

Vext. Exc[n] is the exchange-correlation energy that accounts for the kinetic energy
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difference between the many-electron interacting system and the N single-electron

non-interacting system, and also the residual energy contributions due to the ex-

change asymmetry and correlations.

Comparing Eq. (2.7) with Eq. (2.9), we can rewrite the universal functional in

the following way:

FKS[n] = T [n] +
1

2

∫
n(r)n(r′)

|r− r′|
drdr′ + Exc[n]. (2.11)

Alternatively, we can write the Kohn-Sham equations in the form of the Schrödinger

equation as follows:5

{
− 1

2
∇2 + VKS(r)

}
ψi(r) = εiψi(r), (2.12)

where

VKS(r) = VH(r) + Vxc(r) + Vext(r). (2.13)

Here εi is the one-electron energy, VH(r) = δEH

δn(r) is the Hartree potential and Vxc(r) =

δExc

δn(r) is the exchange-correlation potential. To solve Eq. (2.12), we need the potential

VKS. Since the potential VKS depends on n(r), which is however what we are solving

for, it needs to be found self-consistently, with the resulting density given as:

n(r) = 2

N/2∑
s=1

|ψi(r)|2. (2.14)

A flowchart describing the self-consistent procedure to solve Eqs. (2.12)- (2.14)

has been shown in Fig. 2.1.
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Figure 2.1: Flow chart showing the self-consistency loop for the iterative solution of
the KS equation. Superscripts indicate the iteration.
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2.1.3 Exchange-Correlation Functional

The exchange-correlation potential (Vxc) is the only big unknown when writing down

the form of the Hamiltonian for the Kohn-Sham equations. Unfortunately, we need

this term to account for all the many-body effects in the system. Electrons are

fermions by nature. Electrons with the same spin repel each other and want to stay

apart from each other. This spatial separation causes extra stabilization to the sys-

tem (due to the reduction of the Coulomb energy), which is known as the exchange

energy. The correlation is a complicated quantity that is the result of many-body

interactions among the electrons, where electrons try to reduce the Coulomb repul-

sion by screening themselves. The correlation energy is defined as the difference

between the exact energy of the many-body system and its energy as calculated by

the Hartree-Fock approximation.

It is impossible to calculate the exact form of the exchange-correlation potential,

although there are several approximations available, which I discuss in the next two

paragraphs.

Local Density Approximation

This is the simplest method of describing the exchange-correlation energy. In the

local density approximation (LDA),7–9 the exchange-correlation energy of the elec-

tronic system is constructed by assuming that exchange and correlation are purely

local in nature as a functional of the electron density. According to this approxima-

tion, the exchange-correlation energy can be written as:

ELDA
xc =

∫
n(r)εhomxc

(
n(r)

)
dr, (2.15)

where εhomxc (n) is the exchange-correlation energy per particle of an interacting ho-

mogeneous electron gas at the density n(r). εhomxc

(
n(r)

)
has been calculated, e.g.,

using Quantum Monte Carlo simulations.8 Several parametrizations also exist for
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the form of the exchange-correlation functional in the LDA. One of the most popu-

lar is by Perdew and Zunger.10 Though the LDA works surprisingly well for many

systems, it has a tendency to overbind.

Generalized Gradient Approximations

In a real system, it is not necessarily true that the electron density is always ho-

mogeneous. In fact, in most of the cases it is inhomogeneous. In order to capture

the non-local nature of the electron density, one considers the gradient of the den-

sity with its local density, which is known as the generalized gradient approximation

(GGA).11;12 The exchange correlation energy for a GGA functional can be expressed

as:

EGGA
xc =

∫
dr n(r)εxc

(
n(r), |∇n(r)|

)
, (2.16)

where εxc(n(r), |∇n(r)|) is the exchange-correlation energy per electron, that de-

pends on the local electron density n(r) as well as the gradient of the density

|∇n(r)|. Like LDA, several distinct forms of GGA functionals are available. Two of

the most widely used forms are the Perdew-Burke-Ernzerhof functional (PBE)11 and

the Perdew-Wang functional (PW91).12 The GGA usually corrects the over-binding

problem of the LDA. However, the GGA is known to often underbind.

2.1.4 Plane Wave Basis Sets

In order to solve the Kohn-Sham equations, we often expand the Kohn-Sham or-

bitals, ψi(r), in terms of a suitable basis set {φj(r)}:

ψi(r) =
∑
j

cjφj(r). (2.17)
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φj(r) can be of different types, such as plane waves,13;14 localized atomic orbitals,15

Muffin Tin Orbitals,16 etc. In this thesis, we have used a plane wave basis set, which

is briefly described below.

Bloch’s theorem states that in a periodic system like a crystalline solid, the

electronic wavefunction ψi can be written as:17

ψi(r) = fi(r)eik.r, (2.18)

where fi(r), which shows periodicity in terms of cell vectors, can be expanded using

a discrete (in principle infinite) set of plane waves whose vectors are reciprocal lattice

vectors of the crystal:

fi(r) =
∑
G

ci,Ge
iG.r. (2.19)

Combining Eq. (2.18) and (2.19), we can rewrite the electronic wavefunction as a

sum of plane waves:

ψi(r) =
∑
G

ci,k+Ge
i(k+G).r. (2.20)

The number of plane waves is determined by introducing a kinetic energy cutoff

(Ecut), so that we retain only those plane waves ei(k+G).r, such that (~2/2me)|k +

G|2 ≤ Ecut (note that in the atomic units used in this thesis, ~ = me = 1). One real

advantage of using a plane wave basis set is that a single parameter, Ecut, controls

the convergence of the basis set. However, if one tries to expand the wavefunctions

in the core region using plane waves, one needs a massive number of plane waves,

resulting in a high computational cost. This problem is resolved by the use of

pseudopotentials, which are described below.
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2.1.5 Pseudopotential Approximation

By Bloch’s theorem, the Kohn-Sham wavefunctions for a periodic system can be

expanded using a discrete set of plane waves. However, this is a poor choice of basis

for all-electron calculations because a very large number of plane waves are required

to expand the tightly-bound core electrons and to follow the rapid oscillations of

valence wavefunctions near the core region; this costs a vast amount of computational

time and memory, making such calculations prohibitively expensive.

It is a well-known fact that the physical and chemical properties of materials

are primarily dependent on valence electrons. We are going to exploit this fact by

replacing the tightly bound core electrons and the strong ionic potential by a weaker

potential that acts on pseudo wavefunctions rather than true wavefunctions. This

is known as the pseudopotential approximation.18–20 In this way we can drastically

reduce the computational expense. A good pseudopotetial should have the following

properties:

1. Smoothness: the pseudo-wavefunctions and their first and second derivatives

should match smoothly after a cutoff radius which separates core regions from

the valence region.

2. Transferability: the same pseudopotential can be used in different chemical

and structural environments.

3. Softness: It should require a low energy cutoff for the expansion using plane

waves. The lower the cutoff, the softer it is.

In addition, it was believed that the pseudo wavefunction should possess the same

norm (squared amplitude of the wavefunction) as the true wavefunction in both the

core and valence regions to meet the good transferability criteria. This is known as

the norm-conservation criterion.19 However, norm-conserving pseudopotentials still



38 Chapter 2.

require a fairly large number of plane waves, especially for those cases where the

valence wavefunction is nodeless, such as for the elements in the first row of the

periodic table. The condition of norm-conservation in the core region is relaxed in

ultrasoft pseudopotentials,20 and the computational cost is reduced further. Charge

loss due to the relaxing of the norm-conserving condition is compensated for by

adding an extra charge, known as the “augmentation charge", in the core region of

the pseudopotential.

2.1.6 k-point Sampling and Smearing

Physical quantities such as the magnetic moment, the total energy, or the density of

states are obtained by integrating over all the wavevectors (k) in the first Brillouin

zone (1st BZ). Numerically, the integration is performed using a finite mesh of k-

points. The most commonly used k-point sampling method is a Monkhorst-Pack

grid,21 where the grid is generated using the formula:

kn1,n2,n3 =
3∑

β=1

2nβ −Nβ − 1

2Nβ

bβ, (nβ = 1, 2, 3, ..., Nβ), (2.21)

where Nβ is the number of divisions in reciprocal space along the βth direction (β =

1, 2, 3) and b1,b2 and b3 are the primitive reciprocal lattice vectors. If we increase

the number of k-points, the accuracy of the numerical integration (and hence the

accuracy of the result) increases, but at the same time, it is computationally more

expensive. However, we can still choose a high number of k-points if we can reduce

the BZ by applying symmetry operations.

For insulators and semiconductors, the Fermi level lies in between conduction

band (CB) and valence band (VB). In the case of metals, the VB and CB overlap and

at T = 0, there is a sharp discontinuity in k space on going from occupied states to
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the unoccupied states. One, therefore, needs to introduce a step function in order to

reproduce the Fermi surface accurately, to capture which would, on the other hand,

require a large number of k-points. Using the smearing technique, one can replace

the step function with a smoothly varying function for the occupation of states near

the Fermi energy. As a result fewer k-points are required. Some of the existing

smearing techniques are Gaussian smearing,22 Methfessel-Paxton smearing,23 and

Marzari-Vanderbilt cold smearing.24 The larger the smearing width, the faster is the

convergence with respect to k points, but the lower is the accuracy.

2.1.7 Hellmann-Feynman theorem: Calculation of Forces

To obtain the lowest energy structure, i.e., the optimized geometry, we need to

minimize the forces and stresses in the system. In principle, for the ground state

geometry, the force on all atoms in the system should be zero. We can calculate forces

using the Hellmann-Feynman (HF) theorem,25 which states that one can calculate

the force by computing the expectation value of the derivative of the Hamiltonian

Ĥ. Alternatively, the force on each ion I could also have been calculated by taking

the first derivative of the total energy with respect to the ionic position RI , but

this would require the computation of the total energy at many configurations. In

contrast the HF theorem shows that a calculation at a single configuration would

be sufficient to compute the force.

FI = −∂E(RI)

∂RI

= −〈Ψ| ∂Ĥ
∂RI

|Ψ〉 , (2.22)

where E(RI) is the total energy for a given set of nuclear co-ordinates {RI} and Ψ

is the eigenfunction of the Hamiltonian Ĥ. Eq. (2.22) holds true only when the basis

set is complete or position-independent, as in the case of a plane wave basis set. If

the basis is not complete or position-dependent, e.g., for localized orbital basis sets
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like a Gaussian basis, one gets additional terms, known as Pulay forces. Also Ψ has

to be an eigenstate of Ĥ.

2.1.8 Spin-Polarized Density Functional Theory

In order to extend Kohn-Sham theory to spin-polarized systems, we need to consider

the electron density decomposed over two different spin states. The total electron

density of the spin-polarized system is the sum of the spin up and spin down electron

densities: n(r) = n↑(r) + n↓(r). The magnetic moment of the spin-polarized system

is given by: m(r) = n↑(r) − n↓(r). For the spin-polarized system, the Kohn-Sham

equations are solved self consistently for each spin density, with a coupling term.

Therefore, the non-spin-polarized Kohn-Sham equations i.e., Eqs. (2.12) to (2.14)

now become instead:

{
− 1

2
∇2 + V s

KS(r)

}
ψsi (r) = εsiψ

s
i (r), (2.23)

V s
KS(r) = VH(r) + Vxc(r) + Vext[n

↑, n↓](r), (2.24)

and

ns(r) =
Ns∑
i=1

ψs∗i (r)ψsi (r), (2.25)

where s = {↑, ↓} is the spin of the electron. V s
KS is the Kohn-Sham potential. The

spin dependence in V s
KS arises only from the exchange-correlation potential which

depends on n↑(r) and n↓(r):

V s
xc(r) =

δExc[n
↑(r), n↓(r)]

δns(r)
. (2.26)
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2.2 Dispersion Interactions: DFT-D2 Method

So far, we have discussed local and semi-local properties of systems that can be

described accurately using LDA and GGA functionals. However, long-range or non-

local interactions26 are often observed in real systems due to the interaction between

the local dipoles arising because of the local charge fluctuations in the system. These

are called dispersion interactions. They are also known as van der Waals interac-

tions27 or London interactions.28 Dispersion interactions play an essential role in

many systems such as self-assembled molecular layers on surfaces, layered materials,

and biomolecules such as DNA or proteins.

Dispersion interactions can be incorporated in DFT calculations at varying levels

of sophistication, e.g., using semi-empirical corrections (e.g., DFT-D229) or through

non-empirical methods (e.g., vdw-DF).30 The latter are more expensive computa-

tionally, but do not necessarily guarantee greater accuracy (in terms of agreement

with experiment). For example, vdW-DF overestimates and DFT-D2 underesti-

mates the adsorption energy of the pyridine-graphene system when compared with

the experimental value.31 In the case of multilayer black phosphorene, DFT-D2 pro-

duces better agreement with experimental values for the lattice parameters when it

compared with results obtained using vdW-DF.32 Therefore, in this thesis, I have

used the semi-empirical DFT-D2 approach introduced by Grimme,29;33 whenever it

is believed that dispersion interactions may be significant.

In the DFT-D2 method, the dispersion-corrected total energy is given as:

EDFT-D2 = EDFT + Edisp, (2.27)

where EDFT is the total energy from DFT calculations and Edisp is computed using
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the formula:

Edisp = −s6
Natom−1∑
I=1

Natom∑
J=I+1

CIJ
6

R6
IJ

fdamp(RIJ). (2.28)

Here Natom is the total number of atoms present in the system, CIJ
6 is the dispersion

coefficient for a pair of atoms I and J :

CIJ
6 =

√
CI

6C
J
6 . (2.29)

s6 is a global scaling factor which is 0.75 for GGA functionals34 and depends only on

the exchange-correlation functional used. RIJ is the interatomic distance between

the atoms I and J . fdamp(RIJ) is a damping function used to avoid singularity at

small RIJ , given as:

fdamp(RIJ) =
1

1 + e−d(
RIJ
Rr
−1)

, (2.30)

where Rr is the sum of the atomic van der Waals radii, and d is a damping parameter

with a typical value of 20.29

2.3 Strong correlations: The DFT+U Method

Transition metal and rare earth elements are characterized by localized d or f or-

bitals. In molecules or compounds containing such elements, if we want to put a

second electron in a site that is already occupied by a localized electron, it costs

an additional energy, U, because of the strong on-site Coulomb repulsion.6 Such

materials are known as strongly correlated systems. In most of the cases, the local

and semi-local functionals fail to describe the strongly correlated systems because

of the over-delocalization of d and f electrons. The Hubbard model (which is a field

by itself, used to study the strongly correlated electrons) has been combined with

DFT by supplementing LDA or GGA with a Hubbard-type on-site repulsion term

(LDA+U or GGA+U ).35–37
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In this method, the corrected total energy35 is given as:

EDFT+U = EDFT + EHUB − Edc. (2.31)

EDFT is the total energy from the DFT calculation. EHUB is the Hubbard-type

on-site repulsion term calculated using mean field theory:

EHUB =
1

2
U
∑
i 6=j

αiαj. (2.32)

Here, αi are orbital occupancies for the d and f electrons. Edc is a double-counting

term that arises because we count the same d and f electrons twice, once at the time

of calculating EDFT and second at the time of calculating EHUB. Edc is expressed

as:

Edc =
1

2
UNc

(
Nc − 1

)
, (2.33)

where

Nc =
∑
i

αi. (2.34)

We have used both LDA+U and GGA+U methods in this thesis to treat the

strongly correlated systems. We note that the value of U depends on the type

of exchange-correlation functional used, typically U is larger when used with the

LDA than when used with the GGA.38

One should note that DFT+U is not an exact method. While the DFT+U

method does deal with strongly correlated systems, it is still a mean-field approach

because dynamical correlations are not considered. The DFT+U limit can be re-

garded as the mean-field extreme of strong interactions.

The DFT+U approach is particularly popular for studies on the transition metal

oxides.39–41 It is known to fail in certain cases, especially if the system has a mixture

of localized and delocalized electronic states.40 For example, the DFT+U often fails
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in correctly describing Li-ion cathode materials with dopants;42 such systems are

particularly important because dopants can improve the performance of battery

materials.

However, the most challenging job is to determine the appropriate U value that

has to be used. Most of the time, the value of U is tuned semi-empirically, so as

to obtain good agreement with experimental or higher level computational results.

However, one could also attempt to determine U from first principles.43 In these

approaches, the U parameter can generally be calculated using a self-consistent

procedure. These different ab initio approaches for calculating U have been applied

to different material systems, where the U value is calculated for individual atoms.

For each atom, the U value has been found to be dependent on the material specific

parameters, including its position in the lattice and the structural and magnetic

properties of the crystal, and also dependent on the localized basis set employed to

describe the on-site occupation in the Hubbard functional.44;45 Therefore, the value

of effective interactions should be re-computed for each type of material. In this

thesis, the approach we have followed is to limit the range of U so as to be consistent

with known experimental information, and then see how calculated properties vary

when U is varied within this limited range.

2.4 Tersoff-Hamann Approach: Simulation of STM

image

The scanning tunneling microscope (STM) is a very powerful experimental tool for

probing the surface structure at the atomic scale. Binnig and Rohrer46 (1982) de-

veloped the STM for the first time; this marked an explosive new era in the field of

surface science. One of the distinctive aspects of the STM is that it can be used to

investigate a variety of systems, ranging from atomically sharp surfaces to molecular
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Figure 2.2: Idealized schematic of an STM experiment. Reproduced from Ref. 49
with permission of the Licensor through PLSclear.

adsorbates and molecular assemblies at the nanoscale.47;48 Also, it can be used for

directly manipulating atoms and molecules at the nanoscale.

In STM experiments (see Fig. 2.2), a metallic tip (e.g. Au, Pt ) is placed in close

proximity (∼ 5 – 8 Å) to a conducting surface. Upon applying a bias voltage, the

electrons belonging to the tip can tunnel into the surface or vice-versa, depending on

the polarity of the bias. The resulting tunneling current is very sensitive to the tip-

sample distance. Hence a constant current measurement provides direct information

on the surface topography.

In this section we simply discuss those aspects which are essential for under-

standing how to simulate STM images using DFT, and how to perform meaningful

comparisons with experiment. In 1961, Bardeen50 introduced a formula which al-

lows us to calculate the tunneling current from the tip to the surface separated by

a vacuum. This can be expressed as:

I = 2π
∑
i

∑
j

f(ET,i − ET,F )[1− f(ES,j − ES,F )]|Mi,j|2δ(ET,i − ES,j). (2.35)

Here, ET,i and ES,j are the single-particle electronic eigenvalues of the tip (T ) and



46 Chapter 2.

Figure 2.3: Schematic diagram showing the energy level alignment between the tip
and the sample (a) in absence of any bias volatge, no electron tunnels and (b) when
the bias voltage V is applied. EF and Evacuum are the Fermi energy and vacuum
energy, respectively. ΦWF is the work function and dT−S is the tip-sample distance.

the sample (S). Bardeen theory50 relates the tunneling current (I) to the position

of the Fermi levels of the tip (ET,F ) and sample (ES,F ), the respective electronic

density of states, and the spatial overlap between their electronic wavefunctions

(Mi,j). f(E) = [exp(E − EF )/kBT + 1]−1 is the Fermi-Dirac (F-D) distribution

function. The current tunnels only when one of the Fermi levels is offset from

theother by a voltage, V . When a bias voltage, V is applied, the Fermi levels of

the tip and the sample become shifted with respect to each other, depending on the

polarity of the voltage applied. In the schematic diagram shown in Fig. 2.3(b), the

bias voltage is applied from tip to sample, which shifts EF of the tip above EF of

the sample. Therefore, the tip becomes more occupied than the sample and thus

electrons can flow from the tip to the sample, causing a net tunneling current. At

temperature T = 0 K, the Eq. (2.35) simplifies to the Eq. (2.36) below, because

Fermi-Dirac distribution, f(E) = 1 :

I = 2π
∑
i

∑
j

|Mi,j|2δ(ET,i − ES,j). (2.36)
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Figure 2.4: Schematic diagram showing the geometry of the STM tip. The tip is
assumed to be spherical in shape. R is the radius of curvature, d is the nearest
tip-sample distance and r0 is the center of curvature of the tip. The shaded region
shows the surface of the sample. Thia figure is taken with permission from ref. 51
©American Physical Society

Now, the important and challenging part of calculating the tunneling current, is to

evaluate the matrix element, Mij, which measures the overlap between tip wave-

functions and sample wavefunctions. It is impossible to determine the exact form of

wavefunctions of the tip at the time of the experiment, which makes Mij undeter-

mined. To tackle this problem, Tersoff and Hamann51 proposed a way, by assuming

a spherical tip. In that case, the matrix element, Mij, becomes proportional to the

magnitude of the wavefunction of the sample at the centre r0 of the sphere (see

Fig: 2.4):

Mi,j = const.× ψS,j(r0). (2.37)

In simple words, one can say that the wavefunction of the outermost tip atom

is assumed to be an atomic s-wavefunction, which is spherical in shape. Using

Eq. (2.37) we can rewrite Eq. (2.36) as:

I = const.
∑
j

|ψS,j(r0)|2δ(ET,i − ES,j). (2.38)

The summation given in the Eq. (2.38) is the local density of states (LDOS) of the
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sample at the Fermi level. The tunneling current (I) in the final and simplified form

can be written as:

I ∝ LDOS(r0, ES,F ). (2.39)

In this thesis, I have used the Tersoff-Hamann51 approach to simulate the constant

current as well as constant height STM images.

2.5 Codes Used

Quantum mechanical density functional theory as implemented in the Quantum

ESPRESSO pwscf package,13 is used in this thesis for obtaining various proper-

ties of materials, such as optimized structure, adsorption energies, charge states,

magnetism, and densities of states, as described in the later chapters in this thesis.

The atomistic structures of the systems, charge redistribution plots, molecular

orbital plots, and simulated STM images reported in this thesis, are obtained using

the software packages XCrySDen52 and VESTA.53 All two or three-dimensional

graphs used in the thesis are either plotted using the Xmgrace software package or

obtained using gnuplot.
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Chapter 3
Ordered Partial Spin Crossover Transition

in IPB/Au(111) Triggered by Epitaxial

Strain

3.1 Introduction

One of the many reasons that the study of transition metal (TM) complexes is so

fascinating, is that the same compound can sometimes show different physical and

chemical properties, depending on how the d orbitals are filled. As an example, Fe

in Fe[CN]6 shows two different spin states, i.e., two states with different magnetic

moments.1 In this chapter, we consider possible transitions between two spin states

of Fe in the octahedral complex FeII((3, 5-(CH3)2C3N2H)3BH)2.2–5 Therefore, we

would like first to review the filling of Fe d orbitals in an octahedral environment.

In an octahedral environment, the dz2 and dx2−y2 orbitals bind with six ligands,

whereas the dxy, dzx and dyz orbitals do not participate in bond formation. This

causes a splitting of the d orbitals into two sets: t2g (dxy+dzx+dxy) and eg (dx2−y2 +

dz2).1 The energy difference between the t2g and eg levels is commonly referred to as

55
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(a) (b) (c)

Figure 3.1: (a) d orbitals split into t2g and eg in an octahedral field. There are two
possibilities for filling t2g and eg depending on crystal field splitting energy (∆0) and
pairing energy (∆) (b) ∆0 < ∆, both t2g and eg are partially filled (c) ∆0 > ∆, t2g
is completely filled, no electrons in eg.

Figure 3.2: Schematic diagram for pairing energy (∆).

the crystal field splitting energy (∆0), as shown in Fig. 3.1(a). We can fill the t2g and

eg levels in two possible ways, shown in Figs. 3.1(b) and 3.1(c). In Fig. 3.1(b), the

orbitals are filled following Hund’s rule, which says that the electronic configuration

with the maximum spin multiplicity (S) is lowest in energy. The spin multiplicity S

is equal to 2 for the configuration shown in Fig. 3.1(b). In contrast, S is calculated to

be 0 for the configuration shown in Fig. 3.1(c), which means Hund’s rule is violated

in Fig. 3.1(c). To explain why sometimes S = 0 may be favored over S = 2, we

introduce another parameter called the “pairing energy” (∆), which is the energy

required to place two electrons in the same orbital (see Fig. 3.2). When ∆0 < ∆,

we get Fig. 3.1(b) as the favored state, where four electrons are unpaired, giving

rise to a total magnetic moment of 4 µB. We refer to this configuration as the high

spin (HS) state. In contrast, when ∆0 > ∆, we get filled t2g and no electrons in eg.

If we want to fill the eg state in Fig. 3.1(c), we need to supply a very high energy

(> ∆0), which makes this configuration unfavorable. We refer to this configuration
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as the low spin (LS) state, because it contains no unpaired electrons, i.e., the total

magnetic moment is zero.

One can switch between the two spin states (LS and HS) by applying external

stimuli such as electric field, light, or heat.6 This phenomenon is known as spin

crossover. Spin crossover molecules7 are particularly attractive compounds in the

field of molecular spintronics as they can display a different conductance as a func-

tion of their spin state. Spin crossover molecules (SCM) can also find applications in

magnetic memory devices,8 with one spin state being assigned to the binary number

1, and the other spin state to 0. One can thereby use different combinations of HS

and LS molecules (or domains of molecules) to encrypt data. Similarly, SCM can be

used in display devices,9 where one spin state is used to pass light (bright region)

and the other is used to stop light (dark region).

To fabricate devices, an ultrathin SCM layer10 is deposited on a substrate, which

can modify the properties of the SCM.11 However, surprisingly little is known about

such molecule-substrate effects. In this regard, the study of interfaces between Fe-

SCM and metal substrates is particularly important. We note that a well-ordered

bilayer of [Fe(bispyrazolyl)2(phenanthroline)] on Au(111) was the first system where

reversible and selective spin state switching at the single-molecule level was shown.12

The study showed that low temperature STM topography could be used to distin-

guish between the different spin states because of their different shapes. Further,

the existence of the two spin states was confirmed by observing the two distin-

guishable spectra using surface tunneling spectroscopy (STS). However, the exact

structure of this system is still unclear, as it has been shown that this molecule

dissociates when in contact with gold, and patches of intact molecules coexist with

ordered phenanthroline phases.13 Another STM study in combination with conduc-

tance measurements by Pronschinske et al. showed the coexistence of temperature
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independent spin states for bilayer films of [Fe(H2B(Pz)2)2bpy] on Au(111).14 Here,

Pz denotes pyrazole (C3N2H) and bpy denotes the bipyridine ligand. This modifi-

cation of bulk behavior was attributed in part to the unique packing of the bilayer

film that causes deviations from bulk behavior. Temperature and light-induced

SCO was also seen for another complex of iron, [Fe(H2B(Pz)2)2bpy] on the Au

substrate.15 The experiment reported reversible and selective spin switching of the

single molecule. Miyamachi et al. studied another Fe-SCO compound, [Fe(1,10-

phenanthroline)2(NCS)2] on a Cu substrate, and found coexistence of HS and LS

states at very low coverage on the Cu(100) surface, using STS and conductance mea-

surements.16 Introducing an interfacial CuN layer allowed one to switch between the

HS and LS states by applying an electric field, although the same was not observed

for a pristine Cu substrate. It was concluded that the strong interaction of the NCS

groups of the molecule with the Cu substrate prevented the spin transition, whereas

the reduced substrate-molecular interaction in the presence of the interfacial CuN

layer allowed the spin switching to occur. Another STM experiment performed

by Gruber et al. showed a thickness-dependent spin crossover for a bilayer of the

[Fe(1,10-phenanthroline)2(NCS)2] molecule on the Cu(100) substrate.17 They found

that both HS and LS states coexisted in the first layer (i.e., the layer immediately

on top of the Cu substrate) because of the strong coupling between the molecules

and substrate, but there were only HS molecules in the second layer (the layer on

top of the first layer). The coupling strength decreases in the second layer, which

allows LS molecules to crossover into the HS state, due to the voltage difference

applied during STM scanning.

We note that it is also challenging to find the true ground state spin configu-

ration of such systems using density functional theory (DFT), due to the strongly

correlated d electrons of the TM. This problem can be dealt with by adding a
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term in the Hamiltonian, corresponding to an on-site Coulomb repulsion, for d elec-

trons.18–20 Lebègue et al.18 made use of the DFT+U method to model SCO, and

correctly predicted the magnetic states of the two spin crossover molecules, [Fe(1,10-

phenanthroline)2(NCS)2], and [Fe(bis-triazole)2(NCS)2(H2O)]. They showed that

the total energies of the different spin configurations vary linearly as a function

of the value of the Hubbard U parameter, but with different slopes, resulting in

a spin crossover at a certain value of U . Thus, in order to determine the cor-

rect spin state, finding the appropriate value of U is crucial. In another theoretical

study, Gueddida et al. offered an explanation of the experiment performed by Miya-

machi et al. (mentioned above), using the GGA+U method.21 They showed that

using an on-site Coulomb potential U = 3 eV can correctly reproduce the struc-

ture and magnetic moment of the HS state of the [Fe(1,10-phenanthroline)2(NCS)2]

molecule. Their total energy calculations showed that the difference in energy be-

tween the HS and LS states is much lower on the CuN(001) surface compared to

pristine Cu(001). This low energy difference facilitates switching between one spin

state and the other on the CuN(001) surface. This modification happens because

strong van der Waals interactions between the NCS group of the molecule and the

Cu(001) substrate are absent in the presence of CuN(001), due to insertion of the

interfacial CuN monolayer. Paulsen19 estimated an interaction parameter for the

[Fe(phenanthroline)2(NCS)2] molecular crystal based on first principles calculations

performed for its molecular crystal, taking different combinations of spin states.

This parameter allows one to describe the cooperativity of the spin crossover in the

[Fe(phenanthroline)2(NCS)2] molecular crystal.

A few studies have shown that mechanoelastic models of SCO complexes can

explain their temperature-induced spin transitions, when used together with Monte

Carlo simulations.22–27 In this regard, a study by Delgado et al., on [Fe(pyrazine)Pt(CN)4]

nanoparticles dispersed on the sapphire surface, needs to be mentioned. It was shown
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that interactions with the substrate were the driving force for the appearance of a

residual HS fraction during the thermal transition.24 They used a mechanoelastic

model to describe the molecule-substrate interaction. This model was first devel-

oped by Enachescu et al. for two-dimensional (2D) systems,22 and then the same

was transferred to three-dimensional (3D) spin crossover problems.25. In this model,

the interaction of the molecules with the substrate is described by a set of springs,

while a second set of springs models the interactions between molecules.

In this chapter, we will show the importance of the substrate in stabilizing spin

states of the SCO molecules; this is an important factor that one needs to keep in

mind at the time of device fabrication, when the SCO molecules are deposited on

a substrate. We will confirm and explain the reason for a surprising experimental

observation, viz., that a SCM was shown (for the first time) to form an ordered

monolayer comprised of two kinds of molecules on a metal substrate, which moreover

displays a well-defined epitaxial relationship. Using density functional theory and a

mechanoelastic model fitted with DFT parameters, we will show how the epitaxial

strain imposed by the substrate plays a significant role in determining the spin states

of the SCM monolayer grown on an Au substrate. Many of the results presented in

this chapter have been published in Ref. 4.

3.2 Experimental background

In this section, we discuss the experiments performed by our experimental colleagues

in the MPQ laboratory of the University of Paris – Diderot. They have studied a

monolayer of FeII((3, 5 − (CH3)2Pz)3BH)2 (henceforth referred to as ‘IPB’) grown

on Au(111), using scanning tunneling microscopy (STM) and grazing incidence X-

ray diffraction (GIXD).2;4 By determining the structure of IPB at the Au interface

in combination with STM experiments and conductance measurements, they have



3.2 Experimental background 61

Figure 3.3: Low temperature (4.6 K) experimental STM images (a) STM image,
recorded at -1.5 V, I = 50 pA shows all the IPB molecules imaged as bright (red)
spots (b) STM image, recorded at 0.3 V, I = 50 pA shows only one out of three
molecules imaged as a bright (red) spot. The positions of the two ‘missing’ molecules
(imaged dark) have been shown using dotted white circles. In both panels, the S1/3

unit cells have been drawn using solid yellow lines. This figure is reprinted with the
permission from Ref. 2 ©2016, Nature Publishing Group.

shown that there are two types of molecules when IPB is deposited on Au(111).

Low temperature STM experiments show that the unit cell has a periodicity of

three molecules (S1/3), see Fig. 3.3.2 Fig. 3.3(a) shows that all the three molecules

within the unit cell (yellow parallelogram) are imaged as bright (red) blobs at a

bias voltage of −1.5 V, but only one out of three molecules is imaged bright (red)

at a bias of +0.3 V, as shown in Fig. 3.3(b). Based on the STM results, they

deduced the presence of two kinds of molecules on the surface. This can further

be confirmed from conductance measurements, which show two different values of

molecular conductance. As this is a known SCO molecule, one might guess that

the unit cell of the S1/3 superstructure consists of two molecules in one spin state

and one molecule in the other spin state (either HS-LS-LS or LS-HS-HS); however,

in the initial study, no direct experimental proof of this was obtained. Later X-ray

adsorption spectroscopy (XAS) measurements found that HS and LS are in a 2:1

ratio.
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(a) (b) (c)

Figure 3.4: (a) Optimized geometry of IPB molecule in gas phase. Color code for
atoms is red (iron), blue (nitrogen), green (boron), orange (carbon), violet (hydro-
gen). (b) S1/2 cell (highlighted area) on Au(111) surface, red oval shapes schemat-
ically indicate IPB molecules in HS state (C) highlighted area is S1/3 supercell on
Au(111) surface; black, purple and green ovals represent the three IPB molecules in
unknown (to be determined) spin states.The small gray spheres in panels (b) and
(c) indicate gold atoms in the topmost layer.

However, at room temperature, a different superstructure was observed. A pe-

riodic superstructure containing two high spin IPB molecules within the unit cell

has been found from the room temperature STM experiment, which we refer to as

the S1/2 supercell. At room temperature, IPB in bulk shows the HS ground state,

and apparently the same spin state is retained in a monolayer at room temperature,

even if it is on Au(111).3;28

The aim of our calculations is to confirm that indeed the two kinds of molecules

in the S1/3 unit cell correspond to two different spin states, and to understand why

such a mixed-spin state is favored on Au(111) at low temperatures.

3.3 Systems under study

To compare our DFT results with the experiments, we first calculated the electronic

properties of the IPB molecule in the gas phase [see Fig. 3.4(a)]. To model the

experiments, we considered two supercells S1/2 and S1/3. We have first used the

S1/2 supercell to determine the adsorption geometry of IPB on the Au substrate
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(because GIXD data is only available for room temperature, to enable a comparison

between experimental and theoretical results on adsorption geometries). In the slab

model, we put the monolayer of IPB on top of S1/2 supercell of Au(111) slab which is

defined by the matrix

−1 −5

6 3

 with respect to the lattice vectors of the Au(111)

plane (|aAu(111)| = 2.87 Å). The S1/2 supercell is shown in Fig. 3.4(b), and the

positions of the IPB molecules are shown schematically by drawing the ovals. Each

S1/2 unit cell contains two HS IPB molecules (represented by red-colored ovals),

because the molecules are known to exist in the HS state, as the ground state at

room temperature.

Similarly, we have used the S1/3 supercell (shown in Fig. 3.4(c)) to explain the

low-temperature experiment, which indicates the existence of two types of IPB

molecules. The S1/3 unitcell is defined by the matrix

1 −6

6 3

 with respect to

the lattice vectors of the Au(111) plane (aAu(111)). We have used black, purple and

green colored ovals to represent three IPB molecules of unknown spin states, that

are to be determined by performing calculations.

3.4 Computational details

The calculations are performed using spin polarized quantum mechanical density

functional theory as implemented in the Quantum ESPRESSO package.29;30 The in-

teractions between ions and valence electrons are described using ultrasoft pseudopo-

tentials.31 The exchange-correlation potential is treated using the Perdew-Zunger32

(PZ) parametrization of the local density approximation (LDA).33 (Here we com-

ment that we found that making use instead of the GGA leads to a larger error

in the lattice constant of Au, as well as unphysical reconstructions of the Au(111)

surface upon placing the IPB molecules on it). The plane wave cutoff is chosen to
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be 30 Ry for wavefunctions and 300 Ry for charge densities. In order to describe

better the localization of the 3d electrons of Fe, the LDA+U method34;35 is used.

The gold substrate is modeled by a slab containing three layers stacked in the face-

centered-cubic (111) orientation, of which the bottom two layers of Au are held fixed

at bulk-like positions. All other atomic coordinates are relaxed, until the forces are

less than 10−3 Ry/Bohr. Brillouin zone sampling is restricted to the zone center, as

the unit cells are large. For all the calculations used in this chapter, we have used

Gaussian broadening36 to aid convergence, with a width equal to 0.005 Ry. The

simulated STM images are obtained using the Tersoff-Hamann approach.37

For the calculations on a monolayer of IPB on the Au(111) substrate, we found

that if the spin degrees of freedom are kept totally unconstrained, it was difficult

to converge to the global minimum in spin space because of the presence of a large

number of local minima. Therefore, the procedure followed was to first set the system

in a given magnetic configuration by initially constraining the magnetization on the

Fe atoms using a penalty functional, as implemented in the Quantum ESPRESSO

package.29;30 After performing some iterations, the penalty functional was removed.

This procedure was repeated for different initial spin configurations, so as to ensure

a search among different spin configurations.

3.5 Results and discussion

When studying the phenomenon of spin crossover, it is common to use the DFT+U

method to capture the strong correlation of transition metals such as Fe, which

results in a competition between different spin states in SCO complexes. In this

section, we show our results obtained from LDA+U calculations, and a mechanoe-

lastic model fitted with DFT parameters. There are several problems one faces when
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trying to perform DFT calculations on this system: (i) the existence of multiple min-

ima in spin space, (ii) the fact that it is difficult to determine the orientation of the

IPB molecule with respect to the Au(111) substrate, (iii) what value of the on-site

Coulomb interaction parameter U to use. The problem of multiple minima in spin

space is dealt with by initially placing the system in a certain spin state, and first

performing a few iterations with constrained spin (using a penalty functional) before

relaxing this constraint, and repeating this for various spin states. The problem of

the unknown molecular orientation is dealt with by coming up with a shortlist of

candidate orientations by slicing the bulk crystal in various directions, and looking

for an approximate match with the experimentally measured lattice parameter of

the IPB monolayer on Au(111). Out of these, the lowest energy orientation is deter-

mined by performing DFT calculations on the adsorbed molecular monolayer on the

substrate for each candidate orientation. The correctness of this result is verified by

comparing with the results of GIXD experiments. The value of U is a problem: it

is known that the appropriate value can vary from system to system, even for the

same atomic species. Here, we follow a semi-empirical approach, where we come up

with reasonableness criteria by comparison with experiment.

We now explain our approach in greater detail. In the first step, we optimize

the geometry of the isolated IPB molecule in the gas phase, in both HS and LS

states. In the following step, we have estimate an approximate value for U using an

empirical approach, i.e., by computing a physical observable and comparing with

experiment. Then we use this value of U while determining the favored adsorption

geometry of IPB in the S1/2 cell. Further, we compare our adsorption geometry with

X-ray diffraction data obtained from GIXD experiments. Then, making use of the

orientation with the lowest energy, in the next step we generate a phase diagram as

a function of U, for different spin configurations in the S1/3 supercell. We use this

to determine the range of values of U which are consistent with the experimental
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suggestion of a mixed spin phase, i.e., a phase with either HS-LS-LS or LS-HS-HS

molecules in the S1/3 supercell. We can further narrow down the range of values

of U , to discriminate between the two possibilities (HS-LS-LS and LS-HS-HS) by

computing simulated STM images, and comparing them with experimental data. In

the last step, we use a mechanoelastic model that is fitted with parameters obtained

from ab initio DFT calculations to explain why the mixed spin phase occurs. Our

model helps us to understand that it is epitaxial strain-induced spin crossover which

results in the mixed spin phase.

3.5.1 Optimized structure of isolated molecule in HS and LS

The IPB molecule has 89 atoms and among them, Fe is octahedrally coordinated by

six nitrogen atoms. The two spin states, HS and LS, differ from each other in the Fe-

N bond distances in the isolated molecule. The Fe-N bond distance is longer in the

HS configuration, this is the well-known magnetovolume effect. We have optimized

both HS and LS geometries of an isolated IPB molecule in the gas-phase, at different

Fe-N bond distances (see Fig. 3.5). The optimized geometry of the LS molecule is

shown in Fig. 3.4(a). Note that in the gas phase, the ground state corresponds to

LS. In Fig. 3.5, we have shown the variation of the total energy of the molecule as a

function of the Fe-N bond distance (averaged over the six Fe-N bonds). In the two

optimal geometries, the average Fe-N bond distance (dFe−N) for HS is 2.17 Å, and

for LS is 1.96 Å. In other words, we can say one can switch between the two spin

states by tuning the Fe-N bond distances, dFe−N .

3.5.2 Determining an approximate value of U

To estimate a reasonable value for the on-site Coulomb interaction parameter (Hub-

bard parameter) U, we have plotted the total energy of isolated HS and LS molecules
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Figure 3.5: DFT+U results, at U = 6.55 eV, for the variation in the total energy
of an IPB molecule in the gas-phase, as a function of Fe-N bond distance (dFe−N),
averaged over the six Fe-N bonds. The blue and red curves are results for the HS
state and LS state, respectively. The zero of energy is set at the minimum of the
LS state.

as a function of U (see Fig. 3.6(a)). For U= 0, the LS is the ground state; it is

favored by 2.38 eV as compared to HS. However, the energy of the LS state increases

faster with U than that of the HS state, so that HS is favored above U= 6.87 eV. In

order to obtain an estimate of the value of U , we are guided by experimental data.

We compare the data in Fig. 3.6(a) with experimental calorimetric data that

suggests that the enthalpy difference between the HS and LS states is ∼100 meV.4

From the plot of our DFT data, we get such a difference between the HS and LS

molecules for U= 6.55 eV. Note, however, that this experimental data is for the

three-dimensional condensed phase of the molecule, whereas our DFT calculations

are for isolated molecules in the gas phase. We have chosen not to perform DFT

calculations on the condensed phase, as the bulk crystals undergo complicated struc-

tural transitions between the LS and HS phases.

In any case, any value of U determined would be only approximate; note that we
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Figure 3.6: DFT results for total energies of HS (red) and LS (blue) IPB in gas-
phase as a function of on-site Coulomb potential U . IPB shows HS ground state
above ∼6.87 eV and LS ground state below it.

are actually interested in neither the gas phase nor the bulk crystalline phase, but a

two-dimensional monolayer of the molecules on the Au(111) surface. Thus, we will

keep U = 6.55 eV in mind as a reasonable guess, but nevertheless sweep values of

U , so as to check how the behavior of the system varies with U .

3.5.3 Finding the molecular orientaion on the substrate

It is vital to know the adsorption geometry of IPB on Au(111) in order to understand

the effect of the substrate on the SCO complex. To obtain a shortlist of possible

orientations, we consider the three-dimensional molecular crystal of IPB, whose

structure is known experimentally. We find that the lattice parameters for three

low-index planes of the IPB molecular crystal are in reasonably close agreement

with the experimental lattice parameters (| ~A| = 9.01±0.04 Å, | ~B| = 11.02±0.02 Å,

|( ~A, ~B)| = 81.0 ± 0.2◦) of the S1/2 cell. The three planes are (001), (010) and

(01-1); in the bulk crystal, these three planes have lattice parameters of | ~A(001)| =



3.5 Results and discussion 69

A

B

A

B

A

B

a) b) c)

Figure 3.7: Top and side views of three possible adsorption geometries for IPB on
Au(111) in a S1/2 supercell. The three orientations considered correspond to different
planes of the bulk HS crystal a) (01-1) b) (010) c) (001). Color code for atoms is red
(iron), blue (nitrogen), green (boron), orange (carbon), violet (hydrogen) and yellow
grey (gold). Reprinted with permission from Ref 4. ©2019 American Chemical
Society.

8.82 Å, | ~B(001)| = 10.21 Å, |( ~A(001), ~B(001)) | = 100.09◦, | ~A(010)| = 8.82 Å, | ~B(010)|

= 10.79 Å, |( ~A(010), ~B(010))| = 85.24◦ and | ~A(01−1)|= 8.82 Å, | ~B(01−1)|= 11.10 Å,

|( ~A(01−1), ~B(01−1))| = 85.37◦ respectively. These values may be compared with the

values of | ~A| and | ~B| of the experimental lattice. Setting U = 6.55 eV, we have

computed adsorption energies, for molecular orientations of IPB corresponding to

these three planes, on top of the Au(111) substrate in the S1/2 supercell (see Fig. 3.7),

with both IPB molecules within the unit cell in the HS state.

The adsorption energy Eads of the IPB/Au(111) systems can be calculated using

the following formula:

Eads =
1

nIPB

(
EIPB/Au(111) − Ebare

Au(111) − nIPBEiso
IPB

)
, (3.1)

where Eads is the adsorption energy per molecule, nIPB is the total number of IPB
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Table 3.1: Adsorption energy (in eV/molecule), as calculated using DFT, for a
monolayer of HS IPB in S1/2 supercell on Au(111), for orientations corresponding
to different molecular planes of the bulk HS crystal, (01-1), (010) and (001) (see
Fig. 3.7) at U= 6.55 eV.

Molecular (01-1) (010) (001)
Orientation

Eads (eV/molecule) -1.718 -1.646 -0.959

molecules contained within the unit cell (which is 2 in the case of the S1/2 supercell).

EIPB/Au(111), Ebare
Au(111) and E

iso
IPB are the total energies of IPB/Au(111), bare Au(111)

substrate and an isolated IPB molecule in the gas phase. From the results in Ta-

ble 3.1, we see that of the three orientations considered by us, the (01-1) orientation

is energetically the most favorable on the Au(111) substrate.

To further confirm the orientation, we compute the structure factor from DFT

calculations and compare with data obtained from the GIXD experiment. The struc-

ture factor SG (i.e., Fourier transform of the atomic coordinates of the optimized

geometry) is calculated using the following equation:

SG =
∑
j

fje
iG·rj , (3.2)

where G is the reciprocal lattice vector, fj is the atomic form factor, and rj is the

position of jth basis atom in real space. fj depends on electron densities of the basis

atoms. Note that SG which is defined in Eq. (3.2) is, in general, a complex number.

Similarly, we can compute |SG| from GIXD experiment by taking the square

root of the X-ray intensity (I), since I ∝ |SG|2. Fig. 3.8 shows a comparison

of magnitudes of |SG| calculated from DFT (white half-disks) and from GIXD, at

various points in reciprocal space. (The larger the size of the half disk, the larger the

intensity of the corresponding spot). Note that there is no black half-disk present at
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Figure 3.8: Determination of the molecular orientation using theoretically computed
(from DFT) and experimentally measured (from GIXD) structure factors. Compar-
ison between measured (black half-disk) and calculated (white half-disk) structure
factors for three different orientations of the molecule on the surface. a) (01-1).
b) (010). c) (001). ~A∗ and ~B∗ are the reciprocal lattice vector of the S1/2 cell.
Reprinted with permission from Ref 4. ©(2019) American Chemical Society.

±kz [see Figs. 3.8(a)-(c)] which means experiment finds zero intensity at ±kz. We

see that the theoretically computed data agree very well with the experimentally

measured data only for the (01-1) orientation, because the sizes of the black and

white half-disks match very well; in particular, the calculated intensity vanishes

along the z direction [see Fig. 3.8(a)]. More quantitatively, we find a χ2 deviation

of 2.4 for the (01-1) orientation, 41.8 for the (010) and 16.4 for the (001). We can

therefore, unambiguously, conclude that the (01-1) orientation is the favored one for

the IPB molecule on Au(111), based upon both theoretically computed adsorption

energies and a comparison between experimental and theoretical structure factors.

We use this (01-1) orientation in the next subsections to continue our study.

3.5.4 Determining spin states as a function of U in S1/3

We will now fix the molecular orientation on the substrate as that determined to

have the lowest energy in the previous section. We will however now investigate the

low-temperature S1/3 structure, so as to determine its spin state. We will do this
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Figure 3.9: Total energies of different spin configurations of a monolayer of IPB
in the S1/3 unit cell on Au(111) (shown in Fig. 3.4(c)) supercell as a function of
Hubbard U . Pure LS phase, i.e., LS-LS-LS, is favored for U < 6.47 eV. Pure
HS phase, i.e., HS-HS-HS, is favored for U > 6.60 eV. Mixed-spin phase (either
HS-LS-LS or LS-HS-HS) is favored for 6.47 < U < 6.60.

for several values of U .

Fig. 3.9 shows the variation of total energy for different spin configurations with

on-site Coulomb potential, U on Fe. The total energy calculations have been carried

out using the S1/3 supercell [see Fig. 3.4(c)], taking different combinations of HS and

LS states for the three IPB molecules within the supercell. We find that a mixed spin

phase (i.e., a phase where two of the molecules are in one spin state, and the third

molecule is in the other spin state) is favored for U values between 6.47 eV and 6.60

eV. More specifically, HS-LS-LS is favored for U values between 6.47 < U ≤ 6.55

and LS-HS-HS for 6.55 < U < 6.60. The pure HS phase i.e., HS-HS-HS is favored

for U above 6.6 eV and pure LS phase (LS-LS-LS) is favored below 6.47 eV. This is

different from the result we obtained for the isolated molecule, see Fig. 3.6(a), which

shows LS ground state for the isolated molecule for U < 6.87 eV.
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3.5.5 Comparison with STM data

In this section, we try to explain why our guess for U is the best fit for our system.

Let us now fix U at our earlier mentioned guess, viz., U = 6.55 eV. At this value,

LS-HS-HS is the lowest energy spin configuration. This suggests that the two types

of molecules imaged in the STM experiments indeed correspond to two different spin

states of IPB.

In order to confirm that the ground state observed in the experiments corre-

sponds to a LS-HS-HS spin configuration, we make use of three arguments (i) as

mentioned above, the calorimetric measurement is best matched with a U value of

6.55 eV, which leads to a LS-HS-HS state, (ii) we simulated STM images for both

LS-HS-HS [see Figs. 3.10(c) and (d)] and HS-LS-LS [see Figs. 3.10(e) and (f)] con-

figurations. We find that the former agrees with experimental STM images [see

Figs. 3.10(a) and (b)], i.e., leads to only one out of three molecules being imaged as

bright at positive bias, but all three molecules are imaged as bright at negative bias,

(iii) subsequent X-ray absorption spectroscopy (XAS) experiments have suggested

a 2:1 ratio of HS:LS molecules on the surface.

3.5.6 Mechanoelastic model

So far, we have shown that DFT suggests that a mixed spin configuration is energet-

ically favored. In this subsection, we discuss the reason why such a state is favored,

using a one-dimensional mechanoelastic model shown in Fig. 3.11(a). We consider

each IPB molecule as a hard sphere. The red colored hard sphere is the HS state

and blue colored comparatively smaller sized sphere (because of the shorter Fe-N

bond distance in LS compared to HS) represents the LS state. The interaction of

the molecules with the substrate is modeled by a spring with spring constant ksub,

while interactions between molecules are modeled by springs with a second spring
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(c)

(a)

(e) (f)

Figure 3.10: Comparison of simulated STM images with experiments, for a mono-
layer of IPB on Au(111). (a) Experimental, and simulated STM images of (c)
LS-HS-HS and (e) HS-LS-LS at −1.5 V. We see all three molecules within the unit
cell, in both theory and experiment. (b) Experimental and simulated STM images
of (d) LS-HS-HS and (f) HS-LS-LS at 0.3 V. We see only only one out of three
molecules within the experimental unit cell; simulation predicts the same only for
LS-HS-HS (we see only LS molecules at positive bias). STM simulations have been
performed using Tersoff-Hamann approach in constant height mode (h = 5.6 Å).



3.5 Results and discussion 75

constant kmol. This kind of model to treat spin crossover was first developed by

Enachescu et al.25 IPB molecules are strongly bound to the Au substrate due to

high adsorption energy which means ksub >> kmol. Instead of directly using the ksub

term, we use the periodicity imposed by the substrate to incorporate the effect of

the substrate. In this situation, we get a one-dimensional chain of IPB molecules

with the periodicity imposed by the substrate.

Energetics of 1D-chain:

For simplicity, we consider a one-dimensional chain containing two IPB molecules

in the unit cell. Hence, we can get three types of chains, HS-HS, HS-LS and LS-

LS considering the two possible spin states of a single IPB molecule. The total

energy of the chains depends on the internal energy of the IPB molecules and the

intermolecular potential energy. The internal energy of HS and LS molecules can

be described as:

EHS
intra =

1

2
kHS(xHS − rHS)2, (3.3)

and

ELS
intra =

1

2
kLS(xLS − rLS)2, (3.4)

where kHS and kLS are the internal spring constants of the HS and LS states re-

spectively; xHS and xLS are the new radii of the HS and LS molecules respectively

under stress; and 2rHS and 2rLS are the diameters respectively of the HS and LS

molecules in the absence of stress. The molecules also interact with each other

through a harmonic potential (Vinter):

Vinter =
1

2
kmol(l − l0)2, (3.5)
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where l is the distance between the borders of two neighboring molecules and l0 is

the equilibrium length of the non-stretched spring. Vinter can be further simplified

into the form:

Vinter =
1

2
kmol(a− 2r − l0)2, (3.6)

where l = a − 2r, r is radius of IPB molecules in the hard sphere approximation,

i.e., rHS for HS and rLS for LS. a is the constrained lattice parameter determined

by the substrate [see Fig. 3.11(a)]. The total energies (per unit cell) of the three

chains can be expressed in terms of the energy of the LS-LS chain:

ELS−LS = 2ELS
intra + 2V LS−LS

inter , (3.7)

EHS−LS = ∆SCO + 2ELS
intra + 2V HS−LS

inter , (3.8)

EHS−HS = 2∆SCO + 2ELS
intra + 2V HS−HS

inter , (3.9)

where, ∆SCO = EHS − ELS is the energy required for a LS state to go to HS state

in gas-phase.

Eintra and Vinter from DFT calculations:

It is possible to calculate the intramolecular (kHS and kLS) and the intermolecu-

lar (kmol) spring constants from the results obtained from DFT calculations. Fig. 3.5

shows the total energy variation of the HS and LS molecules, as a function of the Fe-N

bond distance dFe−N . Parabolic fits to the data plotted in Fig. 3.5 give intramolec-

ular spring constants, kHS = 70.5 eV Å−2, and kLS = 72.2 eV Å−2 respectively.

In Fig. 3.11(b), we have plotted (black dots) our results from DFT for the change

in total energy of a one-dimensional (1D) chain of LS molecules, relative to the total

energy of an isolated molecule, plotted as a function of the Fe-Fe bond distance
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(a) (b)

Figure 3.11: (a) Schematics of the hard sphere mechanoelastic model. Above: all the
molecules are in HS states (red spheres). Below: Chain of mixed phase where both
HS (red) and LS (blue) are present. Mixed phase arises because of the substrate-
imposed epitaxial strain. ksub and kmol are the spring constant for molecule-substrate
interaction and intermolecular interaction. (b) Inter-atomic potential of a periodic
chain of LS molecules as a function of their intermolecular distance (black dots).
The solid black line is a fit based on a Morse potential. The dotted red line is the
closest parabolic potential. Adapted with permission from Ref 4. ©2019 American
Chemical Society.

(dFe−Fe) between neighboring molecules. Vinter is defined as the energy required

to form such a chain from isolated molecules. We fitted the DFT results for Vinter

in Fig. 3.11(b) with a simple Morse potential (see solid black curve in the figure),

V (r) = V (re) + A(1 − e−B(r−re))2, and obtained the three parameters needed to

describe the potential from this fit. They are V (re) = −0.46 eV, A = 0.64 eV

and B = 1.04 Å−1. re is the equilibrium distance between the LS molecules in the

LS-LS chain and we got re = 8.6 Å from DFT, see Fig. 3.11(b). Close to the min-

imum, we can approximate this intermolecular potential by a harmonic potential

with spring constant, kmol = 2AB2 = 1.38 eV.Å−2, as shown by the dotted red line

in Fig. 3.11(b).

The favored Fe-N bond distances dFe−N in the LS and HS states are 1.97 Å and

2.18 Å respectively. Therefore, in a hard sphere approximation, the difference in

the radius of LS and HS is 0.21 Å. Therefore, the equilibrium distance for a HS-HS



78 Chapter 3.

chain, rHS−HSe , can be estimated as: rLS−LSe + (2× 0.21) = 9.02 Å.

1D-chain model fitted with DFT parameters:

Eqs. (3.7) - (3.9) can be simplified to:

ELS−LS = constant+ 2× 1

2
kmol(a− 2rLS − l0)2, (3.10)

EHS−LS = ∆SCO + constant+ 2× 1

2
kmol(a− rHS − rLS − l0)2, (3.11)

EHS−HS = 2∆SCO + constant+ 2× 1

2
kmol(a− 2rHS − l0)2. (3.12)

Note that we have replaced the internal energy of the LS-LS chain, ELS
intra by a

constant term in all three equations. l0 can assumed to be the twice of the van der

Waals radius of the H atom which is 2.5 Å. We have considered the van der Waals

radius of the H atoms because the periphery of the IPB molecule has H atoms.

Hence, H atoms will come into contact first when the molecules come close. Again,

rHS and rLS can be evaluated using the relation: re = 2r + l0. From DFT, we got

rLS−LSe = 8.6 Å and rHS−HSe = 9.02 Å. So, 2rHS and 2rLS are 6.52 Å and 6.1 Å,

respectively. If we substitute these values for rHS, rLS, l0, and kmol in the equations

Eq (3.10) - (3.12), we get an expression for the total energy as a function of ∆SCO

and a, the lattice parameter constrained by the substrate. Accordingly, Fig. 3.12

shows the variation of the total energy as a function of a, at ∆SCO= 108 meV. We

have chosen ∆SCO= 108 meV based on our DFT calculation, see Fig. 3.6(a). When

a < 8.891 Å we get a pure LS phase (blue region of the Fig. 3.12). We get a pure HS

phase (orange region of the Fig. 3.12) , when a > 9.101 Å. If the lattice parameter

is constrained inside the range 8.891 Å to 9.101 Å i.e, 8.891 Å > a < 9.101 Å, we

get mixed spin configurations (pink region of the Fig. 3.12).
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Figure 3.12: Energetics and phase diagram using the mechanoelastic model. ELS-LS,
EHS-HS and EHS-LS as function of a for ∆SCO = 108 meV. In this graph, the model
parameters are set at kmol = 1.38 eV.Å−2, 2rLS = 6.1 Å and 2rHS = 6.52 Å and
l0=2.5 Å. The three phases, LS-LS, HS-LS and HS-HS, have been shown using three
colors, blue, pink, and orange, respectively.

The substrate constrains the lattice parameter of a molecular lattice grown on it,

which therefore causes a strain inside the molecular lattice, known as epitaxial strain.

The epitaxial strain induces spin crossover. It is a crossover to a mixed-spin phase.

The experimental lattice parameter is 8.905 Å. One can note that there is only a

very narrow range of a in which the mixed spin phase is favored, and our system

just happens to fall within that range. (We also note, however, that our model is a

very simple one, that is meant to capture the essential physics qualitatively and not

necessarily quantitatively.)

3.6 Conclusions

We have used DFT+U calculations to study LS, HS and mixed spin configurations

of IPB on Au(111). We find that for the isolated molecule, the low spin state LS

is lower in energy than the high spin state HS for values of the Hubbard parameter

U < 6.87 eV, but LS and HS become degenerate for U = 6.87 eV. IPB forms an

ordered monolayer on Au(111), with the molecules aligned on the substrate with an
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orientation corresponding to the (01-1) orientation of the bulk IPB crystal. We find

that both U and epitaxial strain (imposed by the Au substrate) play an important

role in determining mixed spin phases. We estimated, semi-empirically, that an

approximate value for U is 6.55 eV. We find that for this value of U , a configuration

where the three molecules in the S1/3 unit cell have spin states corresponding to LS-

HS-HS, is the ground state. We have shown that a 1D mechanoelastic model, whose

parameters are obtained from DFT calculations, can describe the substrate-imposed

epitaxial strain and its effect in tuning spin states, resulting in spin crossover to the

mixed-spin state.

Our results emphasize that when using spin crossover molecules in devices, the

effects of the substrate may play a vital role in determining the spin switching

properties. One way to tune the epitaxial strain would be to use different metallic

substrates with different lattice parameters. However, note that changing the sub-

strate species would change not just the lattice constant but also other factors such

as the extent of charge transfer. Moreover, if one wanted to switch the spin states in

a device by tuning the epitaxial strain, then obviously changing the substrate species

is not an option. For device applications, one could think of applying mechanical

strain,38;39 e.g., by bending the substrate.
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Chapter 4
Linear Self Organization of F4TCNQ on

Twisted Bilayer Graphene

4.1 Introduction

Graphene has been a most discussed material because of its several notable proper-

ties such as high electrical conductivity,1 room temperature quantum Hall effect,2;3

and ambipolar electric field effect.4 The high electrical conductivity of graphene

makes it exceptional in many ways. For example, graphene can be used as a poten-

tial candidate in modern electronic devices5–7 due to its high carrier mobility.

The canonical band structure of graphene near the Fermi level results in massless

Dirac fermions, which have been used to explain the origin of several of the exotic

properties observed in graphene.8 However, many of the properties like Dirac cones

go away when the graphene layers are stacked in Bernal stacking, also known as

AB stacking, where the successive layers are shifted both vertically and laterally

and stacked to form a graphite-like structure. Zhou et al. were the first to find

Dirac fermions in multilayer graphene.9 Recent discoveries show that the twist an-

gle between layers can be an interesting parameter to be considered. For example, a
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large twist angle between the layers can preserve the Dirac cone because of the elec-

tronic decoupling between the graphene layers.10–12 At small twist angles, twisted

bilayer graphene (TBLG) shows appealing properties such as very low Fermi veloc-

ity, highly localized electron density, and van Hove singularities in the electronic

density of states near the Fermi energy.13 One can tune the position of the van Hove

singularities observed in TBLG by varying the twist angle. A theoretical study by

Brihuega et al. shows that the larger the twist angle, the farther the van Hove

singularity is from the Fermi energy.14

Recent experiments have shown that graphene layers with a twist can be grown

by a variety of methods, which allow one to access a range of twist angles.15;16

However, the nature and extent of the interlayer coupling, and the consequences

thereof, continue to be debated.17 Another effect observed in multilayer graphene

is that the twist angle results in different Moiré patterns at the surface, whose

periodicity depends on the angle.18 Moiré patterns can also be observed in graphene

grown on metal substrates such as Au(111) and Ru(0001).19 As a result of the twist

between the successive layers, in the Moiré, in different regions of the unit cell, the

stacking changes from AA to AB to in-between. In STM images, the Moire pattern

of TBLG is characterized by the presence of large bright spots, which are roughly

circular in shape, see Fig. 4.1. The Moiré pattern itself constitutes a triangular

lattice, where each bright spot has six other bright spots as neighbors. These bright

regions correspond to areas of the TBLG where the carbon atoms in the two layers

of TBLG are stacked with AA stacking. Note that each AA region (bright spot)

is surrounded by AB regions (darker regions). The region around the centroid of

any three nearest-neighbor AA stacked regions corresponds to a region with AB

stacking.

From previous work, it is clear that the electronic properties of bilayer and mul-

tilayer graphene or graphene grown on the metal substrate is not be the same as
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Figure 4.1: Simulated STM image of the Moiré pattern found in the TBLG unit
cell. The image has been simulated at the height of 2.73 Å from the surface and at
the bias of +0.27 V.

single-layer graphene; instead, it is much more complicated and largely depends on

stacking. Moiré patterns show a few interesting local electronic features that can

vary from one stacking region to another stacking region. For example, a recent

study by Laissardière et al. shows that Dirac electrons (electrons with the energy

close to the Dirac points) are localized in AA stacked regions while they are delo-

calized in the AB regions.20

One can expect to see different behavior for organic molecules when they are

adsorbed on bilayer graphene or graphene grown on a metal substrate, compared

to when they are adsorbed on monolayer graphene. For example, tetracyanoquin-

odimethane (TCNQ), an electron acceptor-type organic molecule shows molecu-

lar magnetism and Kondo resistance when it is adsorbed on graphene grown on

Ru(0001).19 However, the same molecule shows no sign of magnetism,21 and hence

no Kondo effect (Kondo effect can be observed only if the system has a magnetic

impurity) when it is adsorbed on monolayer graphene.
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Figure 4.2: Optimized geometry of F4TCNQ molecule in the gas phase. Color code
for atoms: red (F), yellow (C), and blue (N).

In this context, it is important to note that graphene grown on Ru(0001), forms

a Moiré pattern in which it shows three different types of stacking; atop, face cen-

tered cubic (FCC) and hexagonal close packed (HCP). Garnica et al.19 showed

that TCNQ avoids adsorbing on the atop regions of the Moiré pattern. Another

experiment from the same group, combined with DFT, showed that TCNQ and

F4TCNQ (2,3,5,6-tetrafluoro-7,7,8,8-tetracyano-quinodimethane) molecules on the

graphene/Ru(0001) Moiré pattern develop magnetism when they adsorb on the

FCC stacked regions.22 Further, the same experiment showed that the molecules

adsorbed on FCC stacked area also show Kondo resistance.

Sometimes, organic molecules on the solid surface show self-assembly or self-

organization. STM experiments performed by Stradi et al. showed that TCNQ

and F4TCNQ self-organize on a graphene/Ru(0001) substrate.23 Self-organization

of organic molecules on solid surfaces is itself an interesting phenomenon; it is gov-

erned primarily by two factors: the molecule-substrate interaction and the molecule-

molecule interactions. Self-organization of organic molecules adsorbed on graphene/metal

has been the subject of many experiments.24;25 For example, self-assembly of TCNQ

has been investigated by previous authors on graphene supported over Ir(111),26;27

and on Au(111).28
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In this thesis chapter, we are particularly interested in the self-assembly of

F4TCNQ molecules on TBLG. The structure of an isolated F4TCNQ molecule is

shown in Fig. 4.2. We have used ab initio density functional theory to solve two

experimental puzzles, which are: (1) Why at lower coverages do the molecules ad-

sorb on specific sites within the unit cell of the Moiré formed by the TBLG? More

particularly, why do they not adsorb over the high-electron-density AA-stacked re-

gions, given that they are electron acceptors? (2) Why do F4TCNQ molecules form

a linear chain on TBLG at higher (intermediate) coverages of the molecule? In this

context, one can note that in contrast, F4TCNQ forms a two-dimensional monolayer

on a graphene/Ir(111) substrate,29 and two-dimensional islands on a graphene/BN

substrate at higher coverage. Using density functional theory (DFT), we show that

maximizing the van der Waals interaction between the molecule and substrate favors

the molecule stacking near the AB-stacked region of the Moiré at lower coverages.

Our calculations also show that the strong intermolecular interaction along a par-

ticular direction solves the second puzzle. We believe these findings are of interest

because chains formed by the F4TCNQ molecule on TBLG can possibly be used as

molecular wires in next-generation electronic devices.

We have also studied the adsorption of F4TCNQ on TBLG doped with nitrogen

atoms (N-TBLG). We have shown that F4TCNQ prefers to be adsorbed on the

nitrogen dopant (N-site).

4.2 Experimental Background

The experiments were carried out by our collaborators Dr. Harsh and Dr. Lagoute

in the MPQ laboratory of the University of Paris-Diderot. They have studied the

deposition of F4TCNQ molecules on TBLG at very low-temperature (4 K) using

scanning tunneling microscopy (STM).
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(a) (b)

Figure 4.3: Experimental STM images recorded at bias voltage of + 2.0 V, I= 10
pA at 4 K temperature. STM image of the F4TCNQ molecule at (a) lower coverage,
(b) higher coverage. The images are reused with permission from Ref. 30.

Fig 4.3(a) is the STM image recorded for a low coverage of the molecule. We

can see that at low coverages, the F4TCNQ molecules avoid adsorbing on top of

the bright AA-stacked regions. Instead, they adsorb over the dark regions of the

Moiré. The very bright orange and yellow (roughly rectangular) boxes in Fig 4.3(a)

correspond to the F4TCNQ molecules.

Fig 4.3(b) shows an STM image recorded for a higher (intermediate) coverage

of the molecules on TBLG. We see that the molecules form linear chains that avoid

passing through the AA stacked regions of the Moiré pattern.

4.3 Systems under study

4.3.1 Twisted Bilayer Graphene

In this subsection, we discuss the TBLG supercell we have used to adsorb the

F4TCNQ molecule.

One can make twisted bilayer graphene from two graphene layers by stacking

them in such a way that one layer is rotated at an angle with respect to the other.



4.3 Systems under study 93

(a) (b)

Figure 4.4: (a) a1 and a2 are the primitive lattice vectors for the unrotated graphene.
(b) Twisted bilayer graphene (TBLG) supercell we used for our calculations. Lattice
vectors T = 6a1 + 7a2 and V = -7a1 + 13a2 are used to construct this TBLG
supercell. We have rotated bottom layer using a twist angle (φ) of 5.085◦ with
respect to the top layer to make this TBLG supercell. Color code: gray (top layer),
turquoise (bottom layer)

Modeling of TBLG in our DFT calculations requires periodic boundary conditions

and hence the commensuration of the two layers. Several such commensurate super-

cells are possible, whose size depends on the twist angle between the two graphene

layers.31 One should note that not all angles result in commensuration.

If a1 and a2 are the primitive lattice vectors of a single graphene layer [see

Fig 4.4(a)], one can make an unrotated supercell of graphene using the lattice vec-

tors: T = m1a1 + m2a2 and V = -m2a1 + (m2 + m1)a2, where m1 and m2 are

integers. One should note that we need to use the lattice vectors T and V in the

next paragraphs to construct the TBLG supercell.

TBLG can be made by putting an unrotated layer on top of a rotated layer. To

construct the supercell of the rotated layer, we have rotated the primitive lattice

vectors of the unrotated graphene (i.e., a1 and a2) anti-clockwise by an angle φ.

One can easily obtain aR1 and aR2 using the following matrices:
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aR1 =

cosφ −sinφ

sinφ cosφ

 a1, and aR2 =

cosφ −sinφ

sinφ cosφ

 a2

aR1 and aR2 , the primitive lattice vectors of the rotated graphene layer, are used to

construct the supercell of the rotated layer using the lattice vectors: TR = n1aR1 +

n2aR2 and VR = -n2aR1 + (n2 + n1)aR2 , where n1 and n2 are integers.

Commensuration between the unrotated and rotated layers will be achieved if

TR = T or

m1a1 +m2a2 = n1aR1 + n2aR2 , (4.1)

for integers pairs (m1,m2) and (n1,n2). As pointed out in Ref. 31, this is a Dio-

phantine problem, which has to be solved to find out the integer pairs (m1,m2) and

(n1,n2) that satisfy Eq. (4.1). The authors of Ref. 31 solve this problem analytically;

instead, we solve this using a simple numerical code to get a set of integer values for

(m1,m2) and (n1,n2) for different twist angles, φ. For the integer pairs that satisfy

the above commensuration condition, the twist angle φ is given by the following

equation:

cosφ =
2m1n1 +m1n2 +m2n1 + 2m2n2

2(m2
1 +m2

2 +m1m2)
. (4.2)

Ref. 20 pointed out that we can choose those rotations which can generate rotated

supercell of lattice vectors: TR = m2aR1 + m1aR2 and VR = -m1aR1 + (m1 +m2)aR2 .

This means for certain twist angles φ, we can get n1 = m2 and n2 = m1. These

conditions further reduce the Eq. (4.2) to:

cosφ =
4m1m2 +m2

1 +m2
2

2(m2
1 +m2

2 +m1m2)
. (4.3)

The Eq. (4.3) was solved using a numerical code. As an input of the code, we
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have used different integer numbers for m1 and m2. For each pair of m1 and m2 we

get a value of φ by solving the Eq. (4.3). For example a pair m1 = 6 and m2 = 7

gives the φ = 5.085◦. To perform the DFT calculations we have used m1 = 6 and

m2 = 7 to construct a TBLG supercell with the lattice vectors: T = 6a1 + 7a2 and

V = -7a1 + 13a2.

The resulting TBLG supercell (for m1 = 6 and m2 = 7) is shown in Fig. 4.4(b)

where the bottom layer is rotated anticlockwise by 5.085◦ with respect to the top

layer. It should be noted that this supercell chosen by us results in a Moiré periodic-

ity of 27.77 Å that is approximately half of that obtained in the STM experiments.

A periodicity of 54 Å has been observed in the experiment. We couldn’t afford

experimental unitcell due to high computational cost.

We can calculate the total number of C atoms present in the per layer of our

TBLG unitcell (NTBLG) using the relation NTBLG = 2(m2
1 +m2

2 +m1m2). We thus

obtain NTBLG = 254 form1 = 6 andm2 = 7. So, the TBLG supercell contains a total

number of 508 C atoms when both the layers are considered together. Fig. 4.4(b)

shows the Moiré pattern formed by this TBLG structure, with AA stacked and AB

stacked regions along the long diagonal of the unit cell. The AA region has been

shown using a dotted circle, and the AB region has been shown using a solid circle

in Fig. 4.4(b). The size of the AA/AB stacked region is directly proportional to 1
φ

(see Ref. 20). Thus, the smaller the twist angle φ, the larger is the area where we

have AA and AB stacking.

4.3.2 F4TCNQ on TBLG

At low coverage of F4TCNQ on TBLG

At low coverage, molecules are far apart from each other, so we can treat them

as isolated molecules on TBLG. To model this, we have adsorbed a single F4TCNQ

molecule in the supercell shown in Fig. 4.4(b). To determine the ground state
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(a) (b) (c)

(d) (e) (f)

Figure 4.5: Various relaxed adsorption geometries, from DFT, for a single F4TCNQ
molecule on TBLG. We have chosen six different sites (a) site–1 (b) site–2 (c) site–3
(d) site–4 (e) site–5 and (f) site–6 to calculate the adsorption energy. Color code:
Yellow (C atom of molecule), blue (N), red (F), gray (top layer graphene), turquoise
(bottom layer graphene). The black lines show the boundaries for the unit cell of
the TBLG.

adsorption geometry for a single molecule on TBLG, we have considered six different

positions for the molecule within the TBLG unit cell. We refer to these six positions

as six ‘sites’. The six sites are shown in Figs. 4.5(a)-(f). For example, F4TCNQ

is on the AA and AB stacked regions of the Moiré pattern in site-1 and site-2,

respectively; see Figs. 4.5(a) and (b). Similarly, four other sites within the unit cell

are shown in Figs. 4.5(c)–(f).

For each site, we also need to check where the hexagonal ring of the molecule

prefers to be positioned, relative to the atoms in the upper graphene layer. As an

example, various positions considered for the molecule’s hexagonal ring have been
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(a) (b)

(c) (d)

Figure 4.6: Different lateral positions considered for the molecule’s hexagonal ring,
relative to the substrate, for the site–1. The center of the hexagonal ring of the
molecule is on top of (a) the C atom of the toplayer graphene, (b) hexagonal ring of
the top layer graphene (c) shifted C atom of the toplayer graphene, (d) C-C bond
of the top layer graphene. Color code: Yellow (C atom of molecule), blue (N), red
(F), gray (top layer graphene), turquoise (bottom layer graphene).

shown for the site–1 in Fig. 4.6. For example, the center of the hexagonal ring of

the molecule is on top of a C atom of the upper graphene layer in Fig. 4.6(a). In

contrast, in Fig. 4.6(c), the center of the hexagonal ring is not exactly on top of

C atom like in Fig. 4.6(a); instead, it has a lateral shift. Similarly, the hexagonal

ring of the F4TCNQ molecule lies directly on top of the hexagonal ring of the upper

graphene layer in Fig. 4.6(b), but on top of a C-C bond of the upper graphene layer

in Fig. 4.6(d). In a similar fashion, for all the sites considered within the TBLG unit

cell, we have considered various such laterally shifted configurations to determine

the lowest energy geometry for each site.

At higher (intermediate) coverage of F4TCNQ on TBLG
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Upon deposition of a higher (intermediate) coverage of F4TCNQ, the molecules

could possibly form either a two-dimensional (2D) monolayer or a one-dimensional

(1D) linear chain, depending on the intermolecular interactions. We have considered

both the 2D monolayer and 1D linear chain to compare their formation energies. In

the case of the linear chain, we have considered two types of 1D chains, which we

have shown in Figs. 4.7(a) and (b). Note that in the figure, both types of chains

have been created by adsorbing three molecules within the TBLG unit cell shown in

Fig. 4.4(b). We have however considered various numbers of molecules within the

unit cell (i.e., various intermolecular spacings within the linear chain) and found the

optimal configuration. The chain shown in Fig. 4.7(a) passes through both AA- &

AB-stacked regions, whereas the one shown in Fig. 4.7(b) avoids AA-stacked regions

to pass through AB-stacked regions. A 2D monolayer of F4TCNQ is constructed

by adsorbing six molecules within the same TBLG supercell. This 2D monolayer is

shown in Fig. 4.7(c).

4.4 Computational details

The Quantum ESPRESSO package is used32;33 to perform all the spin-polarized

calculations using ab initio density functional theory. The interaction between the

ions and the valence electrons has been described using ultrasoft pseudopotentials.34

In all the cases, we have used the Perdew-Burke-Ernzerhof (PBE) form of the gen-

eralized gradient approximation (GGA) to describe the exchange-correlation inter-

actions.35 The Kohn-Sham equations have been expanded using a plane-wave basis

set. The kinetic energy cutoff for the plane wave set is chosen to be 40 Ry and

400 Ry for the wavefunctions and charge densities, respectively. The semiempirical

DFT-D236 method has been used to describe the van der Waals interactions. In

order to obtain relaxed geometries, all the atomic coordinates are relaxed until the
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(a) (b)

(c)

Figure 4.7: Optimized geometry of (a) 1D linear chain passing through AA and AB
regions, (b) 1D linear chain passing through AB regions but avoiding AA regions,
and (c) 2D monolayer on TBLG. Color code: Yellow (C atom of molecule), blue
(N), red (F), gray (top layer graphene), turquoise (bottom layer graphene).
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forces are less than 10−3 Ry/Bohr.

Brillouin zone (BZ) sampling is restricted to the zone center for the geometry

optimization calculations. To generate the density of states (DOS), we have used a

9 × 9 × 1 k-mesh to sample the BZ using the Monkhorst-Pack37 sampling scheme.

In order to aid convergence, we have used the Marzari-Vanderbilt38 cold smearing

function, with a width of 0.001 Ry. The electronic charge associated with each atom

is obtained by using the Bader method.39;40

Our spin-polarized DFT calculations show that 1D linear chains and 2D mono-

layers of F4TCNQ molecules are nonmagnetic. The same is true for an isolated

molecule of F4TCNQ on TBLG, except for the case where the molecule is on N-

doped TBLG. The isolated molecule on N-doped TBLG shows a magnetic moment

of 1.0 µB.

4.5 Results and discussion

4.5.1 Site preference of F4TCNQ molecule at low coverage

We have performed total energy calculations to compare the adsorption energy for

all sites shown in Figs. 4.5(a)-(f). While performing total energy calculations for

each site, we have considered four possible positions of the molecule relative to the

atoms in the upper layer of the substrate, see, e.g., Figs. 4.6(a)-(d). The adsorption

energy (ETBLG
ads ) for each of these sites is calculated using the following formula:

ETBLG
ads = EF4TCNQ/TBLG − Ebare

TBLG − Eiso
F4TCNQ, (4.4)

where EF4TCNQ/TBLG, Ebare
TBLG, and Eiso

F4TCNQ are the total energies of the combined

F4TCNQ/TBLG system, bare twisted bilayer graphene, and an isolated molecule in

the gas phase, respectively.
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(a)

(b) (c)

Figure 4.8: (a) Electron density plot for the pristine TBLG, at a plane at a height
oft 0.33 Å. Corrugation of the top layer of the pristine TBLG (b) top view and (c)
side view.
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Table 4.1: Calculated values of adsorption energies in eV, for all the F4TCNQ/TBLG
sites.

Sites considered for TBLG ETBLG
ads (eV)

[Corresponding figures]

site–1 [Fig. 4.5(a)] −1.435
site–2 [Fig. 4.5(b)] −1.446
site–3 [Fig. 4.5(c)] −1.437
site–4 [Fig. 4.5(d)] −1.434
site–5 [Fig. 4.5(e)] −1.436
site–6 [Fig. 4.5(f)] −1.437

We found that the center of the hexagonal ring of the molecule prefers to sit on

top of a C-C bond of the upper graphene layer (‘bridge’ position) for all the sites

within the unit cell. Similar behavior has been observed in the case of graphene.41

Therefore, we have tabulated ETBLG
ads for all the sites in its ‘bridge’ position. Table 4.1

lists our results for the calculated adsorption energy; from these we see that site–2

at bridge position is the ground state adsorption geometry for a single F4TCNQ

molecule (low coverage) on TBLG. However, one can note that the difference in

energy among the different binding sites is relatively small, which is in the order of

0.01 eV; and is possibly within the error bars of DFT calculations.

Thus, our calculations suggest that the molecule wants to preferentially adsorb

on AB-stacked regions within the Moiré pattern. This is in agreement with the STM

results, which suggest that the presumably electron-rich AA-stacked sites are not

the favored adsorption sites. However, in the experiments, it would appear that the

favored adsorption sites are not the centers of the AB-stacked regions, but slightly

shifted away from these. We will discuss the reason for this discrepancy further

below.
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Table 4.2: Total energies in meV for site–1 and site–2 in ‘bridge’ position. The
values in the second and third columns represent the total energy calculated when
incorporating and not incorporating dispersion interactions, respectively. The zero
of energy is set at the value for site-1.

Configuration EDFT-D2 (meV) EDFT (meV)

site–1 0.0 0.0

site–2 −11.0 +23.98

We find that the F4TCNQ/TBLG system shows the same charge (electron) trans-

fer between the substrate and molecule for all the sites considered (∆Q = 0.54) and

no molecular magnetism upon adsorption of the molecule on TBLG. Hence, the

molecules are negatively charged on the TBLG substrates. Please note that positive

values of ∆Q indicate the electrons transfer from substrate to the molecule.

We have plotted the electronic charge density of bare TBLG in Fig. 4.8(a). Note

that we find that the charge density is highest in the AA-stacked region, shown

using a dotted circle in Fig. 4.8(a); the solid circle shows the AB-stacked region. As

F4TCNQ is an electron acceptor-type molecule, one might expect that the molecule

should preferentially adsorb on the AA-stacked regions, rather than the AB-stacked

regions. However, this is not the case, as has been discussed above.

To gain insight into why we find that there is preferential adsorption of the

molecule on AB-stacked regions over the AA-stacked regions (i.e., on site–2 rather

than site–1), we have carried out DFT calculations with and without including van

der Waals (dispersion) interactions. Table 4.2 shows that site–1 is more favorable

if we don’t turn on van der Waals interaction. This happens because of the high

electron density on AA, which attracts the molecule to sit on it. However, the

scenario changes if we turn on the van der Waals interactions, when site–2 becomes

preferred. Thus, we can conclude that it is primarily the van der Waals interactions
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that are responsible for site–2 (AB-stacked regions) being preferred over site–1 (AA

stacked regions).

To understand the origin of the preference for site–2 configuration when we turn

on the van der Waals interactions, we have plotted the corrugation of the upper

graphene layer of the TBLG in Figs. 4.8(b) and (c). It is clear from Fig. 4.8(b)

that the AA-stacked region has a greater height, and is convex upward, than the

AB-stacked region, which is concave upward. This is in good agreement with the

earlier calculations reported in Ref. 14. Hills (red part in Fig. 4.8(c)) correspond

to the AA-stacked regions, and valleys (blue part in Fig. 4.8(c)) correspond to the

AB-stacked regions. If the adsorbed molecule sits in the concave valley, it has more

carbon atoms of the substrate as close neighbors, and can form non-covalent van der

Waals bonds with them. This non-covalent van der Waals interaction is significant

and makes the energy lower for site–2. This situation does not appear when the

molecule is on AA stacked region (site–1).The molecule on the hilltop (AA site)

can also form van der Waals interaction with carbon atoms in the convex substrate;

however, the interaction is very weak because most of the the atoms are further

away.

Why do we find that the AB-stacked region is the most favorable adsorption

site for the molecules, whereas the experiments find that this site is slightly shifted

away from the AB-stacked regions? We believe that this may be due to the different

twist angles and periodicities present in our calculations and in the experiments. For

computational reasons, we considered a smaller periodicity than is present in the

experimental sample. As a result, we have a larger corrugation of the TBLG layers;

thus the effect of the van der Waals interactions dominates over that of the charge

density in determining the adsorption site. In the experimental samples, since there

is a lower corrugation, the effect of the van der Waals interactions is less, and there

is thus a competition between the site favored by the van der Waals interactions
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(AB sites) and those favored by the charge density (AA sites). A compromise is

achieved by shifting the molecules slightly away from the AB sites.

4.5.2 Formation of a linear chain at higher coverage

We have performed DFT calculations on 1D linear chains and 2D monolayers of

F4TCNQ molecules on TBLG.

Table 4.3 lists our results for adsorption energy (ETBLG
ads ) for 1D linear chains of

different numbers of moelcules on TBLG, as well as for a 2D monolayer on TBLG.

Comparing the values of ETBLG
ads , one can conclude that F4TCNQ prefers to form a

1D linear chain of three molecules of the type of Fig. 4.7(b) at higher (intermediate)

coverages of the molecule, as opposed to islands of the 2D monolayer. This is in

agreement with the experimental observations. Note that the favored 1D chain

structure is the one that avoids passing through AA-stacked regions but passes

through AB-stacked regions [see Fig. 4.7(b)]; this is lower in energy compared to

the one passing through AA & AB regions [see Fig. 4.7(a)]. Strong van der Waals

interactions between the molecule and substrate stabilize the chain in the case of

Fig. 4.7(b), as was the case for the adsorption of an isolated molecule. The average

intermolecular spacing in the lowest-energy linear chain (containing 3 molecules

within the TBLG unit cell considered by us) is 9.27 Å, this is slightly off from the

intermolecular spacing of 8.5 Å estimated from the STM images. Recall, however,

that the periodicity of the Moiré pattern for the TBLG in the calculations is smaller

than that of the experimental sample by about a factor of 2; this suggests that the

intermolecular spacing in the linear chain is sensitive to the periodicity of the Moiré,

i.e., to the twist angle of the TBLG.

One can calculate the formation energy for a 1D linear chain from DFT (Eform
chain)

using the following equation:
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Table 4.3: Adsorption energies in eV/molecule for the linear chains and monolayer of
the molecules on TBLG substrate. Linear chains of different numbers of molecules
have been considered on TBLG.

Systems Number of molecules present ETBLG
ads (eV/molecule)

in the chain or monolayer

Monolayer 6 −1.238

Linear chain 3 −1.521 a

−1.534 b

4 −1.369

5 −1.215
a Corresponding to Fig. 4.7(a)
b Corresponding to Fig. 4.7(b)

Eform
chain =

1

nchain
(Echain/TBLG − nEF4TCNQ/TBLG), (4.5)

where Echain/TBLG and EF4TCNQ/TBLG are the total energies for the F4TCNQ linear

chain on TBLG and a single F4TCNQ molecule on TBLG calculated from the DFT.

nchain is the number of F4TCNQ molecules present per unit cell of the chain (which is

3 in our case), see Fig. 4.7(a) and 4.7(b). Eq. (4.5) gives Eform
chain = -0.09 eV/molecule.

Note that we have found zero magnetic moments for the 1D linear chains and

2D monolayers of F4TCNQ molecules.

4.5.3 Explanation for the linear chain at higher coverage

We have seen that both DFT calculations and STM experiments show that F4TCNQ

molecules form 1D linear chains when deposited at higher coverage on TBLG. To

gain insight into the reasons behind the formation of these linear chains, we need

to examine the energy landscape of intermolecular interactions between F4TCNQ
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(a) (b)

Figure 4.9: (a) [F4TCNQ]2 dimer, showing the separations dx and dy. (b) Binding
energy (BE) of [F4TCNQ]2 as a function of dx and dy. BE for the dimer has been
calculated usnig the Eq. (4.6)

molecules on TBLG. To study this directly, using DFT calculations, would be ex-

tremely computationally expensive. However, the essential physics of this interaction

can be captured by a series of computationally less expensive calculations, as carried

out below.

First, we have plotted the binding energy of a (neutral) F4TCNQ dimer ([F4TCNQ]2)

in the gas phase [see Fig. 4.9(b)] as a function of the intermolecular separation along

the x and y directions. dx and dy are the intermolecular distance along the x axis

and y axis in the [F4TCNQ]2 dimer; see Fig. 4.9(a). The binding energy (BE) of
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the F4TCNQ dimer is computed using the following equation:

BE = Edimer − 2Eiso, (4.6)

where Edimer and Eiso are the total energies from DFT of the neutral [F4TCNQ]2

dimer and an isolated molecule in the gas phase, respectively. A negative value of

the BE suggests that dimer formation is energetically favorable. BE ≥ 0 suggests

that the molecules do not want to form the dimer; instead, they would prefer to

stay as two isolated molecules.

The origin is placed at the center of the mass of one of the two molecules,

see Fig. 4.9(b). Note that there is no point falling inside a particular region in

Fig. 4.9(b); this is the zone that is excluded due to steric considerations. The

contour plot drawn for the binding energy of the [F4TCNQ]2 as a function of dx and

dy [see Fig. 4.9(b)] shows a deep global minimum (surrounded by blue contour lines)

at dx = 7.4 Å and dy = 4.5 Å and a shallower local minimum around dx = 3.0 Å and

dy = 11.5 Å. The position of the deep global minimum agrees very well with that

obtained in a previous DFT study performed by Stradi et al.23 We have computed

the BE at the two minima; BE is −0.13 eV at the global minimum and −0.03 eV at

the shallower local minimum. In a situation like this, where the energy at the global

minimum (along one direction of intermolecular separation) is considerably lower

than at the local minimum (that occurs along another direction of intermolecular

separation), the formation of a one-dimensional linear chain would be favored over

the formation of a two-dimensional monolayer.

However, the above calculation corresponds to the situation of F4TCNQmolecules

in the gas phase. How will the intermolecular interactions differ on the TBLG sub-

strate? One important difference on the substrate is that the molecules become

charged negatively, due to electron transfer from the substrate to the molecules. We
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Figure 4.10: Binding energy of the dimer of two anions as a function of dx and dy.

have seen above that the charge on each molecule is −0.54 e. We therefore next use

DFT to calculate the energy landscape for the intermolecular interaction between

two F4TCNQ anions (in the gas phase), with a charge of −0.54 e on each molecule;

i.e., the total charge on the dimer is −1.08 e.

Fig. 4.10 shows the contour plot for the BE of this charged dimer, as obtained

from DFT. We see one local minimum near dx = 7.5 Å and dy = 6.5 Å. Careful

examination reveals that BE > 0 at the local minimum which suggest a meta-stable

state for this charged dimer.

However, this interaction between charged molecules in the gas phase still differs

from their interaction on the TBLG substrate. One important difference is that the

Coulomb interaction between the two charged molecules on TBLG is screened by
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Figure 4.11: Binding energy (BEanions) of the dimer of two anions as a function of
dx and dy. BEanions has been calculated using Eq. (4.7) with s = 0.58.
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the presence of the substrate, it is lessened by a screening factor s. Accordingly, a

better estimate for the BE of the charged dimer on the substrate is given by

BEanions =
(
E 1.08−

dimer − s× UC
)
− 2E 0.54−

iso , (4.7)

where E 1.08−
dimer , and E 0.54−

iso are the total energies calculated from DFT for the

[F4TCNQ] 1.08−
2 in the gas phase and for the isolated gas-phase molecule charged

with −0.54 e, respectively. UC is the Coulomb interaction between the two charged

molecules. We could approximate it as the Coulomb interaction between two point

charges of −0.54 e placed at the centers of the two molecules; however, this is not

a very good approximation. Instead, we consider each molecule as a charged multi-

pole, composed of charged atoms, with the charge on each atom given by its Bader

charge39 when the molecule is deposited on the surface. UC is then the multipole-

multipole interaction at the given separation (dx, dy). It is given by the following

equation:

UC =
1

4πε0

∑
i

∑
j

qi1q
j
2

r1i,2j
, (4.8)

where qi1 and qj2 are the charges on the ith atom of the first anion which is kept at

the origin and jth atom of the second anion. r1i,2j is the distance between the ith

atom of the first anion and the jth atom of the second anion.

The only unknown in Eq. (4.7), is the value of the screening factor s. We set

its value by demanding that the minimum of energy in Eq. (4.7) be equal to the

DFT calculated (BEDFT ) value of −0.154 eV for the binding energy for the dimer

on TBLG. We obtain a match for s = 0.58, and proceed with this value for the
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Figure 4.12: Predicted linear chain based on the DFT calculations of the energy
landscape for a charged molecular dimer. We have marked d and θ in the chain
where d is the intermolecular distance and θ is the angle between the two molecules.
Color code: Yellow (C atom of molecule), blue (N), red (F).

screening factor. Note that we have calculated BEDFT using the following equation:

BEDFT = Eads
dimer/TBLG − 2Eads

iso/TBLG (4.9)

= Edimer/TBLG − 2Eiso/TBLG + ETBLG, (4.10)

where, Eads
dimer/TBLG and Eads

iso/TBLG are the adsorption energies of the [F4TCNQ]2 on

TBLG, an isolated F4TCNQ molecule on TBLG. Edimer/TBLG, Eiso/TBLG and ETBLG

are the total energies from DFT of the [F4TCNQ]2 on TBLG, an isolated F4TCNQ

on TBLG and bare TBLG, respectively.

Fig. 4.11 shows a contour plot for the energy landscape calculated using Eq. (4.7),

with s = 0.58, We see that we have a deep global minimum at dx = 7.5 Å and dy =

4.5 Å and a shallower minimum at dx = 3.5 Å and dy = 11.5 Å.

Prediction of a linear chain based on the position of global minimum

found for [F4TCNQ] 1.08−
2

We can predict the structure of a linear chain (see Fig. 4.12) from the position

of the deep global minimum observed in the contour plot of the [F4TCNQ] 1.08−
2 , see

Fig. 4.11. The computed intermolecular distance (d =
√
d2x + d2y) and the angle θ for

the chain proposed in Fig. 4.12 are 8.74 Å and 60◦, respectively. These predictions
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fit well with the structure of the linear chain shown obtained in our DFT calculations

for F4TCNQ on TBLG; see Fig. 4.7(b). The values of d and θ also agree very well

with the experimentally measured values d= 8.5 Å and θ = 60◦; note that these

are approximate estimates obtained from STM images.30 The slight disagreement

in the value of d may be due to the various approximations made in obtaining the

theoretically computed energy landscape, as well as due to the different structures

for TBLG in the calculation and experiment.

4.5.4 F4TCNQ on N-doped TBLG

Our DFT studies (see Table 4.1) have shown that F4TCNQ/TBLG systems are

nonmagnetic. However, F4TCNQ/TBLG systems can be interesting if we can add

magnetic functionalities to them. This can open the way for graphene systems to

be used in spintronics devices. One possible way of doing this might be to dope

the TBLG substrate with foreign atoms such as nitrogen. Nitrogen doping causes

ferromagnetism in graphene42;43 and the system can be used to construct selective

and efficient molecular sensors.44 N-doped graphene has also drawn much attention

for its use as an efficient anode material in the field of Li-ion batteries.45

There exist several earlier DFT and experimental studies on nitrogen-doped

graphene.42–46 However, to the best of our knowledge, nitrogen doping in multilayer

graphene or TBLG has not been explored to date. Seeing a significant opportunity

in this area, we have decided to study the TBLG system doped with single nitrogen

atoms (N-TBLG) using density functional theory. As noted above, the Moiré pat-

tern of TBLG offers different stacking regions (e.g., AA stacking, AB stacking, and

in between) for chemical doping. Therefore, we want to first check which stacking

is a more favorable site for nitrogen doping on TBLG. Next, we want to find the

preferred binding site (e.g. N-site or C-site) for the F4TCNQ molecule on N-TBLG.

This will give us an opportunity to understand the nature of the binding sites; this
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(a) (b) (c)

Figure 4.13: Nitrogen is doped in (a) AA stacked region, (b) AB stacked region,
and (c) in between AB region of the nitrogen doped TBLG (N-TBLG). Color code:
blue (N), gray (top layer graphene), and turquoise (bottom layer graphene). The
solid black lines show the boundaries of the TBLG unit cell.

knowledge may also prove useful in the context of applications of N-TBLG as a

molecular sensor.

Doping by single nitrogen atoms in TBLG (N-TBLG)

We have considered different configurations for nitrogen doping to find the prefer-

able doping site, see Fig. 4.13. Comparing the total energy (see Table 4.4) of the

three systems shown in Figs. 4.13(a)-(c), one can conclude that the N dopant prefers

to be in the AA stacked region. This may be because nitrogen is an electronegative

element. It therefore prefers to be in the AA stacked region, since this is where

the electron density is highest, see Fig 4.8 However, we note that depending on the

doping technique, it may not always be possible for the N dopants to occupy their

most favored sites within the Moiré.

Adsorption of single F4TCNQ molecule on N-TBLG

To continue our study on molecular adsorption, we have adsorbed the F4TCNQ

molecule on the N-TBLG, where we doped TBLG with nitrogen in the AA stacked

region, see Fig. 4.13(a). The adsorption energy (EN-TBLG
ads ) is calculated using the
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Table 4.4: Total energy in meV for the nitrogen doped twisted bilayer graphene (N-
TBLG). We have calculated total energy using DFT for the configurations shown in
Fig. 4.13(a)–(c).

Figure corresponding to configuration EN-TBLG
total (meV)

Fig. 4.13(a) 0.0

Fig. 4.13(b) 37

Fig. 4.13(c) 19

following formula:

EN-TBLG
ads = EF4TCNQ/N-TBLG − Ebare

N-TBLG − Eiso
F4TCNQ, (4.11)

where EF4TCNQ/N-TBLG, Ebare
N-TBLG, and Eiso

F4TCNQ are the total energies of the F4TCNQ

molecule on N-TBLG, bare N-doped TBLG, and an isolated molecule in the gas

phase, respectively. Table 4.5 lists the computed adsorption energies for the config-

urations shown in Figs. 4.14(a)-(f). We find that Fig. 4.14(c) is the most favored

geometry on N-TBLG. Note that F4TCNQ gets an extra stabilization of −0.801

eV/molecule on N-TBLG compared to adsorption on undoped (pristine) TBLG.

From the values shown in Table 4.5, we can conclude that the molecule prefers to

be adsorbed over a nitrogen site. In the configuration corresponding to Fig. 4.14(f),

where the molecule is far away from the N dopant, one might have expected to get

the same result as for adsorption on undoped TBLG. However, we got a much higher

(in magnitude) adsorption energy for the configuration shown in Fig. 4.14(f) than

for F4TCNQ on the undoped system, even though F4TCNQ is far away from the

dopant nitrogen. This suggests that the N dopant has an effect at quite a distance

away from it, and our unit cell is small enough that the molecule sees the effect of

the N-dopant even at this far away “C-site"
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Figure 4.14: Optimized geometries of F4TCNQ on different positions of the ni-
trogen doped TBLG. Position of the N dopant has been shown using a solid blue
circle. Color code: Yellow (C atom of molecule), blue (N), red (F), gray (top layer
graphene), turquoise (bottom layer graphene).
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High electron transfer (∆Q = 0.98 e using the Bader method39) from the ni-

trogen to the molecule causes the molecule to be adsorbed on the N site whereas

∆Q was 0.54 e (using Bader39 method) when the molecule was adsorbed on the

pristine TBLG substrate. To gain further insight into the electron transfer in the

F4TCNQ/N-TBLG and F4TCNQ/Gr systems, we have calculated the differential

charge density (DCD) which is defined as:

∆ρ(r) = ρF4TCNQ/sub(r)− ρF4TCNQ(r)− ρsub(r), (4.12)

where ρF4TCNQ/sub(r), ρF4TCNQ(r), and ρsub(r) are the charge densities of combined

systems, isolated F4TCNQ molecule, and bare substrate, respectively. We consid-

ered the sub to be TBLG for F4TCNQ/TBLG and N-TBLG for F4TCNQ/N-TBLG

system. Plots of isosurfaces of the DCD for F4TCNQ/N-TBLG and F4TCNQ/TBLG

systems are shown in Fig. 4.15. This figure shows the electron accumulation on the

molecule (red color). We note that the electron transfer from the substrate to the

molecule is significant for N-TBLG upon comparing Fig. 4.15(c) and Fig. 4.15(d).

Fig. 4.15(d) shows that depletion of electron density (large blue lobes) takes place

at the N-site, which further confirms that enhanced charge transfer occurs from

the N atom to the F4TCNQ molecule. One does not see such large blue lobes in

F4TCNQ/Gr, see Fig. 4.15(c).

We have plotted the spin-polarized density of states (DOS) for F4TCNQ on N-

TBLG, see Fig. 4.16(b). The difference of DOS between the up and down spin

electrons suggests a net magnetic moment. The calculated moment is 1.0 µB for

F4TCNQ/N-TBLG and was 0.0 µB for F4TCNQ/TBLG. Therefore, single N-doping

in the substrate can make the system spin-polarized. We found the magnetic moment

is mainly localized on the molecule of the F4TCNQ/N-TBLG system.

We have also plotted the DOS for F4TCNQ/TBLG in Fig. 4.16(a). One can note
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(a) (b)

(c) (d)

Figure 4.15: Calculated differential charge densities (DCD) for the site–2 [see
Fig. 4.5(b)] of the F4TCNQ/TBLG (a) top-view (c) side-view and for the Fig. 4.14(c)
configuration of F4TCNQ/N-TBLG (b) top-view (d) side-view. In all cases, the iso-
surface value of 0.0015 e/Bohr3 has been plotted. Red and blue lobes represent
electron accumulation and depletion, respectively. The upper and lower graphene
layers are shown in gray and turquoise, respectively.
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Table 4.5: Adsorption energy in eV for F4TCNQ on the nitrogen-doped twisted
bilayer graphene (N-TBLG). We have calculated adsorption energy for the configu-
rations corresponding to Figs. 4.14(a)-(f) using Eq. (4.11).

Figure corresponding to configuration EN-TBLG
ads (eV)

Fig. 4.14(a) −2.183

Fig. 4.14(b) −2.223

Fig. 4.14(c) −2.248

Fig. 4.14(d) −2.198

Fig. 4.14(e) −2.163

Fig. 4.14(f) −2.087

(a) (b)

Figure 4.16: (a) Non spin-polarized density of states of F4TCNQ molecule on the
TBLG for site–2 [see Fig. 4.5(b)]. Black line represents the total up & down spins
DOS for TBLG and green line represents the total up & down spins DOS for
F4TCNQ molecule. (b) spin polarized density of states of F4TCNQ molecule on
the N-site of the N-TBLG [see Fig. 4.14(c)]. Golden yellow line represents the DOS
for N-TBLG, blue line represents up spin DOS and red line down spin DOS for
F4TCNQ molecule.



120 Chapter 4.

that the peak at the Fermi level of Fig. 4.16(a) splits into two peaks in Fig. 4.16(b)

after N-doping. The peak, which is at the Fermi level in Fig. 4.16(b) is filled with

one electron due to the transfer of 1 electron (discussed above) from the N-site of

the substrate to the molecule. We refer to the orbital corresponding to this peak as

the SOMO (singly occupied molecular orbital) of the molecule. The other, which is

above the Fermi level, is referred to as the SUMO or singly unoccupied molecular

orbital.

4.6 Conclusions

We have studied the F4TCNQ molecule on twisted bilayer graphene. At lower cov-

erage, our calculations show that despite being an electron acceptor, the molecule

avoids adsorbing on the electron-rich AA-stacked region on TBLG. This is in agree-

ment with STM experiments performed by Harsh et al.30 This is because the molecule

can gain extra stability from van der Waals interactions with the substrate, by mov-

ing away from the convex AA-stacked regions of the corrugated substrate. At higher

coverage, experiments show that molecules self assemble to form a 1D linear chain,

rather than building a 2D monolayer. We have shown that the presence of a sin-

gle deep global minimum in the contour of the binding energy plot of the charged

dimer can explain this phenomenon. Using DFT too, we have shown that molecules

prefer to form the linear chain at higher coverages, on both TBLG and monolayer

graphene.

N-TBLG can be used as an efficient molecular sensor for the electron acceptor

type of molecules such as F4TCNQ. We have shown that N-doping in the substrate

of the F4TCNQ/TBLG system also adds magnetism to the system, which may

conceivably have technological applications. Nitrogen doping in the TBLG system

is most favored at the AA stacked region of the Moiré. When the TBLG is N-doped,
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the F4TCNQ molecules preferentially adsorb over the N dopants. The molecule then

gains a full electron from the N-doped substrate, and becomes spin polarized.
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Chapter 5
Tuning of Magnetism and Charge

Transfer: F4TCNQ and CoPc Adsorbed

on Graphene

5.1 Introduction

Graphene, a wonder material of the last decade, has drawn a great deal of attention

due to its possible application in modern technologies.1–3 Graphene (Gr) shows sev-

eral unusual properties such as high electrical conductivity, which can reach up to

2×105 cm2V−1s−1,4 room temperature quantum Hall effect,5;6 and ambipolar electric

field effect.7 Relativistic Dirac fermions, which were first experimentally observed in

graphene by Zhou et al.,8 have been invoked to explain some of the unusual phenom-

ena observed in graphene.9 Its high electrical conductivity dramatically increases the

applicability of graphene in the field of electronic devices.

To make the manufacture of graphene-based electronic devices possible, it is nec-

essary to control the electronic properties of the graphene. Many techniques have

been proposed to modify graphene’s electronic properties, such as the application
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of electric field,10;11 and chemical functionalization by adsorption of molecules.12 In

this context, one should note that the adsorption of molecules not only modifies the

electronic properties of graphene, the electronic properties of the organic molecule

also get modified owing to charge transfer from the substrate to the molecule (or

vice versa). For example, a recent experiment by Garnica et al.13 shows that a non-

magnetic organic molecule, TCNQ (tetracyanoquinodimethane), develops a mag-

netic moment upon adsorption on graphene/Ru(0001) and acquires long-range mag-

netic ordering. The same study reports a magnetic moment of 0.18 µB per TCNQ

molecule from DFT calculations.

In particular, we are interested in tailoring the electronic and magnetic prop-

erties of organic molecules adsorbed on graphene. Organic molecules adsorbed on

graphene have been the subjects of many experiments14;15 and theoretical inves-

tigations.16–20 For example, TCNQ has been investigated by previous authors on

graphene supported over Ir(111),21;22 and on Au(111).23

In this paragraph, we cite a few examples of previous results on TCNQ and

F4TCNQ molecules adsorbed on graphene. Experiments by Garnica et al. show

site-dependent magnetism and the Kondo effect for TCNQ and F4TCNQ (2,3,5,6-

tetrafluoro-7,7,8,8-tetracyano-quinodimethane) molecules on graphene supported on

the Ru(0001) surface.24 DFT calculations confirmed that molecules adsorbed on

the FCC stacked region of the Moiré pattern [formed by the graphene grown on

Ru(0001)] show a magnetic moment and signature of the Kondo effect. These find-

ings are significant because adding magnetic functionalities in the graphene system

can promote its applicability in the field of spintronics. Charge transfer between

the molecule and the substrate can play an important role in determining magnetic

properties. A study by Pham et al.25 on TCNQ on graphene is useful to mention

in this context. They have shown that control over charge transfer is possible using

the tip-induced electric field. Fig. 5.1 shows that the electrons transfer from the



5.1 Introduction 131

Figure 5.1: Plots of differential charge density, ∆ρ for TCNQ monolayer on bare
graphene, for three values of the electric field, plotted at iso-surfaces value of 0.0007
e/Bohr3. Red and blue lobes correspond to electron accumulation and depletion,
respectively. A, B and C represent the conditions when ε = −1.0V/Å, 0 V/Å
and +1.0 V/Å. The insetsshow the position of the Fermi level with respect to the
graphene Dirac cone, for each case. This figure is reused with permission from Ref.
25 ©2019 Springer Nature Limited.

graphene to the molecule for the external field (ε) of −1 V/Å. It also shows that

there is electron transfer from the molecule to the graphene on reversing the elec-

tric field to ε = +1 V/Å. They have also stated that an enhanced charge transfer

from graphene to the molecule can be achieved by nitrogen doping in the graphene.

In another study, Kumar et al. show that charge transfer can cause non-planar

adsorption of the F4TCNQ molecule on the Gr/Ir(111) surface.26 A detailed theo-

retical investigation done by Oliveria et al.27 determined the adsorption geometry of

TCNQ, F4TCNQ, and TPA (pyrenetetrasulfonic acid) on graphene. While TCNQ

and F4TCNQ cause p-type doping in Gr due to electron transfer from the Gr to

the molecules, TPA cannot create significant doping due to the weak interaction

between the molecule and the graphene. Pinto et al. have confirmed the same, i.e.,
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F4TCNQ causes p-type doping in graphene.28

So far, we have discussed F4TCNQ or TCNQ molecules adsorbed on graphene,

where we have seen that electron transfer between the molecule and the graphene

can significantly modify the electronic and magnetic properties of both the molecule

and graphene. Electron transfer between the molecule and the graphene can also

control the organic molecule’s catalytic activity adsorbed on graphene. Cobalt ph-

thalocyanine (CoPc) is of interest in this context.29 CoPc is an efficient catalyst for

the CO2 reduction reaction.29–31 One can enhance the catalytic activity of CoPc by

reducing the oxidation state of the molecule or by increasing the electronic density

in the molecule.32 It is observed that adsorption of CoPc on N-doped graphene can

increase the electron density on it.29;33;34 Hence, enhanced catalytic activity for the

CoPc has been observed on the nitrogen-doped graphene when the molecule binds

to a pyridinic or pyrrolic site.32

Therefore, control over the charge (electron) transfer is crucial to tailor the elec-

tronic and chemical properties of the molecule adsorbed on graphene. The interfacial

charge redistribution in the molecule-graphene system depends strongly on the ori-

entation, conformation, and nature of the adsorbed molecules on the substrate. A

theoretical understanding is necessary to investigate the origin of different electronic

and chemical properties.

In the first part of this thesis chapter, we show an approach toward tuning

physical properties such as magnetism, by applying an external electric field to

the system consisting of the organic molecule adsorbed on graphene. We have used

ab initio density functional theory to study the behavior of the electrons of graphene

doped with a F4TCNQ molecule. The F4TCNQ molecule is shown in Fig. 5.2(a).

We have also studied the adsorption of F4TCNQ on nitrogen-doped graphene (N-

Gr). Nitrogen doping the Gr substrate makes a difference to the charge transfer

between the substrate and molecule. The combined system also develops a sizeable
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(a) (b)

Figure 5.2: Optimized geometry of (a) F4TCNQ molecule and (b) CoPc molecule
in the gas phase. Color code for atoms: red (F), yellow (C), blue (N), green (Co),
and turquoise (H).

magnetic moment. We show that N-doping can be used as an alternative route to

add magnetic functionalities to the combined system. We believe that our finding

will help enhance the applicability of graphene in next-generation spintronic devices.

In the second part of this thesis chapter, we have tuned the charge on the CoPc

molecule, see Fig. 5.2(b), by adsorbing it on either pristine Gr, a single N dopant

in Gr, or a N pair in N-doped Gr. Scanning tunneling spectroscopy (STS) shows

that only for those molecules that sit on N pairs in the doped graphene, there is a

complete transfer of one full electron (1 e) from the nitrogen pair to the molecule’s

LUMO; this is a signature of the redox reaction because the oxidation state of the

Co centre in the molecule goes from 0 to −1 after receiving one electron from Gr.

DFT calculations show the same trend: we find that a CoPc molecule adsorbed on

a nitrogen pair of the doped graphene gains more electrons than a CoPc adsorbed

on asingle nitrogen or on the pristine graphene. These results on CoPc on N-doped

Gr systems have been published in Ref. 35.
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5.2 Computational details

For F4TCNQ/Gr

We have used the Quantum ESPRESSO (QE) package36;37 to perform non-spin-

polarized as well as spin-polarized density functional theory (DFT) calculations.

We have used ultrasoft pseudopotentials to describe the interactions between the

ions and the valence electrons.38 In The Perdew-Burke-Ernzerhof (PBE) form of

the generalized gradient approximation (GGA) is used to describe the exchange-

correlation interactions.39 The Kohn-Sham equations have been expanded using a

plane-wave basis set. The kinetic energy cutoff for the wavefunctions is chosen to

be 40 Ry, and 400 Ry for the charge densities. We have used the semi-empirical

DFT-D240 method to include the van der Waals (dispersion) interactions. We have

used a
√

127×
√

127 supercell of graphene to adsorb a single F4TCNQ molecule at

different lateral positions, in order to determine the lowest energy adsorption site.

All the atomic coordinates are relaxed until the forces are less than 10−3 Ry/Bohr.

For the calculations with external electric field, the electric field is applied using

a sawtooth potential, which is directed normal to the plane of the F4TCNQ/Gr

system.41;42 Brillouin zone (BZ) sampling is restricted to the zone center for the

geometry relaxation calculations. We have used the Marzari-Vanderbilt43 smearing

method with functions of width of 0.001 Ry, to aid the convergence. To gener-

ate the projected density of states (PDOS), we have a used (9 × 9 × 1) k-mesh to

sample the BZ using the Monkhorst-Pack44 sampling scheme. We have used the

Tersoff-Hamann approach to simulate scanning tunneling microscopy (STM) im-

ages.45 The electronic charge associated with each atom is obtained by using the

Bader method.46;47

For CoPc/Gr

All our calculations have been performed within the framework of spin-polarized
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density functional theory, using the Quantum ESPRESSO package.36;37 The elec-

tronic wavefunctions are expanded in a plane-wave basis set using the cutoffs set to

35 Ry for kinetic energy and 350 Ry for charge densities. The exchange correlation

interactions are treated using the Perdew-Burke-Ernzerhof (PBE) form of the gen-

eralized gradient approximation.39 The ion-electron interactions are described using

ultrasoft pseudopotentials.38

We have used a 15×15 supercell of graphene to adsorb the CoPc molecule. van

der Waals interactions between the molecule and substrate are described using the

semi-empirical DFT-D2 method.40

All the atomic coordinates are relaxed, until the forces are less than 10−3 Ry/Bohr.

Brillouin zone (BZ) sampling is restricted to the zone center for the geometry opti-

mization calculations. We have used Marzari-Vanderbilt43 broadening functions of

the width of 0.001 Ry to aid the convergence. To generate the projected density of

states (PDOS) plots and charge redistribution plots, we have used k-mesh of 6×6×1

to sample the BZ using the Monkhorst-Pack scheme.44

5.3 Results and discussion for F4TCNQ/Gr

5.3.1 Adsorption geometry of F4TCNQ on Gr

In order to determine the adsorption geometry of F4TCNQ molecule on graphene,

we have used density functional theory to compute the total energy for five differ-

ent starting configurations shown in Figs. 5.3(a)-(e). These configurations differ in

the lateral position of the molecule with respect to the graphene substrate, note in

particular the position of the hexagonal ring of the molecule with respect to the

graphene. For example, the centre of the hexagonal ring of the F4TCNQ molecule

is positioned on top of a C-C bond of the graphene in Figs. 5.3(a) and (d), with

the molecule rotated 60◦ in Fig. 5.3(d) from its position in Fig. 5.3(a). Similarly,
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(a) (b)

(d)(c)

(e)

Figure 5.3: Zoomed in views of five starting adsorption configurations considered for
a single F4TCNQ molecule on undoped graphene; a

√
127×

√
127 graphene supercell

was used in the calculaitons. As a result, periodic images of molecules are > 12 Å
away from each other. Color codes for atoms are red (F), yellow (C), blue (N), and
gray (C of graphene).
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the hexagonal ring of the molecule is positioned on top of the hexagonal ring of the

substrate graphene in Fig. 5.3(b). In Figs. 5.3(c) and 5.3(e), the centre of the hexag-

onal ring of the molecule is on top of the C atom of the graphene sheet. However,

the hexagonal ring in Fig. 5.3(c) is not exactly on top of a C atom as in Fig. 5.3(e)

rather, it has a lateral shift. In all these configurations, we have considered a sin-

gle F4TCNQ molecule being adsorbed within a
√

127 ×
√

127 graphene supercell.

This results in an intermolecular distance (between periodic images of molecules) of

more than 12 Å, as a result of which any intermolecular interactions are essentially

negligible.

The adsorption energy EGr
ads for each of these configurations is calculated using

the following formula:

EGr
ads = EF4TCNQ/Gr − Ebare

Gr − Eiso
F4TCNQ, (5.1)

where EF4TCNQ/Gr, Ebare
Gr , and Eiso

F4TCNQ are the total energies of the combined F4TCNQ/Gr

system, bare graphene, and an isolated molecule in the gas phase, respectively. Com-

paring the adsorption energies calculated using Eq. (5.1) for all the configurations

we considered, it is found that a single F4TCNQ prefers to adsorb on the pristine

graphene in the configuration shown in Fig. 5.3(d). Note that for all the starting

configurations except that shown in Fig. 5.3(d), the F4TCNQ molecule moves later-

ally on the graphene and relaxes to the most energetically favorable configuration,

viz., that shown in Fig. 5.3(d).

The calculated value of adsorption energy (EGr
ads) for the configuration shown in

Fig. 5.3(d) is −1.482 eV/molecule. We note that our optimized adsorption geometry

is in very good agreement with that found by previous authors.27;48

In this context, it would be nice to compare our adsorption geometry for F4TCNQ/Gr,

with that obtained for TCNQ/Gr as reported earlier.25;49 Both TCNQ and F4TCNQ
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are electron acceptor type molecules. One can get TCNQ by replacing four fluo-

rine (F) atoms with four hydrogens (H) in F4TCNQ; the optimized geometry of an

isolated F4TCNQ molecule in the gas phase was shown in Fig. 5.2(a) above. The

study by Pham et al.25 showed that TCNQ adsorbs on graphene at the configura-

tion where the centre of the ring of the TCNQ is positioned over a C-C bond of

the graphene, just as we find F4TCNQ does on graphene. Their reported value of

adsorption energy for the TCNQ/Gr system was −1.27 eV/molecule.49 Our calcula-

tions show that the magnitude of the adsorption energy for F4TCNQ/Gr is slightly

higher than that for TCNQ/Gr; this can be rationalized as being due to the en-

hanced charge transfer observed in the F4TCNQ/Gr system due to the presence of

the most electronegative element F. We found that charge (electron) transfer from

pristine graphene to F4TCNQ (∆Q= 0.47 e) is higher compared to TCNQ (∆Q =

0.30 e). In this context, we would like to mention a comparative study by Oliveira

et al.27 where they have presented a detailed discussion of the difference in charge

transfer between TCNQ and F4TCNQ molecules on graphene. We note however

that we are interested in extending these previous studies, in order to explore the

possibility magnetism in F4TCNQ on graphene by using an external electric field or

by doping the substrate graphene with nitrogen atoms.

5.3.2 Tuning of molecular magnetism in F4TCNQ/Gr system

using an external electric field

In this subsection, we show that one can achieve the magnetism in this organic

molecule-graphene system by applying an external electric field perpendicular to

the substrate. Our calculations show that F4TCNQ/Gr develops magnetism in the

presence of an applied negative electric field (ε < 0) while it shows a magnetic to

non-magnetic transition if the field is turned off or if we apply a positive electric
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Figure 5.4: The magnetic moment µB has been plotted as a function of the applied
external electric field. The insets show the direction of the electric field (a negative
electric field is pointed downwards, while a positive electric field pointed upwards,
i.e., towards the molecule). A negative electric field (ε < 0) gives rise to a magnetic
moment in the F4TCNQ/Gr system.

field (ε > 0), see Fig. 5.4. The pale green region in Fig. 5.4 represents the magnetic

regime. The blue shaded region of the Fig. 5.4 is the non-magnetic regime. Note

that we refer to the electric field as a positive electric field when the field is along

+z (points from graphene to molecule) and negative electric field if it is along −z-

direction (points from molecule to graphene). Corresponding insets of Fig. 5.4 show

the directions of the electric fields.

The electric-field-induced magnetism can be understood by looking at the charge

transfer in the system. In Fig. 5.5(a), we have plotted the charge transferred from

the Gr to the molecule, as a function of the electric field. We note that we have

used the Bader method46 to partition the charge between the molecule and the

Gr substrate. We see that as the electric field is made more negative, this charge
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(electron) transfer ∆Q increases, in a linear fashion. The negative electric field

pushes electrons from the Gr into the molecule.

In Fig. 5.5(b), we have plotted µB (the total magnetic moment of the system)

as a function of the charge (electron) transfer (∆Q) from Gr to the molecule. It is

clear from Fig. 5.5(b) that the charge transfer induces the magnetic moment.

To see where the magnetic moment is localized in the F4TCNQ/Gr system, in

Fig. 5.6 we have plotted the isosurfaces of the spin polarization, i.e., the difference of

spin-up and spin-down charge density
[
n↑(r)−n↓(r)

]
of the combined F4TCNQ/Gr

system for ε = −0.3 V/Å and ε = −0.5 V/Å. We can conclude from Fig. 5.6 that

the magnetic moment is primarily localized on the molecule, not on the graphene.

The green lobes in Fig. 5.6 correspond to a net positive spin polarization, i.e.,

n↑(r) > n↓(r), while the purple lobes correspond to a net negative spin polarization,

i.e., n↑(r) < n↓(r).

To investigate the origin of the molecular magnetism in the F4TCNQ molecule,

we have calculated the non-spin-polarized density of states of the F4TCNQ/Gr sys-

tem for different external electric fields, and looked at the position of the LUMO

peak of the F4TCNQ molecule with respect to the Fermi energy as a function of ε

[see Fig. 5.7(a)] and ∆Q [see Fig. 5.7(b)]. For both the cases, one finds that when

the non-spin-polarized LUMO peak falls at the Fermi energy or very close to the

Fermi energy, the LUMO peak splits into a spin up SOMO (singly occupied molec-

ular orbital) and a spin down SUMO (singly unoccupied molecular orbital). This

can be seen in, e.g., see Fig 5.8(a) for ε = −0.5 V/Å. However, Figs. 5.8(b) shows

no splitting of the LUMO, because the LUMO peak is far from the Fermi level for

ε = +0.5 V/Å.

One would expect that both the SOMO and the SUMO should look like the

LUMO in shape as it splits into SOMO and SUMO in a negative electric field.

We have simulated STM images using the Tersoff-Hamann approach45 at two bias
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(a)

(b)

Figure 5.5: (a) ∆Q (charge transfer from substrate to the molecule) as a function
of external electric field (b) Total magnetic moment µB of the system as a function
of ∆Q.
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(a) (b)

(c) (d)

Figure 5.6: Top and side views of F4TCNQ/Gr, showing isosurfaces of the spin
polarization

[
n↑(r)−n↓(r)

]
. (a),(c) ε =-0.3 V/Å, (b),(d) ε =-0.5 V/Å. Green lobes:

n↑(r) > n↓(r), purple lobes: n↑(r) < n↓(r) Isosurface value: 0.00095 e/Bohr3
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(b)(b)(b)

(a)

Figure 5.7: (a) Position of the LUMO peak (in a non-spin-polarized calculation) of
the F4TCNQ molecule with respect to the Fermi energy of the F4TCNQ/Gr system
for different external electric fields (b) Position of the LUMO peak (in a non-spin-
polarized calculation) of the F4TCNQ molecule with respect to the Fermi energy of
the F4TCNQ/Gr system as a function ∆Q (charge transfer from substrate to the
molecule).
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(a)

(b)

Figure 5.8: Projected density of states (PDOS) for F4TCNQ/Gr system at (a) ε =
-0.5 V/Å, and (b) ε = 0.5 V/Å. Black and green lines represent the PDOS for
graphene and F4TCNQ, respectively. The Fermi level has is shown using a violet
line.
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(a) (b) (c)

Figure 5.9: Constant current STM images simulated at (a) −0.5 V and (b) +0.5 V
for the F4TCNQ/Gr shown in Fig. 5.3(d). All the simulations have been performed
applying an external electric field (ε) of −0.5 V/Å perpendicular to the graphene
sheet. We have plotted the isosurface values of 1×10−8 e/Bohr3 to plot the constant
current images (c) LUMO of F4TCNQ molecule in the gas phase. Isosurface value
of 0.00015 e/Bohr3 is used to plot the LUMO of the molecule.

voltages −0.5 V and +0.5 V in order to see their shapes. The STM image simulated

at −0.5 V [see Fig. 5.9(a)] shows the shape of the SOMO and the STM image

simulated at +0.5 V [see Fig. 5.9(b)] shows the SUMO. By comparing Fig. 5.9(a)

and Fig. 5.9(b) with the ILDOS (integrated local density of states) plot for the

LUMO of the gas phase molecule shown in Fig. 5.9(c), it can be concluded that the

shapes of both SOMO and SUMO look like the shape of the LUMO of the gas phase

molecule.

5.3.3 Adsorption of F4TCNQ on nitrogen-doped graphene

We divide this section into three subsections. In the first subsection, we compute

the formation energy of graphene doped with a nitrogen atom and a nitrogen pair,

and compare these configurations with the pristine graphene. Next, we discuss the

adsorption of a F4TCNQ molecule on graphene doped with single nitrogen (N-Gr)

and then on graphene doped with a nitrogen pair (2N-Gr).
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Figure 5.10: Zoomed in view of graphene doped with single N atom (N-Gr). A√
127×

√
127 graphene (Gr) supercell was used for N doping. Color code: blue (N),

and gray (C of graphene).

Graphene doped with single nitrogen (N-Gr) and nitrogen pair (2N-Gr)

We have substituted one C atom of the
√

127 ×
√

127 graphene (Gr) supercell by

a single N atom to create the N-Gr supercell (see Fig. 5.10), and two C atoms by

2 N atoms to create the 2N-Gr supercell. For 2N-Gr, we can have more than one

configuration depending on the positions of the two N atoms relative to each other.

We have considered a few such possibilities, see Fig. 5.11. The formation energy

(Eform
doped Gr) for graphene doped with single nitrogen/N-pair can be calculated using

the following formula:

Eform
doped Gr = − 1

ni

(
Ebare

Gr − ni(µC − µN)− Edoped Gr

)
, (5.2)

where Ebare
Gr is the total energy of the bare graphene (Gr), and Edoped Gr is the total

energy of the graphene doped with single nitrogen/ N-pair. ni is the number of C

atoms substituted by N atoms from the graphene. ni is 1 for N-Gr and 2 for 2N-Gr.

µC and µN are the chemical potentials of the C and N atoms. µC is calculated by

dividing the total energy of pristine Gr by the total number of C atoms present in

the system. µN is half of the total energy calculated for an isolated N2 molecule in

the gas phase.
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Table 5.1 lists the formation energy of N-doped graphene. First of all, we see

that the formation energies are positive for N-doped graphene, which is in agreement

with the results of previous DFT studies.50;51 Note that a positive value of Eform
doped Gr

implies that nitrogen doping is unfavorable. So, the higher the positive value of

Eform
doped Gr, the lower the chances of formation is. One can note from Table 5.1 that

the formation of 2N-Gr is thermodynamically more likely compared to the formation

of N-Gr. One can also note that the configuration corresponding to Fig. 5.11(f) is the

most energetically favorable one among all the configurations we have considered for

2N-Gr, though the configuration shown in Fig. 5.11(i) is very close to the energy that

of the configuration Fig. 5.11(f). Two previous groups of authors, Hou et al.,50 and

Xiang et al.,51 reported that the latter configuration, i.e., that shown in Fig. 5.11(i),

has the lowest formation energy for a N-pair. However, these previous authors did

not consider the configuration shown in Fig. 5.11(f), which we find is slightly lower

in energy. We note that STM experiments performed by Tison et al.52 and Telychko

et al.53 found the configuration shown in Fig. 5.11(b) to be the most commonly seen

configuration.

Table 5.1 also lists the magnetic moments for the various configurations consid-

ered for graphene doped by a single N or a N-pair. Note that N-Gr is a magnetic

system. However, not all the configurations of 2N-Gr are magnetic [see Table 5.1].

We note that the most stable configuration of 2N-Gr [i.e., Fig. 5.11(f)] is a non-

magnetic system.

F4TCNQ on single nitrogen-doped graphene (F4TCNQ/N-Gr)

In order to determine the lowest energy adsorption geometry of F4TCNQ molecule

on N-Gr, we have computed the adsorption energy (EN-Gr
ads ) for all the configurations
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.11: Zoomed in views of graphene doped with N pair (2N-Gr). A
√

127 ×√
127 graphene (Gr) supercell was used for N doping where we have replaced 2 C

atoms of Gr with 2 N atoms. (a)–(i) are the configurations we considered for the
different positions N atoms in 2N-Gr. Color codes for atoms are blue (N), and gray
(C of graphene).
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Table 5.1: Computed formation energy (Eform
doped Gr) for the graphene doped with

nitrogen pair (2N-Gr) and for the graphene doped with single nitrogen (N-Gr). We
have substituted one C atom of

√
127×

√
127 graphene supercell by a single N atom

for N-Gr and two C atoms by two N atoms in case of 2N-Gr. For 2N-Gr, we can
have more than one configuration depending on the position of the two N atoms with
respect to each other. The formation energies have been computed using Eq. (5.2).
For ease of reference, the values corresponding to the lowest-energy configuration
have been boxed.

Figure corresponding Eformation
doped Gr (eV/N atom) Magnetic Moment (µB)

to configuration

pristine Gr 0.0 0.00

N-Gr [Fig. 5.10] 1.088 1.00

2N-Gr [Fig. 5.11(a)] 1.485 0.00

2N-Gr [Fig. 5.11(b)] 1.169 0.00

2N-Gr [Fig. 5.11(c)] 1.134 0.13

2N-Gr [Fig. 5.11(d)] 1.127 2.00

2N-Gr [Fig. 5.11(e)] 1.022 0.00

2N-Gr [Fig. 5.11(f)] 0.967 0.00

2N-Gr [Fig. 5.11(g)] 1.008 0.00

2N-Gr [Fig. 5.11(h)] 1.060 0.00

2N-Gr [Fig. 5.11(i)] 0.977 0.00
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shown in Fig. 5.12 using the following formula:

EN-Gr
ads = EF4TCNQ/N-Gr − Ebare

N-Gr − Eiso
F4TCNQ, (5.3)

where EF4TCNQ/N-Gr, Ebare
N-Gr, and Eiso

F4TCNQ are the total energies of the combined

F4TCNQ/N-Gr system, bare N-Gr and the isolated molecule in the gas phase. One

should note that the F4TCNQ molecule is on the nitrogen atom (N-sites) for all the

configurations presented in Fig. 5.12. To see whether the molecule prefers to sit on

a N-site or far from the N-site, we also have computed the adsorption energy for

one configuration where the molecule is adsorbed far from the dopant nitrogen atom

(i.e., on a C-site), see Fig. 5.13.

The calculated adsorption energies have been listed in Table 5.2, which suggests

that configuration Fig. 5.12(e) is the most stable configuration among all those

considered by us. These results for the favored adsorption geometry agree with those

of a previous study in which the authors studied the adsorption of TCNQ on N-Gr.25

The authors of this previous study found that the N atom of the TCNQ molecule

lies almost directly over the N dopant atom of the N-Gr, as in our Fig. 5.12(e). Note

that we find that the configurations shown in Figs. 5.12(e) and 5.12(a) are almost

degenerate; this is because in both cases, the N atoms in the molecule sit almost

directly over the N dopant atom.

From the results shown in Table 5.2, we can also conclude that F4TCNQ prefers

to sit over a N-site (over the dopant nitrogen atom) instead of a C-site (i.e., far

from dopant N, see Fig. 5.13). This is due to the higher electron transfer (∆Q)

from the substrate to the molecule over a N-site compared to the C-site. The

calculated ∆Q is 0.99 e from N-site to the molecule and 0.47 e from C-site to the

molecule. We found that the configuration in Fig. 5.12(e) got extra stabilization

of -0.966 eV/molecule on N-Gr compared to the undoped (pristine) Gr. In the
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Figure 5.12: Zoomed in views of various optimized geometries of single F4TCNQ
on N-Gr. The positions of the single dopant N atom have been highlighted using
a red circle. Color code for atoms is red (F), yellow (C), blue (N), and gray (C of
graphene).
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Table 5.2: Calculated values for the adsorption energy EN-Gr
ads for the various adsorp-

tion geometries considered for F4TCNQ on graphene with a single N atom. The
values are computed using Eq. (5.3). For ease of reference, the value corresponding
to the lowest-energy geometry has been boxed.

Figure corresponding to configuration EN-Gr
ads (eV)

Fig. 5.12(a) -2.443

Fig. 5.12(b) -2.374

Fig. 5.12(c) -2.379

Fig. 5.12(d) -2.421

Fig. 5.12(e) -2.448

Fig. 5.12(f) -2.435

Fig. 5.12(g) -2.378

Fig. 5.12(h) -2.414

Fig. 5.12(i) -2.347

Fig. 5.12(j) -2.336

Fig. 5.12(k) -2.390

Fig. 5.12(l) -2.334

Fig. 5.12(m) -2.385

Fig. 5.12(n) -2.370

Fig. 5.12(o) -2.345

Fig. 5.12(p) -2.398

Fig. 5.13 -2.273
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Figure 5.13: Optimized geometry of single F4TCNQ adsorbed at a C-site of the
doped graphene, far away from the dopant N atom. Color code for atoms is red (F),
yellow (C), blue (N), and gray (C of graphene). The positions of the single dopant
N atom have been highlighted using a red circle.

(a) (b)

Figure 5.14: Experimental STM images for (a) F4TCNQ/N-Gr (b) after removal of
F4TCNQ molecules from F4TCNQ/N-Gr. The two bright circles in (b) indicate the
position of dopant N atoms where formerly F4TCNQ molecules were present. Both
the images recorded at bias voltage of +1.5 V and at I = 5 pA. The figures are
reprinted with permission from Ref. 54.

configuration corresponding to Fig. 5.13, where the molecule is far away from the N

dopant, one might have expected to get the same result as for adsorption on pristine

(undoped) graphene. However, we see that the magnitude of the adsorption energy

is significantly larger for the configuration corresponding Fig. 5.13 than it was for

F4TCNQ on the undoped system (−1.482 eV/molecule), even though in the former

case, the F4TCNQ molecule is far away from the dopant nitrogen. This suggests

that the effect of the dopant is felt even at quite a distance away from it, and our

unit cell is small enough that the molecule sees the effect of the N-dopant even at a

"C-site" that is as far away as possible from the N-dopant.
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These results are in good agreement with the results of STM experiments per-

formed by our collaborators from the University of Paris-Diderot. The experiments

were performed at 4 K temperature.54 Fig. 5.14(a) is the STM image recorded for

F4TCNQ/N-Gr system and Fig. 5.14(b) shows the image recorded in the same area

after the removal of F4TCNQ molecule from F4TCNQ/N-Gr. The two bright spots

in Fig. 5.14(b) represent the N atoms’ position in N-Gr; these become visible only

after removing the molecules from F4TCNQ/N-Gr combined system, at exactly the

positions where formerly F4TCNQ molecules were present. This confirms that the

molecules preferentially adsorb over N-sites.

Adsorption of F4TCNQ on graphene doped with nitrogen pair (F4TCNQ/2N-

Gr)

In order to determine the adsorption geometry of the F4TCNQ on 2N-Gr, we have

computed the adsorption energy (E2N-Gr
ads ) for all the configurations shown in Fig. 5.15

using the following formula:

E2N-Gr
ads = EF4TCNQ/2N-Gr − Ebare

2N-Gr − Eiso
F4TCNQ, (5.4)

where EF4TCNQ/2N-Gr, Ebare
2N-Gr, and Eiso

F4TCNQ are the total energies of the combined

F4TCNQ/2N-Gr system, bare 2N-Gr, and the isolated molecule in the gas phase.

Table 5.3 lists the adsorption energy of a single F4TCNQ molecule on a N-pair

of the N-doped graphene. Note that we have considered different configurations for

the relative separation of the two N atoms in the N-pair, as well as for the molecule

with respect to the N-pair. We see from Table 5.3 that Fig. 5.15(i) is the most stable

configuration for the F4TCNQ on 2N-Gr. Interestingly, here the 2 N atoms in the

N-pair are not in their lowest energy configuration for bare 2N-Gr [see Fig. 5.11(c)].

Recall that Fig. 5.11(f) was the lowest energy configuration for bare 2N-Gr. The



5.3 Results and discussion for F4TCNQ/Gr 155

Figure 5.15: Zoomed in views of optimized geometry of single F4TCNQ on 2N-Gr.
We have doped

√
127×

√
127 supercell of graphene with a N pair. Different positions

for dopant N have been shown using red circle. Color code for atoms are red (F),
yellow (C), blue (N), and gray (C of graphene).
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charge transfer from the N-pair to the molecule is now significantly higher than it

was on pristine graphene or over a single N-dopant, with ∆Q =1.20 e, favoring the

molecular adsorption over a N-pair compared to over a single N or pristine graphene.

5.3.4 N-doping in graphene induces molecular magnetism in

F4TCNQ/Gr system

We have found that adsorption of the F4TCNQ molecule on both the N-Gr & 2N-

Gr induces molecular magnetism. This can be confirmed by looking at difference of

spin-up & spin-down
[
n↑(r) − n↓(r)

]
charge densities for the F4TCNQ/N-Gr [con-

figuration Fig. 5.12(e)] and F4TCNQ/2N-Gr [configuration Fig. 5.15(i)] systems, see

Fig. 5.16. The calculated magnetic moment is 1.0 µB for F4TCNQ/N-Gr and 0.44

µB for F4TCNQ/2N-Gr, which can be explained by looking at their isosurfaces in

Fig. 5.16(b) and 5.16(d). Prominent lobes present in the isosurface of Fig. 5.16(b)

indicate high magnetic moment for F4TCNQ/N-Gr. One can note from Fig. 5.16

that upon deposition of the molecule, the magnetic moment of 1 µB gets transferred

from the substrate N-Gr (graphene doped with single N) to (orimarily) the molecule

adsorbed on it. In the case of 2N-Gr, the bare substrate had a magnetic moment

of 0.13 µB [for config. Fig. 5.11(c)] , but the system acquires a magnetic moment

of 0.44 µB after adsorption of the molecule. No lobes present in the isosurface of

Fig. 5.16(c) indicate very low spin polarization density for 2N-Gr after molecular

adsorption. Doping induced molecular magnetism can also be confirmed by exam-

ining the density of states for F4TCNQ/N-Gr and F4TCNQ/2N-Gr, see Fig. 5.17.

The lowest unoccupied molecular orbital (LUMO) of the molecule splits into a

spin-up SOMO (singly occupied molecular orbital) and a spin-down SUMO (singly

unoccupied molecular orbital) [see Figs.5.17(a) and 5.17(b)] with different filling



5.3 Results and discussion for F4TCNQ/Gr 157

Table 5.3: Computed adsorption energy (E2N-Gr
ads ) for various configurations consid-

ered for F4TCNQ/2N-Gr. We have substituted two C atoms of the (
√

127×
√

127)
graphene supercell with two N atoms and adsorbed a F4TCNQ molecule on it. The
adsorption energy is computed using Eq. (5.4). The boxed value corroesponds to
the lowest energy configuration.

Figure corresponding E2N-Gr
ads (eV/molecule)

to configuration

Fig. 5.15(a) -2.422

Fig. 5.15(b) -2.408

Fig. 5.15(c) -2.506

Fig. 5.15(d) -2.467

Fig. 5.15(e) -2.496

Fig. 5.15(f) -2.429

Fig. 5.15(g) -2.508

Fig. 5.15(h) -2.560

Fig. 5.15(i) -2.578

Fig. 5.15(j) -2.522

Fig. 5.15(k) -2.414

Fig. 5.15(l) -2.358

Fig. 5.15(m) -2.493

Fig. 5.15(n) -2.421

Fig. 5.15(o) -2.203

Fig. 5.15(p) -2.134
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(b)

(d)

(a)

(c)

Figure 5.16: Side views showing isosurfaces of the spin polarization density
[
n↑(r)−

n↓(r)
]
, for (a) bare N-Gr, (b) F4TCNQ/N-Gr [configuration Fig. 5.12(e)], and (c)

bare 2N-Gr, (d) F4TCNQ/2N-Gr [configuration Fig. 5.15(i)]. Isovalue of 0.0007
e/Bohr3 has been used to plot the iso-surfaces. Color code for atoms: gray – C of
graphene, blue – N, yellow – C of molecule, red – F, turquoise – H. Green lobes:
n↑(r) > n↓(r) and purple lobes: n↑(r) < n↓(r).

(a) (b)

Figure 5.17: (a) Projected density of states for F4TCNQ/N-Gr, and (b)
F4TCNQ/2N-Gr. Color code: Golden yellow (substrate N-Gr), turquoise (substrate
2N-Gr), and green (F4TCNQ). The position of the Fermi level has been indicated
using solid purple line.
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ratio in the case of graphene doped with single nitrogen (N-Gr) and nitrogen pair

(2N-Gr). This causes the system to have a magnetic moment.

To gain insight into the charge redistribution of F4TCNQ on N-doped graphene,

we have computed the differential charge density (DCD) for F4TCNQ on N-Gr and

2N-Gr and compared with the corresponding results for pristine Gr. The DCD is

defined as:

∆ρ(r) = ρF4TCNQ/sub(r)− ρF4TCNQ(r)− ρsub(r), (5.5)

where ρF4TCNQ/sub(r), ρF4TCNQ(r), and ρsub(r) are the charge densities of the com-

bined system, the isolated F4TCNQ molecule, and the bare substrate, respectively.

We consider the sub to be Gr for F4TCNQ/Gr, N-Gr for F4TCNQ/N-Gr, and 2N-Gr

for F4TCNQ/2N-Gr. Plots of isosurfaces of the DCD for F4TCNQ/Gr, F4TCNQ/N-

Gr, and F4TCNQ/2N-Gr systems are shown in Fig. 5.18. This figure shows that

electron accumulation (red color) takes place upon the F4TCNQ molecule at the

interfaces, although the amount of electron accumulation is not the same for all

the systems. One can see that the charge transfer is considerably more signifi-

cant for N-doped graphene upon comparing F4TCNQ/N-Gr [see Fig. 5.18(d)] and

F4TCNQ/2N-Gr [see Fig. 5.18(f)] with F4TCNQ/Gr [see Fig. 5.18(b)]. The blue

color in Fig. 5.18(d) and (f) show the depletion of charge density at the N-site,

which further confirms that the enhanced charge transfer occurs from the N-site to

the F4TCNQ molecule. One does not see such large magenta lobes in F4TCNQ/Gr;

see Fig. 5.18(b).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.18: Calculated differential charge densities (DCD) for F4TCNQ/Gr (a)
top-view (b) side-view, for F4TCNQ/N-Gr [for config. Fig. 5.12(e)] (c) top-view (d)
side-view and for F4TCNQ/2N-Gr [for config. Fig. 5.15(i)] (e) top-view (f) side-
view. In all cases, the isosurface value of 0.0015 e/Bohr3 has been plotted. Red and
blue lobes indicate electron accumulation and depletion, respectively.
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5.4 Results and discussion for CoPc on doped graphene

5.4.1 Experimental results

First, we discuss the low temperature (4.6 K) STM experiments performed by our

experimental collaborators, Mehdi Bouatou and Dr. Jerome Lagoute in the MPQ

laboratory of the University of Paris–Diderot. In the experiment, cobalt phthalo-

cyanine (CoPc) molecules have been deposited on nitrogen-doped graphene. After

deposition, it is found that a few CoPc molecules sit on single nitrogen sites, while

other molecules sit on nitrogen pairs of the N-doped graphene. We show experi-

mental STM images of the molecules adsorbed on nitrogen-doped graphene. CoPc−

[i.e., the molecule on the nitrogen pair; we discuss its charge state further below]

has been encircled using the red line in Fig. 5.19(a). Note that two dark blue dots

represent the position of the nitrogen pair in the substrate. In Fig. 5.19(a), the

CoPc molecule on a single nitrogen of the doped graphene has been encircled using

green line. The position of the single nitrogen below the CoPc molecule has been

shown using a dark blue dot.

From scanning tunneling spectroscopy (STS), they have found that only for those

molecules that sit on nitrogen pairs in the doped graphene, there is a complete

transfer of one full electron (1 e) from the nitrogen pair to the molecule’s LUMO.

This is a signature of the redox reaction because the oxidation state of the Co

centre in the molecule goes from 0 to −1 after receiving one electron from the N-

pair. Experimental dI/dV spectra for the molecules on single nitrogen and on the

nitrogen pair of the doped graphene have been shown in Figs. 5.19(b) and 5.19(c),

respectively. Note that the LUMO of CoPc lies above the Fermi energy in case of

CoPc on single nitrogen, whereas the LUMO lies below the Fermi energy for the

molecule on nitrogen pair of the doped graphene. The shift of LUMO to below the

Fermi level a indicates the high charge transfer (which is 1 e from the experiment)
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(a) (b) (c)

Figure 5.19: (a) STM image of CoPc molecule adsorbed on single nitrogen (encircled
with green circle) and on the nitrogen pair (encircled with red circle) of the N-doped
graphene. Dark blue dots represents the position of the nitrogen below the CoPc
molecule. The images have been recorded at I = 50 pA and V = 1.0 V. (b) dI/dV
spectra of CoPc molecule on single nitrogen of the doped graphene. (c) dI/dV
spectra of CoPc molecule on the nitrogen pair of the doped graphene. The figures
are reprinted with permission from Ref. 35.

from the N-pair to the molecule. In contrast, they found that the molecules on

single nitrogen atoms are in the 0 oxidation state, i.e., there is no reduction of the

CoPc molecules that sit on the doped graphene’s single nitrogen dopants. Such a

reduction (change in the oxidation state) of CoPc is important because it is expercted

to enhance the catalytic activity of CoPc towards CO2 reduction reaction.32

5.4.2 Adsorption geometry of CoPc on doped Gr

To investigate the adsorption of the CoPc molecule on nitrogen-doped graphene, we

have considered a CoPc molecule on graphene doped with single nitrogen (N-Gr) or

on graphene doped with a nitrogen pair (2N-Gr). We have compared these results

with those obtained for a CoPc molecule adsorbed on pristine graphene. Note that

we have substituted one C atom of the 15×15 graphene supercell by one N atom

to make the N-Gr substrate. Similarly, we have substituted two C atoms in this

supercell by two N atoms to make the 2N-Gr substrate. The optimized geometries

of the CoPc molecule on Gr, N-Gr, and 2N-Gr are shown in Figs.5.20(a), (b), and
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(b) (c)(a)

Figure 5.20: Zoomed in views of optimized geometry of CoPc on (a) Gr (b) N-Gr
and (c) 2N-Gr. We have substituted one C atom of the 15×15 graphene supercell
by one N atom to make N-Gr and two C atoms by two N atoms to make the 2N-Gr.
The position of the dopant nitrogen has been encircled in red in (b) and (c). Color
code: yellow (C), blue (N), green (Co), turquoise (H), and gray (graphene).

(c), respectively. Note that the position of the molecule with respect to the nitrogen

atom/s of the doped graphene (in the cases of N-Gr and 2N-Gr) has been determined

from the STM experiments, where the same area of the surface has been imaged

before and after removing the molecule. We calculate the adsorption energy using

the formula:

Eads
CoPc/sub = ECoPc/sub − Ebare

sub − Eiso
CoPc, (5.6)

where ECoPc/sub, Ebare
sub , and Eiso

CoPc are the total energies of CoPc on nitrogen doped

graphene substrates, bare substrates [sub is 2N-Gr for graphene doped with N-pair

& N-Gr for graphene doped with single nitrogen], and the isolated CoPc molecule

in the gas phase.

The calculated adsorption energy is −2.422 eV/molecule for the CoPc on pristine

graphene, −2.609 eV/molecule for the CoPc on N-Gr, and −2.761 eV/molecule for

the CoPc on 2N-Gr, i.e., the magnitude of the adsorption energy increases as we go

from Gr to N-Gr to 2N-Gr.

We also found that the distance between the Co atom (of CoPc) and the substrate

decreases on going from Gr to N-Gr to 2N-Gr, due to an increase in the interaction
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between the CoPc with N atoms of N-doped graphene. The calculated distance is

3.33 Å for CoPc on the pristine graphene, 3.20 Å over a single N, and 3.15 Å over a

nitrogen pair in N-doped graphene. However, CoPc lies flat on the substrate in all

the cases.

5.4.3 Tuning of charge upon CoPc molecule on the doped

graphene

We have plotted our theoretical results for the projected density of states (PDOS)

for the CoPc on pristine graphene, N-Gr, and on 2N-Gr, see Fig. 5.21. Note that

the LUMO is at (or slightly the above) the Fermi energy in the case of CoPc/Gr,

see Fig. 5.21(a). The same is true for CoPc/N-Gr, see Fig. 5.21(b). However, the

LUMO goes below the Fermi level for CoPc/2N-Gr, see Fig. 5.21(c). Therefore, the

PDOS for CoPc on the nitrogen pair agrees reasonably well with the experimental

dI/dV spectra, see Fig. 5.19(c). However, one cannot always expect to see exact

agreement between the PDOS (calculated from ground state theory) and dI/dV

spectra obtained experimentally. For example, in our theoretical PDOS curves, we

find that the molecular LUMO is present at the Fermi level in the cases of CoPc/N-

Gr, and CoPc/Gr; this is in disagreement with the experimental dI/dV spectra.

Note, however, that trends as a function of N-doping are reproduced correctly.

To confirm the origin of the shift of the molecular LUMO below the Fermi en-

ergy for CoPc/2N-Gr, we have computed the charge transfer from substrate to the

molecule using the Bader method.46 The charge transfer (∆Q) is 0.20 for CoPc/Gr,

0.43 e f CoPc/N-Gr, and 0.61 e for 0 CoPc/2N-Gr. While these charge transfers

differ from those estimated from the STS experiments (we do not find that a full

electron is transferred on 2N-Gr), we note that we correctly predict that the charge

transfer increases as one goes from Gr to N-Gr to 2N-Gr. Absolute values of charge
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(a)

(b)

(c)

(a)

(b)

Figure 5.21: Projected density of states (PDOS) for isolated CoPc on (a) Gr, (b)
N-Gr, and (c) 2N-Gr. Color code: red (up spin of the CoPc), blue (down spin of the
CoPc, gray (PDOS of the Gr), orange (PDOS of the N-Gr), and turquoise (PDOS
of the 2N-Gr). The Fermi level is shown using a purple dotted line. The figures are
reprinted with permission from Ref. 35.
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transfer evaluated from DFT are well-known to be unreliable, in part due to ambi-

guities inherent in charge-partitioning schemes. The high charge transfer from the

N-pair to the LUMO of the CoPc shifts the LUMO of the molecule below the Fermi

energy.

In addition, we have compared the charge redistribution that occurs when the

CoPc molecule is placed over pristine graphene, N-Gr, and 2N-Gr. In Figs. 5.22(a),(b),

and (c) the red and blue lobes show electron gain and electron loss, respectively. No-

tice that the electron depletion occurs markedly from the location of the nitrogen

atoms. The difference between the N-Gr and 2N-Gr is more evident in Figs. 5.22(e)

and (f); in these figures, for greater visual clarity, only the blue lobes corresponding

to electron depletion from the substrate are shown (i.e., the red lobes are not shown,

nor is the CoPc molecule). The positions of the N dopant atoms in the graphene

substrate are shown using red circles. It is clear that there is less electron depletion

in Fig. 5.22(e), which corresponds to adsorption over an single N dopant, than in

Fig. 5.22(f), which corresponds to adsorption over a N pair. Also, in the case of

the single N dopant, we see that the electron depletion occurs mostly in the vicinity

of the N dopant atom (i.e., below one quadrant of the molecule only), whereas in

Fig. 5.22(f), the electron depletion occurs below all four quadrants of the molecule.

Fig. 5.23 shows an inverse relationship between the charge transferred from the

substrate to the molecule and the Co-substrate distance (the values of the distances

and the trends in these values as a function of N-doping were discussed in the

previous section).
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(a) (b) (c)

(d) (e) (f)

Figure 5.22: Charge redistribution that occurs on placing a CoPc molecule on (a),(d)
pristine graphene, (b),(e) N-Gr, and (c),(f) 2N-Gr. Red and blue lobes represent
electron gain and loss, respectively. The isosurfaces shown correspond to (a),(b)(c)
0.0015 e/Bohr3 and (d),(e),(f) 0.00055 e/Bohr3. Color code: C (yellow), blue (N),
purple (Co), light blue (H). The red circles indicate the positions of dopant N atoms
in the graphene substrate. The gray lines indicate nearest neighbor bonds between
C atoms in graphene. The figures are reprinted with permission from Ref. 35.

Figure 5.23: Distance between the Co atom (of CoPc) and the substrate as a function
of charge transferred from the substrate to the molecule.
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5.5 Conclusions

We have used density functional theory to tune the magnetism and charge of organic

molecules deposited on graphene and N-doped graphene.

In the first part of this chapter, we have shown that one can induce magnetism

in the F4TCNQ/Gr system by applying an external electric field pointing in the

direction from the molecule towards the graphene (negative electric field). Such

a negative electric field causes enhanced charge transfer from the graphene to the

molecule, which results in a sizeable magnetic moment in the system. Such a nega-

tive electric field splits the LUMO of the F4TCNQmolecule into a SUMO and SOMO

with opposite spin polarizations, and with partial filling of the SOMO, which in-

duces the molecular magnetism. One can also develop a sizeable magnetic moment

in the system by introducing nitrogen dopants in the substrate of the F4TCNQ/Gr

system. In this case, one need not apply an external electric field to get magnetism.

N-doping in graphene of F4TCNQ/Gr system itself induces magnetism, due to the

transfer of a full electron from the N-site of the N-Gr to the molecule. Again, charge

transfer from the substrate (N-Gr) to the LUMO splits the LUMO into SOMO and

SUMO. We believe that our findings are interesting because they can conceivably

have applications in the field of spintronics.

In the second part of this chapter, we have tuned the charge on a CoPc molecule

deposited on pristine and N-doped graphene. Using DFT, we have shown that high

charge transfer from N-pair of doped graphene to the CoPc helps us understand why

the CoPc molecule gets reduced on a nitrogen pair, as a result of which the Co center

goes from a neutral to a −1 state (it is important to note that this happens only on

a N-pair, i.e., this reduction does not occur on a single N dopant or on the pristine

Gr surface). In experiments, this reduction on the N-pair was signalled by the shift

of the LUMO of the molecule to below the Fermi energy, for the CoPc on nitrogen
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pair. We have seen that the PDOS for CoPc on the nitrogen pair of the N-doped

graphene agrees reasonably well with the dI/dV spectra measured experimentally

for CoPc on N-pair.
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Chapter 6
F4TCNQ Molecules on Black Phosphorene

6.1 Introduction

Black phosphorene (BP), a monolayer of black phosphorus, has drawn much atten-

tion because of its fascinating electronic properties. In particular, its high charge car-

rier mobility, direct band gap semiconducting characteristics, and strong anisotropies

in electro-optical and thermo-mechanical properties are opening up new opportu-

nities for its application in electronics1 and optical devices.2 The structure of BP

is shown in Fig. 6.1, in which the x and y axes represent the armchair and zigzag

directions, respectively.

(a) (b)

a

b

x

y

x

z a

Figure 6.1: (a) and (b) are the top and side views of the black phosphorene (BP)
3x3 unit cell. a and b are the unit cell lattice parameters. The stacking along x-axis
(armchair direction) is different from the y-axis (zigzag direction).
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BP was first prepared by mechanical exfoliation by Lu et al.3 The low struc-

tural stability of the BP and the low scalability of the exfoliation process are two

shortcomings which limit experimental investigations and possible technological ap-

plications.4;5 One solution to these problems is liquid exfoliation in organic solvents6

or in ionic liquids.7 Although this produces BP in high quantity, BP exfoliated us-

ing the liquid exfoliation method shows different characteristics than BP exfoliated

mechanically.8 Another answer to these problems is to increase the thickness, by

increasing the number of atomic layers. Moreover, few-layer phosphorene shows

unique characteristics because of its tunable band gap and charge carrier mobility

with thickness. The band gap can be tuned from 0.3 eV9 to 1.5 eV10–12 by going

down from the bulk to the monolayer. Also, one can tune the hole mobility from 640

– 700 cm2 V−1 s−1 for monolayer (1L-BP) to 4800 – 6400 cm2 V−1 s−1 for 5L-BP.12

Limitations in experimental investigations due to the chemical instability of BP

encouraged people to study BP extensively using density functional theory. There

are several theoretical studies which show that phosphorene is exceptional in sev-

eral ways: it can exhibit a rather high band gap of 1.50 eV, and a very high hole

mobility, which can reach up to 26,000 cm2 V−1 s−1 (Ref. 12). The combination

of these two properties makes BP a very promising candidate to be used in the

semiconductor industry. Interestingly, the hole mobility in phosphorene shows high

directional anisotropy: though the hole mobility can reach up to 26,000 cm2 V−1

s−1 along the zigzag direction, it is only 640 – 700 cm2 V−1 s−1 along the armchair

direction.12 One can tune the electronic properties of the BP by applying strain,

creating defects, or doping with organic or gas molecules. A study by Carvalho et

al. shows that compressive strain applied along the direction normal to the plane of

the BP changes its band structure:13 BP transforms from a direct band gap semi-

conductor to an indirect band gap semiconductor, semimetal, and finally metal,
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upon increasing compressive strain. Peng et al. showed that there are alternat-

ing direct to indirect band gap semiconductor transitions, as a function of uniaxial

strain applied along the armchair or zigzag direction of the BP.14 Similarly, defect

engineering appears to be a promising technique to tune the electronic properties.

Introducing a monovacancy can induce magnetism15 in BP, and also make it a p-type

semiconductor.16 The divacancy reduces the carrier mobility in BP due to enhanced

electron-hole recombination.17

The electronic properties of BP can also be tuned through chemical function-

alization. We can broadly categorize such functionalization into two classes: (A)

physisorption, i.e., non-covalent type of interaction between the adatom (or ad-

molecule) with the substrate, and (B) chemisorption or covalent interaction between

the adatom (or admolecule) and the substrate BP. Sometimes, chemisorption can

break the host structure. For example, H, F, Cl, and the hydroxyl group (OH−) can

disintegrate BP. These chemical species act like scissors, cutting phosphorene into

phosphorus chains and nanoribbons.18;19 In contrast, physisorption of C,B,N, F, and

O have been found to result in no damage to the host structure.20 Of these species,

B, N, C, and F reduce the band gap while the single O atom does not change the

band gap. Li21 and Na22 metal adatoms cause a semiconductor to metal transi-

tion in BP. Moreover, Li ions show ultrafast diffusion along the zigzag direction on

BP, which makes Li0.042P a promising candidate to be used in Li-ion batteries,21

although a high concentration of Li can disintegrate BP.

Adsorption of small organic molecules or gas molecules results in a non-covalent

interaction with BP, and does not damage the phosphorene’s lattice structure like

defect creation, strain engineering, and metal or non-metal adatoms. Often, the ph-

ysisorption of organic molecules is referred to as “molecular doping” because they can

change the electronic properties of BP (e.g., semiconductor to metal transition) like
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Figure 6.2: Field dependent band gaps of BP, TCNQ/BP, TCNE/BP, and TTF/BP.
The direction of the applied positive E-field is labeled inside by taking TCNQ/BP
as an example. Republished with permission of IOP Publishing Ltd, from 24; per-
mission conveyed through Copyright Clearance Center, Inc.

other dopants. In this regard, a DFT study by Zhang et al. shows that tetracyano-p-

quinodimethane (TCNQ), an electron acceptor-type molecule, causes p-type doping

in BP, while tetrathiafulvalene (TTF), an electron donor-type molecule, introduces

a deep donor state into the gap so that effective n-type doping cannot be real-

ized.23 However, one can make phosphorene into a n-type semiconductor by apply-

ing either in-plane strain or an external electric field. In another study, Jing et al.

showed that the band gap of BP can be tuned by a combination of molecular doping

and electric field.24 TCNQ and tetracyanoethylene (TCNE), electron acceptor-type

molecules, decrease the band gap of the combined system in a positive electric field

(see Fig. 6.2), whereas TTF, an electron donor-type molecule, decreases the band

gap in a negative electric field.

In this chapter, we have used density functional theory to study the change in

electronic properties in BP due to molecular doping. We dope BP with an elec-

tron acceptor-type molecule, 2,3,5,6-tetrafluoro-7,7,8,8-tetracyano-quinodimethane

(F4TCNQ). Our DFT calculations show that a negative electric field can induce
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magnetism in the F4TCNQ/BP system. This can be explained in terms of the split-

ting of the impurity band introduced by the molecule. We have also shown that the

electronic and magnetic properties of this combined system will evolve in interesting

ways as the temperature changes. These findings may be of interest for applications

in spintronics.

Further, we show how that anisotropy in molecular diffusion barriers can be used

to explain the unidirectional streaks observed in the experimental low-temperature

scanning tunneling microscopy (STM) images. We discuss these experimental find-

ings in the following section.

6.2 Experimental Background

In this section, we discuss the low temperature (4.6 K) STM experiments performed

by our experimental collaborators Dr. Harsh & Dr. Lagoute in the MPQ laboratory

of the University of Paris-Diderot.25 In the experiments, they have used few-layer

thick black phosphorene, rather than monolayer BP, due to the low structural sta-

bility of the latter. F4TCNQ, at a very low concentration, has been deposited on

few-layer phosphorene. This enables them to study the behaviour of single F4TCNQ

molecules on few-layer phosphorene, because the molecules are far apart from each

other [see Fig. 6.3(b)] and the intermolecular interaction can therefore be neglected.

They have found that a few of the F4TCNQ molecules are imaged as streaks dur-

ing STM scanning [see Fig. 6.3(a)] and are mobile during scanning, which prevents

them from taking the STS spectra. The mobility of the molecule during the process

of scanning is shown in Fig. 6.3(b). The green shadow near the molecule was the

initial position of the molecule before scanning; the molecule got shifted to a new

position after scanning. We also note that the long axis of F4TCNQ lies along the

armchair direction with respect to the topmost layer of the few-layer phosphorene.
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(a) (b)

Figure 6.3: (a) Experimental STM image of F4TCNQ molecules deposited on few-
layer black phosphorene at very low concentration. (b) Experimental STM image
at a small length scale shows that single F4TCNQ molecules are far apart from each
other on few-layer black phosphorene. Both the STM images recorded at -2.0 V and
I= 10 pA. White bars show the length scale of the STM images. The images are
taken with permission from Ref 25.

Note that the “long axis" of the F4TCNQ molecule is defined in Fig. 6.4. It shows

that the long axis passes through those C atoms which are attached to the CN−

groups of the molecule.

6.3 Systems under study

In this section, we describe the systems we considered when performing our ab initio

calculations. In this study, we considered two types of systems: (1) F4TCNQ

molecule on (monolayer) BP (also called 1L-BP), and (2) F4TCNQ molecule on

3-layers thick phosphorene (3L-BP). Our primary focus is on the F4TCNQ/BP sys-

tem, and most of the calculations in this chapter have been performed on this system.

However, in order to determine the favored adsorption geometry of the molecule on

the substrate, and the adsorption geometry, we have also considered, in addition,

F4TCNQ/3L-BP.

In order to determine the adsorption geometry of a single F4TCNQ molecule
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Figure 6.4: Optimized geometry of F4TCNQ molecule in gas phase. Color code for
atoms: red (F), yellow (C), and blue (N).The long axis of F4TCNQ, which passes
through C atoms attached to CN− groups, is shown using a dark red dashed line.

on BP, we have used a 7a×9b supercell of BP, where a and b are the two in-

plane primitive lattice vectors of the BP. Within this supercell, we adsorb a single

molecule of F4TCNQ; each molecule is then more than 22 Å apart from its neighbors

in the xy plane. Guided by the STM images obtained by our collaborators, we have

considered seven possible configurations for a F4TCNQ molecule adsorbed on BP;

these are shown in Figs. 6.5(a) – (g). These configurations differ from each other in

terms of the position of the hexagonal ring of the F4TCNQ molecule relative to the

substrate. Note, however, that we always considered the long axis of the molecule

to be oriented along the armchair direction of the BP, based on the experimental

result shown in Fig. 6.3(b). We remark that an earlier DFT study by Zhang et al.23

confirmed that for TCNQ (a sister molecule of F4TCNQ) on BP too, the long axis

of the molecule prefers to be oriented along the armchair direction of the substrate.

For F4TCNQ/3L-BP, we considered seven configurations that are similar to those

considered for the adsorption energy calculations on F4TCNQ/BP, except for the

fact that two extra layers of phosphorus are added at the bottom of the substrate.

Only the side view of F4TCNQ/3L-BP is shown in Fig. 6.6 for visual clarity.
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(a) (b) (c)

(d) (e) (f)

(g) (h)
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Figure 6.5: Optimized geometries of F4TCNQ/BP systems, (a) to (g) are the top
views of the seven configurations we considered. All the configurations are different
from each other in terms of the position of hexagonal ring of the F4TCNQ molecule
on BP. (h) side view of F4TCNQ/BP. Color code for atom is red (F), yellow (C),
blue (N), maroon (P at the interface), purple (rest of the P).
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x

z

Figure 6.6: Side view of optimized geometry of F4TCNQ/3L-BP. Two extra layers
are added at the bottom of the F4TCNQ/BP systems shown in Fig. 6.5(h). Color
code for atom is red (F), yellow (C), blue (N), maroon (P at the interface), and
purple (rest of the P).

6.4 Computational details

Our DFT calculations have been performed using both non-spin-polarized and spin-

polarized density functional theory, as implemented in the Quantum ESPRESSO

package.26;27 The exchange-correlation potential is described using the Perdew-Burke-

Ernzerhof (PBE) form of the generalized gradient approximation (GGA).28 We have

described the interactions between ion cores and valence electrons using ultrasoft

pseudopotentials.29 The Kohn-Sham equations have been expanded using a plane-

wave basis set; the cutoff for the wave functions is chosen to be 35 Ry, and 350

Ry for the charge densities. We have used the semi-empirical DFT-D2 method30 to

include the long-range dispersion interactions.

We have adsorbed a single F4TCNQ molecule within a 7a×9b supercell of BP

or 3L-BP, when determining the lowest energy adsorption geometry. All the atomic

coordinates are relaxed until the forces are less than 10−3 Ry/Bohr. However, during

constrained optimization calculations performed to calculate the energy barrier for

molecular diffusion, the four carbon atoms of the molecule that fall on the central

long axis are held fixed at various positions. For calculations in the presence of an
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Table 6.1: Lattice parameters for BP (1L-BP) and 3L-BP calculated using
PBE+DFT-D2.

nL-BP a (Å) b (Å)
our calc. prev calc. our calc. prev calc.

BP 4.56 4.56 1b 3.31 3.32 1b

4.58 1c 3.32 1c

3L-BP 4.48 4.47 1b 3.32 3.32 1b

4.51 1c 3.33 1c

1b Ref. 17
1c Ref. 12

external electric field, the electric field is applied via a sawtooth potential, which is

directed perpendicular to the plane of the hybrid F4TCNQ/BP system.31;32

Brillouin zone (BZ) sampling is restricted to the zone center for geometry op-

timization calculations. We have used Marzari-Vanderbilt33 smearing to aid the

convergence, with a width equal to 0.001 Ry. To generate the density of states

(DOS), we have used a 3 × 3 × 1 k-mesh to sample the BZ, using the Monkhorst-

Pack scheme.34

The electronic charge associated with each atom is obtained by using the Bader

method.35;36

6.5 Results and discussion

6.5.1 Benchmark calculations on monolayer and few-layer black

phosphorene

We first carry out a few calculations on the black phosphorene substrates on which

we will deposit the F4TCNQ molecules.

We have computed the lattice parameters a and b of BP; we find good agreement

with earlier reported values,12;17 also computed using DFT, see Table 6.1.

We have also computed the electronic band structure and density of states (DOS)
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Figure 6.7: (a) Density of states (DOS) for the bare BP substrate. The black dashed
line shows the position of the Fermi level.

for the bare phosphorene substrates, see Fig. 6.7. We find that the band gap for BP

is 0.88 eV and that for 3L-BP is 0.20 eV. These values are in good agreement with

values in the literature.12;37

6.5.2 Adsorption geometry and effect of thickness in deter-

mining the adsorption geometry

To determine the adsorption geometry of isolated F4TCNQ molecules on BP and on

few-layers phosphorene, we have compared the adsorption energies (EnL-BP
ads ) com-

puted using the following formula:

EnL-BP
ads =

(
EF4TCNQ/nL-BP − Epris

nL-BP − E
iso
F4TCNQ

)
. (6.1)
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Table 6.2: Adsorption energies (in eV) calculated using Eq. (6.1) for all the
F4TCNQ/nL-BP configurations shown in Fig. 6.5, for both monolayer and 3L phos-
phorene substrates. The boxed values correspond to the lowest energy configurations
on the two substrates.

Configuration EBP
ads(eV) E3L-BP

ads (eV)

Fig. 6.5(a) -1.217 -1.508

Fig. 6.5(b) -1.238 -1.534

Fig. 6.5(c) -1.209 -1.499

Fig. 6.5(d) -1.243 -1.509

Fig. 6.5(e) -1.206 -1.523

Fig. 6.5(f) -1.180 -1.299

Fig. 6.5(g) -1.166 -1.309

Here n = 1 for BP and n = 3 for 3L-BP. Eiso
F4TCNQ, E

pris
nL-BP, and EF4TCNQ/nL-BP are

the total energies of the isolated molecule in the gas phase, pristine substrate (nL-

BP) and the combined system, respectively. In the case of BP, we use the notation

EBP
ads throughout this chapter instead of E1L-BP

ads , for notational simplicity. The sec-

ond column of Table 6.2 lists our computed values for the adsorption energy of the

F4TCNQ/BP system, and the third column lists the values we obtain for the ad-

sorption energy for F4TCNQ/3L-BP. From this table, we see that the configuration

Fig. 6.5(d) is the lowest energy configuration on BP. However, we note that this is al-

most degenerate with Fig. 6.5(b), we therefore believe that both these configurations

may be found in low- temperature STM experiments. For F4TCNQ/3L-BP, we see

that Fig. 6.5(b) is the lowest-energy configuration, however Fig. 6.5(e), Fig. 6.5(d)

and Fig. 6.5(a) all lie fairly close in energy. It is interesting to note that the lowest-

energy configuration is different when the phosphorene is monolayer or three layers,

though the energy differences between the various configurations are small.

We have found that the average distance between the molecule and BP changes
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from 3.15 Å for BP (1L-BP) to 3.34 Å in 3L-BP.

Based upon their STM images, which were performed on few-layer phospho-

rene, our collaborators deduced that they observe configurations corresponding to

Fig. 6.5(b) as well as configurations corresponding to Fig. 6.5(d) in their exper-

iments, with the former being more predominant. (However, we note that it is

difficult to determine the position of the molecule precisely from STM images). We

can, however, conclude that in general, there is good agreement between experi-

ment and theory, though we note that the small energy differences between different

adsorption configurations appear to be sensitive to the number of layers of phos-

phorene present. These small energy differences may also be sensitive to the precise

treatment of dispersion interactions.

6.5.3 Charge transfer in F4TCNQ/BP systems

We continue our study on F4TCNQ/BP to see the effect of molecular doping on

electronic properties. F4TCNQ is expected to be an electron acceptor-type molecule

that accumulates electron density from BP towards itself near the F4TCNQ/BP

interface. To get a better insight into the interfacial charge transfer in the combined

F4TCNQ/BP system, we compute the differential charge density, which is defined

as:

∆ρ(r) = ρF4TCNQ/BP (r)− ρF4TCNQ(r)− ρBP (r), (6.2)

where ρF4TCNQ/BP (r), ρF4TCNQ(r), and ρBP (r) are the charge densities of the com-

bined F4TCNQ/BP system, isolated F4TCNQ molecule, and bare BP, respectively.

Note that the latter two quantities are evaluated in their geometries in the com-

bined system. The quantity ∆ρ(r) is shown in Figs. 6.8(a) and 6.8(b). In this

figure, purple color represents the electron accumulation (we see lobes of this color

near the F4TCNQ and at the F4TCNQ/BP interface). Similarly, electron depletion
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(a) (c)

(b) (d)

x

y

x

z

Figure 6.8: Calculated differential charge densities for Fig. 6.5(d) (a) top-view (b)
side-view. (c) LUMO of the isolated F4TCNQ molecule. To plot (a), (b) and (c)
we have used iso-surface value of 0.00015 e-bohr−3. (d) Planar averaged differential
charge density, ∆ρ(z) is plotted as a function of z. Color code: purple (electron
accumulation), and turquoise (electron depletion)
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(turquoise color) occurs near the BP to maintain the charge neutrality. To further

understand the charge redistribution, we have calculated the integral of ∆ρ(r) over

the xy plane according to:

∆ρ(z) =

∫
xy

∆ρ(r)dxdy; (6.3)

here ∆ρ(z) is the planar average of the differential charge density ∆ρ(r). Note that

the BP is normal to the z-axis. We find that ∆ρ(z) varies as a function of z, see

Fig. 6.8(d). A negative value of ∆ρ(z) represents depletion of electron density, and

a positive value represents the accumulation of electron density. Fig. 6.8(d) confirms

the electron accumulation near the F4TCNQ molecule and electron depletion near

the BP at the F4TCNQ/BP interface.

The transferred electrons are transferred from BP to the formerly empty lowest

unoccupied molecular orbital (LUMO) of the F4TCNQ molecule. This can be con-

firmed by noting the similarity in the shapes of the lobes of ∆ρ showing electron

accumulation in Fig. 6.8(a) and the shape of the LUMO of the isolated molecule in

the gas phase [see Fig. 6.8(c)]. To compute the total charge (electron) transfer ∆Q

from BP to the molecule, we use the Bader analysis method.35 We find that ∆Q is

0.59 e for Fig. 6.5(d).

6.5.4 Effect of electric fields: Magnetic moment at T = 0

Though F4TCNQ/BP is non-magnetic in the absence of an external electric field,

we have found that the application of an external electric field (ε) induces a non-

magnetic to magnetic transition, see Fig. 6.9. The sign convention for the sign of

the electric field is that it is positive (ε > 0 V/Å) when it points along +z and

negative (ε < 0 V/Å) when it points along -z. The directions of electric fields are

shown pictorially in the corresponding insets of Fig. 6.9. In a positive electric field
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Figure 6.9: µB has been plotted as a function of external electric fields. Inset shows
the direction of the electric field. Negative electric field pointed downwards—positive
electric field pointed upwards, i.e., towards the molecule. The negative electric field
(ε < 0) gives rise to a stable magnetic phase in F4TCNQ/BP system. Color code:
pale green (magnetic phase) blue (non-magnetic phase).
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Figure 6.10: Charge transfer from BP to the molecule, as a function of the applied
external electric field.

i.e., when ε > 0 V/Å, the F4TCNQ/BP combined system is found to be non-spin-

polarized and has zero magnetic moment. However, when the polarity of the electric

field is reversed (ε < 0), the system becomes magnetic.

The electric-field-induced magnetism can be understood by looking at the charge

transfer in the system. In Fig. 6.10, we have plotted the charge transferred from the

BP to the molecule, as a function of the electric field. We note that we have used the

Bader method35 to partition the charge between the molecule and the BP substrate.

We see that as the electric field is made more negative, this charge (electron) transfer

∆Q increases, in a linear fashion. The negative electric field pushes electrons from

the BP into the molecule.

In Fig. 6.11, we have plotted µB (the total magnetic moment of the system) as

a function of the charge (electron) transfer (∆Q) from BP to the molecule . It is

clear from Fig. 6.11 that the charge transfer induces the magnetic moment.
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Figure 6.11: µB as a function of charge transfer from BP to the F4TCNQ molecule.

In order to see how the spin polarization is distributed through the system,

in Fig. 6.12 we have plotted the spin polarized charge density, i.e., the difference

between the spin-up and spin-down charge densities
[
n↑(r)−n↓(r)

]
of F4TCNQ/BP

for ε = − 0.3 V/Å and ε = − 0.5 V/Å. We see that, at least at T = 0, the spin-

polarization is localized primarily on the F4TCNQ molecule.

We can also see where the magnetic moment is localized by computing the indi-

vidual Bader charges qσi on all the atoms in the system, where i indexes the atoms,

and σ is a spin index. Then the net moment on the molecule or the substrate is given

by
∑

i(q
↑
i − q

↓
i ), where the summation runs over all the atoms in the molecule, or all

the atoms in the phosphorene substrate. In this way, we find that when ε = −0.3

V/Å, the moment on the F4TCNQ molecule is 0.56 µB and that on the BP sub-

strate is −0.21 µB. Similarly, when ε = −0.5 V/Å, the moment on the F4TCNQ

molecule is 0.83 µB and that on the BP substrate is 0.10 µB. Thus, (at temperature

T = 0) the the net spin polarization on the molecule and the substrate may be

directed either oppositely or in the same direction, with the former being larger in

magnitude. Note that the spin polarization in the substrate is spread out over many

atoms, which is why it is not visible in Fig. 6.12.
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(a) (b)

(c) (d)

Figure 6.12: Top and side views of the F4TCNQ/BP system, showing isosurfaces
of the spin-polarized charge density

[
n↑(r)− n↓(r)

]
, for (a),(c) ε = −0.3 V/Å, and

(b),(d) ε = −0.5 V/Å. Green and purple lobes correspond to positive and negative
values, respectively, i.e., green: n↑(r) > n↓(r) and purple: n↑(r) < n↓(r). Isosurface
value 0.00046 e/bohr3.
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6.5.5 Effect of electric field on band structure

To gain further insight into the electric field induced magnetism in this system, we

have plotted spin-polarized electronic band structures for different electric fields,

see Fig. 6.13 and Fig. 6.14. One can see that the F4TCNQ introduces a band

(corresponding to the LUMO of the molecule) in the band gap of phosphorene. As

the electric field is made progressively more negative, this band is pushed downward

towards the valence band edge. Finally, at negative electric fields (when, in a non-

spin-polarized calculation, the molecular LUMO lies very close to the valence band

edge), a splitting of this band gap state occurs, into a spin-up state and a spin-down

state.

By examining the electronic band structure of F4TCNQ/BP [Fig. 6.13(c)] at

ε = 0, we find that bare BP, which shows a band gap of 0.88 eV [see Fig. 6.7], is

converted into a p-type semiconductor after doping with F4TCNQ. The Fig. 6.13(c)

shows that F4TCNQ introduces a state near the valence band edge of the BP and

there are now impurity states 13 meV above the valence band edge. It is well-

known that the introduction of an empty state near the valence band results in a

p-type semiconductor. In this case, the energy of the LUMO of F4TCNQ lies just

above the valence band of the BP, resulting in p-type doping in the combined system.

These results are similar to those obtained previously when TCNQ (another electron

acceptor) was deposited on BP, resulting in p-type doping due to the molecular

LUMO being position just above the valence band edge of the BP.23 We note that the

band gaps have been computed using the PBE+vdW functional; underestimation of

band gaps is well-known to be a shortcoming of such ‘standard’ DFT calculations.

However, we still believe that comparative changes in band gaps (as done here) can

usefully be extracted using this technique.

In order to gain an understanding of how this molecular doping affects the elec-

tronic properties of the system, it is of interest to know to what extent these impurity
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(a) (b)

(c)

Figure 6.13: Projected band structures for F4TCNQ/BP systems along the k-path
X–S–Y –G–X at different external electric fields (a) ε= +0.5 V/Å (b) ε= +0.3
V/Å, (c) ε= 0.0 V/Å. Note that we have projected the bands on the molecule.
Color bar indicates the contribution from the molecule. Red color implies that full
contribution of the molecule. Blue color indicates zero contribution of the molecule.
Fermi energy has been drawn using black dashed line. (d) The full k-path inside
the Brillouin zone.
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(e)

(f)

spin-down spin-up

spin-up
spin-down

Figure 6.14: Projected spin polarized band structures for F4TCNQ/BP systems
along the k-path X–S–Y –G–X at (e) ε= -0.3 V/Å (f) ε= -0.5 V/Å. Note that we
have projected the bands on the molecule. Color bar indicates the contribution from
the molecule. Red color implies that full contribution of the molecule. Blue color
indicates zero contribution of the molecule. Fermi energy has been drawn using
black dashed line.
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states are hybridized with the substrate. To see this, in Fig. 6.13 and Fig. 6.14, we

have projected out the band structure so as to get the contribution from the molecule

and the BP substrate, the color of the band indicates the relative contribution of

the two. Red color indicates the full contribution from the molecule, whereas blue

color indicates zero contribution of the molecule which means full contribution from

the substrate BP. Intermediate colors indicate that the state has both molecular

and BP character, due to hybridization between the two. From Fig. 6.13, we see

that the impurity (molecular LUMO) state is positioned far above the valence band

edge ε > 0. At these positive electric fields, this state is seen to be fully red, i.e.,

it has purely molecular character. However, even at ε = 0, we see that between

Ḡ and Ȳ (i.e., along the zigzag direction of the BP substrate), this acceptor band

has partly substrate character. From Fig. 6.14, we see that at negative electric

fields, this acceptor state gets split into, one unoccupied with spin down and one

partially occupied one with spin up. These are the SUMO and SOMO that have

been observed previously for similar systems; note however, that from the projected

band structures, we see that this ‘SOMO’ does not have purely molecular character.

With increasing electric field, it acquires increasing substrate character; again this

character is most pronounced between Ḡ and Ȳ .

As a result of this band structure at negative electric fields, the electronic and

magnetic properties of this system will evolve in interesting ways as the temperature

is increased. Because there are two spin polarized acceptor states at two different

energies, electrons from the valence band will be preferentially excited to the lower

(spin-up) acceptor state. As a result, the BP will start exhibiting spin polarized

conduction along the zigzag direction.

The magnetic moment of the system will first increase (as more carriers are

preferentially excited to the spin-up lower acceptor band) and then start decreasing

(as the higher spin-down acceptor band also starts getting occupied). The magnetic
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Figure 6.15: Magnetic moment of the F4TCNQ/BP system as function of tempera-
ture T .

moment and temperature T can then be estimated using the following equation:

µB(T ) =

∫ ∞
−∞

[g↑(E)− g↓(E)]f(E, T )dE (6.4)

where g↑(E) an g↓(E) are the density of states corresponding to the up- and down-

spin channels, respectively. f(E, T ) is the Fermi-Dirac distribution function, which

is given by:

f(ε) =
1

exp(E−EF

kBT
) + 1

(6.5)

where, EF and kB are the Fermi energy and Boltzmann’s constant, respectively.

6.5.6 Directional anisotropy in molecular diffusion

To explain the experimental observation of streaks in STM images during the course

of a scan Fig. 6.16(b), we have considered the optimized geometry of Fig. 6.5(d) and

calculated the diffusion barrier for the molecule along both the armchair and zigzag

directions. In order to compute the diffusion barrier along the armchair direction,

we have moved the molecule to its next equivalent site, indicated in Fig. 6.16(a) by
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the magenta arrow. The distance covered by the molecule to go to its nearest equiv-

alent sites is 4.56 Å which is equal to the lattice parameter a. Twelve equidistant

images are interpolated between the initial (tail of the magenta arrow) and the final

(head of the magenta arrow) positions. We have calculated the total energies of the

images using a constrained optimization method. Similarly, we have generated the

images and computed the total energies along the zigzag direction. However, the

distance molecule traveled along zigzag is different from the armchair direction. It

is 3.31 Å,i.e., equal to the lattice parameter b.

Fig. 6.16(c) shows the variation of total energies as a function of the dpath, which

is the lateral distance moved by the molecule on the BP surface. dpath is 4.56 Å and

3.31 Å for the final images along with armchair and zigzag directions, respectively.

EB1 (energy barrier for the first transition state) and EB2 (energy barrier for the

second transition state) are 0.107 eV and 0.204 eV for armchair direction and EB1

is 0.05 eV for zigzag direction. The high diffusion barrier for armchair direction

hinders the molecule to move along armchair direction. In contrast, the barrier is

low for zigzag direction, and the molecule is expected to move, which is responsible

for forming a streak along zigzag direction. The experimental STM image is shown

in Fig. 6.16(c), which confirms the same.

6.6 Conclusions

We have shown that molecular doping is an effective way to control the electronic

properties of two-dimensional materials like BP. Doping with F4TCNQ causes high

charge transfer from the substrate BP to the molecule. Charge transfer can further

be tuned by applying external electric fields. We have found that a negative electric

field can also induce magnetism in the F4TCNQ/BP system. This can be explained

in terms of the splitting of the impurity band introduced by the molecule. F4TCNQ
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(a) (b)

(c)
Figure 6.16: (a) Diffusion of the molecule along the armchair (magenta arrow) and
along the zigzag direction (orange arrow). (b) Experimental STM image shows
streaks along zigzag direction. The STM recorded at -2.0 V bias voltage and at I=
10 pA. The image is taken with permission from Ref 25. (c) Barrier heights for both
the directions calculated using constrained optimization method. To calculate the
diffusion barrier, we have interpolated equidistant images between two equivalent
sites. Plot shows the variation of the total energy of the images as a function of
dpath.
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creates p-type doping in the BP by introducing a band (corresponding to its LUMO)

in the band gap of BP which gets split into one unoccupied spin down (SUMO) band

and one partially occupied spin up (SOMO) band at negative electric fields. We have

also shown that the electronic and magnetic properties of this system will evolve in

interesting ways as the temperature changes.

The previous results are theoretical predictions which await experimental confir-

mation; they are of considerable interest because of possible applications in spintron-

ics. In addition we explained the experimental observation of streaks in STM images,

as being due to anisotropic diffusion of the molecules. We find that the diffusion

barrier is high for molecular motion along the armchair direction, which prevents

the molecule from moving along the armchair direction. F4TCNQ moves along the

zigzag direction, because of the low energy barrier, resulting in the observation of

the streaks in zigzag direction of the STM image.
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Chapter 7
Defects in Few-layer Black Phosphorene

7.1 Introduction

Black phosphorus is the most stable form of elemental phosphorus. Black phos-

phorus can be viewed as having an orthorhombic crystal structure1 (see Fig. 7.1)

where a relatively strong van der Waals interaction stacks the layers, as in graphite.

Black phosphorene (BP), a monolayer of black phosphorus, can be obtained by me-

chanical cleavage2 and liquid exfoliation.3;4 Few-layer black phosphorene has drawn

enormous attention in recent years. It is appealing for its tunable bandgap, which

can be varied from 0.3 eV (for bulk)1 to 1.5 eV (for BP)5–7 by changing the thickness

(the number of layers). There is also a strong directional anisotropy in the charge

carrier mobility. Hole mobility in BP can reach up to 10,000 – 26,000 cm2V−1s−1

along the zigzag direction, compared to 640 – 700 cm2V−1s−1 along the armchair

direction.6 This hole mobility can be further tuned by changing the number of lay-

ers; for example, along the armchair direction, the hole mobility varies from 640

– 700 cm2V−1s−1 for BP to 4800 – 6400 cm2V−1s−1 for five-layer black phospho-

rene (5L-BP).6 The tunable band gap and charge carrier mobility make few-layer

phosphorene very unique in the sense that the combination of these two properties

is rarely observed. For example, graphene shows a high electrical conductivity of

213
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Figure 7.1: Orthorhombic crystal structure of bulk black phosphorus (a) top view
of x-y plane, (b) side view of x-z plane, and (c) side view of x-z plane slightly tilted
along y-direction for better visual clarity of lattice vectors a, b and c. It can be
seen that a is the lattice vector along the armchair (x) direction, b is the lattice
vector along the zigzag (y) direction , and c represents the lattice vector along the
z direction. Phosphorus atoms are indicated by purple spheres.

2×105 cm2V−1s−1,8;9 but zero band gap, and MoS2 shows a sizeable band gap of

1.2 – 1.8 eV10 but a low carrier mobility of 10 – 200 cm2V−1s−1.11 For the above

reasons, few-layer phosphorene can potentially be used in electronic and photonic

devices such as field-effect-transistors,12 photovoltaic p-n junctions13, and thin-film

solar cells.14

Defects are an inevitable presence in any crystalline material. These defects can

be of different types and have different origins. Missing atom/atoms create so-called

intrinsic defects, whereas substitution or intercalation of an atom/atoms other than

that of native elements results in extrinsic defects. For example, monovacancies, di-

vacancies, and Stone-Wales defects are some of the common intrinsic defects found in

graphene and silicene.15–20 The presence of different defects causes different changes

in the properties of the materials, and hence in their possible applications. There

are several examples in the materials science literature where the introduction of

defects in a material leads to stark differences in its properties, such as from being

an insulator to a conductor or even a superconductor, magnetic to non-magnetic,
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non-spin polarized to spin-polarized and so on. In the case of BP, it is known that

the presence of monovacancies leads to a non-magnetic to magnetic transition,21 and

also makes it a p-type semiconductor.22 On the other hand, divacancies in BP reduce

the carrier mobility due to increased electron-hole recombination, thus impairing the

performance of electronic devices making use of such defected BP.23 Therefore, it

is essencial to understand the nature and impact of different kinds of defects in a

particular material.

There exist several previous DFT studies on intrinsic as well as extrinsic defects

in BP.24–26 The main kinds of intrinsic defects that have been studied earlier are

monovacancy (MV), divacancy (DV), and Stone-Wales defect (SW). It has been

found that among all these intrinsic defects, the DV is the most energetically fa-

vored.24 It has also been reported that two MVs diffuse towards each other and

coalesce to form a DV.24 In addition, extrinsic defects created by substitution, ad-

dition, and intercalation between two layers by Sn, Ni, Zn, Fe, Cu, O and I atoms

have also been studied.26

More recently, there has been an experimental scanning tunneling microscopy

(STM) study of few-layer BP by Kiraly et al.27 They have observed dumbbell-shaped

features which extended over a few nm, see Figs. 7.2(a) and (b). Since the few-layer

BP surface used in the experiment was cleaved in ultra-high vacuum, they ruled out

the possibility of any extrinsic impurity at the surface and, therefore, associated the

presence of dumbbell-like features with native defects of BP. They speculated that

the monovacancy point defect might have caused this kind of shape. They used

the tight binding model (TBM) to simulate charge densities for the monovacancy

point defects A [see insets of the Fig. 7.2(b)]. The TBM calculations yielded highly

anisotropic charge densities that looked like a dumbbell in shape [see Fig. 7.2(b)],
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Figure 7.2: Experimental STM images of few-layer phosphorene from Kiraly et
al.27 (a) is the constant-current STM image for the monovacancy A which has been
shown in the insets of the (b). The point defect A has been created by removing
single P atom from the upper sublayer of the topmost layer of the three-layer black
phosphorene (3L-BP). The STM image recorded at −0.1 V bias voltage. scale bar =
2 nm. (b) is charge density plots for A simulated using a tight binding model, scale
bar = 1 nm. Reprinted with permission from Ref. 27©2017 American Chemical
Society.

centered at the position of the monovacancy.

Qiu et al.28 also found a dumbbell shaped feature in their STM topography

experiment (see Fig. 7.3) on the black phosphorus surface. The STM images show

an oval-shaped feature at positive bias and a dumbbell shape at negative bias. To

understand the origin of this feature, they carried out elemental analysis using x-ray

photoelectron spectroscopy (XPS), which showed the existence of Sn as an impurity.

We note that is very common to find Sn as impurity in BP systems,29 since Sn is

often used as a catalyst during the synthesis of black phosphorous. They have

speculated that either a Sn substitutional defect or a monovacancy point defect

may be responsible for the dumbbell shapes.

There have also been other studies where density functional theory (DFT) has

been used to obtain simulated STM images of various intrinsic and extrinsic defects

in BP,24;25 but none of them reported dumbbell-shaped features extending over a

few nanometers. Although the two experiments mentioned above (Qiu et al.28 and

Kiraly et al.27) have shown the existence of dumbbell shaped features in the STM
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Figure 7.3: Experimental constant current STM images of black phosphorus surface
recorded at (a) 0.11 V and (b) −0.2 V, scale bar = 1 nm. Reprinted with permission
from Ref. 28 ©2017 American Chemical Society.

images of few-layer black phosphorene, the origin of such features is still unclear,

and a satisfactory theoretical explanation is lacking. In this chapter, we investigate

the origin of the dumbbell-shaped feature using ab initio density functional theory

(DFT). We find that the presence of one particular type of extrinsic defect (Sn

substitution in the lower sub-layer of the topmost layer of phosphorene) is the source

of the dumbbell-shaped feature. We also explain another experimental observation:

our experimental colleagues have shown that an applied electric pulse can switch

a feature that is initially imaged by STM as a bright circular spot to a dumbbell-

shaped feature after the application of the pulse. Our calculations show that this

can be explained in terms of an initial configuration corresponding to Sn-int (Sn

intercalated between top & middle layer of the 3L-BP) being converted to Sn-2 +

P-adatom (Sn substituted in the lower sub-layer of the topmost layer + a P atom

adsorbed on the upper sub-layer over the Sn atom)

7.2 Experimental results

Low temperature (4 K) STM experiments on few-layer thick black phosphorene

were performed by our experimental collaborators in the MPQ laboratory of the

University of Paris - Diderot. A bright dumbbell shape has been observed in the
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Figure 7.4: Experimental STM images recorded for the same area on the surface of
few-layer black phosphorene before (left) and after (right) applying an electric pulse
at bias voltage of −0.4 V and I = 100 pA. scale bar = 5 nm. Feature A remains
unchanged after application of the electric pulse. However, feature B is transformed
into B’ after the electric pulse is applied. a and b represent the armchair and zigzag
directions of the few-layer BP. The colored ellipses have been drawn to highlight the
features of interest. The figures are reprinted with permission from Ref. 30.

STM topography, which we have marked as feature A (surrounded by a green oval)

in Fig. 7.4(a). One can note that feature A remains the same after applying an

electric pulse [see the feature surrounded by a green oval in Fig. 7.4(b)]. However,

another feature B, which has a bright circular shape [see the feature surrounded by

a blue oval in Fig. 7.4(a)], changed to feature B’ [see the feature surrounded by a

red oval in Fig. 7.4(b)] once they applied the electric pulse. Feature B’ resembles

feature A in some respects, i.e., both have very extended dumbbell shapes, and they

have bright contrast. One can get an idea of the dimensions of the dumbbell-shaped

features by looking at the scale bar shown in Fig. 7.4. The extension is roughly 3

nm, and it is along the armchair direction (the long axis of the dumbbell is oriented

along the lattice vector a in the right-hand-side image of Fig. 7.4, where a represents

the lattice vector of the BP lattice along the armchair direction). However, a closer

examination reveals that there are also differences between the features A and B’:

feature A has almost zero brightness at the center of the dumbbell, whereas feature

B’ has the highest brightness at the center of the dumbbell.

This difference between feature A and feature B’ is also clearly apparent in
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Figure 7.5: Line scan profile for the features A (green line) and B’ (red line).
Scanning for both the features has been performed along the axis a shown in the
right-hand side of Fig. 7.4. This image is reused with permission from Ref. 30.
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Figure 7.6: Experimental STM images for feature A. The top panel shows STM
image recorded at −1.0 V bias voltage and I = 100 pA. The bottom panel is the
STM image recorded at +1.0 V bias voltage and I = 100 pA. Dumbbell shape can
be observed at negative bias (top panel), and dumbbell changes to a dark circle at
positive bias (bottom panel) This figure is reprinted with permission from Ref. 30.

Fig. 7.5, where we have plotted experimentally obtained line profiles for the two

features. We have used a green line for feature A and red line for feature B’,

maintaining the same color convention as was used to draw the ovals surrounding

the features in Fig. 7.4. Fig. 7.5 shows that the STM tip is retracted more (in order

to maintain a constant current) over the center of feature B’ than over the center of

feature A, suggesting that either atom(s) at the center of feature B’ are at a greater

height, or the local electron density there is considerably larger. Our colleagues have

also found out that the change from feature B to feature B’ is irreversible, i.e., once

the the electrical pulse is turned off, B’ does not revert back to B.

Their experiments also showed that feature A changes in shape and contrast

with the inversion of bias voltage. The bright dumbbell shape seen at negative bias

(see top panel of Fig. 7.6), changed to a dark circular spot at positive bias voltage

(see the bottom panel of Fig. 7.6). However, feature B remains unchanged even if

they reversed the bias voltage.
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7.3 Systems under study

We studied intrinsic and extrinsic defects in trilayer black phosphorene (3L-BP)

because of the earlier speculations27;28 that say defects in a few-layer black phos-

phorene could explain the dumbbell shape observed in the STM image. For all our

calculations, we have used a (7 × 9) supercell of 3L-BP, within which we have cre-

ated defects. Before going into details of the defect creation in the (7 × 9) supercell,

we discuss the geometries of the (3 × 3) unit cell of the monolayer (BP), bilayer

(2L-BP), and trilayer (3L-BP) of black phosphorene [see Figs. 7.7(a)-(f)], for better

understanding. Figs. 7.7(a) and 7.7(d) show the top view and side view of the BP.

a and b represent the lattice vectors along the armchair direction, and along the

zigzag direction of the corresponding (1 × 1) unit cell, respectively. In the cases of

2L-BP and 3L-BP, layers are stacked along the c lattice vector, see Figs. 7.7(e) and

7.7(f). The (7 × 9) supercell of 3L-BP is generated by repeating 7 primitive unit

cells along the armchair direction and 9 along the zigzag direction.

7.3.1 Intrinsic Defects

We have considered five different types of intrinsic defects: three monovacancies

(MV), as well as one divacancy (DV), and one Stone-Wales defect (SW). These are

the intrinsic defects (see Fig. 7.8) that are commonly observed in phosphorene and

have the lowest formation energies.24;26 One should note that we have shown only

the topmost layer of the 3L-BP in the figures showing top views, in Fig. 7.8. Note

also that we have used yellow color for the P atoms near the vacancy, so as to show

the vacancy more clearly.

The three types of monovacancies we have studied are labeled as 59-MV, 5656-

MV-1 and 5656-MV-2. The 59-MV is shown in Fig. 7.8(a). It can be created

by removing one P atom from the SL-1 [upper sublayer of the topmost layer, see
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Figure 7.7: Top and side views of (3×3) unit cell of (a),(d) monolayer (BP), (b),(e)
bilayer (2L-BP), and (c),(f) trilayer (3L-BP) of black phosphorene, respectively.
a and b are the lattice parameters, and d is the interlayer distance between two
consecutive layers. SL-1 and SL-2 are the upper and lower sublayers of the topmost
BP layer. SL-3 is the upper sublayer of the second BP layer. Purple spheres indicate
phosphorus atoms. The rectangles in (a), (b) and (c) indicate the boundaries of
(1× 1) cells.
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Fig. 7.7(f)] of the 3L-BP and constructing five-member and nine-member shared

rings by distorting the neighbouring atoms near the vacancy. Note that constructing

the 59-MV by distorting the neighbouring atoms of the vacancy allow the atoms of

the SL-2 (lower sub-layer of the topmost layer) to come and lie on the same plane

as SL-1.

The 5656-MV-1 monovacancy can be created by removing a single P atom from

SL-1, see Fig. 7.8(e). Similarly, we have created the 5656-MV-2 monovacancy [see

Fig. 7.8(f)] by removing a single P atom from SL-2 of 3L-BP. The two sublayers

SL-1 and SL-2 of the topmost phosphorene layer for the 3L-BP have been shown in

Fig. 7.7(f).

The divacancy DV [see Fig. 7.8(b)], can be created by removing two atoms from

the topmost phosphorene layer: one from SL-1 and another from SL-2. We have

created 5757-ring in DV by joining the neighbouring atoms near the vacancy.

Fig. 7.8(c) shows the SW defect. One should note that SW is not a vacancy

defect. One can form the 5757-SW defect by twisting one P-P bond through an

angle of 90◦.

7.3.2 Extrinsic Defects

For extrinsic defects, we have considered defects in 3L-BP due to substitution or

intercalation with foreign atoms. In substitutional defects, we studied Sn and Au

substitutions in different layers of 3L-BP. One should note that we have used Sn

substitutional/intercalation defects because Sn is often used as a catalyst to grow

the black phosphorus crystal.28 One can therefore assume that there may be a

relatively high probability of finding Sn as an impurity in the black phosphorus

crystal. The same is true for Au, though the use of Au is limited because of its high

cost.

Substitution of one P atom in SL-1 by one Sn atom results in the defect type that
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(a) (c)(b)

(d) (e) (f)
Figure 7.8: Optimized geometries of intrinsic defects in 3L-BP: Top views of (a)
59-MV, (b) 5757-DV, (c) 5757-SW, (d) 5656-MV-1/2. Note that we have shown
one geometry for both the top views of 5656-MV-1 and 5656-MV-2 because they
look the same. (e) and (f) are the side views of 5656-MV-1 and 5656-MV-2. Filled
black circle in (e) and (f) represents the position of the single vacancy in the case
of 5656-MV-1/2. Color code: purple (P), we have used yellow for the P atoms near
vacancy to show the vacancy more clearly.
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(a) (b) (c)

(d) (e) (f)

Figure 7.9: Optimized geometries of extrinsic defects in 3L-BP: (a) and (d) are the
top view and side view of Sn-1, (b) and (e) are the top view and side view of Sn-2,
(c) and (f) are top view and side view of Sn-3. For the top views shown in (a) and
(b) we have shown only the top layer of the 3L-BP for visual clarity. Similarly, for
(c) we have shown the middle layer of the 3L-BP to show the substitution in SL-3.
Color code: purple (P) and red (Sn).

we label as Sn-1 [see Figs. 7.9(a) and 7.9(d)]. Similarly, to obtain the defect that

we label as Sn-2, we substituted one P atom from SL-2 by one Sn [see Fig. 7.9(b)

and 7.9(e)]; the substitution of one P by Sn atom in the SL-3 layer [see Figs. 7.9(c)

and 7.9(f)] gives the Sn-3 defect. In the case of Au substitution, we have considered

only one configuration, Au-2, where one P atom of the SL-2 layer is substituted by

a Au atom [see Figs. 7.10(a), and 7.10(c)].

Finally, we added one Sn atom in between the top layer and middle layer of 3L-

BP to create Sn intercalation, we label this as the Sn-int defect [see Figs. 7.10(b),

and 7.10(d)].
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(a) (b)

(c) (d)

Figure 7.10: Optimized geometries of extrinsic defects in 3L-BP: (a) and (c) are top
view and side view of Au-2. (b) and (d) are top view and side view of Sn-int. For
the top views shown in (a) and (b), we have shown only the top layer of the 3L-BP
for visual clarity. Color code: purple (P), red (Sn) and golden yellow (Au).
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7.4 Computational details

Our calculations have been performed within the framework of spin polarized den-

sity functional theory, using the Quantum ESPRESSO package.31;32 The exchange-

correlation potential is treated with the Perdew-Burke-Ernzerhof (PBE) form of the

generalized gradient approximation (GGA).33 We used ultrasoft pseudopotentials

to describe the interactions between the ionic cores and valence electrons.34 The

Kohn-Sham orbitals are expanded in a plane-wave basis set, using the cutoffs set

to 35 Ry for wavefunctions and 350 Ry for charge densities. Long-range dispersion

interactions have been incorporated using the semiemipirical DFT-D2 technique.35

We have used a three layer slab model with dimensions 7a × 9b, and three

layers are stacked along the c lattice vector, of which the bottommost layer is held

fixed. All other atomic coordinates are relaxed until the forces are less than 10−3

Ry/Bohr. Brillouin zone (BZ) sampling is restricted to the zone center for the

geometry optimization calculations. To generate the density of states (DOS) plots

and STM images, we have used a 3 × 3 × 1 k-mesh to sample the Brillouin zone,

using the Monkhorst-Pack scheme.36 For all the calculations, convergence is aided

by using Marzari-Vanderbilt37 smearing of width 0.001 Ry. All the constant current

STM images are simulated using the Tersoff-Hamann approach.38

7.5 Results and Discussion

We divide this section into five parts. In the first part, we discuss the electronic

structure and properties of pristine few-layer black phosphorene and then compare

our results with the previous literature. In the second part, we discuss the ener-

getics of intrinsic and extrinsic defects in 3L-BP. In the next section, we present

our simulated STM images for all the kinds of defects we considered by us, and

compare these with the experimentally obtained STM images of defects in few-layer
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Table 7.1: Lattice parameters of bulk and few layer of black phosphorene (nL-BP,
where n = 1, 2, and 3) calculated using PBE + DFT-D2.

nL-BP a (Å) b (Å) c (Å)
our calc. prev calc. our calc. prev calc. our calc. prev calc.

BP 4.56 4.56 1b 3.31 3.32 1b NA NA
4.58 1c 3.32 1c

2L-BP 4.50 4.50 1b 3.315 3.32 1b NA NA
4.52 1c 3.33 1c

3L-BP 4.48 4.47 1b 3.32 3.32 1b NA NA
4.51 1c 3.33 1c

Bulk 1a 4.42 4.41 1b 3.32 3.31 1b 10.46 10.46 1b

1a Experimental lattice parameters; a= 3.31Å, b= 10.37Å, c= 4.38Å39

1b Ref. 23
1c Ref. 6

phosphorene. In the fourth and fifth parts, we present what we believe to be the

two types of defects that correspond to the features A and B seen in experiments.

We also explain the change in contrast seen on reversing bias in feature A, and why,

on applying an electric pulse, feature B is transformed into feature B’.

7.5.1 Benchmark calculations: lattice parameters and band

gap of pristine few-layer black phosphorene

We have performed ‘variable cell optimization’ to get the optimized lattice param-

eters for BP to 3L-BP. The optimized structures of the BP, 2L-BP, and 3L-BP are

shown in Fig. 7.7. Our results for lattice parameters presented in Table 7.1 show

that the lattice parameter a decreases when the thickness (number of layers) in-

creases, although b remains unchanged upon increasing the thickness. The lattice

parameters a = 4.48 Å and b = 3.32 Å of the 3L-BP have been used to construct

a 7a × 9b supercell, which we used further to study the defects.

We have also computed the band gaps of few-layer black phosphorene systems,

and compared our results with those of previous studies, these results are presented
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Table 7.2: DFT results for calculated band gap (Eg) of few-layer black phosphorene
and bulk black phosphorus. The second column contains our results computed using
PBE + DFT-D2, the remaining columns contain previous values in the literature
obtained using different techniques. The experimental values for the band gap in
bulk black phosphorus range from 0.31 to 0.35 eV.40–43

Eg (eV)

Number of layers our calc. PBE
2a

HSE06
2b

GW0
2b

1L 0.88 0.85 1.51 1.53
2L 0.41 0.50 1.02 1.01
3L 0.20 0.33 0.79 0.73
Bulk 0.0 0.0 0.15 0.27

2a Ref. 44
2b Ref. 6

in Table 7.2. We get good agreement with earlier calculations also performed us-

ing the PBE functional. It is well known that calculations performed using PBE

or PBE+DFT-D2 can be expected to underestimate the band gaps (Eg) with re-

spect to experiment. However, such calculations are still expected to be reliable for

obtaining geometric structures, and also for comparative studies, e.g., comparing

defect formation energies between various types of defects.

7.5.2 Defect Formation Energies

The defect formation energy (EDFE) of defected systems can be calculated using the

following formula:

EDFE = −
(
Epristine −

∑
i

niµi +
∑
j

mjµj − Edefect

)
, (7.1)

where Epristine is the total energy of the pristine three-layer phosphorene (3L-BP),

and Edefect is the total energy of the of defected system. ni is the number of missing

atoms (in this case P) from the system due to intrinsic or extrinsic defects, and mi is

the number of substituted/adatoms (e.g., Sn, Au) which cause extrinsic defects. µi
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and µj are the chemical potentials of ith and jth types of atoms. µi for P is calculated

by dividing the total energy of pristine 3L-BP by the total number of atoms present

in the system. In the case of a transition metal like Sn or Au substituted or added

to the systems, µj is the total energy calculated for an isolated atom of that species

in vacuum.

The calculated values of EDFE for all the defects we have considered are listed in

Table 7.3. A positive value of EDFE suggests that defect formation is unfavorable,

whereas a negative value of EDFE suggests defect formation is favorable. The more

negative the value of EDFE, the higher the probability of defect formation is. On

the contrary, the higher the positive value of EDFE, the lower the chance of defect

formation is. By examining these values, we see that DV is more feasible to form

over SW and MV in the case of intrinsic defects. We also see that any extrinsic defect

due to a Sn or Au impurity is energetically more favorable than any of the kinds of

intrinsic defects. One can also note that substitution of Sn is more favorable than

intercalation. This is because of the fact that intercalation of a large atom like Sn

weakens the interlayer van der Waals interactions by increasing the distance between

the layers.

7.5.3 Simulated constant-current STM images for intrinsic

and extrinsic defects in 3L-BP

We have used the Tersoff-Hamann38 approach to simulate constant-current STM

images for all the intrinsic and extrinsic defects we have considered.

Figs. 7.11(a)–(j) show the constant current STM images for all the intrinsic

defects we have considered. The simulated STM images for the intrinsic defects do

not show much resemblance with the experimental STM images presented above in

Fig. 7.4 and Fig. 7.6. We have considered two bias voltages, one below the Fermi
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Table 7.3: Calculated values of defect formation energy for all the types of intrinsic
and extrinsic defects in 3L-BP considered by us. The positive EDFE value of intrinsic
defects suggests that formation of these defects is energetically unfavorable, whereas
the negative EDFE value of extrinsic defects suggests that formation of these defects
is energetically favorable.

Systems EDFE (eV)
Pristine 0.0
59-MV 1.46
5757-DV 1.31
5757-SW 1.91
5656-MV-1 1.44
5656-MV-2 1.53

Sn-1 -3.04
Sn-2 -3.10
Sn-3 -3.20
Au-2 -2.63
Sn-int -0.97

energy (negative bias) and another above the Fermi energy (positive bias), in order

to check for a change in contrast as was observed in the experimental images of

feature A.

Close examination of the simulated STM images shown in Fig. 7.11 reveals that

STM images of the 59-MV and DV do not match the experimental observations

at all. The SW leads to an extended feature at negative bias but fails to explain

the dumbbell shape. For 5656-MV-1 and 5656-MV-2, we see an extended feature

at negative bias, see Figs. 7.11(g) and 7.11(i). However, we do not see a bright

dumbbell shape in the simulated images for any of the intrinsic defects considered.

Note that this is in disagreement with the already mentioned work of Kiraly et al.,27

who had speculated that the dumbbell type feature arose from a monovacancy of

type 5656-MV-1. At positive bias, we see circular dark spots for both 5656-MV-1

and 5656-MV-2, see Fig. 7.11(h), and 7.11(j). However, for both 5656-MV-1 and

5656-MV-2, the features remain dark at both positive and negative bias voltages,
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which cannot explain the change of contrast on the reversal of bias potential observed

in the experiment.

Therefore, none of the intrinsic defects considered here can explain the origin

of the feature A. Similarly, none of the simulated STM images show a match with

feature B and feature B’.

In Fig. 7.12, and Fig. 7.14, we have plotted simulated constant-current STM

images for all the types of extrinsic defects considered by us. Upon examination, we

conclude that Figs. 7.12(b) and 7.12(d) show the best match with the experimentally

obtained images of feature A; these are the STM images for Sn-2 [see Figs. 7.9(b)

and 7.9(e)]. We can see that the theoretically obtained STM images of Sn-2 show

an extended dumbbell shape at negative bias and dark circular spot at positive

bias (the full shape of the dumbbell cannot be seen because of the finite size of

the supercell used in our simulations; a larger supercell would presumably show

the whole dumbbell, but is unfeasible due to computational limitations). All these

characteristics are in accordance with the experimental observations on feature A.

Fig. 7.13 shows the comparison between theoretical and experimental STM images.

One can look at the scale bars shown in Fig. 7.13(a) and 7.13(b) and can confirm

that in both cases, we get the extended dumbbell shapes at negative bias. It can

also be confirmed from both the experiment and theory that the bright dumbbell

changes into a dark circular spot at positive bias.

Figs. 7.14(a) and 7.14(d) are theoretically obtained STM images for the Sn-3

defect at both polarities. They show similar features like Sn-2. The only difference

is their brightness. At negative bias, the bright features in the image of Sn-2 are

brighter than those in the image of Sn-3; this is presumably because of the fact

that the Sn atom in the Sn-3 defect is buried under the topmost layer of P atoms,

see 7.9(f). For both the cases i.e., for Sn-2 and Sn-3, a change of contrast can be

observed on the reversal of the bias voltage. One can also note that Au-2 also shows



7.5 Results and Discussion 233

 

(g) (h)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

high

low

(a) (b)59-MV 59-MV

DV DV

SW SW

5656-MV-1
5656-MV-1

5656-MV-25656-MV-2

-0.15 V +1.0 V

+1.0 V-0.65 V

-0.30 V

-0.16 V

-0.20 V

+1.0 V

+1.0 V

+1.0 V

Figure 7.11: Simulated constant current STM images: (a) and (b) for 59-MV at bias
voltage −0.15 V and +1.0 V, (c) and (d) for DV at bias voltage −0.65 V and +1.0
V, (e) and (f) for SW at bias voltage −0.3 V and +1.0 V, (g) and (h) for 5656-MV-1
at bias voltage −0.16 V and +1.0 V, (i) and (j) 5656-MV-2 at bias voltage −0.20
V and +1.0 V. We have fixed the isosurface value at 1×10−8 e/Bohr3 to plot STM
images. Scale bar = 1 nm
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-0.24 V

Figure 7.12: Simulated constant-current STM images: (a) and (c) for Sn-1 at bias
voltage −0.24 V and +1.0 V, (b) and (d) for Sn-2 at bias voltage −0.10 V and +1.0
V. We have fixed the isosurface value at 1×10−8 e/Bohr3 to plot STM images. Scale
bar = 1 nm
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Sn-2
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-0.10 V-0.02 V

Figure 7.13: (a) and (c) are experimental STM images at V = −0.022 V, I = 200 pA
and V = +1.0 V, I = 400 pA, respectively (b) and (d) are simulated STM images
for Sn-2 at bias voltage −0.10 V and +1.0 V. We have fixed the isosurface value at
1×10−8 e/Bohr3 to plot (b) and (d). scale bar = 1 nm.
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-0.15 V -0.07 V -0.88 V

+1.0 V +1.0 V +0.53 V

Figure 7.14: Simulated constant-current STM images: (a) and (d) for Sn-3 at bias
voltage −0.15 V and +1.0 V, (b) and (e) for Au-2 at bias voltage −0.07 V and +1.0
V, (c) and (d) for Sn-int at bias voltage −0.88 V and +0.53 V. We have fixed the
isosurface value at 1× 10−8 e/Bohr3 to plot the STM images. Scale bar = 1 nm.

the change of contrast, see Figs. 7.14(b), and 7.14(e) but the shape looks different

than dumbbell at negative bias.

Simulated STM images for Sn-int have been shown in Figs. 7.14(c), and 7.14(f).

We note that they consist of bright circular spots at both polarities. This agrees

well with feature B.

Therefore, our results suggest that the origin of the feature A may be due to

Sn-2 (a substitutional Sn defect in the lower sublayer of the topmost phosphorene

layer), and the origin of feature B may be due to Sn-int (an intercalated Sn atom

between the first and second phosphorene layers).
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(a) (b)

Sn-25656-MV-1

Figure 7.15: Charge density plot for (a) 5656-MV-1, and (b) Sn-2. The variation of
the isosurface is shown for the plane placed at 2.57 Å above from the topmost layer.
Scale bar = 1nm.

7.5.4 Origin of the shape and contrast in feature A and fea-

ture B

In this section, we attempt to explain two observations found in feature A using our

DFT results: (1) why we see an extended dumbbell shape at negative bias voltage

for feature A (Sn-2) and (2) why we see that the bright dumbbell changes to a dark

circular spot at positive bias. We also attempt to explain why we see bright spots at

both the positive and negative bias voltages for feature B (Sn-int). In other words,

we want to understand the reason behind the shapes and contrast for the features

A and B.

One possible way to explain this shape might be to examine the charge density

distribution around the defect. First, we have plotted charge density of 5656-MV-1

[see Fig. 7.15(a)] and compared our result with the previous study done by Kiraly

et al.27 We see that in disagreement with their result, we do not find an extended

dumbbell shape in the charge density plot for this defect. We do not completely

understand the reason for this discrepancy, but we note that our result has been
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(a) (b) (c)

Figure 7.16: Distribution of atomic charges in the Sn-2 system, i.e., a 3L-BP system
with a Sn atom substituted in the lower sublayer of the topmost BP layer. The atoms
are colored according to the value of the calculated Löwdin charge (QL

i ) computed
according to Eq. (7.4), for (a) top layer, (b) middle layer, and (c) bottom layer.

obtained using DFT, whereas theirs was calculated using the tight binding approx-

imation.

Next, we have plotted the charge density for the Sn-2 defect, in Fig. 7.15(b).

From this figure, we see that also for this defect, we do not obtain an extended

dumbbell shape, i.e., the charge density profile cannot explain the extended dumb-

bell shape of the feature A that is seen in STM images.

Another possible way to try and understand why we see a dumbbell shape is

to look at the spatial distribution of atomic charges. For this purpose, we have

computed the Löwdin charges. We have calculated the Löwdin charge on the ith

atom (QL
i ) using the following relations:

Pi,j(ε) =
∑
n

〈
ψn
∣∣φji〉〈φji ∣∣ψn〉δ(ε− εn), (7.2)

πi =
∑
j

Pi,j(ε), (7.3)

QL
i = Zi −

∫ εF

εmin

πi(ε)dε, (7.4)
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where i is an atomic index, and Zi is the ionic charge of the ith atom. Pi,j(ε)

represents the density of states projected on the jth orbital of the ith atom. πi is

the total projected density of states (PDOS) summed over all the orbitals for the

ith atom. ψn is the nth Kohn-Sham orbital and φji is jth atomic orbital of the atom

with atomic index i. In Figs. 7.16(a)-(c) we have plotted our results for the Löwdin

charge for the Sn-2 system, plotted for each of the three layers that constitute the

system. We see that the Löwdin charge is highest on the Sn atom, but we do not

find a continuous variation of charge, which can give a shape like a dumbbell.

Although both the charge density and the Löwdin charge do not show signatures

of the dumbbell-like shape seen at negative bias in feature A, we introduce two

quantities ∆i andDi,j that we find can be meaningful in this regard. These quantities

are defined in the following way:

∆i =

∫ εF+eV

εF

πi(ε)dε, (7.5)

Di,j =

∫ εF+eV

εF

Pi,j(ε)dε, (7.6)

where εF is the Fermi energy and V is the bias potential we use for STM. One should

note that Eqs. (7.5) and (7.6) compute ∆i and Di,j making use of an energy window

of εF to εF + eV using the same logic proposed by Tersoff and Hamann.38 However,

Tersoff and Hamann’s approach calculates the local density of states (integrated

inside the energy window of εF to εF +eV ) which is different from the quantities Di,j

and ∆i. Our approach is novel because these quantitites are faster to compute than

the simulated STM images obtained using the Tersoff-Hamann approach, yet they

can accurately predict the shape of features seen in STM and phenomena such as

a change of contrast upon changing bias voltage. In addition, they lend themselves

to easy interpretation about which orbitals are responsible for the features and
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(d) (e) (f)

high

low

Figure 7.17: log(∆i) for the atoms in (a) top layer, (b) middle layer, and (c) bottom
layer of the Sn-2 system for the energy window εF to εF − 0.10 eV. log(∆i) for the
atoms in (d) top layer, (e) middle layer, and (f) bottom layer of the Sn-2 system for
the energy window εF to εF + 1.0 eV.

phenomena observed.

We have plotted the quantity ∆i for the atoms present in the different layers

of the Sn-2 system, see Figs. 7.17(a)-(f). For the energy window from εF to εF −

0.10 eV (negative bias), atoms aligned with the impurity Sn atom along the armchair

direction contribute maximum to ∆i, we see a bright dumbbell, see Fig. 7.17(a). One

should note that the atoms’ contribution from the middle and bottom layers are less

compared to the top layer. On the other hand, top layer atoms near the Sn atom of

the Sn-2 system has the least contribution if we choose the energy window from εF

to εF + 1.0 eV (positive bias), see Fig. 7.17(d). The least contributing (black/red

points) atoms near the Sn impurity form a dark circle and are responsible for the

change of contrast at the positive bias.

In the same way, we have plotted Di,j for both the negative and positive bias

voltages. The quantity Di,j represents the projection of the ∆i on the jth orbital

of the atom with the index i. Therefore, Di,j is the orbital decomposition of the
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(d) (e) (f)

high
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Figure 7.18: log(Di,j) for (a) pz, (b) px+py, and (c) s orbitals of the atoms present
in top layer layer of the Sn-2 system for the energy window εF to εF − 0.10 eV.
log(Di,j) for (d) pz, (e) px+py, and (f) s orbitals of the atoms present in top layer
layer of the Sn-2 system for the energy window εF to εF + 1.0 eV.

quantity ∆i. We have decomposed ∆i on pz, px+py, and s orbitals to see the con-

tributions of those orbitals in ∆i, in Fig. 7.18. One can notice that pz orbitals

participate significantly in both the cases i.e., forming the bright dumbbell at neg-

ative bias and forming the dark circular spot at positive bias. One can see a bright

dumbbell at negative bias and a dark circular spot at positive bias because of the

fact that the STM tip, which is normal to the BP layers (i.e., along the z-axis) is

primarily sensitive to the pz orbitals during the scanning.

A similar analysis can be done for the Sn-int defect. We have plotted the quantity

∆i for the Sn-int system in Fig. 7.19 and Di,j in Figs. 7.20–7.21. Figs. 7.19(a)-(c)

show the atomic contribution to the quantity ∆i within the energy window from εF

to εF − 0.88 eV (negative bias) for the atoms present in the top, middle and bottom

layer of the Sn-int system, respectively. One can note that both the top and middle

layers have contributed to the quantity ∆i to form the bright spot at negative bias.

This is in contrast to our findings for the Sn-2 system, where we found the top layer



242 Chapter 7.

(a) (b) (c)

(d) (e) (f)

high

low

Figure 7.19: log(∆i) for the atoms in (a) top layer, (b) middle layer, and (c) bottom
layer of the Sn-int system for the energy window εF to εF −0.88 eV. log(∆i) for the
atoms in (d) top layer, (e) middle layer, and (f) bottom layer of the Sn-int system
for the energy window εF to εF +0.53 eV.

has a maximum contribution to ∆i. However, the middle layer has contributed the

maximum to the ∆i for positive bias, i.e., inside the energy window, εF to εF + 0.53

eV, see Figs. 7.19(d)-(f). In comparison to Sn-2 (where the defect is present in the

top layer), the defect in the Sn-int is owing to the intercalated (inserted) Sn atom

between the top and the middle layer, which may explain the contribution of both

the top and middle layers to the ∆i in case of Sn-int.

To see the orbital contributions from each layer, we have plotted Di,j for both the

top and middle layers of the Sn-int. One should note that we have plotted Di,j only

for the pz, and s orbitals for both the layers because of the fact that the STM tip,

which is normal to the BP layers (i.e., along the z-axis) is also sensitive to the s or-

bitals (due to their spherical shape) in addition to pz orbitals. Figs. 7.20(a)-(d) show

the orbital contribution of pz at both the negative [Figs. 7.20(a)-(b)] and positive

[Figs. 7.20(c)-(d))] bias voltages. Similarly, Figs. 7.21(a)-(d) show the contribution

of s orbitals at both negative and positive bias voltages. A closer examination of
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Figure 7.20: log(∆i) for the pz orbitals of the atoms in (a) top layer and (b) middle
layer of the Sn-int system for the energy window εF to εF − 0.88 eV. log(∆i) for the
pz orbitals of the atoms in (c) top layer and (d) middle layer of the Sn-int system
for the energy window εF to εF + 0.53 eV.

Fig. 7.20 and Fig. 7.21 reveals that pz orbitals of the top layer have the maximum

contribution to form the bright spot at negative bias, and both pz and s orbitals of

the middle layer have contributed the maximum to form the bright spot at positive

bias.

7.5.5 Effect of the electric pulse

In the previous section, we have shown that the Sn-2 and Sn-int defects are the

origins of the feature A and feature B respectively, by comparing our DFT results
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Figure 7.21: log(∆i) for the s orbitals of the atoms in (a) top layer and (b) middle
layer of the Sn-int system for the energy window εF to εF − 0.88 eV. log(∆i) for the
s orbitals of the atoms in (c) top layer and (d) middle layer of the Sn-int system for
the energy window εF to εF + 0.53 eV.
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with the STM experiments. In this section, we discuss the origin of feature B’, which

means we want to understand what happens to feature B under the application of

the external electric pulse. From the experiments, we can guess that Sn-int has

switched to another defect, which gives a dumbbell-like shape with a bright spot in

its centre. To verify our guess, we have considered three possibilities for what could

happen to the interstitial Sn atom when an electric pulse is applied, see Figs. 7.22(a)-

(c). In this section, we show, using DFT, that one of these three ways can explain

the switchover process. For this purpose, we have simulated STM images for all the

three final configurations (i.e., configuration we got after applying electric pulse)

shown in Fig. 7.22 and compared the experimental STM images of feature B’. In

addition, we have compared the thermodynamic feasibility by computing enthalpy

(∆H) for all the three switch-over paths to select the most favorable scenario among

the three considered.

In Fig. 7.22(a) we have shown that the electric pulse breaks the Sn-P bond in

Sn-int and helps Sn-int switch into Sn-2 + P-vac, where the P atom that has now

been substituted by a Sn atom has gone far into the vacuum i.e., away from the

surface. We can consider this Sn-2 + P-vac as Sn-2 when simulating STM images

because of the fact that the removed P atom has gone very far from the surface. In

the second case, we have considered Sn-int to Sn-2 + P-adatom switchover where

P is bonded to the substrate in this case instead of going far in the vacuum, see

Fig. 7.22(b). Lastly, we have considered that an electric pulse could perhaps flip the

Sn-P bond in Sn-int, which results in Sn-2 + P-int, where P is intercalated between

the top and middle layers, see Fig. 7.22(c). One should note that we have considered

these three possibilities where defects are at the top of the surface or at the top layer

based on the experimental finding shown in Fig. 7.5, which suggests that feature B’

should have atoms at a greater height than they are in feature A, which is already

at the top layer.
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Figure 7.22: Three possible scenarios considered for effect of electric pulse on the Sn
interstitial defect: (a) Sn-int switches to Sn-2 + P-vac (or Sn-2), (b) Sn-int switches
to Sn-2 + P-adatom, (c) Sn-int switches to Sn-2+P-int. Color code: purple (P), red
(Sn)
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Figure 7.23: Simulated constant-current STM images: (a) and (d) for Sn-2 + P-vac
(or Sn-2) at at bias voltages −0.10 V and +1.0 V, (b) and (e) for Sn-2 + P-adatom
at bias voltages −0.06 V and +0.91 V, (c) and (f) for Sn-2 + P-int at bias voltages
+0.05 V and +0.91 V. Scale bar = 1nm

Comparison of STM images for Sn-2 + P-vac, Sn-2 + P-adatom and

Sn-2 + P-int

We have already shown the simulated STM images for Sn-2 + P-vac (i.e., for

the Sn-2 defect) in Figs. 7.12(b) and 7.12(d). However, we have repeated them in

Fig. 7.23(a) [as in Fig. 7.12(b)] and Fig. 7.23(d) [as in Fig. 7.12(d)] for the ease of

reference. Figs. 7.23(b) and 7.23(e) show the simulated STM images for Sn-2+P-

adatom. Similarly, STM images for Sn-2+P-int are shown in Fig. 7.23(c) and 7.23(f).

By examining these figures, one can conclude that Sn-2+P-int is not the best match

for feature B’ because it leads to a distorted dumbbell-like feature at negative bias,

as opposed to the symmetric dumbbell seen in the experimental images of feature

B’ So, we can already conclude that the switchover path shown in Fig. 7.22(c)

is unlikely to correspond to the experimental scenario. Among the two remaining
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choices, i.e., between the pathways shown in Fig. 7.22(a) and Fig. 7.22(b), we believe

the latter, i.e., that shown in Fig. 7.22(b), is correct rather than the former, because

only Sn-2+P-adatom give rise to an STM image which is a dumbbell shape with

a bright spot in its center at negative bias volatge, which we have also seen in the

experiment, see Fig. 7.4.

However, we couldn’t compare the STM image of the Sn-2+P-adatom simulated

at +0.91 V with the experiment due to the lack of experimental data for feature B’

at positive bias.

We note also that the Sn-2+P-adatom configuration has a P adatom adsorbed

on the topmost layer of the 3L-BP system, which can explain also the height profile

shown in Fig. 7.5, which suggests that there is one atom at a much greater height

than the surrounding atoms, in this configuration.

Comparison of the energetics among the paths shown in Fig. 7.22

It is important to compare the defect formation energies (EDFE) for all the defects

shown in Fig. 7.22. We have computed that EDFE for the initial state, Sn-int is

−0.97 eV. We find that all three final states considered have a lower energy than

this. Calculated EDFE for the Sn-2+P-adatom is −5.24 eV, which is much lower

compared to Sn-2 (−3.10 eV) and Sn-2+P-int (−4.98 eV). This already indicates

the feasibility of the formation of the Sn-2+P-adatom defect from Sn-int. Note that

the EDFE for all these three extrinsic defects is negative, in contrast to the intrinsic

defects considered earlier, where the EDFE was positive; this is in accordance with

the results of previous authors.26

To summarize the thermodynamic feasibilities of the three paths considered in

Figs. 7.22(a)–(c), we have drawn a diagram (see Fig. 7.24) showing the change in

enthalpy (∆H) of each possible path. This makes the process shown in Fig. 7.22(b)

(i.e. switchover of Sn-int to Sn-2 + P-adatom) more likely to occur (based on
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Figure 7.24: Change in enthalpy for the three switchover paths discussed in
Figs. 7.22(a)–(c).

thermodynamic considerations) than the other two. So, both comparison of exper-

imental and theoretical STM images and energetic considerations suggest that the

electric pulse switches Sn-int defect to Sn-2+P-adatom. Hence, we conclude that

the configuration Sn-2+P-adatom is the origin of feature B’.

7.6 Conclusions

We have used DFT to investigate and explain the origin of three different features

observed in STM experiments performed on few-layer black phosphorene by our col-

laborators in the MPQ Laboratory of the University of Paris-Diderot. Our results

suggest that defects due to Sn impurities are responsible for these features. The

defect that we call Sn-2 (Sn substitution in the lower sublayer of the topmost phos-

phorene layer) shows up in STM images as a dumbbell shape at negative bias and

a dark circular spot at positive bias; this is called feature A by us. The dumbbell

is of very large extent, of the order of a few nm. We are the first one to report the

origin of the extended nature of the dumbbell shape as well as the change of con-

trast on the reversal of the bias polarity. Similarly, we have shown that what we call
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the Sn-int defect (an interstitial Sn atom between the first and second phospherene

layers) shows up as bright spots at both polarities and is the origin of feature that

we call B.

DFT is also successful explaining the effect of an electric pulse on these defects

due to Sn impurities. An electric pulse has no effect on Sn-2 because it has a very

low EDFE (-3.10 eV), which makes this defect stable. However, an electric pulse

can convert the comparatively less stable defect Sn-int (with EDFE = -0.97 eV) to

another defect, which we called Sn-2-P-adatom. This latter identification is made

on the basis of both energetics (∆H of the switchover process) and STM images

(comparison of experiment vs. theory). Both the Sn-2 and Sn-2-P-adatom defects

lead to dumbbell-like features in STM images. However, the Sn-2-P-adatom defect

shows a dumbbell with a bright spot in its centre, whereas the Sn-2 defect shows a

dumbbell with a dark spot in the centre. We have successfully distinguished three

defects: Sn-2 = feature A, Sn-int = feature B, and Sn-2 + P-adatom = feature B’.
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Chapter 8
Summary & Future Outlook

In this chapter, we summarize our main findings from each chapter of this thesis

and present a brief outlook for the possible future directions of research.

The general theme that we followed in this thesis is to tailor the properties of

two-dimensional systems by adsorbing organic molecules and by defect engineer-

ing. Another objective of this thesis was to provide explanations to certain puzzles

that arose from experimental observations. This thesis focused on two types of sys-

tems: organic molecules on surfaces, and two-dimensional systems with impurities

or defects.

We started with organic molecules on the surfaces. In Chapter 3, we studied

the spin crossover molecule Fe((3, 5-(CH3)2C3N2H)3BH)2 (or IPB) on Au(111). We

found that in this system, the IPB molecules form an ordered spin superlattice,

with a 2:1 ratio of high-spin and low-spin states molecules, arranged in a S1/3 unit

cell. We are the first to report such a two-dimensional ordered mixed spin phase

of spin crossover molecules. We have shown that both the Hubbard U parameter

and epitaxial strain play an important role in determining the mixed spin phase on

Au(111). We showed that a mechano-elastic model fitted to DFT data could ex-

plain the phenomenon of epitaxial strain-induced spin crossover. This finding shows

how to control the spin states of such spin crossover molecules at metallic interfaces
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by tuning the epitaxial strain, which arises because of lattice mismatch between

the molecular monolayer and the substrate. Future work needs to be carried out

on different metallic interfaces, which can give a better understanding of epitaxial

strain-induced spin crossover of IPB molecules in a controlled way. It would also

be interesting to study how the properties of such systems evolve with an increase

in temperature; we have studied only the low-temperature structure here. Experi-

ments have shown that at room temperature, the IPB/Au(111) system changes its

structure to one with a S1/2 unit cell, where all the molecules are in the high spin

state.

In Chapter 4, we studied the electron acceptor type F4TCNQ molecule on

twisted bilayer graphene (TBLG). We found that, counter-intuitively, a single (iso-

lated) F4TCNQ molecule avoids sitting on the electron-rich AA-stacked region of

the Moiré pattern of TBLG. A weal van der Waals interactions between the molecule

and the locally convex surface near the AA-stacked region disfavors adsorption of

the molecule in these regions. Our DFT calculations have also shown that at higher

molecular coverage, F4TCNQ forms a 1D-linear chain that avoid AA-stacked regions

of TBLG, rather than forming a 2D-monolayer. Our calculations have validated the

experimental findings of the 1D-linear chain of F4TCNQ molecules on the Moiré.

We have found that the binding energy landscape for a charged dimer of F4TCNQ

molecules can explain the strong intermolecular interactions among the F4TCNQ

molecules along a particular direction, leading to the formation of a one-dimensional

F4TCNQ chain on TBLG at higher coverage. This raises the possibility of making

a molecular wire out of these molecules. Future work could be to study the electron

transport through the 1D-chain. It would also be of interest to perform similar cal-

culations on other substrates, and to check whether the controlling parameter that

determines whether a 1D chain or 2D island is formed is the charge transfer between

the substrate and molecule.
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InChapter 5, we have tuned the magnetism and the charge of organic molecules

deposited on graphene. In the first part of this chapter, we have tuned the molecular

magnetism of the F4TCNQ molecule deposited on graphene by applying an external

electric field to the system, or by doping the graphene substrate with nitrogen.

Adding magnetism to the F4TCNQ-graphene system could possibly open the gate

for such systems to be used in spintronic devices. It is expected that experimental

data will soon be available on this system, and it would be good to compare this

with our results. In the second part of this chapter, we have tuned the charge of the

organometallic catalyst CoPc (cobalt phthalocyanine) on nitrogen-doped graphene.

We have shown that high charge transfer from nitrogen pairs in the doped substrate

to the CoPc molecule can shift the LUMO of the CoPc below the Fermi level; such

a shift occurs only over N-pairs and not over single N atoms. This is in agreement

the experimental dI/dV spectra, which show the signature of a reduction reaction

for the CoPc on nitrogen pairs. CoPc is a potential catalyst for the CO2 reduction

reaction. It is expected to show enhanced catalytic performance in its reduced

state. One could possibly extend this work to study the catalytic activity of CoPc

on N-pairs, and compare it with the activity on pristine graphene or over a single N

dopant.

In Chapter 6, we have shown that one can tune the electronic and magnetic

properties of black phosphorene (BP) by using molecular doping combined with the

application of an external electric field. F4TCNQ creates p-type doping in the BP

by introducing a band (corresponding to its LUMO) in the band gap. Our results

show that impurity state (band) introduced by the molecule is not pure molecular

state, but is hybridized with the phosphorene substrate which gets split into one

unoccupied spin down SUMO and one partially occupied spin up SOMO states at

negative electric fields. These states act as spin polarized acceptor states for the

system: a spin-up (say) lower acceptor state and a spin-down upper acceptor state.
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As these get differentially filled as the temperature is increased, the system gets spin

polarized in a temperature-dependent manner. The charge carriers in the vicinity

of the Fermi level are spin polarized; the amount of these charge carriers and their

degree of spin polarization is temperature dependent. Their spatial distribution in

the phosphorene substrate is also highly anisotropic. Thus, the degree of spin po-

larization can be controlled by both the electric field and the temperature. These

findings suggest that the system will have interesting spin-polarized transport prop-

erties; we plan to carry out such calculations in the future. We hope that our work

will stimulate experiments on these systems. In addition, we have found that the

diffusion barrier for F4TCNQ on phosphorene is highly anisotropic, being low/high

along the zigzag/armchair directions. This can explain a puzzle regarding the ori-

gin of streaks found in experimental STM images of this system. These streaks

are found to occur along the zigzag direction but not the armchair direction. Our

theoretical findings suggest that during the scan time, the F4TCNQ molecule moves

along the zigzag direction (due to the low diffusion barrier along this direction), and

is therefore imaged as a streak. Note that in this chapter, we had used the electron

acceptor F4TCNQ to study the effect of molecular doping on BP, in combination

with an external electric field. As a next step, we can study the adsorption of nu-

cleophilic molecules on BP in combination with the external electric field to see the

effect of nucleophilic molecules on the electronic properties of BP.

In Chapter 7, we have investigated and explained the origin of three different

features observed in STM images of few-layer black phosphorene. Our DFT calcu-

lations suggest that defects due to Sn impurities are responsible for these features.

The defect that we call Sn-2 (Sn substitution in the lower sublayer of the topmost

phosphorene layer) shows up in STM images as an extended (a few nm) dumbbell

shape at negative bias and a dark circular spot at positive bias, which we refer to

as feature A. To the best of our knowledge, we are the first to show, by simulating
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STM images, that this defect results in both the extended nature of the dumbbell

shape of feature A as well as its change of contrast on the reversal of the bias po-

larity. Similarly, we have shown that what we call the Sn-int defect (an interstitial

Sn atom between the first and second phosphorene layers) shows up in STM images

as bright spots at both polarities, and is the origin of the feature that we call B.

We were also successful in explaining the effect of an electric pulse on the Sn im-

purity defects. We have shown that an electric pulse can convert the Sn-int defect

to another defect, which we call Sn-2-P-adatom (referred to also as feature B’ in

the experimental images). The identification of this defect is made on the basis of

energetics, as well as by comparing the simulated STM images for various possibli-

ties with the experimental image for feature B’. Both the Sn-2 and Sn-2-P-adatom

defects lead to dumbbell-like features in STM images. However, the Sn-2-P-adatom

defect shows a dumbbell with a bright spot in its centre, whereas the Sn-2 defect

shows a dumbbell with a dark spot in the centre. We have not studied, in great

detail, how these defects affect the properties of the phosphorene. It would be good

to explore this aspect further in future work.
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