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Synopsis

Human civilization in the 21st century is at the cross road due to many factors

which are affecting civilization. The major concerns are global warming, depletion

of fossil fuel, greenhouse gas emission etc to name a few and these are creating an

urgent need to find alternative resources. There are several alternative resources,

namely solar, heat, chemical, electrical and electrochemical, but the most effective

alternatives would be the one which is renewable, extremely effective, clean and

cost-effective. The thesis deals with computational modelling of electrochemical

conversion processes using both heterogeneous and homogeneous catalytic routes.

The thesis has eight chapters, including introduction, conclusion and outlook

chapters and six work chapters. In the introduction chapter, we have briefly dis-

cussed the urgent requirement for renewable energy resources and all the possible

routes. We have described the catalysts used experimentally as well as theoret-

ically for heterogeneous and homogeneous catalytic reactions and how effective

these are in water splitting to oxygen and hydrogen and carbon dioxide reduction

processes. We also have described the thermodynamic and kinetic pathways for

each of these electrocatalytic reactions for various catalysts.

All the computational tools considered here are based upon density functional
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theory. Quantum Espresso package is used to calculate the activity of periodic

systems in chapter 2, 3, 4 and 5. For OER, ORR and HER, we have calculated

the free energy values of each step in order to have a detailed thermodynamic

analysis. The homogeneous calculations are carried out using the Gaussian 16

package in chapter 6 and 7. Here, we have done kinetic and thermodynamic

analyses for CO2 reduction reaction in basic and neutral pH media for Co-PNP

pincer and corrole-based systems respectively.

In the second chapter, we have designed OER catalysts by replacing Ca atoms

with cost effective alkaline earths, main group elements and lanthanides to use the

effect of electronic structure upon catalytic activity. The reason behind considering

Mn-based catalysts is their efficiency in natural photosynthesis systems and also

Mn based double perovskites have emerged as efficient catalysts for the OER.

We have calculated the theoretical overpotential for each case with varying % of

dopants from 10 to 40 on the surface in the alkaline media. In each case 30% doped

systems are showing best behaviour and to find out the electronic picture behind

it we have plotted projected density of states and found positions of eg level with

respect to Fermi level and covalency are affecting overall activity. Linear regression

based model using four electronic structure based descriptors is proposed. This

study suggests Ce0.7Ca1.3Mn2O5 as a best catalyst with overpotential value of 0.14

V.

In the third chapter, we have tried to answer some crucial questions asked by

experimental observations. Like Na-analogue, K2CoP2O7, a new pyrophosphate

material was first time used to check its bifunctional characteristics and found to

exhibit better catalytic properties than Na2CoP2O7. In order to understand the

reason behind, we have done the theoretical modelling which begins with a precise

choice of active surface, followed by reaction modelling in the alkaline medium.

Our calculation suggests [110] surface to be the active one for both OER and ORR

and the coordination of Co-centre is playing a crucial role behind the high activ-
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ity. It has been observed that during the reaction the tetra-coordinate Co centre

effectively remains so. Interestingly, with the approach of reactant or during the

formation of the intermediates one of the four bonded O from the bulk side moves

away from Co-centre resulting in it effectively tri-coordinate. Pyrophosphate, hav-

ing a strong P-O bond helps in showing such flexibility without deformation of

overall structure.

In the fourth chapter, we have studied the bifunctionality of the experimentally

synthesized class of fluorophosphates, Na2MPO4F (M=Mn, Co, Fe). In both cases,

Na2CoPO4F was found to exhibit superior catalytic performance and Na2FePO4F

to show the lowest one. Our theoretical calculation suggests the same observation

except with Mn-analogue which has been found to show similar activity with

Na2CoPO4F for OER theoretically but shows lower activity experimentally. Also,

the post-ORR TEM suggests the degradation of Na2FePO4F which is also observed

theoretically.

In the fifth chapter, we have modeled a CoN4 doped carbon nanotube structure

based on its hydrogen evolution reactivity. Experimentally Maji et. al. have

synthesized the above mentioned system from a Co-MOF and they have varied

N weight %. The XPS analysis suggests the presence of the peak of metallic

Co, graphitic N and Co-N4 bonds. Keeping these experimental observations in

mind, we modelled only with CoN4 doped in CNT, followed by considering Co

single atom and then a Co4 cluster encapsulated in the nanotube, with a gradual

increase of the N weight % from 3.08% to 7.66% with the variance of 1.52% . Since

the reaction is carried out in the acidic medium, for HER we have considered free

energy adsorption of H* intermediate on all possible sites and found out the active

one. From our calculation, we have concluded that concentration of N-doping is

playing a crucial role in enhancing the overall activity rather than encapsulated

Co-atom or Co4-cluster. The HER activity matches well with the experimental

observation at N-weight % of 7.66 with N-centre to be the active site.
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In the sixth chapter, we have tried to answer a question aroused by a few

experimental observations. PNP-pincer complexes with secondary N-center are

found to perform better than its tertiary analogue in many reactions, like hydro-

genation of nitrile, CO2, ketones etc due to presence of metal ligand cooperativity

(MLC). But in 2015, Bernskoetter’s group experimentally found just an opposite

behaviour of Fe(II) carbonyl hydride for the hydrogenation of CO2. The obser-

vation continues for Fe-centre with different ancillary ligands (including isonitrile

and carbon monoxide) even for Co(I)-PNP pincer complex making them asking

a question on benefits of presence of MLC. To find out the actual reason behind,

we have done a detailed kinetic analysis of all possible reaction pathways in the

presence and absence of an external base for Co(I)-PNP pincer complex with sec-

ondary (1a) and tertiary (1b) N and found hydride transfer to be the bottleneck

of the reaction in each pathway. The MLC plays a crucial role in sigma complex

(catalyst-H2 adduct) splitting, so this phenomena can not poison the overall re-

action mechanism and anyway in this case we are finding this to be favorable for

both complexes. There are two reasons behind the huge difference in the turnover

number, first is both the structure opens up on the approach of the reactants

towards the Co-center causing a strain which is calculated in terms of distortion

energies, which is higher for 1a. And second reason is, after removal of proton on

N-center in 1a (which is highly possible in the presence of an external base), it

forms a stable adduct with CO2 resulting in a resting state. So our calculation

suggests that bifunctionality is not functioning as a catalytic poisoning step.

In the seventh chapter, we report the study of the effect of electron density on

CO2 reduction in the neutral medium and its selectivity for the product, HCOOH

vs CO. We have considered Ni(II)-corrole, boracorrole and phosphacorrole as cat-

alysts and studied all possible pathways for the reduction of CO2 thermodynami-

cally. Interestingly, boracorrole and phosphacorrole, which have an unpaired elec-

tron, are able to adsorb CO2 while corrole is not able to do so. We have considered
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the whole pathway after single electron reduction as well and observed phospha-

corrole is showing better results. We have considered concerted proton-electron

transfer and found HCOOH to be the thermodynamically favourable product for

all three systems.

Finally, in the eighth chapter, which is actually the conclusion and outlook

chapter, we give a summary of all the chapters and their contributions toward

green sustainable energy. Since we have worked on both hetero- and homogeneous

catalysis, we are planning to design a heterogenized molecular catalyst which will

have high selectivity like homogeneous catalysis and can directly be used as elec-

trode.
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Introduction

1.0.1 Environment & Energy

Any human endeavour has energy as an inevitable part, varying in form, source, or

function. A report suggesting traces of Britain’s coal 300 million years ago is proof

that we are using different forms of fossil fuels-from solid (coal) to liquid (oil) to gas

(natural gas)-as energy sources from the very beginning. Parallelly, the demand

of these fuels increases tremendously with the quality of life. Amenities escorted

by fossil fuels have fetched us into the industrial, and then to the information

era. These incredible energy sources have paved way for innumerable tools and

technologies that shape our world today as is evident from figure 1.1. According

to British Petroleum statistical review of world energy, consumption of natural

gas, global oil and coal has increased by 3%, 1.8% and 1% respectively.

Furthermore, the processes involved in the extraction, transportation, and pro-

cessing of fossil fuels as well as the medium of use have left tremendous detrimental

impacts on the world economy; both directly and indirectly. Coal excavation in

many places is banned due to many reasons; spills and leakages are common phe-

nomenon during withdrawal, carrying and storage of oil and gas results in water

and air pollution. Irrespective of the processes (heating, electricity production

1
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Figure 1.1: Taken from Ref. [1]

Figure 1.2: Growth in energy consumption by 28 % between 2015 and 2040. Taken from Ref. [1]

etc), the use of fossil fuels is always combustion. Carbon and hydrogen are pri-

mary components of these fuels along with a few other elements which were either

present from the beginning or were added during refinement, hence, most often,

the byproducts are various gases (CH, COx, SOx, NOx), droplets of tar, soot, ash,

and other organic compounds; all of these cause air pollution and soil pollution.

Many studies have shown that through chemical reactions, these primary pollu-

tants might be converted to secondary pollutants, like aerosol, ozone, peroxyacyl

nitrates, various acids, etc causing acid rain (which disturbs the whole terrestrial

and aquatic ecosystems) or ozone layer depletion (allowing ultra-violet ray to enter

the earth surface) and many other adverse effects. The major by-products of these

reactions are CO2, CH4, N2O, CHCl3. These are collectively known as greenhouse
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gases, which maintain an optimum temperature on earth, but when present in

excess cause rise of sea level, melting of ice caps, change in climate, leading to

what is known as the ‘greenhouse effect’.

Interestingly, over time in general one fossil fuel [2] continues to surpass another;

in nineteenth-century, coal overtook biomass as the biggest global energy supplier,

but it was overthrown by petroleum in the 20th century, petroleum became as big

energy suppliers as coal. The limited quantities of these fuels pose a concern as

the demand increases rapidly with the world population and economic growth in

developing countries. Statistics tells us that with the current consumption rates,

we will run out of oil and gas in 20-30 years, and coal by 68 years.

Figure 1.3: CO2 emission in different countries (https://www.nature.com/articles/d41586-017-
07507-y)



4

1.0.2 Status of Renewable Energy Resources

The severity of the threat posed by fast depleting fossil fuels and anthropogenic

environmental issues have demanded sustainable and environmentally benign en-

ergy resources, particularly the low-carbon energy sources, which can serve the

needs of daily life. Renewable energy sources have come up as a promising remedy

for the last few decades and a “transition from fossil fuels” is becoming promi-

nent gradually as mentioned in a special supplement of the Nature journal by

Michelle Grayson [3], who says ”The transition from fossil fuels is well underway.

Each year sees an increase in the amount of electricity generated from renewable

sources. . . .” Commonly known renewable energy sources are hydropower, biomass,

geothermal, solar tidal, wind, hydrogen energy. However, there are several issues

like engineering practicality, applicability, reliability, economy, scarcity of supply,

public awareness and acceptability. With time, different groups have come up

with new and revised strategies on the improvement of renewable energy tech-

niques. At the strategic level, it is suggested that researchers should either keep

the CO2 level under checked or provide a permanent solution for scarcity of fossil

fuels by reducing the pollution. Hoffert et. al. [4] have focused on the partially re-

newable nuclear energy, sequestering carbon and decarbonizing fossil fuels. Pacala

and Socolow [5] emphasized on the usage of hydrogen in vehicles. Depending on

geographical location and economic viability, Fthenakis et. al. [6] has proposed

improved technical overview for solar energy in United States of America. The

ultimate goal is to provide the design, such that, it can avail 100% renewable en-

ergies and more than 180 articles have been published over the last 15 years as

mentioned in a review article in 2019 [7]. There have been additional strategies

as well, for instance, Nordic cooperation [8], which covers sovereign states of Den-

mark, Finland, Iceland, Norway and Sweden’s renewable energies and a few other

places under the renewable electricity policy development. From 2011 to 2018, Fin-
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land worked on wind, biogas [9], wood fuels and forest chips [10,11] related renewable

electricity. Their target is to attain a complete renewable electricity production

by 2040, whose partial completion is expected by 2020 followed by improvement

within remaining years. Fig. 1.4 is taken from https://www.cleanenergywire.org/

factsheets/power-gas-fix-all-problems-or-simply-too-expensive .

Figure 1.4: Power to Gas Process Chain.



6

Another project in Finland Neo-Carbon Energy (NCE) research project [12–14]

in collaboration with Technical Research Centre of Finland VTT Ltd, Lappeen-

ranta University of Technology LUT and Finland Futures Research Centre FFRC

at University of Turku was initiated in 2014. It works in two parts [12], in first

part, they focus on constructing an infrastructure for an emission-free sustainable

energy system and how to incorporate those in the society. They call the method

”neocarbonisation”, which implies substituting fossil carbon and fuels with the

products from CO2, water and electricity. They have also focused on power-to-gas

(P2G) technologies [15–17], which was first put forward in Japan [18] in the 1980-

1990. Again the main motivation behind this has been to store electrical energy

in terms of chemical energy, to produce CH4 and H2 gas from electricity, as shown

in Fig. 1.6, which briefly gives an overview about how it functions. The electrol-

ysis technologies like AEL (alkaline electrolysis) [19–21], PEMEL (proton exchange

membrane electrolysis) [22] and SOEL (solid oxide electrolysis) [23–25] play the cru-

cial role in overall process. In a review article in 2008 [26], Mark Z. Jacobson

Figure 1.5: Projected energy consumption by 2050.

has provided an overview of nine electric power sources (solar-photovoltaic, CSP

(concentrated solar power), geothermal, wind, wave, hydroelectric, nuclear and

coal with CCS (carbon capture storage)) and two liquid fuel options (cellulosic
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E85, corn 85) applied on the three vehicles (HFCVs, BEVs and E85). The re-

view concludes that coal-CCS and nuclear energy provides comparatively greater

negative impacts than the overall benefits. Similarly, biofuel exhibits rather sig-

nificant demerits with no particular benefits. Later on, along with his colleagues,

the author designed roadmaps to cover all aspects of energy infrastructures (trans-

portation, agriculture/fishing/forestary, electricity, industry, cooling/heating etc))

which cover 139 countries powered by wind, water and sunlight (WWS). Jacobson

and Delucchi first mentioned that this WWS based solution for global energy is-

sues would be effective in 2011 in two parts. Part I [27] focuses on the obtainability

of the WWS resources, energy demand, nature and number of WWS energy sys-

tems and the geographical areas. Part II [28] discuss about the applicability of all

these systems in larger scale in terms of variability, economics and policies needed

for a worldwide infrastructure. In their review article, they have discussed about

the practical issues of these renewable sources and suggested possible remedies.

For instance, the solar and wind power vary constantly hence it does not match

the demand pattern consistently; tidal power can be relied upon because of the

predictability; power obtained from geothermal source is constant; hydroelectric

power can be regulated with ease. Hence, depending on a single source may not

be able to meet the demands or installing more than one renewable energy may

lead to wastage of extra energy. Hence, they have come up with a solution in

seven ways so that WWS energy systems would be reliable sources without any

loss, which are: (i) interlinking geographically spread natural variable sources (e.g.

solar, wind, tidal and wave), (ii) consider non-variable sources with variable one

to meet the temporary gaps, (iii) smart techniques to shift flexible loads, (iv) store

the extra electric power locally, (v) increasing the efficiency with respect to time

and should be able to produce H2 for flexible transport, (vi) storing electric power

in electric-vehicle batteries, (vii) forecasting the weather. Later on, with another

group of scientists, they have provided a roadmaps of WWF energy systems for
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139 countries [29,30] of the world which has increased to 143 countries already. [31,32]

To make these renewable energies part of every day’s lives it has to be affordable

to each one. One of these methods is the electrochemical energy technology. The

electrochemical method is the best method as there is nearly 100% conversion of

the reactant to products. These electrochemical processes can be improved with

the help of active, stable and cost-effective catalysts. In what follows we describe

in brief the electrochemical conversions and catalysis.

Electrochemical Conversions

An electrochemical or galvanic cell consists of a pair of conducting substance (con-

ductors or semiconductors), known as electrodes, immersed into ionically conduct-

ing and electronically linking electrolyte, which can be liquid or solid. The chem-

ical reaction, oxidation in anode and reduction in cathode, leads to generation of

electricity in the outer circuit and ionic current which flows in the form of ions in

electrolyte. Fig 1.6 is a picture of a typical electrochemical cell.

Figure 1.6: An electrochemical cell. Taken from ref [33]
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Another type of cell which requires external electric energy for a chemical

reaction is called electrolysis cell. Examples of galvanic cells are fuel cells or

batteries, whose reactivity can be improved by improving the catalytic activities

of the electrodes.

1.0.3 Catalysis

The term, catalyst was first coined in 1836 by Swedish scientist, Jons Jakob

Berzelius and since then this has been used extensively in different processes world-

wide.The definition for catalyst and catalysis by IUPAC is given as, ’A substance

that increases the rate of a reaction without modifying the overall standard Gibbs

energy in the reaction; the process is called catalysis’. The steady growth in this

field resulted in the current scenarios where 95% chemical production will pass

through at least one catalytic step. Along with playing a role in enhancing the ac-

tivities, catalyst can also modify the product selectivity by controlling the kinetic

pathways.

The coherence of phases in the catalytic processes has been broadly divided into

two categories: (i) homogeneous catalysis, where both the catalyst and substrate

are in same phase, in general liquid phase; (ii) heterogeneous catalysis is when the

catalysts are in the solid phases and the reactant are in the gas phase. Both of

these catalytic processes have certain advantages and certain disadvantages along

with distinctive catalytic pathways. In general, metal ions, Bronsted and Lewis

acids/bases, enzymes etc fall under homogeneous catalysis category; both reactants

and catalysts being in the same phase interact more conveniently whereas in case

of heterogeneous catalysts, the reactants have to get adsorbed on the active site

or surface to continue further reaction and finally the product has to be desorbed

out of the site or surface to avoid catalytic poisoning. This is shown in pictorial

diagram (Fig. 1.7).
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Figure 1.7: Catalytic pathway of homogeneous and heterogeneous catalysis

The pros and cons of both the processes are mentioned in the table below:

Most basic and important among all the catalytic reactions is the one, where water

splits into hydrogen and oxygen molecules in two catalytic reactions.

Homogeneous catalysts Heterogeneous catalysts

more selective less selective

difficult to extract products easy to extract products

high adaptibility low adaptibility

lesser thermal (T) and pressure (P) stability stable at high T, P

higher reproducibility lower reproducibility
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Water splitting Reaction

In the current technology driven world, the fuel cell is used for multipurpose rea-

sons, starting from conventional power supplier to the usage as a fuel in trans-

portation sector. There are broadly two ways to generate the constituent elements,

electrochemical and photochemical. Photochemical pathway often leads to a mix-

ture of products due to the difficulties in controlling the rate of the exposure of

photo-radiation to access various ground and excited states. In fact, this may be

the case in other conversion too but it can be controlled by the wise choice of

active sites. Electrochemical water splitting is able to cover this issue, however,

the sluggish kinetics of the anode reaction has constrained the supply of H2 up to

4% only [34]. Another most popular approach is steam reformation to produce H2

and CO2
[35], however, splitting of water is preferable as it is the reverse reaction

of fuel cell and hence the whole pathway promotes a zero carbon emission pro-

cess. Large number of experimental and theoretical studies have been conducted

to obtain environmentally benign, industrially viable, stable and active catalysts

to split water. Industrially used catalysts comprises of costly rare metals (4d-5d

transition metals). Trasatti and Buzzanca [36] first time used RuO2 as an electrode

for OER in alkaline medium in 1971, which was followed by further studies to

improve its reactivity and found [110] surface to be the most active one [37]. In the

late 1970’s, another group [38] had synthesized IrO2, which is proven to be another

active catalyst for OER with higher stability. Pt electrodes are also found to show

good OER activity in alkaline media due to high exchange current density, first

reported by Birss et al. [39,40] in 1980s. The key characteristics considered while

designing these OER catalysts are a relatively high electronic conductivity and a

high affinity to adsorb mainly *OH and sometimes *OOH intermediates. Pt-based

catalysts show good results also for ORR in the acidic media [41] and have been used

in various places on a large scale. So, these expensive catalysts have intrigued to
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find catalysts with good efficiency and low cost, over the last many years. Differ-

ent kinds of oxides, carbides, metal alloys, clusters, two-dimensional (2d) systems

etc have been studied and the search is still on. A detailed mechanistic pathway

has also been identified to improve the catalytic activity. And it has been found

that, OER in both acidic and alkaline medium is comprised of four steps sharing

the same intermediates as shown in the schematic diagram. However, in case of

ORR, it can follow either inner-sphere mechanism involving 4e- leading to H2O or

outer-sphere mechanism with 2e- pathway to peroxide in both acidic or alkaline

medium. The first one is the favourable one in most of the cases as it leads to

thermodynamically stable and favorable pathway.

1.0.4 CO2 reduction

Amidst the current focus on improving the activity of different renewable green

energy sources, the effect of green house gases due to their constantly increasing

concentration calls for an immediate attention. A requisite step in this direction

is a continuous elevation of excessively generated CO2 (one of the main member

of the green house gases) as a by-product, via chemical conversions to some other

useful composition and thus maintaining low concentration in the atmosphere.

Currently, the global average concentration of CO2 is 409.8 parts per million (ppm

for short) or 0.04% (according to the survey in 2019), which is around 47% higher

than its usual concentration before the Industrial age. In spite of being present

in trace amount, CO2 has always been an integral part in the life-cycle of living

beings, thus creating a balance. But as CO2 is capable of adsorbing and radiating

heat, it results in global warming.
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1.0.5 Theoretical formulation

The theoretical calculations of both homogeneous and heterogeneous catalytic pro-

cesses are based upon density functional theory (DFT) based ab-initio methods.

A brief overview of DFT based approaches and the background will give the rea-

soning behind choosing this particular method.

Electronic structure calculations

In quantum mechanics, all kind of characteristics of a system is stored in the

corresponding wave function. Electronic information like energy, momentum etc

can be derived with the help of corresponding operators from this wave function.

It is denoted by a symbol Ψ, and written as Ψ = Ψ(R,r), where R and r represent

the summarized spin and spatial coordinates of nuclei and electron respectively.

The energy of each system can be obtained by applying Hamiltonian operator (Ĥ)

on Ψ(R,r) and the equation is widely known as Schrödinger equation,

ĤΨ(R, r) = EΨ(R, r) (1.1)

Ĥ = −1

2
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|Rk −RI |
(1.2)

Ĥ = T̂e + T̂n + V̂en + V̂ee + ˆVnn (1.3)

In the above equation, the first term is the kinetic energy of N number of

electrons, second term is kinetic energy of L number of nuclei, third, fourth and

fifth terms are the potential energies corresponding to nuclei-electron, electron-

electron, nuclei-nuclei interactions respectively.
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Born-Oppenheimer Approximation

Born-Oppenheimer approximation, also familiar as an adiabatic approximation,

allows to decouple the dynamics of nuclei and electrons because the nuclei are al-

most 2000 times heavier than the electrons, so it can be assumed that nuclei remain

static with respect to electrons movement. Hence time-independent Schrödinger

equation (SE) can be written for electronic degrees of freedom in the presence of

stationary nuclear part. The modified electronic Hamiltonian is,

Ĥe = T̂e + V̂en + V̂ee (1.4)

Over a period of time, various approaches with compatible approximations have

been considered to solve the SE, which include Hartree-Fock (HF), configuration

interaction (CI), coupled cluster, Moller-Plesset perturbation theory, to name a

few. Apart from HF theory, other methods are all wave-function based approach.

Though these methods provide better results, the latter approaches demand high

computational power.

Density Functional Theory

Density functional theory based method is a different approach to solve the SE,

which replaces wave function with the electron density of the system to obtain

the ground state electronic properties. This method was first proposed in 1960s in

two seminar papers by Hohenberg-Kohn. [42] Later in two subsequent years, whose

idea was mainly based upon Thomas-Fermi model. This ab initio (first principles)

based method has gradually drawn attention as it is capable of mapping a compli-

cated interacting problem to an easier non-interacting problem with replacement

of the number of degrees of freedom, 3N (N is number of quantum particles) to

only 3 spatial coordinates.
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Hohenberg-Kohn Theory

This is based upon two theorems,

Theorem-I [Uniqueness]: ”For any system of interacting particles in the

presence of an external potential Vext(r), the potential Vext(r) can be uniquely

determined, upto an additive constant, by the ground state density n0(r).” In

other words, the total ground state energy of a system is a unique functional of

its density, E[n(r)], hence we can write:

E[n(r)] = 〈Ψ[n(r)]|H|Ψ[n(r)]〉 (1.5)

Theorem-II [Variational Theory]: ”A functional which is universal for

the energy E[n] in terms of density n(r) can be defined, valid for any external

potential Vext(r). For any particular Vext(r), the exact ground state energy of

the system defines the global minimum value for this functional, and the density

which minimizes the functional is the exact ground state density n0(r)”. The

energy can be expressed as a sum of kinetic energy part (T[n(r)]), electrostatic

energy part (U[n(r)]) and energy due to non-interacting electrons moving under

external potential:

E[n(r)] = T [n(r)] + U [n(r)] +

∫
[V (~r)n(~r)d3r] (1.6)

Here the first two terms are independent of external potential and can be

written in the form of universal functional of the electron density:

T =

∫
3

10
[3π2n(r)]

2
3n(r)dr (1.7)

U =
1

2

∫
n(r)

|r − r′|
dr′dr (1.8)
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The expression of kinetic energy is however inaccurate and moreover, the de-

duction of the functional of the interacting systems is not very clear. This is solved

by Kohn-Sham approach, where they have proposed an indirect approximate ap-

proach to calculate energy functional E[n(r)].

Kohn-Sham Equations:

Kohn and Sham considered a uniform electron density from 3d non-interacting

electron gas and iteratively solved the Kohn-Sham equation. They considered,

as a first approximation, fictitious system of non-interacting electrons instead of a

real system of interacting electrons having the same electron density. This theorem

is enabled to calculate energy and other electronic properties of only the ground

state. Having the same electron density leads to same ground state energies and

other electronic properties. Since electrons are not affecting each other, Kohn-

Sham equation can be considered as a set of single particle equations, which are

simpler to handle than coupled Schrödinger equation, which gets more complicated

with the increase of system size and hence number of electrons. The interacting

part of the energies has been taken care of in terms of exchange-correlation and

energy is written in terms of density:

E[n(r)] = T [n(r)] + Eext[n(r)] +
1

2

∫
n(r)

|r − r′|
+ vxc[n(r)] (1.9)

In the above equation, the first term is the kinetic energy of only non-interacting

electrons, the second term is classical Coulomb interaction between nuclei and elec-

tron, third term is classical electron-electron interactions also known as Hartree

interaction, the final term is exchange-correlation including the non-classical elec-

trostatic interaction energy between electrons and the difference of energy between

non-interacting and interacting kinetic energy of electron. The main idea behind

this approach is that the first three terms can be dealt with simply and last term
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can be modified with better approximations.

Exchange-Correlation Functionals:

The exchange-correlation functionals include two different kinds of electronic in-

teractions; the exchange part comes because of fermionic nature of the electrons.

The antisymmetrically paired electrons exchange with each other following Pauli

exclusion principle. The other term i.e. correlation term is arising because of the

effect of other electrons on kinetic and potential energy. The exact form of each

interaction is still unknown, hence the mathematical expressions have been pro-

vided for both the terms. Hartree-Fock method was able to provide an exact form

of exchange energy but it has not included correlation energy at all. Since the

accuracy of calculation depends on the exchange-correlation functionals, various

modifications have been done over time.

Local density approximation: LDA is the simplest approximation, where

the exchange-correlation term can be expressed as a function of homogeneous

electron gas i.e. uniform electron density.

ELDA
ex(n) =

∫
exc(n(r)n(r)dr (1.10)

The mathematical form of exchange and correlation energy is:

ex(n) = −0.458

rs
(1.11)

ec(n) = − 0.44

rs + 7.8
(1.12)

rs is the radius of a sphere containing one electron. The correlation energy is

deduced by quantum Monte-Carlo simulations, most commonly used one was pro-

posed by Perdew and Zunger. [43] Inspite of being an extensive crude approxima-
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tion, it works well for solid systems close to a homogeneous gas and explain a few

physical properties like lattice parameters, vibrational frequencies, equilibrium ge-

ometries properly. However, it overestimates the binding energies and does not

work well for inhomogeneous systems.

Generalized gradient approximation: To account for inhomogeniety of

the system, GGA has modified LDA by including the gradient expansion term:

Eex(n) =

∫
exc(n(r), |∂n(r)|)n(r)dr (1.13)

There are several approaches which can be included within GGA calculations,

the commonly used ones are PBE [44,45], RPBE [46] and PW91 [47]. The choice of

functional is dependent upon the characteristics of the system. It has a tendency

to underbind.

Several better modifications have been introduced to GGA resulting in meta-

GGA, hybrid functionals. This functionals have been modified by considering

both the electronic density and individual electronic wavefunctions to compute

the energy and other properties.

Basis set and Pseudopotential

To do the calculations, the Kohn-Sham (KS) orbitals have to be expanded based on

the nature of systems to solve the KS equation, like plane wave function [48] is used

for periodic systems. According to Bloch’s theorem, electron’s wavefunction can

be expressed as a product of plane wave and function correspond to the periodic

lattice system:

Ψnk(r) = eik.runk(r) (1.14)

here wave vector k is the crystal momentum vector, e Euler’s number, i is the

imaginary unit. In case of molecular systems, the KS-orbitals are expressed in
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terms of Pople-basis sets.

It is well known that, the core electrons do not participate in the chemical

reactions or have minimum role in exhibiting any physical or chemical properties;

moreover since they are tightly bound and highly localized in nature hence all elec-

tron calculations are highly costly to calculate. The concept of pseudopotential

approximation has arrived to deduct this computational cost by eliminating the

core states calculations. Here instead of strong ionic potentials a weaker pseudo

potentials which is a pseudo wavefunction of valence electrons only has been consid-

ered. The oscillation of valence electrons in the core region has not been taken into

account, a pseudo wavefunction of the valence electrons has replaced the strong

ionic potentials. There is a critical distance after nuclei, named as ’cut-off’ radius

beyond which the pseudo-wave function compares fairly well with the actual one.

If this cut-off is high, then the pseudo potential are called softer. The nature of PP

approximation depends on its smoothness and transferability properties. There are

three types of PP - norm-conserving, ultra-soft and projector-augmented wave.

Finding a transition state:

We discuss here about transition structure followed by finding a transition state

in a reaction. A transition structure is the one separating the reactant and prod-

uct and it stays at the peak of potential energy function with a single degree of

freedom. The energy corresponding to transition state is widely known as ’activa-

tion energy’, which is an important parameter to determine the kinetic fate of a

reaction. In terms of mathematical expression, the transition structure is defined

as a ’saddle point’ on the multi-dimensional molecular potential energy surface. It

is a first-order saddle point, where the local maximum is only along the reaction

path and local minimum along all other directions. At this point, the first and

second derivative of potential with respect to any nuclear coordinate is zero and
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positive respectively. Interestingly, it is a local minima along all direction but

local maxima along the reaction path. There are few ways in finding the transi-

tion states [49] of a molecular reaction in Gaussian software; for example it can be

searched with the help of algorithm after providing the structure of reactant and

product or scanning the coordinates of reactant or product carefully based upon

chemical intuition. Any of these ways are not the trivial one; after optimizing the

transition structure, it is connected with the reactant and product with the help

of intrinsic reaction coordinate [50].

1.0.6 Softwares used:

To obtain the reported results in this thesis several packages have been used. We

have considered both heterogeneous and homogeneous systems; all the electronic

structure calculations were carried out with DFT method; geometry optimization,

thermodynamic calculations, vibrational frequency analyses, solvent corrections

were carried out using Quantum espresso and Gaussian package (releases G16

A.03). The Bader charge analysis has helped for charge analysis of periodic sys-

tems and NBO 3.1 package featured as a part of Gaussian programs for bonding

analysis. The structures are constructed, visualized and analysed with the help of

Gaussview, VESTA, VMD, Xmgrace.

1.0.7 Scope of the thesis

The thesis commences with the study of doping effect on oxygen evolution re-

activity of Oxygen deficient double perovskite, Ca2Mn2O5 framework and based

on these, we have modelled a structure-activity based framework. In chapter 3

and 4, we have been able to find the reason behind bifunctional behaviour i.e.

showing both oxygen evolution and oxygen reduction reactions of experimentally

synthesized K2CoP2O7 and Na2MPO4F (M=Mn, Co, Fe) respectively. In chapter
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5, we have carried out modelling studies on N-doped carbon nanotube with Co-N4

system with the help of its experimentally observed hydrogen evolution reactivity.

Chapter 6 answers the underlying reason behind huge difference between turn over

number (TON) of same pair of Co-PNP pincer complex; one with secondary and

another with tertiary N-center through extensive modelling. Chapter 7 deals with

the effect of electron density on CO2 reduction by corrole-based systems. Chapter

8 provides a final conclusion and future outlook. While the work chapters, 2, 6 and

7 are solely based on theoretical modelling, the work chapters, 3, 4 and 5 are in

collaboration with experimental observations, which we have explained explicitly

with microscopic understandings.
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2
Tailoring Ca2Mn2O5 Based

Perovskites for Improved

Oxygen Evolution Reaction

2.1 Introduction

Increase in energy demands and growing concerns worldwide about the global

warming have led to a surge in the discovery of economical and efficient catalysts

that can be used for the electrochemical energy conversion processes, like oxygen

evolution reaction (OER), oxygen reduction reaction (ORR) and hydrogen evo-

lution reaction (HER). [1–6] However, the sluggish kinetics of the OER processes,

demands for high overpotential compared to the other two, inhibiting its extensive

use in generating green energies. This is also responsible for making it one of the

most discussed and explored research areas.

Till date, rutile-type RuO2 is considered to be the most efficient electrocatalyst

for OER, which is used on industrial scale, followed by IrO2 in acidic medium. [7]

But, low abundance and high cost of the metals along with the tendency to get

further oxidized hampers its usage in large scale industrial scale. [8–12] Another

27
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goal of catalyst design is to propose catalysts that are sufficiently economical from

the synthesis point of view. In this respect, various perovskites have emerged

as a promising substitute to the precious metals. [3,4,13] The catalytic activity of

3d transition metal based perovskites with varying doping percentage was iden-

tified by Bockris and Otagawa, whose work pioneered the way in understanding

the reaction pathway and also the property-activity relationships. [14] These per-

ovskites also serve with an extra benefit in terms of the compositional flexibility

provided by them, giving a platform to tune the activity via its electronic struc-

ture. In an ABO3 type perovskite, both ‘A’ and ‘B’ sites can be systematically

varied with metals of different radii and valences. Partial doping is also a very

common practice, bringing a systematic change in the physiochemical properties

of the material. There is plethora of literature identifying different combinations

of elements, [13,15–18] but it has been observed that the oxygen-deficiency enhances

the catalytic activity incurred by the increased electrical conductivity, leading to

the development of a series of double perovskites. [19] In addition to this, porosity

in the nanostructured materials leads to defects and variable oxygen stoichiometry,

resulting in enhanced electrocatalytic performance for ORR/OER reactions. [20–22]

Plethora of literature is available on Co based perovskites that have shown ex-

tremely good catalytic activity for both ORR and OER processes. [1–4,23,24]

A recent work by Ashok et al. on oxygen reduction reactions, reveals that in

terms of stability, LaCoO3 lies above LaMnO3, making the former a better cat-

alyst. However, Mn based perovskite gives a higher current density than its Co

counter-part, suggesting its potential to show better performance. [25] Hence, it is

desirable to design Mn based perovskites with enhanced stability. It has been

found that double perovskites have the potential in bridging this gap. An Mn

based double perovskite was found to be stable and shows good catalytic activity

towards OER/ORR. [22] The superior activity is a result of inherent surface defects

and variable oxygen stoichiometry. [22] In addition to that, these double perovskites
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result in the 5 coordinated square pyramidal Mn center, where as, a conventional

perovskite has a 6 coordinated octahedral symmetry. This results in the further

splitting of eg levels which were degenerate earlier. This eg filling is a well estab-

lished descriptor for the activity of a catalyst. [4,26] The eg splitting causes a more

controlled change over the occupancy which ideally is supposed to be ∼ 1.2 for a

good OER catalyst.

Though, Ca2Mn2O5 shows good catalytic activity, it still does not occupy the

top position of the traditional volcano plot, which is widely used to scrutinize the

efficiency of catalysts. With the idea of enhancing the catalytic activity of the pris-

tine Ca2Mn2O5, we have done a comprehensive theoretical modeling of Ca2Mn2O5

by replacing Ca with alkaline earth, lanthanides and main group elements in ac-

cordance with maintaining the Goldschmidt tolerance factor (t) between 0.71 -

0.90. Goldschmidt tolerance factor is an indicator for the stability and distortion

of crystal structures. It can also be used to calculate the compatibility of an ion

with the crystal structure. This factor helps in choosing the substituent dopants

keeping the overall geometry of the perovskite unchanged. In addition to that, it

is already known that for A2B2O5, the valency of A can vary between +2 to +4.

Thus, we have chosen the dopants of different valency in order to see its impact on

the catalytic activity of the surface. The doping is sequentially done by varying

the percentage of dopant from 10% to 40%, which eventually tunes the electronic

structure of the catalyst. We have also developed a linear regression based model

that can predict the activity of the catalyst from its pristine structure. We hope

that this work will widen the horizons of rational catalyst designing.

2.2 Methods

First principles calculations were carried out using Quantum Espresso 5.2.0 pack-

age. [27,28]. Generalized gradient approximation was incorporated via the exchange
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correlation functional parameterized by Perdew-Burke-Ernzerhoff (PBE). [29,30] The

core electrons were treated in the Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft

pseudopotential method. [31] Due to strong correlation of d–electrons in Mn, the

Hubbard U correction [32] was applied to Mn with a specific value of 4.0 eV, in

accordance with some recent calculations on Mn. [33] Spin polarization was applied

on Mn with spin structure as ferromagnetic, as is reported about the spin state for

experimentally synthesized Ca2Mn2O5.
[22] The 3×3×1 Monkhorst Pack [34] recipro-

cal grid was used to sample out the total energy numerically. In order to accelerate

the computation near the Fermi level, a Methfessel-Paxton smearing of 0.01 was

used. [35] The Broyden–Fletcher–Goldfarb–Shanno algorithm [36] was used for full

relaxation of the atomic positions of both, slab and adsorbed intermediates. Con-

jugate gradient method was used for the electronic relaxation and simultaneous

DOS, PDOS and Bader charge calculations. [37] The wave function kinetic energy

cutoff was 30 Ry, for energy accuracy.

To avoid the asymmetric slab induced dipole moments, all the slabs were con-

structed symmetrically considering the (001) plane A–Mn–O (A=Ca/Dopants) as

the terminating layer. The cell was chosen following a series of calculations, to

make sure that the boundary effects are excluded. The inter-adsorbate distance

was maintained at more than 5 Å to avoid adsorbate-adsorbate interactions. The

2X1X5 unit cell was finally chosen after checking for the adsorption energy of OH

on the surface, for different number of layers. Similar size of unit cells have been

used in the previous calculations as well yielding reliable results. [38] Surface Mn

was identified as the catalytically active site in all the cases and all the adsorbates,

∗O, ∗OO, ∗OH and ∗OOH were bonded to Mn. As an initial guess, the adsorbates

were placed over the Ca and Mn centers. But on structural relaxation, the system

always preferred the Mn site for binding. There were two Mn sites on the surface,

and we have chosen the one giving lower value of adsorption energy corresponding
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to OH binding as the catalytically active Mn to proceed with the further calcula-

tions in all the cases. All the adsorbates, ∗O, ∗OO, ∗OH and ∗OOH were bonded

to the catalytically active Mn. This is reasonable assumption for modeling OER,

which has been used in recent literature. [38] In order to calculate the energy of the

ions in solvent, computational hydrogen electrode [39] (CHE) developed by Nørskov

et al. was used as the reference electrode. In accordance with this model, the con-

certed step of proton and electron transfer can be converted to the half energy of

hydrogen molecule. The same concept has been applied to estimate the energy of

(e− – OH−).

H2O(l) −→ H+(aq) + OH− (2.1)

From the CHE model electrode theory,

H+ + e− −→ 1

2
H2

∆G(H2O) = (H+
aq + e−) + (OH− − e−)

∆G(H2O) = ∆G( 1
2
H2)

+ (OH− − e−)

⇒ ∆G(H2O) −∆G( 1
2
H2)

= (OH− − e−) (2.2)

Thus, all the electrochemical reaction energies were mapped to the value with ref-

erence to reversible hydrogen electrode (RHE). Solvation is expected to influence

the adsorption of intermediates on the surface. However, computation of the sol-

vation free energy corrections requires further validation of the models itself with

the experiments, which is demanding. In addition to that, little data is available

on the explicit water models on perovskites. Considering the results on Pt(111)

surface, it was found that the *OH adsorption is stabilized by 0.50 eV and that

of *OOH by 0.25 eV, on inclusion of solvation effects. [40] The net effect of the

additional water layer on the overpotential will be 0.25 V. [40] Even if the solva-
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tion effect is applied, the qualitative interpretation of the results would remain

unchanged, in view of the fact that the rate determining step remains the same

for all the catalysts considered. [41] The thermodynamic and entropic aspect was

included in the 0K electronic energy of the slab+ adsorbate configuration from the

previous works of Montoya et al. [41] It should be noted that for our calculations,

all the reactions are considered at U=0 and pH=0.

For all of our calculations on (un)doped Ca2Mn2O5, a 5–atomic layer slab with

(001) plane A–O–Mn exposed layer was constructed with 12Å vacuum layer. The

(001) surface with transition metal ions has been widely used as a catalytically

active and stable surface for simple perovskites in DFT calculations. [42,43] We hy-

pothesize this to be the case of Ca2Mn2O5. The simulation slabs used for DFT

calculations were fully oxidized and the structures were relaxed. This is inline

with other calculations considering the fact that the OER process occurs in KOH

where these slabs would expected to be oxidized. Since the PBE functional pre-

dicts over–binded triplet O2–dimer, the O2 free energy at 298.15 K was estimated

as:

∆GO2 = 2{∆GH2O −∆GH2} (2.3)

In a similar way, the free energy of OH− was estimated as:

∆GOH− =
1

2
{∆Gtotal −∆GO2 − 2∆GH2O} (2.4)

where ∆Gtotal = 4× 1.23 eV . Thus, all the electrochemical reaction energies were

mapped to the value with reference to reversible hydrogen electrode (RHE). The

thermodynamic and entropic aspect was included in the 0K electronic energy of

the slab+ adsorbate configuration from the previous works of Montoya et al. [41]

The equation to calculate Gibbs reaction energy is:

∆Gr = ∆E0K + ∆ZPE + ∆H0K→298.15K − T∆S0K→298.15K ± neU (2.5)
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in which the ∆E0K is the reaction energy at 0K, ∆ZPE is the reaction energy

from zero point vibration, ∆H0K→298.15K and ∆S0K→298.15K are the enthalpy and

entropy contribution in bringing the system from 0K to 298.15K, ±neU is the

electrochemical potential energy for ‘n’ electrons (system reduction +, system ox-

idation -) under the electrode potential U. It should be noted that for our calcula-

tions, all the reactions are considered at U=0 and pH=0. The OER is a 4-electron

exchange process and the Uo for all the steps is estimated as:

1. HO* + OH- −→ O* + H2O + e-

U◦1 = ∆G(HO*) - ∆G(O*) - ∆G(H2O) - (e- - OH-) -eU

2. O* + OH- −→ HOO* + e-

U◦2 = ∆G(O*) - ∆G(HOO*) - (e- - OH-) -eU

3. HOO* + OH- −→ OO* + H2O + e-

U◦3 = ∆G(HOO*) - ∆G(OO*) - ∆G(H2O) - (e- - OH-) -eU

4. OO* + OH- −→ HO* + O2 + e-

U◦4 = ∆G(OO*) - ∆G(HO*) - ∆G(O2) - (e- - OH-) -eU

For all the calculations on (un)doped Ca2Mn2O5, a 5–atomic layer slab with

(001) plane A–O–Mn exposed layer was constructed with 12Å vacuum layer. The

(001) surface with transition metal ions has been widely used as a catalytically

active and stable surface for simple perovskites in DFT calculations. [42,43] We hy-

pothesize this to be the case of Ca2Mn2O5. The simulation slabs used for DFT

calculations were fully oxidized and the structures were relaxed. This is inline

with other calculations considering the fact that the OER process occurs in KOH

where these slabs would expected to be oxidized.
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Figure 2.1: The partial density of states (PDOS) of the pristine Ca2Mn2O5 for the Mn(dx2−y2),
Mn(dz2), O(px) and O(pz), where Mn is the catalytically active site.

2.3 Results and discussion

2.3.1 Electronic structure of the catalyst

Ca2Mn2O5 has an orthorhombic crystal existing in high spin state, where Mn shows

a 5 coordinated square pyramidal geometry with O atoms as its neighbours. [22,44]

This is a striking difference from the orthorhombic CaMnO3, where Mn center has

an octahedral symmetry and is surrounded by 6 O atoms. It is probably due to

this symmetry breaking, that the eg levels become non-degenerate and give rise to

more catalytically active Mn centers. The five coordinated Mn can exist in two

geometries, i.e. trigonal bipyramidal and the square pyramidal and the d-orbital

splitting is strikingly different in the two cases, as shown in fig. 2.2. The covalency

of the attached ligands decide which of the two geometries will be favoured. This

leads to the proper tuning of the orbital alignment and thus controlling the activity

of the catalyst. In covalent complexes where presumably the interactions between

the bonded pair of electrons are more important than the bonded–non bonded

electron pair interactions, the trigonal bipyramidal configuration is favoured. On

the other hand, it is essentially the ionic compounds in which the interactions be-
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tween bonding electron pairs and the d-shell predominates and in which a square

pyramidal geometry exists. An important point worth mentioning is that the d4

configuration is more stable in the bipyramidal geometry rather than the square

pyramid. The two geometries can interchange which may lead to a significant

rearrangement of the d-orbitals. [45] This interchange is mainly governed by the

electronic character of the ligands around, the d-shell configuration and the cova-

lency of the metal-ligand bond. [45] The PDOS of Ca2Mn2O5 reveals the splitting

of the eg levels (Figure 2.1). This was also observed in some of the earlier works

on cobalt based perovskites. [24,46]

2.4 Simulated systems

Figure 2.2: Different crystal-field splitting of d-electrons states for the square pyramid and
trigonal bipyramid symmetry around the 5 coordinated Mn ions.

2.4.1 Selecting the dopants

The above discussion leads to the fact that tuning the eg level of the transition

metal center may lead to good catalytic activity. [3,4,13] In this work, eg levels are
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Figure 2.3: (a) Relaxed structure of Ca2Mn2O5 (001) surface with 5 layers. The bottom three
layers were constrained to represent the bulk, and the top two layers were allowed to change their
positions in the presence of adsorbate. The colour code: limegreen=Mn, Cyan=Ca, Red=O (b)
The highlighted Ca are the positions that were considered for sequential doping.

Figure 2.4: The partial density of states (PDOS) of the Ce doped Ca2Mn2O5 of the Mn(dx2−y2),
Mn(dz2), O(px) and O(pz), where Mn is the catalytically active site.
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tuned by replacing Ca (Site ‘A’ in A2B2O5) on the top two layers of the (001) plane

of pristine Ca2Mn2O5 with Sr, In, Bi, La, Ce and Eu (Figure 2.3). The doping

percentage is sequentially varied from 10 to 40%. Positions of the dopant were var-

ied for all the cases and the minimum energy confirmation was chosen for further

study. Similarly, active site of the catalyst was analyzed on the basis of adsorp-

tion energies with respect to OH to find the minimum energy catalyst–adsorbate

complex as mentioned above. It is known that due to the difference in radii and

electronegativity of site ‘A’, the d-filling of the corresponding ‘B’ site gets altered

due to modification in the B–O bond. [46] Change in electronic environment due to

doping is analyzed in terms of the projected density of states (PDOS) plots. As is

evident from Figure 2.10, varying the doping percentage of ‘A’ modifies the O-p

and metal d-band. The PDOS of pristine catalyst (Figure 2.1) shows the presence

of dz
2 orbital crossing the Fermi level which is in close proximity to the occupied

O-pz orbital. This observation is in line with an earlier reported result by Lu et

al. [44] As a result of doping (Ca with 10% of another element), the density of states

corresponding to Mn-dz2 are shifted and reduced and that of O-pz is increased. As

doping percentage is increased, the Mn-dz2 , dxz and dyz tend to get more stabilized

and shift away from the Fermi level. On 30% doping with Ce, Mn-dx2−y2 and O-pz

and O-px become degenerate and lie near the Fermi level. On further increase in

doping, the density of states is shifted away from the Fermi level. It is important

to note that, this reduction in catalytic activity on doping beyond 30% may occur

at any composition between 30% and 40%. Our modelled catalysts are restricted

by a resolution of 10% with respect to each doping concentration. This suggests

that doping ‘A’ has a huge implication on the electronic structure around ‘B’ and

hence can influence the catalytic activity considerably.
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2.4.2 Free energy calculations

As proposed by Goodenough et al., the OER process on the perovskite surface

takes place in alkaline medium. [3] The reaction scheme proposed by him is given

in Figure 2.5, and involves 4 electron transfer steps. As per recent studies, there

are chances of the lattice oxygen to take part in the reaction, making the OH− and

e− transfer non-concerted, as a result of which reaction becomes pH dependent. [24]

This is thermodynamically favoured when the O 2p states at the perovskite Fermi

level lie above the redox energy of the O2/H2O couple. As per our analysis of

the PDOS plots, this does not happen in any of the cases, thus ruling out the

possibility of a lattice oxygen participation in the reaction. Table 2.4 has the

data on the p-band center. As can be seen that the p-band center is way below

the -1.8 eV mark to show instability in OER reaction conditions. [46] The p-band

center and the covalency data also depict the inability of the lattice oxygen to

take part in the catalysis. [24,47] In order to model the thermodynamics of the

reaction, computational hydrogen electrode model proposed by Nørskov et al. was

used. [39] The reactions were modeled considering the OH− and e− transfer as a

concerted [48–50] step.

The details are given in the method section. The linear free energy relationships

(LFER) allow us to relate the thermodynamics to the kinetics of the reaction for an

isoentropic process via Brønsted–Evans–Polyani relation. Thus, a thermodynamic

picture is deemed accurate to evaluate the performance of the catalysts. [51,52] It

is already known that the free energies scale up/down with the change in applied

external potential (U). Hence, the potential determining step remains unchanged,

making the theoretical overpotential independent of U and we represent this po-

tential at 0 pH as Uo. Figure 2.6 shows the standard equilibrium potential (Uo
x,

x=1,2,3,4) for all the four steps. For an ideal catalyst this value should be the

same for all the steps i.e. 1.23 V, at zero U. However, in real catalysts this does
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Figure 2.5: The reaction scheme as proposed by Goodenough et al. [3] for an OER process taking
place on a perovskite surface in alkaline medium.

not happen. We find U o
2 , which involves the O–O bond formation, as the potential

determining step for all cases. This further determines the overpotential of the

reaction via Equation 2.6. [53]

UOER = max[Uo
1,U

o
2,U

o
3,U

o
4]; ηOER = UOER − 1.23 V (2.6)

It is interesting to note that the η predicted for Ca2Mn2O5 using the above formu-

lation gives a value of 0.26 V which is close to the experimentally reported value

of 0.27 V, providing a good confidence in our theoretical predictions. The rate

determining step (RDS) is controlled by the eg filling of the underlying catalyst

metal center (Mn, in our case). It is either the O–O bond formation or the pro-

ton abstraction from the oxy-hydroxide group, which determine the rate OER. [3]

The O–O bond formation is the RDS when eg > 1, which is consistent with our

calculations. [3,54] It is evident from Figure 2.6 that increasing the doping concen-

tration does not always reduce the Uo. Rather, in all the cases, Uo increases in
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going from 30% to 40%. In most of the cases, 30% doping concentration gives

Figure 2.6: A comparison of all the Uo
x (x=1,2,3,4) for all the steps of the OER process in all

the studied (un)doped systems. The red line corresponds to the thermodynamic equilibrium
potential of 1.23 V, for an ideally reversible process.

minimum overpotential value. This suggests that electronic modification caused

at this percentage is ideal for OER. It is known that the nature of ‘A’ can tune

the concentration of oxygen vacancies and the oxidation state of the central metal,

which in turn govern the overall OER activity. [46] As discussed earlier, PDOS for

Ce (Figure 2.10) shows rearrangement of t2g and eg levels as the doping percentage

is varied. At 30%, the dx2−y2 overlaps with the p-band of lattice oxygen. This

allows for more covalency in the metal-oxygen bonding, thereby modifying the eg

filling of the metal. It can be hypothesized from here that the electronic modula-

tion at 30% doping of Ce is perfectly ideal for OER catalysis, thereby resulting in

lower overpotential values.

The eg filling also depends on the oxidation state of the metal center. It has been
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found earlier that the oxidation state of metal center varies with the radius of

‘A’. [46] Grimaud et al. have reported an increase in the oxidation state of the

metal, with respect to the increase in the ionic radius of ‘A’. Bader charge analysis

shows a reduction in charge of Mn which is inversely proportional to the radii of

dopant ‘A’. Interestingly, it is also observed that the electronegativity of ‘A’ also

effects the oxidation state of ‘B’. Bader charge analysis suggests that as the doping

percentage is increased, the oxidation state of the metal center tends to decrease

and this points towards an increase in the eg filling that exceeds more than 1 (ideal

case for Mn3+ with weak ligands). From our estimation we conjecture that both,

over oxidation or over reduction of Mn leads to poor overpotential and we identify

30% doping as ideal for these Mn based perovskites.

2.4.3 Scaling relations

The adsorption energies of all the intermediates suggests that the bond strengths

follow the order: E∗OH > EO∗ > E∗OOH > EOO∗ . It is evident from Figure 2.7 that

Figure 2.7: Scaling relations between adsorption free energy values of ∗O and
∗OOH with that of ∗OH for various (un)doped catalysts. ∆G∗O = 1.70∆G∗OH + 1.97,
∆G∗OOH = 0.93∆G∗OH + 3.18.
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all the adsorption free energies of intermediates scale with ∆G∗OH which is in

line with earlier reported results. [51–53,55,56] Figure 2.7 shows that ∆G∗OH strongly

correlates with ∆G∗OOH and ∆G∗O giving a Pearson correlation [57] coefficient of

0.92 and 0.90, respectively. These scaling relations consequently affect the catalyst

design, suggesting that even the most active catalyst will have a non-zero overpo-

tential. The binding energy of ∗OH and ∗OOH have 1:1 scaling with a constant

difference of 3.18 eV which is in agreement with the earlier finding by Rossmeisl et

al. where it is mentioned that this scaling is independent of the surface. [49] How-

ever, this indicates towards a non-zero overpotential because ideally this difference

should be 2.46 (2*1.23) V. The ∆G∗O and ∆G∗OH have a 2:1 scaling owing to the

double bond character of the metal–∗O bond. A constant intercept also implies

that these intermediates prefer same type of binding site (Mn center in this case).

2.4.4 Identifying Activity Descriptors

Existence of a universal scaling relation between ∆G∗OOH and ∆G∗OH, eliminates

the possibility of a variation in ηOER with it. Earlier reports state that the adsorp-

tion of ∗O on the catalyst surface determines the ηOER of the reaction, suggesting

step (2) or step (3) to be the rate determining step (RDS). Thus, ∆G∗O–∆G∗OH

is identified as a universal descriptor for the OER process. [52,53] In agreement with

these findings, Figure 2.8 shows a linear correlation of ∆G∗O–∆G∗OH with ηOER

with a Pearson correlation of 0.93. The difference in the adsorption energies of ∗O

and ∗OH is thus determining the overpotential of the reaction, which for an ideal

catalyst should be zero. The colinearity in the plot suggests a similar RDS for

all the catalysts considered in this study. This is known as the universal volcano

relation, where in our case, the adsorbate binds weakly to the catalyst. The higher

the catalyst lies towards the peak, the better is its catalytic performance. From
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Figure 2.8: Activity volcano relation for (un)doped Mn based double perovskites.
ηOER = 0.069(∆G∗O −∆G∗OH) + 0.086

Figure 2.8, we identify 30% Ce doped Ca2Mn2O5 (Ce0.7Ca1.3Mn2O5) for the class

of catalysts considered in this study. ηOER for this system is 0.14 V, which is

less than that for pristine Ca2Mn2O5 (ηOER=0.26 V). This difference in the ηOER

can be attributed to the stability of ∗O on the Ce doped surface owing to the ox-

ophilicity of the Ce atom. Presence of Ce in vicinity of the reactive site facilitates

in the O-O bond formation via a non covalent interaction of Ce with O∗ resulting

in a reduction of electron density over O, facilitating the bond formation with

nucleophilic OH−. The overpotential estimated for Ce doped Ca2Mn2O5 is even

lower than the experimentally reported overpotential for some Ni-based hydrox-

ides hierarchical nanoarrays, which is 0.23 V, and is reportedly the best catalyst

for OER till date, to the best of our knowledge. [58]

2.4.5 Predictive model for OER activity

Development of quantitative structure–activity relationship is central to the ratio-

nal design of novel catalysts.

These models enable to develop relationship between the desired catalytic ac-



2.4. Simulated systems 44

Figure 2.9: The predicted versus the calculated values of ηOER using the linear regression based
model. The R2 for this model is 0.83.

tivity and the structural/electronic properties of the material. This enables a fast

screening of the probable candidates for catalysis and saves a lot of time, effort

and expenses. Such models have been developed in the past which used around 14

structural descriptors on a data set for 51 perovskite catalysts. [? ] Here, we use a

set of 4 descriptors on a data-set of 21 catalysts where only the ‘A’ site is varied.

The descriptors are based on the geometry, like the tolerance factor, percentage

doping, and on the electronic structure, like, Fermi energy, p-band center for the

surface lattice oxygen and metal-oxygen covalency. These descriptors are easy to

estimate from the very basic theoretical calculations and are highly intuitive about

the nature of the material under study. Figure 4.2 shows the predicted versus the

calculated values of ηOER. The corresponding model is given in Table 2.1.

It is evident from here, that this simple model is able to predict the ηOER with

a reasonably good accuracy (R2=0.86). In order to develop the model, data are

randomly splitted into training set (composing 70% of the total) and test set. It

may be argued that with such a small data-set and low variation in the test sys-

tems, this model may be highly biased. However, we would like to emphasize on
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Table 2.1: Details of the multiple regression based predictive model. The intercept value for the
model is 0.2000 eV. The importance value is estimated as the difference in the corresponding R2

values, when the corresponding variable is replaced with its average value.

Variable Coefficient Importance
Fermi Level (eV) -0.0075 0.10
p–band center (eV) 0.0100 0.15
t×%doping 0.0393 (eV) 0.10
Covalency 0.1395 (eV) 0.17

Table 2.2: Details of the descriptors used

p-band center Calculated based on the PDOS as
∫
E.f(E)dE∫
f(E)dE

Mn-O bond covalency Average Bader charge difference between
the surface Mn and O atoms.

t×% doping t = rA+rO√
2(rB+rO)

where rA was the radius of the dopant.

This factor was multiplied with percentage doping.
Fermi energy Highest occupied energy level of a material

at absolute zero temperature.

the fact that a relatively simple model is able to capture a wide range of elements

of the periodic table and can stand useful for further generalization by testing it

on a wider range of data. Moreover, the model is relatively simple and thus, much

more intuitive for rational materials design. An importance analysis is done in

order to evaluate the contribution of the variables towards the model. It is found

that the covalency of the metal-oxygen bond is the most dominant factor in deter-

mining the OER activity, followed by p-band center. The Fermi energy and the

tolerance factor parameter have equal effect on the predictive ability of the model.

2.4.6 Multiple Regression based predictive model

The supervised machine learning can be divided into two parts: regression and

classification, where regression predicts continuous value outputs and classification

predicts discrete outputs. Multiple linear regression falls in the first category. This
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simply corresponds to a linear relationship between two or more variables. When

the number of descriptors/variables exceeds 1, it falls in the category of multiple

linear regression. We used the Scikit–learn library within python to develop the

model. [? ] The dataset was randomly split into 70% training set and 30% test set.

The model was based on the slope that corresponds to the data of the training set

and the y–intercept which again is derived from the training set. The model was

evaluated based on the R2 value. The better the model, R2 approaches 1.

The importance analysis for the variables was also done in order to evaluate how

much impact would a descriptor have on the model. This was done by replacing

the value of the descriptor with an average value and see the difference in R2 before

and after the substitution.

The PDOS for all the pristine catalysts is given in Figures 10 to 13. Only the

significant O p–band, Mn d–band are shown. In case of 30% Ce doped catalyst,

a dominant O p–band is observed near the valence band maximum. The oxygen

p–band center was calculated based on the PDOS of every system, by intergrating

oxygen PDOS over the p–band using:

p− band center =

∫
E.f(E)dE∫
f(E)dE

(2.7)

where E is the electronic energy and f(E) is the density of states corresponding

to that E. To get the charge density on the atoms, we have used Bader analysis,

which is based upon partitioning charge density grid into Bader volume by steepest

ascent method. [59]
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Figure 2.10: The partial density of states (PDOS) of the Ce doped Ca2Mn2O5 of the Mn(dx2−y2),
Mn(dz2) and O(pz), where Mn is the catalytically active site.
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Figure 2.11: The partial density of states (PDOS) of the Sr doped Ca2Mn2O5 of the Mn(dx2−y2),
Mn(dz2) and O(pz), where Mn is the catalytically active site.



49 Chapter 2. Tailoring Ca2Mn2O5 Based Perovskites

Figure 2.12: The partial density of states (PDOS) of the Bi doped Ca2Mn2O5 of the Mn(dx2−y2),
Mn(dz2) and O(pz), where Mn is the catalytically active site.
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Figure 2.13: The partial density of states (PDOS) of the In doped Ca2Mn2O5 of the Mn(dx2−y2),
Mn(dz2) and O(pz), where Mn is the catalytically active site.
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Figure 2.14: Atomic structures of pristine (a,b,c) and 30% Ce doped (d, e, f) Ca2Mn2O5 with
adsorbed ∗OH, ∗O and ∗OOH, respectively. The colour code is: deep blue is Ce, limegreen is
Mn, Cyan is Ca, Red is O. Adsorbed oxygens are in ice blue colour to differentiate them from
lattice oxygen. White ball represents hydrogen. The dotted line shows non–covalent interaction
between adsorbed ∗OOH and lattice oxygen.
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Table 2.3: The standard equilibrium potential (in eV) for the four steps of OER process corre-
sponding to the (un)doped catalysts

System Uo
1 Uo

2 Uo
3 Uo

4

Ca2Mn2O5 1.12 1.49 1.20 1.22
Sr 10% 1.11 1.46 1.19 1.28
In 10% 1.11 1.49 1.21 1.23
Bi 10% 1.12 1.47 1.21 1.24
La 10% 1.11 1.49 1.18 1.24
Ce 10% 1.16 1.46 1.18 1.23
Eu 10% 1.15 1.45 1.24 1.19
Sr 20% 1.11 1.47 1.21 1.24
In 20% 1.11 1.49 1.21 1.22
Bi 20% 1.12 1.47 1.20 1.24
La 20% 1.12 1.47 1.20 1.24
Ce 20% 1.17 1.42 1.23 1.21
Eu 20% 1.13 1.41 1.29 1.21
Sr 30% 1.11 1.47 1.20 1.25
In 30% 1.13 1.46 1.23 1.21
Bi 30% 1.15 1.44 1.21 1.24
La 30% 1.14 1.45 1.19 1.25
Ce 30% 1.21 1.37 1.32 1.13
In 40% 1.12 1.45 1.22 1.24
Bi 40% 1.16 1.43 1.21 1.24
La 40% 1.16 1.43 1.21 1.23
Ce 40% 1.20 1.39 1.22 1.22
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Table 2.4: The data that was used for generating the linear regression based model. The eg
filling was not the part of the final model owing to its inaccuracy in predicting the overpotential
(η).

System η Fermi level eg filling p-band center t×%dope Covalency
Ca2Mn2O5 0.26 2.23 1.03 -2.19 0.00 0.57
10%Sr 0.23 2.48 1.02 -2.23 0.09 0.67
20%Sr 0.24 2.25 1.02 -2.07 0.18 0.62
30%Sr 0.24 2.62 1.02 -2.23 0.27 0.64
10%In 0.26 2.42 1.02 -2.25 0.08 0.57
20%In 0.26 2.46 1.02 -2.17 0.15 0.46
30%In 0.23 2.50 1.03 -2.42 0.23 0.51
40%In 0.22 2.95 1.03 -2.65 0.30 0.43
10%Bi 0.24 2.31 1.02 -2.11 0.08 0.56
20%Bi 0.24 2.60 1.02 -2.22 0.17 0.48
30%Bi 0.21 3.02 1.02 -2.46 0.25 0.53
40%Bi 0.20 3.27 1.02 -2.57 0.34 0.53
10%La 0.26 2.30 1.02 -2.04 0.08 0.60
20%La 0.24 2.48 1.02 -2.11 0.17 0.52
30%La 0.22 3.11 1.03 -2.55 0.25 0.46
40%La 0.20 3.56 1.03 -2.70 0.34 0.40
10%Ce 0.23 2.47 1.03 -2.76 0.08 0.46
20%Ce 0.19 3.11 1.03 -2.62 0.17 0.41
30%Ce 0.14 3.34 1.04 -2.58 0.25 -0.03
40%Ce 0.16 4.24 1.02 -3.02 0.33 -0.06
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2.5 Conclusions

In summary, a comprehensive study has been made on Mn based oxygen deficient

double perovskite i.e. Ca2Mn2O5 by doping Ca with Sr, In, Bi, La, Ce and Eu.

The dopant percentage is varied from 10% to 40%, in order to see the effect of

these different percentages on the catalytic activity of the perovskite. It is found

that due to doping, the density of states near the Fermi level are affected, leading

to a square pyramidal type d-orbital ordering. This leads to the tuning of the

eg level and hence the catalytic activity of the system. We identify 30% doping

as ideal, which tunes the electronic structure optimally for good OER activity.

For all the cases, we identify the O–O bond formation as the rate determining

step, and it correlates well with being the RDS for eg occupancy > 1. Of all

the elements studied, 30% Ce doped catalyst shows the best results in terms of

the lowest thermodynamic overpotential. We develop a linear regression based

predictive model that uses simple, but intuitive descriptors, like metal-oxygen

bond covalency, p–band center, Fermi level and tolerance factor. These kind of

models would make the catalyst design faster and efficient by considerably reducing

the effort and computational cost that goes into the screening of the potential

catalysts. With these results, we hope for the development of novel cost-effective

perovskite based catalysts for OER.

References

[1] J. Hwang, R. R. Rao, L. Giordano, Y. Katayama, Y. Yu and Y. Shao-Horn,

Science, 2017, 358, 751–756.

[2] B. Han, K. A. Stoerzinger, V. Tileli, A. D. Gamalski, E. A. Stach and Y. Shao-

Horn, Nature materials, 2017, 16, 121–126.



55 References

[3] J. Suntivich, K. J. May, H. A. Gasteiger, J. B. Goodenough and Y. Shao-Horn,

Science, 2011, 334, 1383–1385.

[4] J. Suntivich, H. A. Gasteiger, N. Yabuuchi, H. Nakanishi, J. B. Goodenough

and Y. Shao-Horn, Nature Chemistry, 2011, 3, 546–550.

[5] S. Muy, J. C. Bachman, L. Giordano, H.-H. Chang, D. L. Abernathy,

D. Bansal, O. Delaire, S. Hori, R. Kanno, F. Maglia et al., Energy & En-

vironmental Science, 2018, 11, 850–859.

[6] E. A. Ahmad, V. Tileli, D. Kramer, G. Mallia, K. A. Stoerzinger, Y. Shao-

Horn, A. R. Kucernak and N. M. Harrison, The Journal of Physical Chemistry

C, 2015, 119, 16804–16810.

[7] N.-I. Kim, Y. J. Sa, T. S. Yoo, S. R. Choi, R. A. Afzal, T. Choi, Y.-S. Seo,

K.-S. Lee, J. Y. Hwang, W. S. Choi et al., Science Advances, 2018, 4, 9360.

[8] H. Wang, H.-W. Lee, Y. Deng, Z. Lu, P.-C. Hsu, Y. Liu, D. Lin and Y. Cui,

Nature Communications, 2015, 6, 1–8.

[9] V. Pfeifer, T. E. Jones, S. Wrabetz, C. Massué, J. J. V. Vélez, R. Arrigo,
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3
Potassium Cobalt

Pyrophosphate K2CoP2O7: as a

Nonprecious and Efficient

Bifunctional Electrocatalyst for

Metal-Air Battery

3.0.1 Introduction

One of the most important ways to meet the ever increasing demands of global en-

ergy is improving the energy storage systems. Rechargeable or secondary lithium-

ion batteries (LIBs) are dominating in this storage sector but it is phasing geopo-

litical stability. Also, Li abundance in the Earth crust is less than 20 ppm which

has led the scientific community to explore alternative batteries such as sodium-

ion batteries (SIBs), potassium-ion batteries (KIBs) and zinc-ion batteries (ZIBs)

due to its earth abundance. [1–4] Along with the secondary batteries various other

types of energy conversion and storage systems share good market values such
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as fuel cells, supercapacitors and rechargeable metal-air batteries. In the recent

years, rechargeable metal-air batteries are able to meet the continuous growing

demand due to the high capacity delivered by such systems. In fact, these have

applications towards smart-grid energy storage and electric vehicle propulsion.

Tremendous research and developments are on the way to enhance the efficiency

of catalysts which are crucial components in energy conversion of electricity into

fuels and chemicals. [5] In the present chapter, a novel catalyst with excellent bi-

functional activity in alkaline medium for metal-air battery application has been

proposed.

A rechargeable metal-air involves oxygen reduction reaction (ORR) and oxygen

evolution reaction (OER) electrochemical reactions, corresponding to the discharg-

ing and charging processes, respectively. Interestingly, this requires the same ma-

terial to perform both the reactions and hence offering a very high energy density

and stable discharge voltage [6–8]. This property is also known as bifunctionality

and finding such a material is really an issue and remains the main bottleneck.

The primary goal is to find such highly active catalysts who can prove its poten-

tial to replace existing state of the art catalysts for ORR and OER purpose [9,10].

In this work Co-based pyrophosphate system has been chosen based on previous

reports, which showed phosphate based materials as efficient electrocatalysts. A

dozen of materials like transition metal alloys, oxides/hydroxides/oxyhydroxides,

nitrides, phosphides, sulfides and selenides have been reported and studied, which

suggests them to perform only a half-reaction either ORR or OER and a very few

for both [11–16]. There are a few other transition metals-based phosphate moieties,

which exhibit bifunctionality [17–21]. In this work, K2CoP2O7 has been synthesized

and for the first time has been used in both K-ion battery and Zn-air battery.

Earlier observation suggests that presence of Co-based catalyst in spinel structure

Co3O4 shows bifunctionality; here the activity is inversely proportional to the co-

ordination of Co. In fact, with proper theoretical modelling, it has been found to
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be a good model system with efficient bifunctionality.

3.0.2 Theoretical Modelling:

All theoretical calculations were carried out in Quantum Espresso 6.2.0 [22,23] con-

sidering plane wave basis of energy cut off 30 Ry and density cut off 300 Ry.

Rappe Rabe Kaxirus Joannopoulas ultrasoft pseudopotential [24] was considered

along with generalized gradient approximation parameters by Perdew, Burke and

Ernzerhof (GGA-PBE) [25,26] for exchange-correlation functional. A 1 × 1 3d slab

was considered with 15 Å vacuum along the z-direction. The Hubbard U param-

eter (GGA+U) of 3.32 eV was considered for the Co atoms. The whole system

was sampled by 4 × 4 × 1 uniform k-point mesh. For projected density of states

(pDOS) calculation was carried out on 12× 12× 1 k-point mesh.

3.0.3 Results and Discussions:

Figure 3.1: Left side: [110] surface; right side: [001] surface of K2CoP2O7
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Structural analyses:

Gabelica Robert first synthesized twisted-melilite K2CoP2O7(P42/mnm) in 1981 [27].

Here the structure is synthesized via solution combustion method with unit cell

parameters in the range of a = b ∼ 7.3 – 8.6 Å and c ∼ 4.8–5.6 Å . It contains

vertex-sharing CoO4 and PO4 tetrahedra units arranged in a sheet-like framework.

Each PO4 tetrahedra combine to from P2O7 units. In each sheets covalent interac-

tions exist among K-atoms and Os of CoO4 and PO4 tetrahedra. Our experimental

Figure 3.2: Interation of OH* adsorbate on [001] plane of K2CoP2O7

collaborators could not detect the active surface of their system and hence we con-

sidered the commonly occurring low index surfaces, [110], [101] and [001] (the latter

two are shown in Fig. 3.2). Among these, [101] plane, even though was found to

be active for Na2CoP2O7 was discarded in K2CoP2O7 due to improper ratio of

P:O ratio (7:25) in contrast to the experimental one (2:7). Since the reaction is

carried out in alkaline medium, we first considered adsorption of OH intermediate
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[110]-surface Co-surf O(1) Co-surf O(2) Co-surf O(3) Co-bulk O(4)

Pristine 1.68 1.92 2.09 2.22

OH 1.69 1.98 2.07 3.52

O 1.68 1.92 1.96 3.54

OOH 1.66 1.90 2.02 3.48

OO 1.66 1.91 1.99 3.38

Table 3.1: Change in the four Co-O bond lengths of active-tetrahedral Co-center of K2CoP2O7.

on each of these low index surfaces. For [001] plane, we found a very low propen-

sity of OH towards Co atom, which is shown in figure 2, based on which we did

not consider this surface further. Finally, we considered [110] surface. The bulk

K2CoP2O7 has 4-coordinated Co atoms with symmetric bonds. However, in the

[110] surface exposed Co atoms have highly distorted tetrahedral structure, which

is observed from the four different Co-O bond lengths compared to symmetry in

the bulk structure. As is clear from the earlier studies, OER activity is directly

dependent on the geometry of Co. Yonfu Sun et al have already shown the impor-

tance of coordination of Co in water oxidation reaction [28,29], where tri-coordinated

Co exhibits better activity compared to tetra- and penta-coordinated Co. In our

case, the three Co-O bonds, which are exposed to surface is comparatively shorter

than the one which is present in the bulk side. Interestingly, with the progress of

the reaction, where the three surface Co-O distances remain almost the same as

the pristine structure, while the fourth one Co-O bond shows an increase of nearly

∼1.3 Å. All the bond lengths are given in Table 1.

ORR:

Experimentally, they found the system to exhibit good ORR. The reason behind

superior activity of K2CoP2O7 is explored through our theoretical calculations.
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Figure 3.3: Stabilized intermediates

To understand the ORR mechanism in alkaline medium (0.1 M KOH, pH=13),

four elementary steps have been modeled as follows:

1. HO* + O2 + e- −→ OO* + OH-

U◦1 = ∆G(HO*) + ∆G(O2) - ∆G(OO*) + (e- - OH-) + eU

2. OO* + H2O + e- −→ HOO* + OH-

U◦2 = ∆G(OO*) + ∆G(H2O) - ∆G(HOO*) + (e- - OH-) + eU

3. HOO* + e- −→ O* + OH-

U◦3 = ∆G(HOO*) - ∆G(O*) + (e- - OH-) + eU

4. O* + H2O + e- −→ HO* + OH-

U◦4 = ∆G(O*) + ∆G(H2O) - ∆G(HO*) + (e- - OH-) + eU
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∆G1 ∆G2 ∆G3 ∆G4

1.22 1.49 1.08 1.17

Table 3.2: ∆G values for four steps of ORR (in eV).

Figure 3.4: Free energy plot of ORR on the [110] surface at pH 13.0

Here * denotes the active site attached to surface. ∆Gx are the free energies of

each step calculated by ∆G = ∆E + ∆ZPE – T∆S equation. The four equilibrium

potentials U◦x (∆Gx/e) are obtained from the above equations. We have calculated

Gibbs free energies for each of the steps. The electronic energies were obtained

from the density functional theory-based calculations. The entropy contributions

of the intermediates (OH*, OOH*, O*, H2O and H2) were taken from a previous

paper based on perovskite. We have considered the implicit solvent model, where

the energy of ions in solvent was included in the entropy value of water.

The energy of each step is calculated by considering computational hydrogen



68

electrode model (CHE) [30,31] of Norskov et al. This model involves a concerted

transfer of OH- and e- in each step. The catalytic activity which is expressed in

terms of overpotential is calculated as follows:

η = 1.23−min(∆G1,∆G2,∆G3,∆G4) (3.1)

After extensive analysis of all the Gibbs potentials, we find that the fourth step

i.e. formation of HO*, where the Co oxidation state is changed from +4 to +3 state

is the rate-determining step. It is because the formation of HO* partially disrupts

perfect bonding features of Co-O bond, as this bond length elongates from 1.71 to

1.93 A. The overpotential value was found to be 0.15 V. The lower overpotential

for ORR is attributed to the fact that the formation of HO* intermediate is more

facile in the presence of two adjacent K atoms on the surface. However, the perfect

100% accessibility of this surface with two K ions participating in stabilizing the

OH intermediate may not be feasible experimentally. We believe, because of this

experimentally they did not find such lower overpotential value.

OER:

The OER activity of the proposed material has been checked in 0.1 M KOH against

Hg/HgO reference electrode. Interestingly, most of the catalysts are found to be

active in the higher concentration of base (1M KOH) including benchmark catalyst

RuO2. Here also the activity is compared with RuO2, Na2CoP2O7 and NaCoPO4.

200 cycles have been considered in a cyclic voltammogram to check the stability of

OER activity. Similar to other phosphate systems, two pairs of redox peaks were

observed associated with Co3+/Co2+ and Co4+/Co3+ conversion. [21,28,29]

We also have modeled the same system to find the OER mechanism in alkaline

medium.
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Figure 3.5: Free energy plot of OER on the [110] surface at pH 13.0

1. HO* + OH- −→ O* + H2O + e-

U◦1 = ∆G(HO*) - ∆G(O*) - ∆G(H2O) - (e- - OH-) - eU

2. O* + OH- −→ HOO* + e-

U◦2 = ∆G(O*) - ∆G(HOO*) - (e- - OH-) - eU

3. HOO* + OH- −→ OO* + H2O + e-

U◦3 = ∆G(HOO*) - ∆G(OO*) - ∆G(H2O) - (e- - OH-) - eU

4. OO* + OH- −→ HO* + O2 + e-

U◦4 = ∆G(OO*) - ∆G(HO*) - ∆G(O2) - (e- - OH-) - eU

η = max(∆G1,∆G2,∆G3,∆G4) + 1.23eV (3.2)
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Figure 3.6: Variation in coordination of active Co-center during the reaction

It is well known that the water oxidation reaction (OER) is favorable on the

surfaces with low coordinated active site, since such a site favors the *OH binding

probability. We have studied the OER activity on the [110] surface, as this favors

the coordination of *OH intermediate in alkaline condition. Interestingly, dur-

ing the reaction, the Co center remains effectively tetra coordinated rather than

penta coordinated which is well depicted by figure 6. In reality, Co-O bond (one

in the bulk side) gets elongated as the oxygen (bulk) moves away making room

for the intermediate to bond. So, during interaction with the reactant or interme-

diates, Co-center is actually tri-coordinated, which falls inline with the previous

observation of tri-coordinated Co-center showing better catalytic activity.

Such flexibility in the bonding is again due to the highly stable P2O7 unit

which allows rotations, which was also observed experimentally. Along with these,

a significant non-covalent type of interaction is found with the nearby K atom,

which provides extra stability to the intermediate structures. However, this inter-

action varies depending on the nature and orientation of intermediates. These two

points, namely, effectively tetra-coordination and cooperative interaction with K

further strengthen the propensity of stability of OH in [110] in comparison to [001]

plane (where no K atom is present). The rate-determining step in [110] surface
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Figure 3.7: The 1st plot in pDOS correspond to only the t2 orbitals of Co (active one) on which
intermediates are getting adsorbed. The 2nd, 3rd and 4th plots correspond to the pDOS plot of
adsorbed intermediates O, OH and OOH respectively, along with Co t2 orbitals.

of K2CoP2O7 is found to be the formation of O-O bond (in HOO* intermediate),

which involves reduction of Co from +4 to +3. Finally, analyzing the Gibbs free

energy values of all the steps and the rate-determining step, we find the overpo-

tential for the OER process to be 0.26 V. This is close to the experimental value.

It is also to be noted that the Co reduction (from +4 to +3) also has been found

experimentally. The main point is that the Co reduction induces d-electrons in

the crystal field, thereby playing a very important role in the OER.

The electronic analyses have been carried out with the help of pDOS analyses

(Fig. 5.5) of each intermediates. The t2 orbitals are found to be present on the

Fermi levels, which help in exhibiting good catalytic activities.
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3.0.4 Conclusion:

Experimentally potassium based pyrophosphate was successfully synthesized and

first time investigated as a bi-functional catalyst. Our theoretical analyses have

found [110] plane to be the active surface in contrast to the Na-analogue, where

[101] plane is the active one. The theoretical modelling of ORR/OER are done

considering alkaline medium. The catalyst has showed excellent stability due to

pyrophosphate linkages, which is also found through the theoretical calculation.

Theoretical analyses suggest that the flexibility in Co-O bond of K2CoP2O7 is the

reason behind its excellent activity as bifunctional catalyst.
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4
Na2MPO4F (M = Fe, Co, Mn):

Alkali Metal Fluorophosphates

as Efficient Bifunctional

Electrocatalysts for Oxygen

Evolution and Reduction

Reaction

4.0.1 Introduction:

From the previous chapter, we have already learnt about the crucial role of metal-

air batteries to the society and also the necessity of improving catalytic activities

for water splitting/ oxygen reduction in this regard. These reactions are widely

known to be kinetically sluggish due to involvement of four (H+ + e−). The com-

mercially used catalysts for these two reactions are comprised of costly, scarce

noble metals and hence demands for eco-friendly, economical and efficient cata-
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lysts. Till date phosphate-based and phosphate-derived systems are found to show

good activity along with stability as a bifunctional catalysts and specifically with

the 3d transition metals [1–3], which encourages a further probe in this direction.

Gorlin and Jaramillo [4] have found that Mn3(PO4)2 shows better OER activity due

to PO4 framework which stabilize high oxidation state of Mn(3+) require for bet-

ter activity. Similarly, sodium cobalt phosphates found to be excellent bifunctional

catalyst [5]. So, different observation suggests the presence of phosphate group has

been proved to enhance the catalytic activity. Cao et. al. [6] have synthesized

sodium fluorophosphate, later Barpanda et. al. [7] used Na2CoPO4F as an efficient

bifunctional electrocatalyst. This result has intrigued the latter group to com-

pare the electrocatalytic activity of Na2CoPO4F with Na2MnPO4F (NMPF) and

Na2FePO4F (NFPF). Where NFPF is considered as a cathode system for both Li-

and Na-ion based secondary batteries, other two systems are considered only for

Na-based sytems. Though the three systems share the chemical formula but not

the same crystallographic structures (the figures are shown in Fig. 4.1). NMPF

crystallizes in monoclinic structure and NCPF, NFPF in orthorhombic. The in-

fluence of crystal structures on catalytic properties has been unravelled with the

help of density functional based theoretical studies. Various post-mortem analyses

have assured about the stability of materials.

Figure 4.1: Crystallographic structures of (a) Na2FePO4F, (b) Na2CoO4F and (c) Na2MnPO4F
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4.0.2 Density functional theory:

We have done electronic and structural analyses of the catalytic cycles of each

fluorophosphate systems (Na2MPO4F; M = Mn, Co, Fe) with the help of den-

sity functional based theoretical analyses. We have considered Quantum Espresso

6.1 [8,9] with a plane wave basis of density cut off 300 Ry and energy cut off 30

Ry. The considered exchange-correlation functional is generalized gradient ap-

proximation based by Perdew, Burke & Ernzerhof (GGA-PBE) [10,11] with an ul-

trasoft pseuodopotential by Rappe, Rabe, Kaxiras, Joannopoulos [12] for NMPF

and NCPF and Vanderbilt pseudopotential [13] for NFPF. The choice of surfaces

[100] plane for NFPF and NCPF; [010] for NMPF is justified later in the struc-

tural analyses section. The corresponding supercells are big enough to prevent

interactions among its reactants (considering the systems to be periodic in two

directions). 2 × 1 × 1 3d slabs with 15 Åvacuum along x-direction and 1 × 2 × 1

with 15Åvacuum along y-direction are considered for NFPF, NCPF and NMPF

respectively. The k-point mesh considered for the first two systems is 1×4×4 and

for third one is 4×1×4. In case of projected density of states (pDOS) calculation,

1×8×8 k-point mesh points are considered for the first two systems while 8×1×8

for the third one.

Figure 4.2: Theoretically optimized structures of (a)[010] Na2MnPO4F; (b)[100] Na2CoPO4F
and (c) [100] Na2FePO4F.
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4.0.3 Result and discussions:

Structural analyses:

All the systems have been synthesized in Prof. Barpanda’s group using their lab

protocol and previous work [14,15], i.e. solution combustion route by Barpanda and

colleague. Through powder x-ray diffraction pattern, structure was analyzed and

NCPF and NFPF have found to be layered orthorhombic structure with Pbcn

space group. The structure resembles with Na2MgPO4F structure [16] layered or-

thorhombic structure and Pbcn space group. The structure has adjacent face

sharing MO4F2 octahedra subunits connected via F atom to form M2O7F2 bioc-

tahedra unit. So, these units are alligned along x-axis connected via F atoms and

further interconnected tetrahedra phosphate unit along z-axis again to form a lay-

ered structure with a pair of different crystallographic sites of Na. On the contrary,

NMPF belongs to P21/n space group, with eight formula units of four different

types of Na-atoms. Here also bi-octahedra Mn2O8F2 are formed by connecting

two MnO4F2 unit through F atom. Again, with the help of tetrahedra phosphate

groups along x- and z- directions, the structure has 3d tunneled framework.

We have begun the theoretical calculation by analyzing the plane of all three

systems, where all these reactions occur within a normal reaction conditions and

are facile. After extensive computations for each of the systems and with number

of surfaces, we find that the effective surfaces are [100], [100] and [010] for NCPF,

NFPF and NMPF respectively (shown in Fig. 4.2). The other possible low energy

surfaces have been discarded mainly because of the unavailability of the active cite

on the surface or being covered by the other coordinations. Such surfaces of each

system are shown in Fig. 4.3.
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Figure 4.3: Crystallographic structures of the planes.

Electrocatalytic measurement:

Experimentally, the ORR and OER activity were carried out using three-electrode

setup with Hg/HgO (1M NaOH) as reference electrode, Pt wire as counter elec-

trode and RRDE coated with slurry acted as working electrode. From cyclic

voltammogram, the onset potentials of NMPF and NFPF are found to be on more

positive side compared to NCPF suggesting NCPF to be the more efficient cata-

lyst. The catalytic activities of each systems are benchmarked against standard

20% Pt/C catalyst. Again the linear sweep voltammetry (LSV) shows the cat-

alytic activity in the following order: NFPF < NMPF < NCPF with the onset

potentials of 20% Pt/C, NFPF, NMPF and NCPF to be 0.948 V, 0.891 V, 0.909

V and 0.903 V respectively. Also, NCPF has similar half wave potential as 20%

Pt/C with a better Taffel plot than the latter showing a good ORR activity of
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NCPF.

The OER activity of the systems are standardized with respect to RuO2, here

also NCPF has outperformed the other two with the overpotential value of 0.38 V

vs. RHE. While the rest two have shown larger overpotentials with poor current

densities.

Figure 4.4: Step plots of OER for NMPF, NCPF and NFPF. The free energies are calculated
using DFT approach

Theoretical Analyses:

OER

Since the reaction medium is alkaline medium with pH = 13.0, the steps associated

with the OER are as follows:
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1. HO* + OH- −→ O* + H2O + e-

U◦1 = ∆G(HO*) - ∆G(O*) - ∆G(H2O) - (e- - OH-) - eU

2. O* + OH- −→ HOO* + e-

U◦2 = ∆G(O*) - ∆G(HOO*) - (e- - OH-) - eU

3. HOO* + OH- −→ OO* + H2O + e-

U◦3 = ∆G(HOO*) - ∆G(OO*) - ∆G(H2O) - (e- - OH-) - eU

4. OO* + OH- −→ HO* + O2 + e-

U◦4 = ∆G(OO*) - ∆G(HO*) - ∆G(O2) - (e- - OH-) - eU

η = max(∆G1,∆G2,∆G3,∆G4) + 1.23 eV (4.1)

The [100] plane of NCPF has four Co-atoms on the surface belonging to two

different groups; one Co-center is penta-coordinated (three Co-O bonds and two

Co-F bonds) and another one is hexa-coordinated with elongated Co-O bonds

(four Co-O bonds and two Co-F bonds). Being in the alkaline medium, the active

site for OER has been chosen based upon favorable adsorption of OH- adsorbent.

Our theoretical studies has found that Co-center with penta-coordination showing

better activity compared to the other type of Co-centers. As penta-coordinated

Co-centers has two stronger Co-F bonds (2.14 Å vs 2.41 Å) compared to hexa-

coordinated Co-centers and bonding with the F-atoms increases ionicity of metal

center helping in the facile bonding. This explains the minimal strain generation

in the overall structure (due to very less changes in Co-O and Co-F bond lengths)

with OH-adsorption. In case of NMPF as well moderate changes in the bond

lengths have been found upon OH-adsorption. In case of NFPF, octahedral site

is favorable one and adsorption of OH generates strain in the octahedra structure

leading to structural disintegration. This rises a question on the stability of NFPF

at the end of the cycle.



82

Figure 4.5: Density of states (DOS) of overlapping of d orbitals of 3-d transition metal atom and
adsorbed oxygen atom for (a) Na2MnPO4F, (b) Na2CoPO4F and (c) Na2MnPO4F respectively.

Experimentally, our collaborators find that after one cycle, the NFPF struc-

ture deteriorates as found through TEM analysis. Interestingly, our analysis of

OER overpotentials for all the three systems suggest that NCPF to be the best

system and the order follows, NCPF > NMPF > NFPF in terms of OER activity

being best to worst. The experimental observations also give the same trend in

OER activity. Most importantly, the rate determining step (RDS) for OER for

NMPF and NCPF is the second step (step 2) i.e. the formation of peroxide radical

(*OOH) from oxide radical (*O) with the overpotential value of 0.21 V and 0.22

V respectively (as shown in the step plot in Fig. 4.4).

On the contrary replacement of adsorbed dioxygen (*OO) intermediate with

hydroxide (*OH) is the RDS for NFPF with the overpotential value of 0.42 V. The
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Materials ∆G1(eV ) ∆G2(eV ) ∆G3(eV ) ∆G4(eV )

NMPF 1.13 1.45 1.16 1.28

NCPF 1.14 1.45 1.17 1.26

NFPF 1.02 1.25 1.11 1.65

Table 4.1: ∆G values of the four steps of NMPF, NCPF and NFPF for OER

possible degradation of the NFPF system after one cycle and the the exception in

the RDS in the case of NFPF is due to low-lying empty d-band center in Fe 3d

band. The details are explained by the d-band structure of the materials shown

in Fig. 4.5.

Although all the 3d transition metals have narrow band widths and electronic

degrees of freedom are localized, particularly Fe has a special band character. The

conduction band of Fe is quite low lying and bottom of the conduction band in

general lie quite low, which is below most of the anti-bonding molecular orbitals

of molecules which are adsorbed on the surface. Due to this energy scenario, the

electron reaches the low-lying conduction band of Fe, making a strong chemical

bond with the Fe surface, thereby deteriorating the sample surface.

In the case of NFPF, the Fe 3d conduction band edge is quite lower in energy,

due to which there is a charge transfer from the bonding molecular orbital of the

adsorbed molecular species to the Fe surface. To find the extent of charge transfer

to a surface, Nørskov et al have provided a d-band theory [17], which basically

estimates how much the anti-bonding states are shifted up through the Fermi

level (empty). In the case of NCPF, there is a significant overlap of the d-orbital

of cobalt and the p-orbital of adsorbed oxygen. In fact, due to this, there is a

formation of perfect octahedral structure in NCPF, which in turn gives rise to

small Co-O bond distance and over all excellent bifunctional character to NCPF.

On the other hand, in case of NFPF system, the intermediate *OO (when

adsorbed on Fe surface) is difficult to dissociate to replace it with *OH and thereby
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giving rise to large overpotential for NFPF. Interestingly, in experimental system

also the NFPF gets destroyed after one cycle, a proof of low-lying conduction band

in Fe system.

Figure 4.6: Step plots of ORR for NMPF, NCPF and NFPF. The free energies are calculated
using DFT approach.

ORR

In alkaline media, the reaction steps for ORR are as follows:

5. HO* + O2 + e- −→ OO* + OH-

U◦1 = ∆G(HO*) + ∆G(O2) - ∆G(OO*) + (e- - OH-) + eU

6. OO* + H2O + e- −→ HOO* + OH-

U◦2 = ∆G(OO*) + ∆G(H2O) - ∆G(HOO*) + (e- - OH-) + eU
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7. HOO* + e- −→ O* + OH-

U◦3 = ∆G(HOO*) - ∆G(O*) + (e- - OH-) + eU

8. O* + H2O + e- −→ HO* + OH-

U◦4 = ∆G(O*) + ∆G(H2O) - ∆G(HO*) + (e- - OH-) + eU

η = 1.23−min(∆G1,∆G2,∆G3,∆G4) (4.2)

Analysis of all the Gibbs free energy values along with the exact potential for

ORR process, we find that the RDS is the final step, where *O (oxygen adsorbed

on surface) is replaced with *OH (hydroxyl adsorbed on surface) for all the three

systems. From RDS step data (in Fig. 4.6), we find the overpotential values of 0.10

V, 0.09 V and 0.21 V for NMPF, NCPF and NFPF, respectively. It corroborates

with the experimental findings on the overpotential values; i.e., NCPF ∼ NMPF

> NFPF. Interestingly, the formation of OH* intermediate is the rate determining

step for NFPF in either of the reactions (OER and ORR) and the underline reason

is the same, i.e., huge distortion in the structure of NFPF upon OH- adsorption.

Materials ∆G1(eV ) ∆G2(eV ) ∆G3(eV ) ∆G4(eV )

NMPF 1.28 1.16 1.45 1.13

NCPF 1.26 1.17 1.45 1.14

NFPF 1.65 1.11 1.25 1.02

Table 4.2: ∆G values of the four steps of NMPF, NCPF and NFPF for ORR

Interestingly, experimentally the structures were analyzed in TEM after ORR

cycles and it was found that NFPF system showed amorphization and disintegra-

tion of the sample surface while highest degree of crystallinity is retained by the

NCPF sample. To find the structural stability of the three systems during the

formation of *OH intermediate, we have shown the catalytic sites with its corre-
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sponding bonds in the pristine state and after adsorbing OH- in Fig. 4.7. This

observation refers to the structural instability, particularly for NFPF (also found

in TEM analysis experimentally).

Figure 4.7: Local environment of the active metal centers of the [100] surface for the two systems,
Na2FePO4F and Na2CoPO4F and the [010] surface for Na2MnPO4F; all the three systems in
their pristine and OH-adsorbed states. As can be seen, there is a large change in the bond lengths
upon OH adsorption for Na2FePO4F (a, b), which shows the structural instability upon the ORR
and OER. As expected, there are minimal changes in the bond lengths upon OH adsorption,
indicating high structural stability for Na2CoPO4F (c, d). For Na2MnPO4F (e,f), as can be
seen there are moderate bond length changes. All the bond lengths mentioned in the figures are
given in the units of Å.

4.0.4 Conclusions

Polyanionic transition metal-based sodium fluorophosphates, Na2MPO4F (M =

Fe/Co/Mn), were first time explored as bifunctional electrocatalysts. Our the-
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oretical calculation matches well with the experimentally observed ORR trend

i.e. NCPF ∼ NMPF > NFPF. In case of OER along with NCPF, NMPF is also

found to exhibit equally good catalytic activity which contradicts the experimental

observation of NMPF of showing highest overpotential among the three. The the-

oretical results further corroborates with the experimental observation of NFPF’s

instability after catalytic cycles.

References

[1] J. Xing, H. Li, M. M.-C. Cheng, S. M. Geyer and K. S. Ng, Journal of

Materials Chemistry A, 2016, 4, 13866–13873.

[2] Y. Li, H. Zhang, M. Jiang, Q. Zhang, P. He and X. Sun, Advanced Functional

Materials, 2017, 27, 1702513.

[3] C. Yang, T. He, W. Zhou, R. Deng and Q. Zhang, ACS Sustainable Chemistry

& Engineering, 2020, 8, 13793–13804.

[4] Y. Gorlin and T. F. Jaramillo, Journal of the American Chemical Society,

2010, 132, 13612–13614.

[5] R. Gond, K. Sada, B. Senthilkumar and P. Barpanda, ChemElectroChem,

2018, 5, 153–158.

[6] X. Jiang, X. Liu, Z. Zeng, L. Xiao, X. Ai, H. Yang and Y. Cao, I Science,

2018, 10, 114–122.

[7] L. Sharma, R. Gond, B. Senthilkumar, A. Roy and P. Barpanda, American

Chemical Society Catalysis, 2019, 10, 43–50.

[8] P. Giannozzi et al., J. Phys. Cond. Matter, 2009, 21, 395502.



References 88

[9] T. A. Barnes, T. Kurth, P. Carrier, N. Wichmann, D. Prendergast, P. R.

Kent and J. Deslippe, Computer Physics Communications, 2017, 214, 52–58.

[10] M. Ernzerhof and G. E. Scuseria, The Journal of Chemical Physics, 1999,

110, 5029–5036.

[11] C. Adamo and V. Barone, The Journal of Chemical Physics, 1999, 110, 6158–

6170.

[12] A. M. Rappe, K. M. Rabe, E. Kaxiras and J. Joannopoulos, Physical Review

B, 1990, 41, 1227.

[13] K. F. Garrity, J. W. Bennett, K. M. Rabe and D. Vanderbilt, Computational

Materials Science, 2014, 81, 446–452.

[14] L. Sharma, P. K. Nayak, E. de la Llave, H. Chen, S. Adams, D. Aurbach and

P. Barpanda, ACS Applied Materials & Interfaces, 2017, 9, 34961–34969.

[15] L. Sharma, A. Bhatia, L. Assaud, S. Franger and P. Barpanda, Ionics, 2018,

24, 2187–2192.

[16] S. H. Swafford and E. M. Holt, Solid State Sciences, 2002, 4, 807–812.

[17] B. Hammer, O. H. Nielsen and J. Nørskov, Catalysis Letters, 1997, 46, 31–35.



5
Computational Modelling of

MOF Derived

Co3O4@Co Nanocomposite for

Electrochemical Hydrogen

Evolution Reaction

5.1 Introduction

Until now we have discussed about the inevitable role of metal air battery, fuel cell

in the advancement of green renewable technologies and also about the importance

of catalysts showing either oxygen reduction reaction (ORR) or oxygen evolution

reaction (OER) or both (bifunctional catalysts). Another half cell reaction of

OER (in water splitting process) is hydrogen evolution reaction (HER) and of

ORR (in water formation reaction) is hydrogen oxidation reaction (HOR), which

are equally important. Interestingly, till date Pt-based catalysts have been proved

to be the best for both HER and HOR [1]. In fact, these are being used in commer-

89



5.1. Introduction 90

cial scale too. However, the usage comes with severe issues [2–5], namely, high cost

and scarcity of Pt metal. Also Pt-based catalysts get easily aggregated and dis-

solved under poor condition and hence show low electrocatalytic activity. To avoid

all these shortcomings and also synthesize cost effective catalysts, the focus has

shifted to earth abundant materials. There are many reviews [6–8] discussing about

the good catalytic activities of such systems in acidic and in alkaline medium.

Similar to the bifunctional catalysts, in recent years, systems have been developed

to exhibit OER, ORR and HER, popularly known as trifunctional catalysts. [9–13]

Indeed this is a breakthrough in the field of green energy storage and conversion

processes. Here, in many cases metal-free and lighter transition-metal impregnated

nitrogen doped carbon systems (MNCs), soft materials like gels or organic porous

polymers are used as alternatives to the state-of-art precious commercialized cat-

alysts. The distributions of N and C are crucial for the efficiencies and stability

of the catalysts in many cases. Various MNCs [14–19] derived from supramolecu-

lar assemblies, polymers or metal-organic frameworks (MOFs) show trifunctional

activities. Some of the MOF derivative systems have shown bifunctional activi-

ties. [20–23] Hence, a proper strategy to design a MOF derived trifunctional catalyst

is yet to be explored.

Recently, Maji et al., [24] has reported a detailed approach to prepare

Co3O4@Co/NCNT (NCNT = nitrogen-doped carbon nanotube), where metallic

Co cores decorated with Co3O4 semiconductive shells are embedded in N-doped

carbon nanotubes, rich in Co–N4 moieties from dicyanamide-containing Co-based

porous MOF [Co(bpe)2(N(CN)2)]·(N(CN)2)·(5H2O)n [CoMOF-1,

bpe = 1,2-bis(4-pyridyl)ethane), N(CN)2– = dicyanamide]. The presence of several

functionals in this system has helped in showing all three catalytic activities; for

example Co3O4@Co/NCNT show both ORR and OER activity, also N-doped car-

bon nanotube (CNT) with Co-N4 sites have exhibited activity for HER. An earlier

report [25] has suggested that g-C3N4 is found to be a good HER catalyst. The
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presence of cobalt nanoparticles or Co3O4 has improved the HER. [26,27] Hence,

it will be interesting to study the role of these atoms (N or Co) on HER and

this theoretical study has been conducted in compliance with the experimental

observation by T. Maji and his group.

5.1.1 Computational Details:

Spin polarized density functional theory based calculations were performed using

the GGA (Generalized gradient approximation) based Perdew Burke Ernzerhoff [28]

exchange correlation functional as implemented in the Quantum Espresso 5.2.0

package. [29,30] Along with Rappe-Rabe-Kaxirus-Joannopoulas ultrasoft pseudopo-

tential [31] for valence electrons, the wave function kinetic energy cut-off of 30 Ry

was considered. A rectangular supercell of carbon nanotube (CNT) containing

127 atoms of (20 × 20 × 17.2) Å was taken, which is periodic in z-direction only.

1× 1× 4 uniform k-point mesh was considered to sample the whole system and

1× 1× 12 k-point for the projected density of states (pDOS) calculations. The

atoms were allowed to be relaxed fully under the convergence threshold of 10-4 eV

on total energy and 10-3 eV on forces on each atom. The electronic adsorption

energies at 0K temperature were obtained through the DFT calculations while the

zero point energy correction (ZPE) and entropic effect at finite temperature (300K)

were considered to calculate the corresponding change in free energy (∆G) from

the data of previously reported [32] paper on the same class of systems. The whole

reaction is conducted in the acidic medium, hence directly we are considering the

following step:

Cat+H+ + e- = Cat−H∗ (5.1)

Here ∗ represents an adsorbed species; in this case the catalytic activity of a

system can directly be correlated with the change in free energy ∆G(H*). Theo-



5.1. Introduction 92

retically, on an ideal HER catalyst, ∆G(H*) should be close to zero to facilitate

both H* adsorption and desorption.

5.1.2 Results and Discussion:

As mentioned above, Maji et al., have synthesized the structure from MOF and

the HER activity is found to be proportional to N-weight%. In fact, their final

system has shown highest catalytic activity with the change in free energy being

nearly 0 eV. But, the correct configuration of the active system is still unknown.

Hence we have done the theoretical modelling by gathering knowledge from the

active peak in the X-ray photoelectron spectroscopy (XPS). This plot confirms

the presence of metallic Co, Co-N4 environment and graphitic N. Since the whole

system is based upon CNT, the initial simplistic attempt we made, considered

the Co-N4 doped CNT system (from XPS). To determine the active site for H

adsorption, we calculated the ∆G(H*) on Co and an adjacent N site (here all

four N-centers are equivalent). On the pristine model system, CoN4–CNT, the

preferred site of adsorption is Co, although (∆G(H*) is 0.53 eV on Co vs 1.09 eV

on N) the binding strength is too weak to exhibit HER activity. Hence, the aim

is to modulate the H adsorption by enclosing the Co atom(s) with doping of N in

the CNT to push ∆G(H*) toward zero. Since this did not result in the reduction

of ∆G(H*), we studied a single Co-atom encapsulated in the CNT considering the

peak corresponding to the metallic Co in XPS, but the resulting system showed

comparatively poorer activity than the previous system. Next, we considered a

four-atom Co cluster (tetrahedral shaped) encapsulated in the CNT (Co4@CoN4-

CNT), which showed an activity similar to the first system without metallic Co.

Structures of the latter two systems are shown in Fig. 5.1.

Since the former strategy of encapsulating either a Co atom or a 4 atom Co

cluster within the CNT did not seem to improve the H adsorption process, we
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Figure 5.1: (a) Co@CoN4-CNT, (b) Co4@CoN4-CNT

Figure 5.2: (a) Co4@CoN6-CNT, (b) Co4@CoN8-CNT

proceeded systematically with varying concentration of doped N. We increased N-

weight% from 3.08 % to 7.66% with a variance of 1.52% around the CoN4 moiety

(Co4@CoN4–CNT-Ny; y = 2, 4, 6). These models were built on the basis of

previously reported literature, where the increased weight% of N up to a certain

level was shown to enhance the activity. [24] We believed that the present strategy

would be able to delineate the synergistic effects among the different components

of the catalysts.

We found that the introduction of N atoms in Co4@CoN4–CNT has a more

pronounced effect. From 5.2, it is clear that all N-centers are not equivalent and

hence we have considered the adsorption of H-center on each possible active sites.

For Co4@CoN4–CNT-N2, the Co atom remains the active site with slightly lower

∆G(H*) compared to that of Co4@CoN4–CNT. All the values are given in table

5.1.

Interestingly, with the introduction of two more N atoms in the CNT lattice,
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∆G(on Co center) eV ∆G(on N center) eV

CoN4–CNT 0.53 1.09

Co@CoN4–CNT 0.90 0.90

Co4@CoN4–CNT 0.56 1.11

Co4@CoN4-N2–CNT 0.49 1.08

Co4@CoN4-N4–CNT 0.55 0.37

Co4@CoN4-N6–CNT 0.58 -0.07

Table 5.1: ∆G values of the H-adsorption

Figure 5.3: Front and side view of the catalytically active system Co4@CoN10-CNT
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Figure 5.4: Volcano plots for (a) H-adsorption on N-center and (b) Co-center of all the considered
systems.

the active site for H adsorption changes over from Co to the N center (of CoN4); in

fact, the ∆G(H*) on the N center drops drastically to 0.37 eV in Co4CoN4–CNT-

N4 from 1.08 eV in Co4CoN4–CNT-N2. In contrast, the ∆G(H*) on the Co center

remains ∼ 0.5 eV in Co4CoN4–CNT-N4 (which is basically similar in most of the

model systems considered). [33] Further increase in N doping concentration leads to

∆G(H*) on N as 0.06 eV, implying that Co4CoN4–CNT-N6 is the best candidate

for HER of the six models considered. Analyzing all the results, we derived finally

the active structure, which was experimentally considered (it is shown in Fig.

5.3). The volcano plot in Fig. 5.4 again clearly shows the shift of active site from

Co-center to N-center and the best activity is found at 7.66% of N-weight%.

Taking all these results into account, we arrive at a conclusion that the active

site for H adsorption in the MOF-derived catalyst, which has a similar N con-

centration as Co4@CoN4–CNT-N6, is the N site of the Co–N4 moiety. In order

to point out the role of Co4 tetrahedral cluster, we have calculated the projected

density of states (pDOS) plot of corresponding Co atom. The t2g orbitals of Co

are present on the Fermi level, which points out the easy availability of electrons

and transfer of charge density to the active site as shown in Fig. 5.5.
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Figure 5.5: The pDOS plot of t2 orbital of Co atom of Co4 tetrahedral cluster.

Since this nanocomposite system shows trifunctional behavior, namely OER,

ORR and HER, our experimental collaborators set up a Zn-air battery, where this

nanocomposite could split water and able to generate energy through hydrogen

production as verified by lighting a bulb.

5.1.3 Conclusion:

In this study, we have modelled Cox@CoN4–CNT-Ny[x=0,1,4; y=2,4,6] systems

systematically following XPS analysis and the active system is decided, based upon

∆G(H*) value. The active system (7.66% of N-weight%) is Co4@CoN4–CNT-N6

with N of CoN4 as the active site and an adsorption energy of -0.07 eV. This

proposal and explanation compare fairly well with the experimental results.
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6
Explaining the deleterious

impact of secondary versus

tertiary Nitrogen center on

PNP-pincer Co(I)-complexes for

hydrogenation of CO2

6.1 Introduction

The desire to reducing fossil fuels consumption and CO2 emission encourage the

usage of green fuels on a large scale. In this regard, conversion of CO2 to HCOOH

is considered as a crucial step since HCOOH is a major source of green fuel, H2.

Considering CO2 as a C1 block source also helps in controlling the amount of this

green house gas in the environment. However, this reaction is subjected to a large

number of detailed studies worldwide for a last few decades due to the inert nature

of CO2.

The quest for getting a suitable homogeneous catalyst for this conversion had

101
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started way back in 1974 by Inoue’s group and over the years, 4d and 5d transition

metals have outperformed 3d transition metals, resulting in more studies on 3rd

and 4th row transition metals, mainly Ru [1–5], Rh [6–8] and Ir. [9–12] Till date, Ir(III)

complex has shown one of the best TON of 3500000 h-1 in the basic medium.

However, most of these results have been realised at very high pressure. Though

these heavy transition metals have shown extremely good performance, the low

availability, high price and toxic nature restrict their industrial use and seek the

involvement of base metals to synthesize environmental benign and cost effective

catalysts. In 2003, the base metals attracted the attention when Jessop’s group

found a notable good activity of Fe and Ni-complex while screening the catalysts

with a high pressure combinatorial approach. [13] Though the usage of base metals

had started very lately, they are always being used in the systems synthesized

by nature. Over the time, different group has tried to mimic the structure to

gain similar TON. One such example is Mn-bipyridine complex synthesized by

Khusnutdinova’s group [14], showing a TON of 6250 in the presence of external

base. Along with base, a proper design of ligand is capable of tuning the reactivity,

as suggested by Das et. al. [15] studies on Mn(I)-acylmethylpyridinol and analogous

structures. Mn(I)-pincer complex is found to show a TON of 30000 in the presence

of external base and Lewis acid. [16] Pincer complex comprises of a special class of

chelating agent (aliphatic or aromatic), which binds the metal atom with the three

adjacent coplanar sites. [17–20] These complexes are popular for exhibiting good

catalytic activity under moderate temperature and pressure. [21,22] The efficiency

of aromatic pincer complexes is attributed to the aromatization-dearomatization

of the catalyst during the course of the reaction, which reduces the activation

energies. This phenomenon is quite common in nature including proteins, enzymes

etc and is known as metal-ligand cooperativity (MLC), which was first pointed

by R. Noyori. [23] In aliphatic pincer(PXP) complexes (X=N,C) MLC is observed

through the deprotonation-protonation of the X-center. [24–27] It has been found
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to be favorable in each cases until Bernskoetter’s group found an opposite results

for a few base metal-based pincer complexes. [28–30] PNP-pincer complexes with

tertiary amine(with a methyl group) have outperformed the analogous structure

with secondary amine quite significantly but the exact reason is still undetermined.

In this chapter, we have considered Co(I)PNP pincer complexes [30] and have

studied their catalytic activity and found that its tertiary analogue shows turn over

number (TON) 64 times higher than the secondary one. This result agrees well

with the other observations wherein just the nature of the N-center in PNP-pincer

complex decides the whole reactivity. This creates a doubt on the role of MLC

since according to the our study, the secondary amine is able to exhibit this activity

during hydrogenation-dehydrogenation reaction. We are interested in finding the

actual reason(s) behind these results by considering all possible reaction pathways

of Co(I)PNP pincer in the presence and absence of external base.

6.2 Computational Details

All the density functional theory (DFT) calculations were carried out in the Gaus-

sian 16 suite of programs [31] by considering the M06 [32] exchange correlation func-

tional along with the all-electron 6-31+G(d,p) basis set for lighter elements (C, H,

N, O and P) and effective core potential, LanL2DZ for Co. This basis set com-

bination is hereafter denoted by BS-I. The gas phase energy was calculated using

higher basis set 6-311++G(d,p) for lighter elements and SDD with mdf10 effective

core potential for Co. This combination is designated as BS-II. Solvent (acetoni-

trile) effects were taken into account by SMD model of Truhlar and Cramer. [33]

Thermal corrections were computed at T = 318.15 K and 1 atm pressure con-

sidering the harmonic potential approximation [34] on optimized structures. The

nature of all the optimized structures were verified on the basis of harmonic vibra-

tional analysis: minima with zero imaginary frequency and transition state with
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one imaginary frequency. Intrinsic reaction coordinate calculations have verified

the connections of the transition states with the desired minima on the either side

of the saddle point. Zero-point energy corrections are considered in all the Gibbs

free energies.

N
P

P

Co

CO

H

1a

C
O

N P

P

Co

CO

1b

CO

C
H 3

Figure 6.1: 1a: Co(I)PNP [secondary N] and 1b: Co(I)PNP [tertiary N]

6.3 Results

The homogeneous reduction of CO2 to HCOOH proceeds in the following manner.

A sigma complex (H2-catalyst adduct) is first formed, followed by the splitting of

H-H bond in the presence of external base resulting in hydride atom attached to the

metal (M)-center. With the approach of CO2 towards the M-center, the hydride

gets transferred to the C-center of CO2 resulting in formate. So, there are two

transition states (TS) i.e. splitting of H-H bond of sigma complex and transfer

of hydride anion to the C-center, hence it is a two step mechanism. However,

for several monohydride and dihydride complexes, the reaction begins with the

transfer of hydride to the M-center and then formation of sigma complex followed

by heterolytic cleavage of H-H bond resulting in the starting complex. Now, the

rate determining step (RDS) can either be of these two TS’s. There are several

studies which show splitting of sigma complex is the RDS [35–37] while some found
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the hydride transfer to be the RDS. [11,38] The RDS has significant effect on the

catalytic activity of the complex, hence detecting of it will help to improve the

reactivity. Fig. 1 shows the structures of the catalysts under investigations, 1a

and 1b. Their structural parameters are in well agreement with the experimental

data. In this section, we shall elucidate the mechanism of hydrogenation of CO2

to formate in detail for 1a and 1b, separately.

6.3.1 Catalyst 1a:

1a features Co(I) in a distorted square pyramidal geometry in which three out of

four equatorial sites are taken by the PNP-pincer ligand while a CO ligand occupies

the remaining one. One axial site is occupied by another CO ligand and that

leaves the sixth coordination site free for binding with reactant/solvent molecules.

According to our computations, binding of a solvent molecule is predicted to be

endergonic by 22.7 kcal/mol, suggesting that well availability of the active site to

participate in the hydrogenation reaction.

Fig. 2 depicts the tentative mechanistic scenarios for the hydrogenation of CO2

by 1a. First of all, H2 molecule coordinates to the Co center to form a weak σ-

complex, 2a.The slightly stretched H-H bond length in 2a corresponds to a Co-d

to σ ∗ (H−H) donation as confirmed by the NBO analysis. Perhaps more striking

is the substantial increase in the Co-N(pincer) bond length upon H2 coordination

which leads to an opening of the catalyst pincer backbone. This structural change

comes at a heavy energy price making the σ-complex formation endergonic by 28.8

kcal/mol. In the next step, 2a is deprotonated and as shown in Fig. 4, this step can

be assisted by either DBU or the pincer N atom; hereafter, these reaction routes

are denoted by base-assisted pathway (BAP) and bifunctional pathway (BiFP-1),

respectively. Additionally, we have also considered the possibility that, prior to the

formation of σ-complex, DBU might deprotonate the catalyst 1a itself to form 1a′.
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Figure 6.2: All pathways of 1a for CO2 to HCOOH
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Thereafter, H2 cleavage by 1a′ could also lead to a third hydrogenation pathway,

which we denote as BiFP-2. We will discuss each of these pathways separately.

BAP

In the DBU-assisted pathway, the H2 is cleaved heterolytically between the Co

and the N(DBU) centers leading to the formation of the Co-hydride intermediate,

3a and DBUH+. H2 splitting occurs via TS2a-3a with an free energy activation

barrier of 3.5 kcal/mol with respect to reference state, 1a+H2+DBU. The pincer

N atom continues to move apart from the Co center through out the H2 cleavage

and eventually, 3a features a Co-N distance of 3.95 Å . The Co-H distance in 3a is

1.6 Å . The cycle completes as 3a transfers the hydride to CO2 through TS3a-4a,

which lies at 38.1 kcal/mol. All the optimised TS structures are shown in Fig.

6.3. In TS3a-4a, the Co-H and the C-H distances are 1.64 Å and 1.44 Å ,

respectively. A close inspection of the TS structure reveals a series of non-covalent

interactions such as (i) the oxygen atom of the CO2 molecule weakly interacts with

the isopropyl groups on the nearby Pincer P atom and (ii) more importantly, the

bent CO2 motif is involved in a H-bonding interaction with the pincer NH moiety

with a N-H...O distance and angle of 2.09 Å and 146.8◦, respectively. TS3a-4a

relaxes to 4a in which the formate anion remains attached to the catalyst structure

through weak non-covalent interactions. Interestingly, as the hydride is released

from the Co center, the Co-N(Pincer) distance decreases consistently; in TS3a-

4a d(CO-N) reduces to 3.26 Å before restoring the to its initial value at 1a.

These observation points to a situation wherein the hydride transfer is assisted

by a push on the Co atom by a pincer N atom. Following HT, the catalyst is

regenerated by dissociating 4a to release formate and 1a. The formate anion is

further stabilized by forming H-bonding interaction with DBUH+. The overall

transformation from H2+CO2+2DBU→ 2DBUH++HCOO− is computed to be
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Figure 6.3: Optimised structures of transition states of 1a. All the distances are given in Å .
Solvent-corrected Gibbs free energy values(in kcal/mol) are given in parentheses.
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exergonic by 3.7 kcal/mol.

BiFP-1:

Next, we examine the bifunctional nature of the Co-pincer complex in which the

Co and the pincer N atoms work in tandem to split H2. In BiFP-1, H2 activation

proceeds through TS2a-5a leading to 5a. The Co-H, N-H and H-H distances

in TS2a-5a are 1.62 Å, 1.42 Å(DBU), and 0.93 Å respectively. TS2a-5a lies

3.9 kcal/mol below TS2a-3a in the BAP. Interestingly, HT to CO2 in BiFP

is accompanied by a simultaneous transfer of proton to the CO2 oxygen. The

corresponding TS, TS5a-6a lies 7.8 kcal/mol higher than that in BAP. TS5a-

6a features a bent CO2 (∠OCO = 143.6 ◦) molecule with a quasi-linear Co-H-

C(CO2) geometry. The Co-H and N-H distances in TS5a-6a are 1.68 Åand 1.04 Å.

TS5a-6a relaxes to a 7a in which the FA molecule is weakly bound to the catalyst

structure. Dissociation of 7a regenerates the catalyst and HCOOH is stabilized in

the solution in the form of 2DBUH+HCOO−.

Figure 6.4: The potential energy diagram of 1a for all possible pathways. Solvent-corrected
Gibbs free energy (kcal/mol) values are given in parenthesis.
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Figure 6.5: All plausible catalytic pathways

BiFP-2:

The deprotonation of N-H proton by DBU is computed to be endergonic by 16.6

kcal/mol. The structure of 1a′ features a even more reduced Co-N distance com-

pared to 1a owing to the enhanced basicity of N-center upon deprotonation. Het-

erolytic cleavage of H2 by 1a′ between the Co and N(pincer) leads to 3a which is

a common intermediate with the BAP. In this case, the H-H bond gets cleaved

so spontaneously that we are unable to locate the corresponding TS. HT from

3a might follow the same route as BAP to yield FA i.e 3a →4a→1a+FA. An

alternative possibility is a further deprotonation of 3a to yield 7a. However, HT

from 7a proceeds through TS7a-8a, which lies substantially higher (75.8 kcal/mol)

than HT TS in BAP and BiFP-1, which is why we have eliminated this pathway

in Fig. 4. The overall pathway is also shown in Fig. 5.
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6.3.2 Resting State:

Instead of following the CO2 reduction pathway, we find that 1a′ could capture a

CO2 molecule and this constitutes a off-cycle resting state for the catalyst. The

deprotonated N-center in 1a′ having a strong nucleophilic affinity forms a stable

bond with CO2 after crossing the activation barrier of 9.6 kcal/mol. The resulting

adduct, 8a is endergonic by 0.1 kcal/mol with respect to 1a′ with N(pincer)-

C(CO2) distance of 1.60 Å . The ∠OCO angle in the adduct is 134.6◦ with the

elongated C-O bond of 0.07 Å . Interestingly, the overall structure remains closed

with a slight increase of Co-N distance from 2.01 Å to 2.15 Å suggesting no extra

energy (i.e. distortion energy) is required for the adduct formation. All these

suggest the ease of formation of the adduct.

Lowest energy pathway for 1a

Overall, we examined three pathways leading to the hydrogenation of CO2 to

formate. Now, we analyze, compare and determine the lowest energy pathways

for 1a. Fig. 5 depicts the interconnections among the three pathways. The BAP

and BiFP2 pathways merge after the formation of hydride complex (3a) whereas

BiFP1 and BAP bifurcates after the formation of σ-complex (2a). Although,

σ-complex splitting is more favorable in case of BiFP1, the bottle neck of the

reaction is hydride transfer. And from PES diagram in fig. 4, it is clear that CO2

hydrogenation is favored for BAP over BiFP1 by 7.8 kcal/mol.

6.3.3 Catalyst 1b:

In order to have a fair comparisons, we have considered all the pathways similar to

1a for 1b except BiFP2. The presence of methyl group on N-center has resulted in

a steric interaction leading to elongation of N-Co bond (2.18 Å ) compared to that

in 1a (2.07 Å ) and also the structure more looks like distorted trigonal bipyramid
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Figure 6.7: Optimised structures of transition states of 1b. All the distances are given in Å .
Solvent-corrected Gibbs free energy values(in kcal/mol) are given in parenthesis

(TBP). The binding of a solvent molecule is endergonic (12.9 kcal/mol) in nature

leaving the active site available. The detailed mechanistic pathways are shown in

Fig 6. The σ-complex (2b) formation, involves opening of the closed structure, is

endergonic by 19.3 kcal/mol.
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Figure 6.8: The potential energy diagram of 1b for all possible pathways. Solvent-corrected
Gibbs free energy (kcal/mol) values are given in parenthesis.

Figure 6.9: All plausible catalytic pathways

BAP

The activation energy of DBU assisted splitting of sigma complex is 5.9 kcal/mol

with respect to the reference state, 1b+H2+DBU. The Co-N bond gets stretched
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till formation of hydride complex (3b) with the highest distance of 3.76 Å . Note

that, the Co-H bond length here is 1.50 Å . The next step, hydride transfer to the

C-center of CO2 at TS2b-3b lies at 29.8 kcal/mol (shown in Fig. 7). The Co-H-C

centers are almost aligned in a straight line with (¡Co-H-C=160.1◦) and Co-H and

C-H bond lengths of 1.68 Å and 1.39 Å respectively in the TS. The structure gets

back to its original closed form soon after formation of HCOO- (4b). A weak

interaction has been suggested among O(HCOO-)-H(methyl group at N-center) at

a distance of 2.09 Å . The intermediate figures are given in Fig. 7.

BiFP

Next we focus on the pathway (shown in Fig. 8 and Fig. 9 ) in absence of DBU

which commences with σ-complex (2b) splitting by the simultaneous involvement

of Co- and N-centers. Contrary to the previous observation in the presence of

DBU, the Co-N distance has reduced slightly from 3.13 Å (2b) to 3.05 Å in TS2b-

5b. The NBO analysis also suggests unequal charge distribution on H-H part

with comparatively less electron density on H towards N-side. Surprisingly, the

activation energy is 19.6 kcal/mol with respect to the reference state 1b + H2.

The TS2b-5b looks familiar with 1b as both has TBP structure, which is further

confirmed from the alignment of the orbitals. The reaction proceeds with the

transfer of hydride and proton in two consecutive steps. At TS5b-6b the ∠CHCo

is 177.8 ◦ with Co-H and C-H distance of 1.64 Å and 1.36 Å respectively. The

NBO study reveals that the O-center near to the N-H is more negatively charged

(-0.70) compared to the other(-0.57). The TS5b-6b lies at 36.6 kcal/mol.

6.4 Discussion

The theoretical analyses agree with the experimental observation that 1b outper-

forms 1a. According to Bernskoetter et. al. MLC may be the reason behind the
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Table 6.1: Energy variations of 1a-systems in kcal/mol and distance of N-Co in Å .

Systems Free Distortion N-Co

Energies Energies

1a 0.0 0.0 2.07

2a 28.8 43.2 3.11

TS2a-3a 33.4 31.8 3.34

3a 12.1 61.0 3.95

TS3a-4a 38.1 45.3 3.31

4a 7.0 8.7 2.02

TS2a-6a 29.5 25.4 3.03

6a 16.5 43.2 3.11

TS6a-7a 45.9 38.4 3.22

7a 20.4 5.6 2.14

diminished activity of 1a, which is certainly not the case as sigma complex split-

ting is favourable in the absence of DBU in each case. It again suggests that in

this case, both the systems are capable of showing MLC irrespective of the nature

of N-center. Interestingly, we find that the disruption of Co-N bond is allowing

N-center to participate in the reaction. However, the second transition state i.e.

hydride transfer is the rate determining step and both in presence and absence of

DBU, 1b favors the reduction reaction. As mentioned earlier, the opening of the

closed structure during the course of the reaction contributes to the corresponding

activation energies which is calculated in terms of distortion energies. Distortion

energies are proportional with the Co-N distances (shown in Fig. 10) with Pearson

correlation coefficient of 0.94 and 0.97 for 1a and 1b respectively. The reason be-

hind this structural variations is unavailability of sixth coordination of Co(I) and

it is a common phenomenon in biology named as ”flexidentate” or ”hemilability”,
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Table 6.2: Energy variations of 1a-systems in kcal/mol and distance of N-Co in Å .

Systems Free Distortion N-Co

Energies Energies

1b 0.0 0.0 2.18

2b 19.3 28.2 3.14

TS2b-3b 25.2 36.4 3.23

3b 2.6 56.4 3.76

TS3b-4b 29.8 32.9 3.16

4b 11.7 4.2 2.22

TS2b-5b 19.6 21.5 3.05

5b 7.3 39.4 3.14

TS5b-6b 36.6 40.5 3.34

6b 34.5 36.3 3.42

7b 14.5 0.0 2.18
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which provides flexibility in the structure through the reversible conversion. [39]

Unlike MLC, hemilability involves masking of the vacant site of the metal-center,

through a weak bond with one of the center of multidentate hybrid ligand and

on approaching of reactant towards metal-center the bond gets weakened in order

to make space on the M-center. This is found to be highly promising in tuning

the proper selectivity by regulating the weak metal-ligand (M-L) bond. [40,41] It is

expected that bifunctionality and hemilability combinedly can enhance the activ-

ity. [42] Comparision of Table 1 and 2, suggests distortion energies are higher in

case of 1a with respect to 1b. For BiFP, TS6a-7a has lower distortion energy but

still higher activation energy by 9.3 kcal/mol than TS5b-6b, because both hydride

and proton gets transferred in one step but for latter system, it happens in two

consecutive steps. The reason behind the better performance of 1b over 1a is not

only because of the difference in the distortion energies but also due to the off-

cycle resting state of 1a (1a′). 1a′ is quite stable adduct with comparatively lower

activation energy indicates the stable bond between N(pincer)-C(CO2) act as a

catalytic poison for 1a.

Figure 6.10: (a)Free energy vs N-Co distance of 1a; (b)(a)Free energy vs N-Co distance of 1b
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6.5 Conclusion

In summary, we have studied all possible mechanism of 1a and 1b in the presence

and absence of external base (DBU). For both the systems, σ-complex splitting

will follow the one i.e. BiFP with lower activation energy of 29.5 kcal/mol and

19.6 kcal/mol for 1a and 1b respectively. However, the rate determining step

is hydride transfer for which BAP has comparatively lower activation energy of

38.1 kcal/mol and 29.8 kcal/mol for 1a and 1b respectively. An additional proton

transfer occurs in BiFP in concerted and sequential manner for 1a and 1b respec-

tively. Interestingly, 1b has lower activation energy in each case, which agrees well

with the experimental observation. The reason behind is the distortion energy

associated with the opening of the closed structure. Our theoretical calculation

has also found a off-cycle resting state of 1a, 1a′, which is stable and poison the

catalytic activity of 1a leading to such a drastic fall in TON. Thus, the main point

of our study is that the MLC is not the reason behind lower activity of 1a which

was anticipated by experimental study.
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7
Electrocatalytic Reduction of

CO2 on Ni-Corrole Based

Systems

7.1 Introduction

CO2 plays a crucial role in the eco-system, however, massive emission of it has

ruined the natural balance. There are exploitation of existing resources over the

years, which has created excessive emission of CO2 causing worldwide problem.

A reassuring way to fix the CO2 level is to electrochemically convert it to various

renewable fuels. Such an approach has been proved to solve the twin goals of green

environment and sustainable energy. Over the years, different systems-hetero, bio,

homo-have been considered for study. But being an inert molecule, a high neg-

ative potential is required to activate CO2 which often leads into the mixture of

products including carbon monoxide, formic acid, methane etc. Hence, developing

of a catalyst which can reduce CO2 into a specific chemical fuel effectively and

selectively is a great challenge.

125
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In nature, porphyrinoid systems (heterocyclic macrocycle organic compounds)

have been found to be a promising one. Such an example is methanogenic ar-

chaea, an important group of microorganisms, which is able to convert CO2 to

methane within thermodynamic limit. The active center, that accomplishes this

reaction, is Nickel porphyrinoid. [1] An astounding activity of [Ni(cyclam)]2+ on

mercury electrode in aqueous media for CO2 to CO has been reported by Sauvage

and co worker [2] more than three decade ago. However, mercury electrode is

proved to be playing a crucial role in the efficiency of Ni-cyclam complex showed

by the Froehlich and Kubiak experiments. [3] Since mercury is poisonous to na-

ture, further research to improve the reduction efficiency is required. Later on

the same group replaced the mercury electrode with glassy carbon electrode and

found a drop in the reactivity. Many groups [4–9] have exploited the use of this cat-

alyst, still mercury electrode stands to be the most efficient one till date. Ni(II)-

azacyclam derivatives [10] have shown reactivity close to its cyclam analogue in

aqueous medium. Another example of Ni-complex functioning in water medium

for CO2 to CO conversion is Ni-N-heterocyclic carbene pyridene complex(R)bimpy,

R=Me, Et, Pr) [11], where a homologous series has been synthesized to examine

the effects of chain length on catalytic activity. Ni- and Co-phthalocyanine(Pc) [12]

in their bi-negative state are able to reduce CO2. On the contrary, Mn-Pc and

Fe-Pc show very poor activity in this regard; the main difference between the first

two systems with the latter is the electron densities which emphasizes out the

importance of dz2 orbital occupancy or excess π-electrons over ligand to initiate

the reaction. Similarly Ni-corrole (Ni(C)) has shown activity towards CO2 reduc-

tion. A completely dehydrogenated corrole system is trianionic in nature, which

can stabilize higher metal valent metals. Unlike the porphyrin and phthalocyanine

analogues cobalt and iron Ni(C) [13] are able to reduce CO2 to CO photochemically.

Gonglach and coworkers [14] have synthesized modified molecular cobalt [triph-

enylphosphine 5,10.15-tris(2,3,5,6-tetraluoro-4-(MeO-PEG(7))thiophenyl)] Ni(C)
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heterogenized over glassy carbon as working electrode (in methyl nitrile solvent)

which successfully convert CO2 to ethanol and methanol electrochemically. Con-

trast to earlier Co-Ni(C) complex this derivative prefers formic acid pathway over

CO one. De and coworker [15] have synthesized a revised Mn-Ni(C) complex with

polyethylene glycol at three meso position immobilized on a Carbon Paper elec-

trode, has preferably converted CO2 to acetic acid in mild acidic medium (pH 6).

Surprisingly, not much studies have been conducted using Ni(C) systems hence it

will be interesting to explore more in this direction.

Recently, Omori et.al. [16] has synthesized Ni(II) phosphacorrole (Ni(P)) and

Ni(II) boracorrole (Ni(B)) with P- and B-atom at meso-position respectively. All

the systems, they have synthesized are uni-negatively charged, which can favor

the first step in CO2 reduction reaction.

7.2 Methodology

All geometry optimizations are performed without a symmetry constraint using the

b3lyp functional [17,18] within the unrestricted DFT formalism. We have considered

both the low spin and high spin electronic configurations for all geometries. In all

cases, the energy of the low spin configuration shows the lowest energy. van der

Waals correction has been incorporated in total energy calculation using Grimme’s

DFT-D3 dispersion correction. For the light atoms (C, H , N, O, B ,P), 6–31G(d)

basis set is employed while the SDD basis set is used on Ni atom . Solvent (water)

effects are taken into account using the smd model. [19] All calculations have been

carried out using Gaussian 16 package. [20] Mulliken charge analysis and NBO are

also done. Computational hydrogen electrode (CHE) model is used for computing

the standard equilibrium potentials of electrochemical steps. This technique also

provides an elegant way of avoiding the explicit treatment of solvated protons. In

this technique, zero voltage is defined based on the reversible hydrogen electrode
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Figure 7.1: (a)Ni(II)boracorrole; (b)Ni(II)corrole; (c)Ni(II)phosphacorrole

(RHE), in which the reaction,

H+ + e- ⇐⇒ 1

2
H2 (7.1)

is set to be in equilibrium at zero voltage, at all values of pH, at all temperatures,

and with H2 at 101325 Pa (or ∼1 bar) pressure. Therefore, in the CHE, the

chemical potential of a proton-electron pair, µ(H+) + µ(e) is equal to half of

the chemical potential of gaseous hydrogen (1/2) µ(H2) at a potential of 0 V.

In this way, the chemical potential of the proton-electron pair can be calculated

simply by calculating the chemical potential of gas-phase H2. CHE model can be

applied to steps in which an equal number of protons and electrons are transferred

i.e concerted proton-electron transfer. The equilibrium potentials for concerted

proton-coupled electron transfer reactions are calculated as

E◦ = −∆G/e (7.2)

where E◦ is the standard equilibrium potential on the RHE scale , ∆G is the free

energy change of the reaction, and e is the elementary charge.
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7.3 Result and Discussions:

As discussed above, the activation of inert CO2 can be initiated by a nucleophilic

or electrophilic attack. Hence it would be interesting to observe how tuning the

electron-density of the catalyst can directly affect the CO2 adsorption. In order

to do that, the C-atom at meso position (with respect to the Ni-atom) of Ni(C) is

replaced with trivalent B and pentavalent P resulting in Ni(B) and Ni(P) respec-

tively. All the systems considered are uni-negatively charged and the feasibility

of all possible pathways for CO2 reduction is considered for bi-negatively charged

systems as well.

The macrocyclic skeletons of all the three structures are planar with mesityl

group in the perpendicular fashion except in case of Ni(P) where it is tilted more

in one side of the plane. The NBO analysis indicates a spread of electron density

within Ni(C) part which is also observed through the bondlengths. Here, the en-

docyclic meso C-C bond is shorter (1.41 Å ) than the exocyclic (1.50 Å ) and it

is true for both Ni(P) (P-C bond 1.81 Å vs 1.86 Å ) and Ni(B) (B-C bond 1.52 Å

vs 1.58 Å ), which suggests an extensive π-conjugation inducing the aromaticity

to the structures. Interestingly, the four N-centers belong to two different groups;

in one group two N-atoms are part of 6-membered ring with Ni-N bond lengths

of 1.88, 1.95 and 1.92 Å for Ni(C), Ni(P) and Ni(B) respectively; the other group

N-atoms are part of 5-membered ring with Ni-N bond lengths of 1.86, 1.89 and

1.88 Å respectively. The bi-anionic structures of Ni(C) and Ni(B) remain the same

as in uni-negative systems except for phosphacorrle with mesityl group completely

aligned at one side of the plane and also with tilted sheet. Previous studies sug-

gest that, CO2 adsorption is favourable for electron-rich systems. According to

that, uni/bi negatively charged phosphacorole should show the most favourable

adsorption followed by Ni(C) and Ni(B). Here, our results partially match with

this observation but with some exceptions. The uni-negative Ni(P) shows most
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Figure 7.2: CO2 adsorption at uni-negative systems. Grey atoms refer to C; green refers to Ni;
blue refers to N; red refers to O; orange refers to P; pink refers to B.
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favourable CO2 adsorption with lowest endothermic adsorption energy value (8.8

kcal/mol) than uni-negative Ni(B) (36.6 kcal/mol). The active site of Ni(P) is

different than that of Ni(B), for Ni(P) CO2 gets adsorbed through C-center with

Ni-C distance of 2.07 Åand pointing upward with ∠OCO 133.7◦; on the other

hand for Ni(B) CO2 gets adsorbed via O-center on B with B-O bond length of

1.61 Å and pointing downward with ∠OCO 133.7◦. In order to understand the

nature of the bonding, we have investigated the orbital interactions and charge

distributions of both the systems. For Ni(P), a transfer of electron density is

found from Ni-center and nearby π-orbitals to the adsorbed CO2 leaving an ex-

tra electronic charge (-0.31) on it and due to this all four Ni-N bonds become

equivalent after little stretching. Now, for Ni(B) though the bonding between B-

O centers apparently looks like electrophilic attack on O-center, however, NBO

calculation suggest a flow of electron density from the nearby C-centers through

B to the C-center of CO2 leaving an extra electron charge of -0.56 on adsorbed

CO2 and the frontier orbitals show the interactions. As discussed earlier, Ni(C)

should have favoured the CO2 adsorption compared to Ni(B) and here all possible

adsorption sites have been considered. But CO2 does not get adsorbed at all and

the minimum distance is found to be 3.35 Å with no charge transfer from Ni(C) to

CO2 as suggested by NBO calculation. This observation arises question whether

CO2 adsorption only depend on electron density of the system. So, we focused on

other difference between Ni(C) and other two and found the uni-negative Ni(C)

is singlet with no unpaired electron while other two are doublet. This intrigued

us to check the CO2 binding for triplet state of Ni(C) and the energy difference

between the singlet and triplet state is 21.06 kcal/mol which favors the existence

of this state. In case of triplet state, the CO2 molecule gets bent (∠OCO = 134◦)

with slight elongation of C-O bond (1.25 Å ) but with quite high N-C distance of

3.54 Å . All the structures of adsorbed CO2-systems are provided in Fig. 7.2

On the other hand, the dianionic Ni(C) is a spin doublet in the ground state,
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Figure 7.3: Schematic diagram of uni-negative(doublet) systems

Figure 7.4: Schematic diagram of bi-negative(singlet) systems
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while the other two are in spin singlet ground state. The CO2 gets adsorbed on the

Ni-center with Ni-C distance of 2.02 Å with an adsorption energy of 1.91 kcal/mol,

while the other two, with spin singlet ground state, are unable to bind. We then

looked at the triplet state of Ni(P) and Ni(B) systems (which had spin singlet

as theirground state). The NBO studies suggest that in all the triplet cases, the

transfer of electron density from Ni-center to the C-center of CO2 occurs. So, we

checked with the triplet state and found triplet Ni(P) and Ni(B) show feasible

CO2 adsorption with adsorption energy of -2.77 and 6.64 kcal/mol respectively.

Incidentally, the triplet states in each case are quite closer to the singlet states with

the energy difference of 4.30 and 17.08 kcal/mol for Ni(P) and Ni(B) respectively.

These observations emphasize the importance of presence of unpaired electron over

the electron density.

All the further steps are shown below through the schematic diagrams in Fig.

7.3 and 7.4. In the following equations systems are referred as Ni(X), where X=C,

B, P

[Ni(X)]-1 + CO2 → [Ni(X)− (CO2)]
-1 (7.3)

[Ni(X)]-1 + CO2 +H+ + e- → [Ni(X)− (COOH)]-1 (7.4)

[Ni(X)− (COOH)]-1 +H+ + e- → [Ni(X)− (CO)]-1 +H2O (7.5)

Since Ni(C) does not bind CO2 in singlet or triplet state, we did not consider

the concerted proton and electron transfer to adsorbed CO2 here. There are three

Ni(B)-COOH* intermediates with varying position of H(*COOH) having similar

energy values i.e. -4.26 kcal/mol (trans-COOH* with H-facing towards B), -3.81

kcal/mol (cis-COOH*) and -0.27 kcal/mol (trans-COOH* with H-facing away from

B) and Ni-C. All these structures have the Ni-C bond with average bond length

of 2.025 Å and a significant amount of charge transfer has been observed from

Ni-center to C-center as found from NBO and HOMO orbital analyses. In case
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Figure 7.5: Interaction of COOH with the catalytic systems in uninegative states.

of first intermediate structure, the accumulation of charge over B-center suggest

a weak interaction between H-atom of COOH with B at a distance of 2.56 Å .

Degenerate *COOH intermediate structures for phosphacorrole have been found

as well. The pathway gets completed with the formation of CO after a concerted

H+ and e- transfer. The equilibrium potential corresponding to this step is 0.60 V

for both Ni(B) and Ni(P), showing this step favorable. The same route has been

considered for binegative Ni(C) system (which has favored the CO2 adsorption)

and in contrast to the Ni(P) and Ni(B) in uninegative states, COOH stays per-

pendicular facing downward with H(*COOH)-N and O(*COOH)-H(mesityl group)

distance to be 2.26 and 1.99 Å respectively. The NBO analysis show excess charge

on N-center (one interacting with COOH) favouring the interaction. The presence

of HOMO orbital on *COOH suggest transfer of electron density from Ni(C) and

the equilibrium potential of this and next step is -0.42 V and -0.30 V respectively.

Intermediate structures are shown in Fig. 7.5.
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As mentioned earlier, we have considered in detail the formation of HCOOH

as a product through hydride transfer to the C-center of adsorbed *CO2.

[Ni(X)]-1 + CO2 +H+ + e- → [Ni(X)− (OCHO)]-1 (7.6)

[Ni(X)− (OCHO)]-1 +H+ + e- → [Ni(X)]-1 +HCOOH (7.7)

Interestingly, the *OCHO intermediate does not get adsorbed on any catalytic

surface including uninegative Ni(B) and Ni(P) or binegative Ni(C). In each cases,

we have considered all possible sites with different orientation of *OCHO interme-

diate but each time the structure gets optimized with the minimum distance of

3.20 Å from the catalyst surface. Unlike *COOH intermediate for binegative Ni(C)

system, where a non-bonding interaction is present in between with a transfer of

electron density to *COOH, here we have found no such interaction from NBO

and MO-analysis. Due to the lack of interaction with the intermediate, here we

discard the possibilities of formation of HCOOH.

7.3.1 Conclusion:

The preference of CO2 adsorption towards the systems containing unpaired elec-

tron emphasize the fact that along with electron density this is also playing a

crucial role. This fact is supported by the favourable adsorption of CO2 by the

triplet states compared to corresponding singlet state. Among the three considered

systems, phosphacorrole in uni-negative state has shown best activity. We have

explored all possible products from CO2 reduction and CO is favourable product

in each case. The reason behind is favourable interaction of the catalytic systems

with the intermediate, *COOH.
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8
Summary and Outlook

In the thesis, we have looked into the catalytic activities of both heterogeneous

and homogeneous catalytic systems. In chapter 2, 6 and 7, we have focused on

theoretical analyses of OER and CO2 reduction reaction; in chapter 2, we have

proposed a series of doped O-deficient double perovskites (Ca2Mn2O5) [dopants:

Sr, In, Bi, La, Ce, Eu] with varying % from 10 to 40% exhibiting better oxygen

evolution activity compared to the pristine one. Based on the calculations, we

have proposed linear regression based machine-learning model with the structural

properties (Fermi level, p-band center, covalency, Goldschmidt tolerance factor) as

descriptors, which can be easily obtained, with reasonable good accuracy (Pear-

son correlation factor, R2 = 0.86). In chapter 6 and 7, we have studied role of

homogeneous catalysts for CO2 reduction in basic and acidic medium respectively.

In chapter 6, detailed kinetic analysis of all possible pathways of Co(I)-PNP pin-

cer complex with secondary and tertiary amine have been carried out in order to

find out the underneath reasons behind the huge difference in catalytic activity of

tertiary amine system (turn over number ∼ 64 times higher) than the secondary

analogue. In this context, we have also discussed about the role of metal ligand

cooperativity (MLC) in both cases as to verify previous anticipation that MLC is

reason behind the huge difference in catalytic activities of the two almost similar
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structures. Chapter 7 explores the CO2 reduction activity of Ni(II) corrole and re-

cently synthesized Ni(II) phosphacorrole and Ni(II) boracorrole in acidic medium.

Here we have explored the effects of electron density upon CO2 adsorption and

considered the thermodynamic feasibility of all possible reaction pathways.

In chapter 3, 4 and 5, we have carried out detailed theoretical works with

experimental group and tried to find out the electronic reasons behind their ob-

servations. In chapter 3 and 4, Prof. P. Barpanda and his group have considered

pyrophosphate and a group of fluorophosphate respectively, as bifunctional cata-

lysts (i.e. showing both oxygen evolution and reduction reaction) and found to

show excellent catalytic activity. Here, we have modelled the systems, considered

the reaction pathways and explained about their stability and superior activities.

Qualitatively, our results match with the experimental observations. In chapter 5,

we have collaborated with Prof. T. Maji and his group, where they have synthe-

sized a system from Co-MOF showing a good activity towards the three reactions

(oxygen evolution, oxygen reduction and hydrogen evolution) hence known as ex-

hibiting trifunctionality. We have systematically model the systems with the help

of the peaks from XPS and studied their hydrogen evolution reactivity. We were

able to find out the active site as well.

Thus far during my graduation years, I have studied heterogeneous and ho-

mogeneous systems separately, have found that both of them have their pros and

cons. In future, I intend to work on heterogenized molecular systems, which be-

long to an emerging field and grabbing a great attentions in the recent years. We

all are already aware of the fact that homogeneous systems show higher selectivity

but while attaching them with the electrodes might affect their reactivity. Het-

erogenized molecular system can help in solving this issue, as in this case, the

molecular structure is already doped or put on the suitable heterogeneous systems

and afterward their catalytic activity will be studied. However, the the kinetic

stability of the system needs to be verified.
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In this thesis, we have used density functional based computational tools to

analysis, which does not consider the temperature effects or dynamic variations.

From T=0 static nudged elastic band data, we need to do the necessary calcula-

tions to check the kinetic path and stability at finite temperature, which can be

done using kinetic monte carlo methods. In fact, I also have interest to develop

microkinetics algorithm together with the machine learning methods by which var-

ious industrial scale reactions can be studied on a number of active and inexpensive

surfaces.


