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Preface

The thesis entitled "Phase Behaviour of Linear Molecular Crystals in Bulk and
on Graphite: A Molecular Dynamics Simulation Study” presents the results of
investigations on linear molecular crystals under varied conditions of temperature and
pressure. Classical molecular dynamics (MD) simulations were employed to characterize
the microscopic structure, energetics and the dynamics of these systems while the vibra-
tional properties were studied using normal mode analysis (NMA) and other methods.

Characteristic features of chain molecules and their properties in condensed phases are
introduced in Chapter 1. A comprehensive survey of earlier studies on molecular crystals
is presented. This chapter ends with a detailed description of the method of our choice,
the molecular dynamics technique.

Chapter 2 covers the results obtained from the isothermal-isobaric MD simulations
on the thermal behaviour of crystalline poly(ethylene oxide) (PEO). The possibility of
a new, solid phase of PEO has been explored. This phase has been characterized to be
partially disordered, with a loss of long-range, in-plane orientational correlations between
molecules. Across the premelting transition, the PEQ oligomers continue to be oriented
along the c-axis of the crystal with the retention of short-range helical conformational
order. Interesting dynamical changes across this transition that results in sliding diffusion
and helical oscillations of the chains have been studied.

Results on the vibrational properties of crystalline PEQ explored using NMA and
from the MD trajectory are provided in Chapter 3. An efficient algorithm to obtain
the elements of the Hessian matrix arising out of complex macromolecular interactions is
provided. Visual analyses of atomic displacements and group theoretical methods were
employed to assign the vibrational features to specific modes. The model predictions on
the PEQO vibrations in the solid state compare well with experiment.

Chapter 4 presents a study on the high-pressure behaviour of crystalline n-heptane
using isothermal-isobaric molecular dynamics simulations. Structural and conformational
changes associated with the solid-liquid transition upon decompression and within the
solid phase with increasing pressure have been explored. Although the solid-liquid tran-
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sition has clear signatures such as the formation of gauche defects along the molecular
backbone, the simulations do not show any sign for a solid-solid transition at high pres-
sures. However, interesting changes in the environment around methyl groups and in
their dynamics are observed. These have been substantiated by calculations of the vibra-
tional density of states obtained from a normal mode analysis and from the simulation
trajectory.

Coverage dependent structural changes exhibited by ultrathin films of n-hexane ad-
sorbed on graphite have been investigated in Chapter 5. Employing simulations that do
not impose any particular periodicity on the adsorbed layer, the results of the present
investigations are compared to neutron diffraction experiments. A structural transition
from a uniaxially incommensurate lattice to a fully commensurate structure, on increas-
ing the coverage from a monolayer to trilayer was observed. Additional simulations that
employ regular periodic boundary conditions have also been performed to confirm the
results.

Chapter 6 provides the outcome of investigations on the thermal behaviour of ultrathin
n-heptane films physisorbed on graphite using constant temperature MD simulations. An
uniaxially commensurate monolayer (UCM}), an uniaxially commensurate bilayer (UCB)
and a fully commensurate bilayer (FCB) of n-heptane have been studied in order to
distinguish the contributions from coverage and in-plane density to the process of melting.
The calculated intermolecular energy per molecule shows that the FCB structure is more
stable than the UCB structure, consistent with x-ray and neutron scattering experiments.
In all these systems, disordering processes in the solid state involves a fraction of molecules
rotating about their backbone axes, in agreement with scanning tunneling microscopy
studies. The molecules present in the uniaxially commensurate structures (UCM and
UCB) were found to be facile to rotate about their long axes, causing these adlayers to melt
at lower temperatures compared to the fully commensurate structure. The importance
of conformational defects for the melting of these quasi-two dimensional systems has also
been explored. A quantitative analysis of axial rotations of molecules present in the first
adsorbed layer of FCB yields an average angle of rotation of 40°, in excellent agreement
with x-ray and neutron scattering experiments.

viii



Nomenclature

o MD : Molecular Dynamics

e NMA : Normal Mode Analysis

¢ PE : Poly(Ethylene)

¢ PEO : Poly(Ethylene Oxide)

¢ PTFE : Poly({TetraFluoroEthylene)
e POM : Poly(OxyMethylene)

¢ NMR : Nuclear Magnetic Resonance
e DSC : Differential Scanning Calorimetry
o UAM : United Atom Model

o AAM : All Atom Model

o PME : Paticle Mesh Ewald

o TCF : Time Correlation Function

e SOC : Single Occupancy Cell

e TAM : Transverse Acoustic Mode

¢ LAM : Longitudinal Acoustic Mode
e r; : Position vector of i** atom

¢ p; : Momentum of i** atom

o m; : Mass of i** atom
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e F; : Force acting on the i** atom

e H : Hamiltonian of a classical system

e N : Total number of particles present in a system

s V : Volume

e P : Pressure

e E : Total energy of a system

e T : Temperature

¢ 4 : Chemical potential

o I' : Phase space vector

¢ f(I') : Phase space distribution function

o Q(N,V, E) : Microcanonical partition function

¢ NPT-F : Isothermal-isobaric simulations with fully flexible cell
o NPT-I: Isothermal-isobaric simulations with isotropically flexible cell
e NVT : Isothermal simulations

o h : Planck’s constant

o 7; : Thermostat 'position’

¢ p,, : Thermostat 'momentum’

¢ (); : Thermostat 'mass’

s Ny : Number of degrees of freedom

e P, : The cell variable momentum matrix

P..: : Pressure tensor of the system

¢ h : Cell matrix
o I : Identity matrix

¢ kg : Boltzmann constant
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Chapter 1

Introduction

1.1 Linear Molecules

Long chain or linear molecules are common in our daily lives and play key roles in many
areas of science and technology. A variety of substances such as oil, soaps, detergents,
and plastics are constituted of such molecules. In addition, macromolecules of biological
importance such as DNA, RNA, proteins are essential components for the very existence
of our life. These factors justify the vast amount of scientific activity initiated in recent
years to understand various aspects of such macromolecular systems [1-11].

The atoms in a chain molecule are covalently bonded in concatenated sequence thus
giving rise to its structural framework. Depending on the nature of chemical constituents,
such molecules exhibit diverse conformations ranging from linear zigzag to helical struc-
ture. For example, polyethylene (PE) (molecular formula : (-CHq-),) adopts a planar
zigzag structure while poly(ethylene oxide) (PEQ) (-(C2H40-),,), and poly (tetrafluo-
roethylene) (PTFE) ((-CF2-),,) adopt a helical conformation [10,11]. Figure 1.1 depicts
the molecular structure of some of these molecules. The thermodynamic, hydrodynamic,
physical and mechanical properties of such molecular materials can be explained by their
structure in the solid state [1-3|. For instance, the mechanical properties of polyethylene

can be significantly changed by altering its structure by external stimulus. This property

1



2 Chapter 1.

has been heavily exploited in polymer drawing and other engineering applications [4].
Conformation is important in other contexts too. The biological activity of a protein is

influenced by its conformation. Having established the strong relationship between the

Figure 1.1: Molecular structure of (a) linear zigzag poly(ethylene) and (b) heli-
cal poly(tetrafluoroethylene) is shown. The carbon atoms are shown in black
while hydrogens in poly(ethylene) and fluorines in poly(tetrafluoroethylene)
are indicated by grey spheres.

molecular structure and the properties, it is important to learn how such chain molecules
could change their structure. A schematic diagram of a linear molecule is provided in Fig-
ure 1.2. Variables known as internal coordinates which define the molecular structure are
also given in Figure 1.2. The three principal internal coordinates are bond lengths, bend
angles, and dihedral angles, which are illustrated in Figure 1.2. Although bond stretching
and angle bending modes are invariably present in these molecules, the overall structure of
a molecule is not, affected by excitations of such modes. Thus, the potential energy surface
that characterizes these internal coordinates can be thought of as a harmonic well with
minima at their equilibrium values. A characteristic feature of such long-chain molecules
is their ability to rotate about bonds, leading to diverse molecular conformations. At
this point, one should note the subtle difference between the terms, configuration and

conformation. Although both are related to spatial arrangement of atoms, configurations



1.1 Linear Molecules 3

Figure 1.2: Molecular structure of n-butane. The black spheres represent car-
bons while grey spheres stand for hydrogens. The internal coordinates such
as instantaneous bond length (r), bend angle (¢}, and the dihedral angle ()
are also shown.

generated solely by rotation about bonds of the molecular framework are called conforma-
tions. Note that the configuration of a molecule can also be changed by bond-stretching,
angle-bending and other non-bonded interactions. These configurations cannot be called

as conformations.

An understanding of conformation in n-alkanes has a long history. Very early investi-
gations on the thermodynamic properties of n-alkanes using statistical mechanical calcula-
tions showed large deviation of the calculated values from experimental results {12]. These
calculations assumed free rotation of C-C bonds. Following this, Pitzer and co-workers
suggested the existence of potential barrier to rotation about the C-C bond [13-15]. The
calculations carried out with this assumption yielded results on the thermodynamics that
were in close agreement with experiments. Interestingly, electron diffraction {16] and Ra-
man spectroscopy [17] measurements provided strong evidences for the presence of barrier
to the rotation of the C-C bond. Thus, conformational studies have become an important
tool in understanding the structure and properties of flexible chain molecules {18,19]. In
Figure 1.3, we show the torsional potential energy surface associated with the rotation
of the central C-C bond of butane to explain the different conformational states. The
conformational state with the lowest energy at ¢=180° is called the '¢rans’-conformation.

The other two minima at 60° and 300° are called 'gauche’-conformations. In the frans



4 Chapter 1.

state the methyl groups are as far apart as possible while in the gauche state they are
relatively closer.Thus, in the gauche state the molecule experiences steric strain. Accord-
ingly, the gauche conformers are of higher energy than the iransstate. In what follows, the
term ’conformational defect’ refers to the conformational state corresponding to the local
minimum of the torsional potential energy surface. It is also to be noted that the energy
required for a molecule to change its conformation is more than an order of magnitude
lesser than that is required to break a bond. It is to be noted that each conformation has
distinct physical properties and show different spectral features. The transition from one
conformational state to another can be thermally activated at room temperature. Having
said that, it is important to highlight the difficulties associated with the characterization
of conformational states of chain molecules. As the number of torsional angles increases
linearly with the number of atoms present in a molecule, the accessible conformational

space for a long-chain molecule becomes rather large. Even if we restrict the rotational

CH, CH,

CH,

4.5

l..l.l....: :llI....l lll...l..lll. LL L}

- 1 1 | ] ]
0 60 120 180 240 300 360
O (degree) mmm———p
Figure 1.3: The torsional potential associated with the rotation about the cen-
tral C-C bond in n-butane. The energy values are given in kilocalories. The
Newman projections of different conformational states of n-butane are also

shown.




1.2 Chain Molecules in Condensed Phases 5

angles for a given bond to a set of P discrete values, there exists PQ number of con-
formations for a molecule with @ bonds. Thus, exploring the conformational space of a
long-chain molecule is a non-trivial task.

Another interesting property of a chain molecule is its dynamics. The atomic motions
in a chain molecule vary from localized vibrational motion, with periods around a few
femtoseconds, to conformational excitations happening in the timescale of few picosec-
onds, and collective relaxations in which a significant fraction of the atoms in a molecule
take part [20]. Thus, the existence of wide spectrum of relaxational modes reflects the

rich dynamics exhibited by such molecules.

1.2 Chain Molecules in Condensed Phases

Long-chain molecules in condensed phases experience intermolecular interactions in ad-
dition to intramolecular interactions. The competition between intra- and intermolecular
interactions can influence its conformational order. In the molten state, these molecules
exhibit conformational defects. Upon cooling the melt, the system undergoes two interest-
ing ordering processes: (i} molecular nucleation (ii) crystal nucleation. The mechanism
by which the chain molecules adopt an ordered conformational state in the crystalline
phase is called molecular nucleation. In molecular nucleation, the chains extend spatially
so as to attain the lowest energy conformation and thereby acquiring intrachain regular-
ity. The ground state for polyethylene and n-alkanes is the all-trans planar zigzag while
for PTFE, PEO, and poly{oxymethylene) (POM) the helical conformation is the ground
state {10, 11}.Thus, conformational defects are almost eliminated during the process of
molecular nucleation. Since the number of accessible conformational states is very large
for chain molecules, the process of molecular nucleation is a slow process. In crystal
nucleation, such structurally regular molecules rearrange so as to maximize interactions
between atoms in adjacent chains. This results in increased interchain correlations leading

to a high degree of packing. Since the requirement of intramolecular regularity is essential
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for chain molecular crystallization, molecular nucleation precedes crystal nucleation while
cooling from the melt. In Figure 1.4, we show the behaviour of crystalline PTFE at three
different temperatures to explain the concept of molecular and crystal nucleation [21]. In
the molten state (Figure 1.4c), PTFE exhibits large number of conformational defects
and vanishingly small interchain correlations. Upon cooling, these molecules acquire low
energy helical conformation but still with poor interchain correlations (Figure 1.4b). Fur-
ther cooling gives rise to an ordered crystalline state with optimum interchain packing as

shown in Figure 1.4a. In order to make a connection between molecular nucleation and
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Figure 1.4: A schematic representation of (a) crystalline, (b) partially crys-
talline, and (c) disordered liquid phase of PTFE is shown. Two selected chains
are shown in a space-filling ball representation while the rest are depicted in

stick representation [From Ref [21]].

crystal nucleation, the concept of crystallization of chain molecules is briefly explained
here. Chain molecules can form crystals but not under all circumstances. Slow cooling
from the molten state enables the chain molecules to rearrange, thus leading to lamellar
crystals, where the molecules are oriented approximately perpendicular to the plane of the

lamella. The rest of the discussion pertains to the molecular structure and morphology of
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polymer crystals. The molecules in the crystalline phase can be either extended or folded
depending upon its molecular mass [23,24]. Low molecular mass samples generally form
extended-chain crystals while high molecular mass samples inevitably form folded-chain

crystals. Figure 1.5 provides a schematic representation of folded and extended chain

‘ I | I | ‘ ‘ Extended crystal

Folded crystal

crystals.

Once—folded crystal

Figure 1.5: Schematic diagram of extended, folded, and once-folded polymeric
chains in the crystalline state is shown.

The crystal would have a lower free energy if the molecules were completely extended
with no folds. The formation of folded-chain crystals suggests that crystallization of such

molecules is strongly affected by kinetic factors such as heating rate and crystallization
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temperature. Thus, the folded-chain crystals are metastable form of the extended-chain
crystals. Experimental techniques such as optical microscopy, electron microscopy, small
angle X-ray diffraction, and neutron scattering methods have played a vital role in under-
standing the morphological aspects of these crystals. Despite the considerable attention
paid on folded-chain crystals, a comprehensive understanding of the structure of the folds
and processes leading to their formation is still lacking. Small angle X-ray diffraction and
optical microscopy experiments have concluded that these lamellae are homogeneous and
contain only integer fold (IF) structures and that the end groups are rejected onto the
lamellar surfaces [4,22]. Crystallization conditions, structural regularity of the molecules,
their flexibility and length determine the regularity and the nature of the folds. The
molecular mechanisms responsible for chain folding and unfolding, the relative stability
of folded-chain crystals compared to the extended-chain form are some of the interesting

issues that are of current interest [22-27).

1.3 Phase Behaviour of Molecular Crystals

The structural and conformational properties of these elongated molecules in condensed
phases can be altered by thermodynamic variables such as temperature and pressure. It
is well documented in the literature that a variety of chain molecules exhibit polymorphic
transitions in the crystalline phases [1,2,11,28-30]. These polymorphs can differ in the
way molecules are packed. Also, such transitions can result in interesting dynamics in
the solid state [31-37). In general, activation energies for dynamical events in crystals
are larger compared to liquids. A large number of sophisticated experimental techniques
have been employed to study interesting structural and associated dynamical changes in
the solid state. These include X-ray diffraction [38-51], calorimetry [46,52-62], neutron
scattering {31-34,63-65], solid-state Nuclear Magnetic Resonance (NMR) [66-78], infra-
red [62,79] and Raman spectroscopy [80-82], and dielectric spectroscopy [52]. It is difficult

to provide a comprehensive survey of phase behaviour of molecular crystals. Here, we
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Figure 1.6: Hydrocarbon chain packing in the solid state. (a) triclinic subcell
with an oblique two dimensional lattice (b) orthorhombic perpendicular sub-
cell with a rectangular two dimensional lattice and (c) hexagonal subcell with
a hexagonal two dimensional lattice [Adopted from Ref. [1]].

showcase such studies on two molecular crystals. These are crystals of n-alkanes and
PTFE. Interestingly, these two molecular crystals exhibit all the interesting features that
are relevant for our study.

n-alkanes exhibit a rich phase behaviour. They are prototypical systems consisting al-
most all the essential features of long-chain molecules. Their studies in recent years have
led to an understanding of the mechanism of polymer crystallization and melting [83-85].
Also, n-alkanes are the essential component of lipids and surfactants [1]. Interestingly,
crystal structure studies of n-alkanes have shed new light into the structure and packing
of nearly all lipids containing long aliphatic chains. In view of the similarities between
chain packing in normal alkanes and that in aliphatic lipids, an investigation of the phase

behaviour of n-alkanes have gained renewed interest in recent years [90-95]. Also, substi-



10 Chapter 1.

tuted n-alkanes find applications in chemical industries and in living systems. n-alkanes
adopt the all-trans conformation in the crystalline state. This means that all the C-C
bonds in a molecule are in the trans conformational state, giving rise to a zigzag topology
to its backbone. Based on the molecular packing, crystals of n-alkanes are broadly classi-
fied into two categories: (i} dense crystalline phase in which chains are tightly packed with
specific chain-chain interactions (ii) rotator phase wherein partial rotation of molecular
backbone or of the CHy, groups exists that results in loose packing of chains. The subcell
of tightly packed erystals of n-alkanes can have either triclinic or orthorhombic form while

that of rotator phase takes a hexagonal shape as shown in Figure 1.6.

Note that these polymorphs posses very similar energies thus making their character-
ization rather difficult. Earlier X-ray studies on n-alkane crystals have unambiguously
identified these phases [38—41]. The structure factor obtained from these studies can
distinguish the nonspecific crystalline packing from specific chain packing. As shown in
Figure 1.7, the structure factor corresponding to the crystal with tight chain packing ex-
hibit splitting of peaks while that of the rotator phase has a single relatively broad peak.
The liquid state is characterized by a broad scattering fringe centered at 4.5-4.7 A while
hexagonal subcell gives a single symmetrical diffraction profile centered around 4.2 A.
Note that the two dimensional rectangular lattice that result in pseudohexagonal pack-
ing gives a shoulder or second peak at around 4.1 A. The temperature dependence of the
mean volume of CH, groups and the surface area per chain perpendicular to the chain axis
“also exhibit signatures corresponding to the thermally induced transitions between these
polymorphs. Results obtained from such an analysis on a series of odd-alkanes are shown
in Figure 1.8. The discontinuous change in these quantities at low temperature signifies
the orthorhombic perpendicular to hexagonal transition while that at higher temperature
is due to melting. The enthalphic changes associated with these transitions can be mea-
sured quantitatively through differential scanning calorimetry (DSC) experiments. The

DSC traces show a premelting enthalpic peak together with the one that is associated with
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45A
a. Liquid chains /\
b. Nonspecific chain packing
/YZ A

hexagonal
a=b=42A
42A
Pseudohexagonal 41A
(2-D rectangular)
a>b
41A

c. Specific tight
chain packing

16A
442 3.92A

0. 15 0. 20 0.25 0. 30

triclinic subcell

Figure 1.7: The structure factor obtained from X-ray diffraction from liquid,
nonspecific crystalline chain packing and specific chain packing. (a) The lig-
uid state is characterized by a broad scattering fringe centered at 4.5-4.7A.
(b) Nonspecific crystalline packing gives two rather similar patterns. The
hexagonal gives a single symmetrical diffraction centered about 4.2A, while
pseudohexagonal packing (rectangular lattice) gives a shoulder or second peak
at 4.1A. (c) Specific chain packing gives a large number of spacings related to
the specific chain-chain interactions [Adopted from Ref. [1]].
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Figure 1.8: The volume of the -CH,- group as a function of temperature for odd-
numbered normal hydrocarbons undergoing an orthorhombic to hexagonal
transition and hexagonal-to-liquid transition. The corresponding areas of the
-CH,- group is also given on the right [Adopted from Ref. [1]].

the melting as shown in Figure 1.9. The effect of temperature on the interchain packing
in solid n-alkanes has been investigated by Ryckaert and Klein using molecular dynamics
simulations [96]. They have modeled n-alkanes as all-atom infinite chains with flexible
backbones. They have provided molecular level insight into the temperature induced dis-
ordering and associated translational and rotational diffusion of molecules in the solid
state. They have also characterized the structure and dynamics of a bilayer of n-alkane
tricosane (Cy3Hyg) in both the crystalline and pseudohexagonal rotator phases close to
the phase transition (97]. They have found that in the crystalline phase the chains adopt
all-trans conformation while conformational defects were found in the rotator phase. Also,
in the rotator phase, molecules undergo rotational jumps and longitudinal translation mo-
tion. Further simulation studies carried out by them to characterize the rotator phases of
solid n-alkanes are consistent with experiments and also provide microscopic information

about the nature of these phases [98,99]. X-ray scattering studies on n-alkanes carried
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out by Sirota et al have shown that there exists five different rotator phases which can
be distinguished by distortions and tilts of the molecules [100]. Existence of these rotator
phases have also been confirmed by calorimetric studies (101]. These phases show large
thermal expansion and compressibility suggesting that their heat capacity is dominated by
anharmonic effects [102]. Spectroscopic measurements have shown that there are substan-
tial number of chain-end gauche defects in the rotator phases. The concentration of such
defects increases with increasing temperature [62,103]. The enthalpy of melting at the
rotator-liquid, rotator-rotator, and crystal-rotator transitions have also been character-
ized in the literature [55,90,91]. It would be instructive to know whether odd-even effect
exists in rotator phases. It is known that the even n-alkanes form triclinic crystals while

odd n-alkanes crystallize in orthorhombic form. This indicates that odd-even effect signif-
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Figure 1.9: DSC trace of an odd-alkane, heptadecane (C,;) is shown. The peak
at 10°C represents the transition from a tightly packed orthorhombic crystal
to a pseudohexagonally packed crystal. The peak at 21°C signifies the melting
transition. Both transitions are sharp with enthalpies of 2.5 and 9.2 kcal /mol,
respectively [Adopted from Ref. [1]).
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icantly affects the way in which molecules pack in the crystal. It has been shown that the
distinction between odd-n and even-n-alkanes vanishes in the rotator phases [100]. Thus,
it is natural to expect the odd-even effect to appear across the rotator-crystal transition.
The result obtained from such an investigation has demonstrated that the odd-even effect
is absent both in the crystal-rotator and rotator-liquid transitions while it is present in

rotator-crystal transition [93].

Another noteworthy feature of n-alkanes is their ability to show surface freezing effect.
Sirota and co-workers have investigated the surface structure of chain molecular melts
and their mixtures using a variety of experimental techniques including X-ray and surface
tension measurements [104-111]. They have extensively worked on normal alkanes and
alcohols. Their results show that n-alkanes exhibit surface freezing, whereby a single
crystalline monolayer is formed at the surface of the isotropic bulk liquid and it coexists
with the liquid at temperatures up to 3° C above the bulk freezing temperature. These
crystalline monolayers also exhibit polymorphism. Although liquid crystals exhibit such
surface ordering phenomenon, they show liquid-like behaviour in the plane perpendicular
to the long-axis of the molecules. In contrast, n-alkanes form a fully ordered crystalline

phase on the surface of its melt.

Another system of interest that has relevance to this thesis is poly(tetra fluoroethy-
lene) (PTFE). The molecular formula of PTFE is (-CF,-),,. It can be thought of as
polyethylene with hydrogens replaced by a much heavier fluorine atoms. Note that the
van der Waals radius of hydrogen is 1.1-1.2 A while that of fluorine is 1.47 A [112]. In
PE, the hydrogen atoms attached to next near neighbor carbon atoms are separated by
a distance of ~2.54 A which is greater than the van der Waals diameter of hydrogen
atoms. Thus, in the planar zigzag configuration of PE the hydrogen atoms attached to
next near neighbor carbon atoms are not in contact but separated by a distance. Since
these hydrogens are well separated from each other, the planar zigzag configuration min-

imizes the steric interactions thus making it a stable structure of PE. Note that the 1-3
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carbon distance is the same for PE and PTFE. Had the conformation of PTFE been the
same as PE, the fluorine atoms attached to next near neighbor carbon atoms would be
separated by a distance of ~2.54A only, which is less than the van der Waals diameter
of fluorine. Thus, the steric interactions between these larger fluorine atoms destabilizes
the planar zigzag configuration and forces the PTFE chain to adopt a helical conforma-
tion [42,43]. Thus the helical structure of a fluoroalkane chain is due to the inherent
property of an isolated molecule. Since the experimental characterization of the structure
and the rotational angles for different conformational isomers of a longer fluoro carbon
chain {where the number of carbons greater than or equal to 4) is rather difficult, if not
impossible, the relative contribution of inter- and intra-molecular effects in stabilizing
the helical conformation in the condensed phase is not unambiguous. Although ab initio
calculations have shown that the helicity observed in the condensed phases is mainly due
to intramolecular interactions, the relative energies of different conformational isomers
are highly sensitive to the basis set size and the level of correlation effects [113,114]. An
analysis of X-ray diffraction [42,43], spectroscopic [115], NMR [116-119], and calorimet-
ric [120-123] data on PTFE has yielded the phase diagram shown in Figure 1.10. The
low temperature solid phase, Phase II, is an ordered crystalline structure with triclinic
symmetry. The molecules adopt helical conformation with a pitch of 13 carbon atoms
per 180° turn of the backbone. Upon heating, between 292K and 303K, unwinding of
helical chains occurs in the crystal leading to a new solid phase called Phase TV. This
phase possesses an overall hexagonal symmetry and the pitch of the molecular helix is
increased to 15 carbon atoms per 180° twist. Upon a further increase in temperature,
the emergence of a thermally stable, partially disordered, new crystalline phase called
Phase I is observed. In this phase, the chains are oriented parallel to each other and are
hexagonally packed. This phase is thermally stable from room temperature up to the
melting point of PTFE (around 600K). It has been shown by X-ray diffraction studies

that the long-range orientational order of CF, groups is absent in this phase [43]. The
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high thermal stability of Phase I has been attributed to the disordering of CF; groups.
PTFE also exhibits an orientationally ordered all-frans high pressure solid phase calied

Phase IIL

0.6 |
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<
I~

0,0 1 i . I I AN | [ {
300 350 400 600 650

Temperature [K]
Figure 1.10: Phase Diagram of PTFE [From Ref. [21]].

1.4 Theoretical Studies

Various theoretical methods exist to explore the phase diagram of simple and complex
molecular systems. In this section, a brief introduction to some of them is provided.
Detailed descriptions of other methods can be found in Ref. [124]. As stated above, we

restrict ourselves to case studies of n-alkanes and PTFE.
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1.5 Molecular Dynamics

Molecular dynamics (MD) is one of the computer simulation methods that has wide
spectrum of applications in many branches of physics, chemistry, biology and chemical
engineering. It has become an inevitable tool to understand the microscopic structure and
dynamics of diverse systems such as crystals, simple and complex liquids, macromolec-
ular assemblies, biomolecules and glassy materials. It is also used to model interfacial
phenomena and to study the dynamics of molecules in confined environment [124-130].
The system of interest is modelled to consist of N classical particles which interact via an
empirical potential. The microscopic time evolution of this classical many-body system is
dictated by Newton’s equations of motion. In the following, we assume that the system
is represented in Cartesian coordinates. Let ry,rs,...,ry denote the positions of these
particles and pj,p2,...,px represent their momenta. We write the equations of motion
using the Hamiltonian formulation. Let H(ry,rs,...,rn,pP1,P2y...,pn) be the Hamiltonian
of a system of N particles interacting with each other via the potential, U(r,ra,...,rn).

Thus,

N 2
H(r11r2) - I'N,P1, P2y !pN) = Z % -+ U(rl:rza ...,I'N) (11)
=1

The Hamilton’s equations of motion of this system is given as

i OH _pi
! I my
. oOH

pp = ——=F

al'i

where F; denotes the force acting on the i** atom, m; is its mass. These coupled equations
of motion need to be integrated numerically to obtain the r; and p; as a function of
time, given their initial values. Note that in the Hamiltonian formulation, the set of
positions and momenta of particles describe the microscopic state of the system. Thus,

if we represent the state of this classical system as a point in the 6N dimensional space
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that is formed by the set of positions and momenta {(i.e., ry,ra,....;tn,P1,P2500sPN), the
Hamilton’s equations of motion describes the time evolution of this point in this space.
This hyperspace formed by the 6N components of particle positions and momenta is
called phase space. Let N, V, P, E, T, and y represent the number of particles, volume,
pressure, total energy, temperature, and chemical potential of a system, respectively. By
keeping some of these thermodynamic quantities as constant, one can characterize different
statistical ensembles. For example, a system maintained at constant N, V, and E gives
rise to microscopic states belonging to the microcanonical ensemble which is often denoted
as the NVE ensemble. The equilibrium phase space distribution function corresponding

to this ensemble is given as,

1
NBNQ(N,V,E)

(D)= 5(H (T) - E) (L2)

where (N, V, E) is the microcanonical partition function defined as,
1
Q(N,V,E):Wfé(H(F)—E)dP (1.3)

This expression suggests that the systems in the microcanonical ensemble are uniformly
distributed on a constant energy hypersurface of phase space. The ensemble average of a
physical observable A(T'} can be written as,

_ [drA@ £(D)
W= T m

(1.4)

The difference between MD simulation and the statistical mechanical approach is as fol-
lows: In MD, the time evolution of a system is monitored and the properties are averaged
over time while in statistical mechanics, properties are averaged over a collection of iden-
tical systems called ensemble (time evolution is not necessary). The ergodic hypothesis

suggests that the time average and the ensemble average are equal provided the system is
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allowed to visit all accessible points in phase space. Thus, the basic aim of MD simulation
is to design equations of motion such that the system of interest will evolve in phase space
and eventually generate the desired phase space distribution function dictated by the re-
quired ensemble. Since Hamilton’s equations conserve the Hamiltonian (i.e. the total
energy) of a system of constant N and V, the dynamical trajectory of the system obeying
these equations will generate a set of states on the constant energy hypersurface in phase
space as dictated by the microcanonical ensemble. Although simple, MD simulations in
NVE ensemble do not mimic the experimental situation realistically. Experiments are, in
general, performed either at constant temperature or constant pressure conditions. Thus
a new set of equations of motion has to be devised that will generate microscopic states
in the canonical ensemble (i.e. NVT ensemble) or the isothermal-isobaric ensemble (i.e.
NPT ensemble). Since Hamilton’s equations of motion fail to generate microscopic states
in such ensembles, one needs to use non-Hamiltonian dynamics. The following discussion
provides an overview of non-Hamiltonian dynamics. The basic idea of this approach is
to assume that the system of interest is coupled with external influence such as a heat
bath (thermostat) or a mechanical piston (barostat) so as to keep its temperature or
pressure constant. In this approach, the phase space of the system is extended by in-
troducing additional dynamical variables that describe the time evolution of thermostat

and/or barostat.

1.5.1 Constant Temperature Molecular Dynamics :

Nosé-Hoover Chains Method

The extended system method was originally proposed by Andersen to perform constant
temperature and/or constant pressure molecular dynamics simulations [131]. In constant
temperature simulations, the particles were allowed to change their velocities by stochastic
collisions. The distribution of the velocities of the particles which collided is chosen to

reproduce the canonical ensemble. This method results in a discontinuous phase space
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trajectory due to sudden change of the velocities by collisions. Following this approach,
Nosé proposed a method to generate canonical distribution from equations of motion
obtained from an extended Hamiltonian [132,133]. These equations were constructed so
as to generate smooth, deterministic, and time-reversible phase space trajectories. Later,
Hoover modified the Nosé’s equations that resulted in a non-Hamiltonian set of equations
called the Nosé-Hoover equations (134]. It is later shown that the Nosé-Hoover dynamics
is not ergodic for small or stiff systems. To circumvent the problems associated with
Nosé-Hoover dynamics, Martyna et al proposed a set of non-Hamiltonian equations of
motion to generate the canonical ensemble [135-137). In this method called the Nosé-
Hoover chain (NHC) dynamics method, a system at constant N and V is attached to a
chain of M thermostats. Thus, the thermostat variables 1y, n,..., 73s and their conjugate
momenta Py, , Prys--., Poyy describe the state of the heat source/sink attached to the system.
The dynamics of the system and the chain of thermostats in the extended phase space is

controlled by the follpwing equations of motion:

Bo= B
my
) aou
P = —(/5 — &P"
or; Ql
. P
n = Q_n
i Pi p
b, = = .p, - NkgT -2
pm ;mi Pi B szm
p'21" 1 P
by, = bl kT R, 1=2 .., M~-1
P Qi1 8 QHan. T
P2
Doy = ﬁ — kgT (1.5)
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where —%?l represents the force on particle ¢ due to all the other particles in the system
and Ny is the number of degrees of freedom. Equations (1.5), known as the Nosé-Hoover

chain (NHC) or MTK equations, have the conserved energy:

N M 2 M
4 i Py,
H =3 g+ VO + g + NeksTm+ 3 ks (1.6)

i=1 i=1

and can be shown to generate the canonical partition function.

1.5.2 Isothermal-Isobaric Molecular Dynamics :

Fully Flexible Cell

In the isothermal-isobaric ensemble MD, the volume of the simulation cell is allowed
to vary so as to keep the average internal pressure equal to the external set pressure.
The volume of the cell can change either isotropically without changing its shape {131]
or anisotropically with change of shape [138-140]. Parrinello et al have employed this
method to investigate the @ < J phase transition in Agl [141]. At low temperature Agl
has the wurtzite structure in which the iodide ions form a hcp lattice and the silver ions
are tetrahedrally coordinated to each iodine and show no self-diffusion. Upon heating Agl
to 420 K, it undergoes a structural change from 8 to « phase. The a phase is called the
superionic phase in which iodine ions form a bec lattice and silver ions are mobile. This
structural change and associated mobility of silver ions were successfully demonstrated
by this isothermal-isobaric simulation. Also, such MD simulations have been used to
study the polymorphic transitions exhibited by variety of materials {142-154]. We have
employed the recently proposed equations of motion that generate microscopic states in
the isothermal-isobaric ensemble for characterizing some of the systems dealt with in this
thesis. We describe here the NPT simulation of a fully flexible cell (NPT-F simulation).
The non-Hamiltonian equations of motion that generate microscopic states in the NPT-F

ensemble can be written as [136,137,155|,
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(1.7)

N 9 TI‘
. : P,Dy)
Pn = % -+ % (Nf +d2)kBT

i=1
where h is the cell matrix, V=det[h] is the volume of the cell, T is the identity matrix
Tr(p,P,) is the sum of the squares of all the elements of p,, the cell variable momentum

matrix, p; is the transpose of p,, and P, is the pressure tensor of the system given by
(1.8)

Loy -2

mt.

Equations (1.7) have the conserved energy
/ Tr(Pyby) 2 :
H =H(p,r,V)+ ——= T 2Q + (Ny +d*)kpTn + Pdet(h) (1.9)
(1.10)

and can be shown to generate the partition function
1-d

A(N,P,T f dhe PP Q(N |, T [det(h)]
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1.5.3 Interaction Potential

The success of atomistic simulations depends critically on the quality of the model used
for the molecular structure and the potential of interaction. The total potential energy of
a molecular system can be written as a sum of valence interactions between bonded atoms
and interactions between non-bonded atoms through space. The valence energy can be
written as a sum of bonded two, three, and four body interactions. Each bond in our
model is treated as a classical harmonic spring with a. force constant K, and equilibrium
bond length ro. Similarly, the angle between bonds meeting at a given atom can also
be allowed to vary harmonically around its equilibrium value. The spring constant and
the equilibrium bend angle are denoted as Ky and #o, respectively. The torsional energy
is represented in cosine power series of the dihedral angle. The non-bonded interactions
consist of both electrostatic and van der Waals contributions. We have used exponential-6
potential to model van der Waals interaction between non-bonded atoms. Thus, the total

potential energy of a general system can be written as,

L bonded , qtmded \
Ufr)) = 3 > K9 (ry~1Y) +3 D K (B — 0%
™

ik

bonded 6 1 N N %
n Lx
+ Z Za“cos Bijp + e Zz—w
ijkl n=0 EI -2
N N ..
+ Ao~ Buris _ 4 111
L [penm - @

where i, 7, k, and ! denote atom indices, q; and q; are the partial charges of i** and jt*
atom respectively, € is the permittivity of free space, K¥ and K5* are the stretching and
bending force constants respectively, ¢;; is the dihedral angle, and r;; is the interatomic
distance between atoms ¢ and j. The last two terms in Eq.1.11 are applicable to interaction
sites separated by more than three bonds in a molecule and to every pair of sites belonging
to different molecules. The interaction parameters involved in Eq.1.11 are determined

either based on experimental studies or from ab initic quantum chemical calculations.
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For instance, X-ray diffraction studies on molecular crystals can give equilibrium bond
lengths and bond angles while spectroscopic measurements can provide force constants
required for valence interactions. As far as torsional parameters are concerned, vibrational
spectroscopic techniques like infra-red and Raman scattering have played a vital role in
determining these quantities. Since the vibrational spectrum is sensitive to conformational
changes, one can get the population of different conformers and thereby calculate the
height of the barrier that separates different conformational states. The work presented
in this thesis employs interaction potentials developed by others and that documented in

the literature.

1.5.4 Molecular Models

Macromolecular simulations can be conducted using two approaches: ones using an United
Atom Model (UAM) or those using an All-Atom Model (AAM). In the UAM, a set of
few atoms are replaced by a single pseudoatom which constitute the sites of interaction
of the molecule. In contrast, AAM models consider every atom of the molecule to be
explicitly present. The UAM and AAM of n-butane is shown Figure 1.11. Note that for
a system having N interaction sites, the number of non-bonded interactions scales as N°.
Replacement of a set of atoms by a single pseudoatom greatly decreases the number of
interaction sites and thus UAM reduces the computational time required to calculate the
energy and forces, significantly. MD simulations with UAM can be used to generate long
trajectories of macromolecular systems. Although UAM works weli for low density phases
such as gases and liquids, it is not an appropriate choice for simulations of crystalline solids
and dense liquids [98]. In such systems, steric interactions between the individual atoms
play a pon-trivial role in the equilibrium structure and dynamics. Also, alkanes within
UAM have a smaller moment of inertia than one with AAM {156,157]. This may influence
their dynamics significantly. All-atom models have successfully been used to explore the

melting and phase behaviour of such dense systems [158-160]. In light of this, we have
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used all-atom models for all the crystals dealt with in this thesis.

1.5.5 Long-range Forces

Some of the pair interaction potentials U(r;;), where r;; is the distance between the atoms
and j, decay no faster than r;jd where d is the dimensionality of the system. Forces arising
from such interatomic potentials are called long-range forces. For example, the Coulombic
interaction between two point charges separated by a distance r in three dimensional space
is

Ulr) = 3% (1.12)

In MD simulations, one often finds difficulty in handling such long-range forces for the
following reasons: Significant contribution of the potential energy exists even for distances
greater than half of the box length (L). This implies that the standard method of truncat-

ing the potential at L/2 will lead to erroneous results. Also, spherical truncation of the

Figure 1.11: (a) All-atom and (b) united atom representation of n-butane - In
{a}, black spheres denote carbons while grey spheres represent hydrogens ; In
(b), both methyl and methylene groups are shown by black spheres.
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potential may give rise to a non-neutral interaction sphere due to the imbalance between
the positive and negative charges within it. This can cause artifacts in the simulation
and methods to remove such effects are reported to be sensitive to system size. Thus,
truncation of the potential is not the proper way of handling long-range forces. Also,
the Coulomb sum is conditionally convergent. These reasons necessitate new methods.
Among such methods, the Ewald summation technique and an efficient implementation
called particle mesh Ewald are widely used. Since these techniques have been used to
simulate some of the systems covered in this thesis, we provide here a brief introduction

to these methods.

Ewald Sum :

Consider a periodic system of N point charges ¢1,g9,...,gn located at positions ry, rs,...,r'y
respectively, in a box defined by lattice vectors a;, a,, and a3. Since these lattice vectors
need not be orthogonal to each other, this method can be applied to the simulation of
non-cubic boxes also. The net charge in the simulation box is assumed to be zero such
that the system as a whole is electrically neutral. The charges in this periodic system
interact via the Coulombic potential. Note that a point charge ¢; located at position r;
interacts with other charges g; {with j # i) located at r; as well as with all of their periodic
images at positions r;+n;a;+nas+nsas for all integers ny,n,, and n3. The point charge
q; can also interact with its own periodic images located at r;+n;a;+nsaz+nza; for all
integers ny,ng, and nz except ny=np=n3=0. The total electrostatic potential energy of the

system is given as

* N N
Uonalle)) = (3) e D230 22 (113

n i=l j=1 ™
where ry;; = |ri-(r;+nja;+neas+nsas)| and the sum over n indicates summation over all
periodic boxes (including the n=0 (i.e. n;=n;=n3=0), the central box) and sums over
¢ and j are over atoms in the box. The prime on the summation over boxes indicates

that the self-interactions (i.e. i=j, and n=0} are omitted. The basic aim of the Ewald
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summation technique is to split the Coulombic sum given in Eq. 1.13 into short- and
long-range components. This break-up can be achieved by introducing a convergence
function ¢(r) in the interaction potential. Using this function, one can rewrite Eq. 1.13

as follows [127,130}:

Uul{r}) = ( ) - izzq,%( ais)

n t—IJI

( ) 4reo ZZZ T (1= 4lrass) (1.14)

n i=l g=1 ™

The convergence function, ¢(r}, should be selected such that it should decay rapidly to
zero as r increases, and ¢(0) should be unity. Thus, the presence of ¢(r) allows the first
sum to converge in real space for distances less than r.,,, the real space interaction cutoff.
A suitable choice of ¢(r) can be made such that the second term of U, ({r}) can be made

convergent in the reciprocal space. The complementary error function, erfc(r), which is

erfe(r) =1— \/g / e dr (1.15)
o

where { is the convergent parameter, has the all the desired properties of the convergence

defined as

function. Note that the parameter { provides an additional handle to fine tune the range
of convergence. By selecting erfc(¢r) as a convergence function, one can rewrite Eq. 1.14

as,

1 1 i N i 4iq;
+ (5) o Z Zl ; rANLT) (1.16)

where we have used the fact that erfc({r)+erf(¢(r)=1. The Ewald parameter ¢ can be fine

tuned such that the first term in Eq. 1.16 is converged for distances less than r.,.. The
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Fourier transform of the the second sum in Eq. 1.16, which is still long-ranged, can be
evaluated in reciprocal space as a rapidly converging sum over reciprocal lattice vectors.
Note that the self-interaction energy and the contribution coming from the bonded atoms
should be subtracted out from the reciprocal term of the Ewald sum. Thus, the total

Coulombic energy can be written as

Ucotd ({I’}) = Ureat + Urem’ - Usetf - meded
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Here the third term is the self-energy term which has to be subtracted from the total
reciprocal energy. Since atoms belonging to the same molecule are allowed to interact
via the non-bonded part of the potential if they are separated by more than three bonds,
these interactions also should be subtracted from reciprocal part of the Coulombic poten-
tial. The last term in Eq. 1.17 takes care of this. Although neutral systems have been
considered here for the sake of simplicity, the Ewald summation technique can be applied

to non-neutral systems also.

Particle Mesh Ewald :

Although Ewald summation method has been used extensively in computer simulation of
various systems, the computational cost associated with this method becomes too large
for larger systems. The direct application of Ewald summation is an O(N?) computational
problem which can be reduced to O(N%) by suitable tuning of Ewald parameters. Particle
Mesh Ewald (PME) is one of the methods to reduce the computational cost and makes

the calculation to be of O(N InN) [161-164]. In PME, the Ewald screening parameter
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is adjusted such that the contribution to the real space part of the Ewald sum by atom
pairs that are separated by a distance greater than a specified cutoff is negligible. PME
differs from regular Ewald summation method in the way in which the reciprocal part
is evaluated. In PME, the system of interest is replaced by a mesh and the charge of
one particle is distributed between its nearest mesh points. The reciprocal space energy
and the force due to this term are evaluated at each grid point and stored into arrays
at the beginning of the simulation. The reciprocal space contribution to the electrostatic
potential is expressed as a convolution of grid based charge distribution and a ”smearing
function”. Since the convolution of two functions in real space can be expressed as their
product in reciprocal space, one can use Fast Fourier Transformation (FFT) to perform
such reciprocal space products. Higher order interpolation scheme is used to compute the
reciprocal space contribution to the electrostatic energy distributed for a given configu-
ration of charged ions based on the values stored at grid points. The accuracy of PME

method depends on the choice of the order of interpolation scheme and the grid spacing.

1.5.6 Reversible Reference System Propagation Algorithm

Despite its success in obtaining macroscopic quantities from the time evolution of micro-
scopic states of the system, MD simulations of large molecular systems with many degrees
of freedom often turns out to be a computationally demanding task. The main bottle-
neck in the simulation of complex molecular systems is the presence of high-frequency
intramolecular motions that restrict the time step needed to integrate the equations of
motion numerically. In a standard MD method, the slowly varying intermolecular forces
are also calculated at every time step along with the rapidly varying intramolecular forces.
Note that within a few time steps, the intermolecular forces would not have changed
much. Thus, the total trajectory length that can be generated from such MD simulations
is severely limited by the expensive calculations of intermolecular energy and forces at ev-

ery time step. Multiple time step methods, in general are efficient in handling such cases.

5396
pos
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They employ a small timestep to integrate the fast degrees of freedom and a larger step
for the slow ones. The Reversible Reference system propagation algorithm (r-RESPA)
developed by Tuckerman et al is one of the multiple time step methods that takes care
of the separation of time scales present in the dynamics of macromolecules [165]. In r-
RESPA, the fast and the slow modes are integrated with different time steps thus making
the integration scheme more efficient to generate long time trajectories. Similarly, the
intermolecular potential can be split into long- and short-range part and these can be
evaluated with different time steps. This algorithn enables us to study interesting phe-
nomena of complex macromolecular systems that are beyond the reach of single time step
MD simulations. The beauty of the r-RESPA method is that it preserves the time reversal
symmetry inherent in the equations of motion. A brief introduction to the implementa-
tion of r-RESPA for macromolecular systems is as follows: The treatment provided here
is based on Ref. [166]. The time evolution of any classical system in phase space is given

as

[(t) = eL*I(0) (1.18)

where T'(t} and I{(0) are phase space variables of the system at times t and t=0, respec-
tively. Here, the operator e’ is called the classical time evolution operator and iL is the

Liouville operator which is defined as,

iL

... H]

- Z (fi% +F; ({r}) i) (1.19)

where F; is the total force acting on +** atom. For a macromolecular system, this force

can be decomposed as,

Fi — F?tretch + F?end + Fgorsion + F::rdw + FtC'tml (120)
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Here, Fiiretch Fhend Rlorsion Evdw gand FEo* gre the force acting on the i** atom due
to bond stretching, angle bending, torsion, van der Waals and Coulombic interactions
respectively. Note that F'¥” and F&* arise from non-bonded interactions while the
other forces are due to bonded atoms. Since the number of non-bonded interactions
is relatively large, computation of the forces due to such interactions is the most time
consuming part of MD simulations. In order to reduce the computational burden, we can

divide the non-bonded forces into long- and short-range by using a switching function

S(r) which is defined as,

1 r<r.— Ar
S(ry=141 +RY2R-3) r.—Ar<r<r. (1.21)
{0 ro<r

where R= (r — (r. — Ar)) /Ar, r is the interatomic distance, r, is the short-range cutoff,
and Ar is the healing length. In the following treatment, we omit the subscript ¢ from
the forces as it is not going to affect the generality of the results. Thus, one can write the

non-bonded forces, F,;, as,
| T T (1.22)
with

F&4t = S(r)Fu

Fip? = (1-S(r)Fum (1.23)
The Liouville operator can be split into four parts,

L=L;+L;+L+L, (1.24)
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such that
0 0
L 1 Fstretch_
! r@r i dp
- 3]
I; == Fbend Florsion) —_
2 ( * ) op
0
Ly = F;’;"’"‘%
0
I = Flcmg_
3 nb ap

It is to be noted that the stretching modes are the fastest degrees of freedom while the
long range part of the non-bonded interaction is the slowest among all. Keeping that in

mind, we rewrite the evolution equation as

I'(t) = G(t)I'(0) (1.25)
where G(t) is given as,
G@t) = eiL,.:/z[eiLm/z{eime (eéLm)“l eiLm/?}ﬂz
eiLzﬁ/?]naeiLntﬁ’ (1.26)

This evolution operator allows the bond stretching modes to evolve with a time step of 7
while angle bending and torsional degrees of freedom are sampled with a time step of 75.
Similarly, the short range non-bonded interaction forces are integrated with a time step
of 73 while that of long-range part are evolved in steps of . These time steps are related

to each other through the following equations,

t
T3 = —
n3
t
Ty = (1.27)
TaMg
t
T =
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where nq, no, and ny are integers. For the molecules considered in this thesis, the C-H
stretching is the fastest mode and a timestep of at least 0.5 fs is needed to integrate it.
Thus, we have used an outer time step, = 4 fs with n;=ny=n3=2 which gives rise to 0.5

fs for the C-H stretch.

1.56.7 Time Correlation Functions (TCF):

The MD trajectory thus generated by solving the equations of motion that characterize
the desired ensemble can be used to study the vibrational and the transport properties
of the system. This can be achieved by examining the correlation between the dynamical
quantities and the time dependence of such correlations. Time correlation functions give
unambiguous microscopic insight into the dynamics of the system. Experimentally mea-
surable transport coefficients such as diffusion constant, viscosity, thermal conductivity,
and others, which are accessible from non-equilibrium MD, can also be calculated from
equilibrium simulations {167,168]. This can be achieved using the linear response theory
which relates these transport coefficients to the time integral of the TCF of some dynam-
ical variable. For instance, the diffusion coeflicient is related to the time integral of the

velocity auto-correlation function {(VACF) as follows,
p=reT f Cit)dt (1.28)
m Jo

where C(t} = -{{:',—((3%% is the normalized VACF. Moreover, the vibrational density of
states of a system can also be obtained by Fourier transforming the VACF. The power

spectrum C(w) is defined as
Clw) = f C(t)e *“*dt. (1.29)

The power spectrum thus obtained has valuable information on the different vibrational

modes present in the system and is directly proportional to the vibrational density of
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states (VDOS]}.

1.6 Free Energy Calculations

The relative stability of different phases of a system at a given thermodynamic state-point
is determined by their free energies. The chemical potential of two coexisting phases are
equal. Thus, for an exploration of the phase diagram or phase equilibria of a system, a
determination of the free energy of the system at different thermodynamic state points is

a prerequisite. The free energy of a system in a canonical ensemble is given as [167},

1
F = —kgTin (w f f e‘ﬁH{‘“p’drdp) (1.30)

where h is the Planck’s constant.

One of the earliest methods of calculating the free energy was proposed by Widom and
is called the particle insertion scheme [169,170]. This method uses the relation between
excess chemical potential to the change in total energy associated with a random insertion

of an additional particie in an equilibrium N-particle system. This relation is given as
tez = —kpTin f (e=P8Y) ndr (1.31)

where kg is the Boltzmann constant, T is temperature, and AU is the change in energy due
to an additional particle insertion. The symbol {...} 5 denotes an ensemble average over
many configurations of the equilibrated N particle system. This ensemble average can be
calculated from Monte Carlo or molecular dynamics simulations. This method performs
poorly for high density fluids and solid phases as the probability of accepting the inserted
particle becomes very small at high densities. Such methods cannot be used directly for
molecular systems of moderate densities as the acceptance probability becomes negligibly

small. Also, the the solid-fluid phase transition is first order and exhibits a high degree
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of hysteresis effects. This is due to computational "kinetic effects” such as equilibration
times and extent of sampling that makes the path connecting these high density phases
irreversible. Thus, standard thermodynamic integration methods also fail for these studies
as they require a reversible path (isotherms or isochores} connecting the system from one
thermodynamic state to another of known free energy. For example, usually the ideal gas
is considered as a reference state for the calculation of free energy of a fluid phase. Note
that the free energy of an ideal gas can be caiculated analytically. Thus, one can generate
isotherms of this fluid system using Monte Carlo or molecular dynamics simulations and
calculate the free energy at a given density by integrating along an isotherm to zero
density where the system behaves as an ideal gas of known free energy. For a solid, a
reversible path at constant density can be constructed by connecting to a low temperature
harmonic solid of known free energy. The free energy difference between these two states
are obtained by calculating the average internal energy from simulations and integrating
it along the isochore. The systems for which a solid-solid transition occurs along the
isochore or systems that are not harmonic solids at low temperatures cannot be studied
by this method. In order to surmount these problems, various methods to study the free
energy of any solid have been proposed. These methods construct an artificial reversible
path connecting the system of interest and an artificial system of known free energy.
This reversible path is called artificial because only the intermolecular interactions are
varied without varying the thermodynamic state variables such as temperature, density
along this path. One of the earliest of such methods is called single-occupaney-cell (SOC)
method introduced by Hoover and Ree and was applied to study the melting of hard-
sphere and hard-disk solids {171,172]. In this method, an artificial solid is constructed
such that the center of each particle in an N-particle system is confined to its own cell
of volume V/N. The collision of particles with the walls of the SOC and collision with
neighboring particles are the two kinds of interactions that allow the particles in the

artificial solid to be confined inside its own SOC. The artificial solid is constructed such
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that at high densities its properties are the same as a perfect solid. At low densities, the
collisions of the particles with the walls of the SOC become dominant thus preventing the

melting of the artificial solid. The free energy of the solid can be obtained by computing

V2
Fsolid (V2) - Fart solid (V,l) = - P(V) dV (132)

Vi

at constant temperature. Here, Fo.; so1iq (V1) stands for free energy of the artificial solid.
It has been pointed out that the path connecting the solid and artificial solid phase is not
quite reversible as it passes through a weak first-order transition [173]. Frenkel and Ladd
proposed a new method in which a reversible path is constructed between the solid under
consideration and the Einstein crystal with the same structure [174]. In the Einstein
crystal, the particles are coupled harmonically to their equilibrium lattice positions. The

Hamiltonian of the solid can be written as,

H(\) = Ho+\V(r)

N
= Ho+AY (n-1f)’ (1.33)

where r? is the equilibrium lattice position of i** atom, r; is its instantaneous position,
V (r) is the potential energy of the Einstein crystal, A is the coupling constant, and r={r;,
r2,..., rn} denotes the complete set of atomic coordinates. The differential of free energy

with respect to A can be shown as,

oF

- = _ E —B(Ho+AV(r)) 1. .N
- KBTal\tn‘[‘.../e dr

= (V{(r)h (1.34)

Where the brackets (...}, represents an ensemble average calculated for a particular value

of ). By integrating this equation with respect to A, we can relate the free energy of the
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solid and that of a crystal with spring constant A as
Y
F(A=0=F()) - f (V (r))adA (1.35)
0

Such free energy methods have been used to characterize the phase behaviour of both
mode] systems and the realistic mimic of relatively smaller molecular systems such as
N2 [175-177], COq [178], and N,O [179}. While considerable efforts were made to under-
stand the gas-liquid equilibrium of chain molecular systems [159,180,181], improvements
in the methodology have enabled in recent years to explore the solid-fluid phase behaviour

too [158].

1.7 Limit of Metastability

Along the pathway to thermodynamic equilibrium, kinetic effects such as heating or
cooling rate, crystallization or freezing conditions and others could lead the system to
metastable states. These states are thermodynamically less stable than the equilibrium

phase but more stable than unstable states. For metastable states,

%=0

where F is the thermodynamic free energy and ¢ is an order parameter. Metastable
states are stable with respect to small fluctuations but the system trapped in such a state
can eventually reach the global free energy minima where the equilibrium state of the
system is located. Understanding the mechanism by which the system evolves from the
metastable state to the equilibrium phase and the rate associated with this transition

has interesting applications in chemical industries and in living systems [182]. It was
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proposed by Ostwald that the transformation from one stable state to another proceeds
via a sequence of metastable states and follows a stage of increasing stability [183]. It
is known that superheating a liquid above its boiling point or supercooling it below its
freezing point gives rise to a metastable liquid state. For example, water at atmospheric
pressure can be supercooled to -41°C and superheated to 302°C [182]. Thus, in order
to make a system to go into a metastable phase, it should not be allowed to sample the
more stable configurations. The concept of metastability is not limited to liquid state
alone. A crystalline solid can be superheated well above its equilibrium melting point. It
is known that the process of melting starts at grain boundaries and at the free surfaces
of crystals. Thus by avoiding the presence of free surfaces and grain boundaries, one can
superheat a crystal well above its equilibrium melting point. There has been lot of interest
on understanding the limit of stability of metastable phases of superheated crystals (184~
187]. Heating rate, among other parameters, plays a dominant role in determining the
limit of metastability. In MD simulations, free surfaces are removed by the application
of periodic boundary conditions. Also, the heating rates employed in such simulations
are many orders of magnitude higher than that achieved in experiments. Calorimetry
experiments [188] generally employ heating rates that range from 0.5 to 30 K/min while
in MD simulations it can range from 1 K/fs to 1 K/ns. These factors clearly suggest that
metastable phases are inevitable in such simulations. Although it is true, one can reduce

the limit of metastability in MD simulations by introducing lattice and conformational

defects [189).

1.8 Codes Developed and Used

The bulk MD simulations reported in this thesis were performed using the PINY MD
code [190] while the phase behaviour studies of n-alkanes physisorbed on the basal plane
of graphite were carried out using the NEMD code [191]. For the characterization of

vibrational features of molecular crystals dealt with in this thesis, we have developed
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a code that uses the method of normal mode analysis. The structure, thermodynamic,
and dynamical properties reported here were all calculated using codes developed during
the course of this research work. All the calculations reported here were performed on
the Beowulf clusters built in our group as well as on the parallel computers available
in the central computing facilities of Jawaharlal Nehru Centre for Advanced Scientific
Research (JNCASR), India. We have also used the computing resources of the national
super-computing facility provided by Centre for Development of Advanced Computing

(CDAC), India. In Table 1.1, we give a list of computers used and their descriptions.

Name of the Computer Description Service Provider

Kamadhenu 8-node Beowulf cluster Our Group (JNCASR)
Bheema 10-node Beowulf cluster | Our Group (JNCASR)

Bella Compaqg ES40, 4 processors JNCASR

Bevu Compag ES40, 4 processors JNCASR

HP1, HP2, Hewlett-Packard K260 JNCASR

HP3, HP4 servers, 3 processors each
PARAM PADMA IBM-SP servers CDAC
super computer

Table 1.1: List of computers used in this research work and their descriptions
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Chapter 2

Thermal Evolution of Conformation,
Structure, and Dynamics in

Crystalline Poly(Ethylene Oxide)

2.1 Introduction

Poly(ethylene oxide) (PEO) is a flexible polar polymer with the molecular formula (-
CH;-CH;-0O-),,. Low molecular weight PEQ (with M.W. less than around 3000) is often
functionalized with an alcohol group on one end and is called poly(ethylene glycol) or
PEG. It is soluble both in water and in common organic solvents. The ethylene units are
hydrophobic while the oxygens are hydrophilic. The competition between these interac-
tions has given rise to its rich phase behaviour in aqueous solution [1-5]. Thus, it finds
applications in a wide variety of situations, including as a dispersing agent for drugs [6],
and to seed helical segments in proteins [7]. PEO exhibits remarkable drag-reducing
properties in the flow of water through channels and also has the ability to reduce friction
between surfaces [8,9]. Thus, PEO has received growing attention and a wide variety

of experimental and theoretical studies have been performed to understand its structural
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and conformational properties in crystalline, molten state and in aqueous solution [10-17).

PEQ itself is a solvent for salts in solid polymer electrolytic (SPE) systems [18,19]. The
lack of a clear understanding of the conduction mechanism of ions in SPE’s has spurred a
large amount of research, both experimental and theoretical, on PEQ:salt complexes {20-
26]. It is widely believed that the conduction of ions is driven by the mobility of the
host polymer [27]. With increase in the temperature, the ionic conductivity increases due

presumably to thermally induced changes in the polymer dynamics [18].

Despite the wealth of studies on PEQ:salt complexes, the exact phase behavior of
crystalline PEO (or that of PEG) is unclear. We provide a brief overview of early exper-
imental studies on the thermal behavior of solid PEQ and PEG, so as to enable a better

appreciation of our MD results to be presented in this chapter.

Based on their x-ray diffraction, IR, and Raman spectroscopic studies, Tadokoro et al
proposed a molecular model for PEO [28,29]. Their model envisaged PEO as a uniform
helical chain consisting of seven monomer units which turns twice in the fiber identity
period. The average C-O and C-C torsional angles were 188.15° and 64.58°, thus leading
to a trans(t)-trans(t)-gauche(g) conformational sequence. A wide distribution in the C-O
torsional angle was observed, which implied a distortion of the helix. This distortion from
a uniform (7/2) helix was imputed to strong intermolecular interactions in the crystalline
lattice and to the flexibility of the ether backbone. However, the conformation was es-
sentially a (7/2) helix and the ttg sequence was comparable to the one proposed for the
uniform helix. In the crystal, the molecules are arranged such that a right-handed helical

one is surrounded by four near neighbor molecules that are left-handed and vice versa.

Yoshihara et al have studied the temperature dependence of the polarized infrared
spectra of PEO {30]. One of their interesting observations that is relevant to the present
work is the splitting of the perpendicular bands of the spectra present at 947 and 844
em™!, at low temperatures. The perpendicular 947 cm~! band was assigned to the sym-

metric rocking mode of methylene (CH,) groups and to the asymmetric stretching of COC
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triplets. Similarly, the band at 844 cm™! was assigned to the asymmetric rocking mode
of CH» groups. It was found that the perpendicular bands (with the electric vector of the
incident radiation being perpendicular to the long axis of the PEO chains) split at low
temperatures, while the paralle] bands do not. Based on the orientation of the sample
with respect to the infrared beam, it can be deduced that the low temperature split-
tings are a consequence of dominant intermolecular interactions. A possible deduction is
that the methylene groups perceive a different orientation of the neighbor shell at lower

temperatures than in the room temperature solid.

Recently, Privalko et al have carried out magnetic susceptibility {x) measurements
of PEO over a range of molecular masses and temperatures [31}. The temperature de-
pendence of y exhibited two discontinuous jumps, one at low temperature (T,) and the
other at a slightly higher temperature (T2). The steep rise in x at Ty was accredited to
the melting of PEQO, while the jump at T was attributed to a solid-state transition of

unspecified nature.

In order to understand the molecular motion that is characteristic of helical polymers,
Hikichi and Furuichi performed nuclear magnetic resonance (NMR), dielectric, x-ray, and
thermal expansion measurements on low molecular weight crystals of PEO [32]. These
measurements were carried out in the temperature region between 90K and the melting
point. The temperature dependence of the 'H NMR line width of the feature associated
with the crystalline regions revealed a rapid narrowing at 270K, well below the melting
point of the sample. Based on dielectric dispersion data and 'H NMR results, they
speculated the possibility of rotational or oscillational motion about the helical axis of

the molecule at 270K, i.e., in the crystalline phase of the sample.

Lang et al have employed differential scanning calorimetry (DSC) and spin-labeling
technique to understand the solid state relaxations in PEO [33]. The DSC traces showed
three endothermic peaks below the melting point. While two of them were associated

with amorphous regions in the sample, the prominent peak at 263K was due to crys-
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talline regions. They have proposed the possibility of a crystalline phase transition at

this temperature.

The melting point of crystalline PEQ is around 335K with a marginal dependence on

molecular weight [34].

With this review of experimental data on the temperature dependence of the proper-
ties of crystalline PEQ, we now examine the role of its morphology in these transitions.
The crystal structure, crystallisation kinetics, and morphology of PEQ have been exten-
sively studied {35-39]. PEO crystallizes in a lamellar form and each lamella can contain
extended or folded chains depending upon the molecular mass and the cooling rate of
the sample. It has been known that samples with molecular mass less than 4000 form
extended-chains (i.e., no folds), while polymer chains with higher molecular weights pre-
fer to fold onto themselves within the lamellae, retaining their crystallinity. Small angle
x-ray diffraction and optical microscopy experiments have concluded that the lamellae are
homogeneous and contain only integer fold (IF) structures and that the end groups are
rejected onto the lamellar surfaces [34,35,40]. The number of folds per molecule depends

on the crystallization temperature and time.

A large number of calorimetry studies have been performed over the last three decades,
both on extended and folded chain crystals of PEO [34,41-48]. Early studies by Buckley
and Kovacs have shown multiple endotherms for folded chain crystals [34,41], which were
interpreted to arise due to transitions from a folded chain of m-folds to one with (m-1)
folds. This quantized reduction of the folds necessitates the existence of chain mobility
below the melting point. The activation of molecular mobility too, should ideally be
observed in a DSC experiment, although results on an extended chain crystal were not
unambiguous on this issue. Buckley and Kovacs have observed only a low temperature
tail or hump for such crystals below the melting endotherm and have ascribed it to
polydispersity of the sample [42]. It could be possible that the activation energy associated

with the increased mobility of the chains at a premelting temperature is smaller than what



2.1 Introduction 59

could be detected in calorimetry. In addition, kinetics and the quality of the sample may

hinder an accurate understanding of the thermodynamics of the crystalline sample.

Most computer simulations on PEO have focussed their attention on the amorphous
sample, due primarily to interesting dynamics therein, and its relationship to ion mobility
in such polymer matrices. The first successful attempt to understand the crystalline
phase of PEO was made by Brown and coworkers [49,50]. They proposed an interaction
potential that could stabilize the crystal phase of PEQ. This potential was later employed
to model PEO melts [51,52], and crystalline and amorphous PEO:Nal [53,54] complexes.
Similar efforts were also undertaken by Miiller-Plathe and coworkers to understand the
conformational properties of PEO in condensed phases [55] and to elucidate the ion
conduction mechanism in amorphous PEO:LiI complexes [24]. MD simulations have also
been employed by Smith and coworkers to elucidate the structure and dynamics of PEQ-
salt complexes [56] and aqueous PEQ solutions {57], using a potential model derived from

ab initio calculations [58].

To summarize, the experimental evidence on the existence of a premelting transition in
low molecular weight poly(ethylene oxide) is unclear, and the phase behavior of crystalline
PEQO has not been explored using computer simulation methods. It is not far fetched to
expect the widely accepted molecular mobility in the crystalline state to be associated
with a premelting endotherm. Qur aim is to investigate such Ipremelting transitions and
associated molecular mobility in the solid state and to provide microscopic insight into the
molecular mechanism associated with such transitions in crystalline PEQ. In the present
study, we employ the interaction potential of Neyertz, Brown and Thomas [49], with the

inclusion of flexible backbone and methylene groups {59, 60].

We have carried out isothermal-isobaric molecular dynamics simulations of monodis-
perse poly(ethylene oxide) of molecular weight 1220, between temperatures ranging from
300K to 930K. Experimental studies on the thermal behavior of PEQ seem to exhibit sig-

natures of a premelting transition around 270 to 300K. Note that these experiments have
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employed a heating rate (5-15 degrees per minute) that is several orders of magnitude
lower than the lowest rates that one can achieve in simulations. It is well documented
that higher heating rates lead to superheating and would shift the transitions to higher
temperatures [61,62]. The potential parameters employed in our simulations were success-
fully used by Brown and coworkers to stabilize the crystalline phase of PEO at 300K [49].
In light of these two reasons, we begin our simulations of crystalline PEQ from 300K.
Note that although free energy calculations [63,70] and improved Gibbs ensemble Monte
Carlo studies can provide a precise location of transition points, one cannot capture the
molecular mechanism of melting and the associated dynamical changes in the crystalline
phase with these methods. It is the latter that motivates us to employ straightforward

molecular dynamics simulations in this study.

2.2 Simulation Details

PEQ crystallizes in a monoclinic lattice with the space group P2;/a [29]. In Figure 2.1,
we show the crystalline PEO unit cell. [t consists of two right- and two left-handed helical
chains each with seven -(C,H40)- units. The cell parameters are a=8.05 A, b=13.04 A,
¢{chain axis)=19.48 A, a=y=90°, and §=125.4°. In our simulations, both ends of the
polymer chain were terminated by ethyl groups, as was the case with the work of Brown
and coworkers [49]. The molecular formula of the simulated PEO is C3H50-{(CoH,0)26-
CoHs. The end-to-end length of the fully extended oligomer is around 70A.

The structure reported from x-ray diffraction studies [29] was chosen as the initial
configuration for the MD trajectory. The simulation box consisted of 4 unit cells each
along the @ and the & axes and 2 unit cells along the b axis. In all, the system contained
32 PEO chains amounting to a total of 6304 atoms.

All atoms, including hydrogens were explicitly considered. Three dimensional periodic

boundary conditions consistent with the symmetry of the unit cell were applied.
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a sin 3

Figure 2.1: A representation of the crystalline PEO unit cells (a) along and (b)
perpendicular to the chain axis. Here, black sphere represents carbon while
grey and white spheres stand for oxygen and hydrogen, respectively.

A series of MD runs were performed using the PINY-MD program [64] in the tem-
perature interval starting from 300K to 930K in steps of 5K. The simulations were car-
ried out under isothermal-isobaric conditions in a fully flexible cell using the Parrinello-
Rahman method [65,66]. Temperature control was achieved using Nosé-Hoover chain
thermostats [67]. Long range interactions were treated using the Ewald method (68, 69]
with ¢ value of 0.289A~!, and around 4900 reciprocal space points were employed in the
lattice sum. The number of reciprocal space points was tuned with increasing tempera-

tures to guarantee the convergence of the Coulomb energy. The potential of interaction
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used in our simulations is given as,

bonded

U ({l‘}) = 3 Z K'J (rtj t.J) +3 Z KUE (Gijk = ngk)z

izk
bcmded 6 N N

+ Z Ea“cos

t;,lkl n=0 i

S [AB _ C_] (2.1)

i i i

where i, j, k, and ! denote atom indices, g; and q; are the partial charges of i** and j*
atom respectively, ¢ is the permittivity of free space, K¥ and ngk are the stretching and
bending force constants respectively, ¢;,x is the dihedral angle, and r;; is the interatomic
distance between atoms 7 and 7. The last two terms in Eq.2.1 are applicable to interaction
sites separated by more than three bonds in a molecule and to every pair of sites belonging

to different molecules.

The potential parameters employed here are essentially from the work of Neyertz
et al [49,54] (hereinafter referred to as the NBT model). As remarked earlier, we use
fully flexible backbone and methylene groups with interaction parameters taken from the
CHARMM dataset [59] and from the work of Tobias and coworkers [60], in lieu of the
rigid methylenes and fixed C-O and C-C distances of the NBT model. The parameters
corresponding to both bonded and non-bonded interactions are provided in Table 2.1.
These parameters have recently been used to characterize the phase behavior of crys
talline n-alkanes {70, 71]. Real space interactions were cut off spherically at a distance
of 12A. It should be noted that the original work of Brown and coworkers [49] employed
a real space interaction cutoff of 6.56A, as their system size was small. Long range cor-
rections to the total energy and the pressure of the system arising from the dispersive
interactions were included. The equations of motion were integrated using the RESPA
scheme [72], employing an outer time step of 4 fs. The bond stretch and bending inter-

actions were integrated every 0.5 fs, while torsional degrees of freedom were integrated
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Stretch 0 [A] k [K A9
C-C 1.53 237017.0
C-0 1.43 171094.8
C-H 1.09 332127.0
Bend 6" ke [K rad ]
C-0-C 112° 110255.50
0-C-C 110° - 76942.34
0O-C-H 109.5° 30193.20
H-C-C 110° 45199.50
H-C-H 106° 38033.50
Torsions ao [K] a; [K] as K] | a3 [K] aqg [K] | a5 [K] | as [K]
C-C-0-C 622.99 | -674.31 | 753.82 | 1854.37 | -81.52 | 549.01 | 428.74
C-0-0-H 622.99 | -674.31 | 753.82 | 1854.37 | -81.52 | 549.01 | 428.74
H-C-C-H 265.70 [ -1826.19 | 2144.72 | 3901.46 | -1667.17 | 142.91 | 1480.98
0-C-C-0 265.70 | -1826.19 | 2144.72 | 3901.46 | -1667.17 | 142.91 | 1480.98
R-C-C-O 265.70 | -1826.19 | 2144.72 | 3901.46 | -1667.17 | 142.91 | 1480.98
O-EC-EC-O | 853.964 | -2561.893 0.0 3415.857 0.0 0.0 0.0
H-EC-EC-H | 853.964 | -2561.893 0.0 3415.857 0.0 0.0 0.0
H-EC-EC-O | 853.964 | -2561.893 0.0 3415.857 0.0 0.0 0.0
Non-bonded AK B[A ] C KA
C..C 15909350.62 3.3058 325985.916
C..0 21604039.75 3.6298 177536.016
C.H 7571800.37 3.6832 91334.430
0.0 29337172.46 4.0241 96668.562
O.H 10282092.97 4.0900 49718.136
H.H 3603659.064 4.1580 25563.576
Atomic charges [e]
qc 0.103
qo -0.348
dn 0.0355
Qmethyl H -0.0343333333333

Table 2.1: Parameters of the interaction potential [49, 54, 59,60]. Here C, O, EC, and H
denote carbon, oxygen, ethyl carbon, and hydrogen, respectively.
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with 1 fs resolution. The non-bonded interactions, divided as short-range (less than 6A)
and long-range (above 6A) were integrated at 2 fs and 4 fs time step respectively. Time
constants of 1 ps and 2 ps were used for the thermostat and barostat attached to the
system respectively. At each temperature, the system was found to reach the set pres-
sure within 30 ps. At each temperature, the system was equilibrated for 300 ps, and
the final configuration of this run was used as the initial state for the MD run at the
next higher temperature. To obtain the conformational, structural and energetic data,
a MD run of duration 100 ps was performed at each temperature during which the co-
ordinates of the particles were dumped every 1 ps. Additional runs of 2 ns duration
were performed at 13 selected temperatures to evaluate mean-square displacements and
rotational time correlation functions {TCF). These quantities were calculated with a 1 ps
time resolution. Equipartition of the kinetic energy to the degrees of freedom was verified
by comparing the momentum distribution of hydrogen atoms with the expected Maxwell
distribution. In Figure 2.2, we show distributions of the components of the velocities of
hydrogen atoms at three different temperatures. These distributions are compared with
the expected Maxwell's velocity distribution for the corresponding temperatures. Note
that hydrogen velocities follow the expected distribution at all temperatures of our study.
This observation unambiguously demonstrates that the kinetic energy of the system is

equipartitioned well to the degrees of freedom of the hydrogens.

2.3 Results and Discussion

In the discussion that follows, we do not show the data for temperatures between 300K
and 600K, as all the properties exhibit only a monotonic dependence on temperature
in this range. We have also examined the crystal structure by visualizing the atomic

configurations and found no significant change in the structure in this temperature range.
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Figure 2.2: The distributions of the components of the velocities of hydrogen
atoms at 300 K (top), 600 K (middle) and 910 K (bottom) are compared with
the expected Maxwell’s velocity distribution for the same temperatures. We
have used a bin width of 2.1877 A/ps for generating these distributions.
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Parameter | Simulation | Experiment [29]
a (A) 8.43 8.05
b (A) 13.92 13.04
¢ (A) 18.57 19.48
a (deg) 91.5 90.0
8 (deg) 127.9 125.4
v (deg) 90.1 90.0

Table 2.2: Unit cell parameters obtained from the simulation at 300K are compared
against experimental values [29].

2.3.1 Structure
Stability :

We have generated a long molecular dynamics trajectory of 2.2 ns duration under isothermal-
isobaric conditions at 300K and at 1 atm pressure. In Table 2.2, we compare the average
lattice parameters obtained from this simulation at 300K against the experimental values.
The parameters were averaged over the last 1.2 ns of this trajectory. The simulation re-
sults compare well with experiment except for marginal differences that could arise due to
the finite chains employed here. The point to note is that the crystal structure predicted
by the simulations for the finite chain model is nearly invariant from experimental data

for the polymer.

Lattice Parameters and Energies :

We have monitored the evolution of the crystalline lattice parameters as a function of
temperature to observe signs of any structural transition. In Figure 2.3, we present the
cell lengths, a, b, and ¢ and the angles, «, 8, 4. A gradual reduction in the ¢-parameter
is observed due to the formation of C-O gauche defects (see later). The signature of pre-
melting is not quite obvious from the variation of cell lengths, while it is quite pronounced
in the behavior of cell angles (Figure 2.3b}. The angle 3 shows a marginal decrease with

increasing temperature up to 700K. It decreases by about 3° at the premelting tempera-
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ture of 720K and remains at that value until the onset of melting at 850K. The complete
melting of the crystal is associated with very large drops in 3 to values near 90°. The

large fluctuations and scatter of the cell parameters near the transition temperatures are
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Figure 2.3: (a) Relative edge lengths of the simulation box along the crystal-
lographic axes: a (solid line), b (dashed line), and ¢ (solid line with open
circles) (b) a (solid line), 3 (solid line with open circles), and v (dashed line)
as a function of temperature. The values are normalized with respect to their
average magnitude at 600K, given as follows: 34.52A (a), 28.48 (b), 70.64
(e), 90.14° (a), 125.19° (8), and 90.00° (7). The simulation box was made of
4 crystallographic unit cells each along the @ and the ¢ axes and 2 unit cells
along the b axis.
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Figure 2.4: Density, p of the simulated system as a function of temperature.
The inset shows the same across the premeiting transition, in expanded scale.
The lines are best fits to the data, and serve as guide to the eye.

likely due to the large heating rates employed here in comparison to experiments.

The changes in the individual cell parameters are reflected in the behavior of the
density of the system, which is shown in Figure 2.4. A change of 0.04 g/cm? in the
density is observed during the premelting transition at 720K, (see inset) while it is further
decreased by at least 0.17 g/cm?® at melting. The experimental density of molten PEO at
450K is 1.007 g/cc [73]. The density of the simulated melt at 925K appears to be much
below this value, probably due to the fact that the crystal was in a superheated state.
In order to compare the liquid state density of flexible PEG simulated here with that of
NBT model, we have performed additional isothermal-isobaric MD simulation that uses
isotropic cell fluctuations [66]. Brown and co-workers have carried out simulations of
molten PEO at 400K as a function of polymer chain length. We have selected one of the
system sizes from their study so as to make one-to-one comparison of our results with

their results. Thus, we have carried out a simulation in a cubic box that contained 13
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PEQ chains each of which consisted of 32 backbone atoms. A long molecular dynamics
trajectory of 2 ns duration at 400K and at 1 atm pressure was generated. The average
density calculated from this trajectory is 1026.2 kg/m* which is only 0.6% less than what
Brown and co-workers have reported while the interpolated experimental density at 400K
and at 1 atm pressure is 1046 kg/m?® [73]. It should also be noted that the data on lattice
parameters in the molten state, i.e., for temperatures above 925K may not be proper, as
the simulation cell can pancake in the melt. This is to be expected in simulations of the
liquid state that employ the Parrinelio-Rahman method. In our simulations at 930K, the

angle 3 decreased to a small value signifying the attainment of a liquid state.

The changes in the lattice constants are associated with both conformational transi-
tions as well as with intermolecular packing. We have studied these contributions through
quantities such as the intramolecular potential energy, the intermolecular energy, helical
and interchain correlations, and population of gauche defects. We first present data on
the energetics. Figure 2.5 shows the intermolecular potential energy (Figure 2.5a) and
compares it against the intramolecular potential energy (Figure 2.5b). The latter is a
sum of the bond stretch, bend and torsional energies while the former is the grand sum
of dispersive and ionic interactions of pairs of oligomers within the interaction cut-off.
The non-bonded potential energy for pairs of atoms present in the same molecule and
are separated by more than three bonds and those present in different molecules is a sum
of Coulomb and 6-exponential terms. The intermolecular energy was calculated by sub-
tracting the total intramolecular non-bonded potential energy (with the Coulomb energy
obtained fully in real space without any cutoff) from the total non-bonded potential energy
(with the Coulomb energy obtained using Ewald sum). We find that the intermolecular
energy exhibits two discontinuities in slope, one at around 720-740K, and another at
850K, while the intramolecular energy shows a monotonic behavior up to 850K followed
by a small discontinuity with increasing temperature. This suggests a relationship be-

tween the premelting transition and intermelecular interactions or ordering. The changes
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in the intermolecular energy and a relatively smooth intramolecular energy across the
premelting transition is in accord with temperature dependent x-ray measurements [74]
and the polarized IR spectra of PEO [30]. These experiments demonstrated changes in

the intermolecular arrangement at high temperatures, relative to the low temperature

600 700 800 900
Temperature (K)

Figure 2.5: Plot of the (a) intermolecular energy and (b) intramolecular energy
of the simulated system versus temperature. Inset in (a) shows the same
across the premelting transition, in expanded scale. Solid lines are best fits
to the two regions of data and serve to guide the eye.
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structure.
We turn now to a comprehensive analysis of the conformational and structural changes

associated with these transitions.

Conformation and Intramolecular Structure :

In crystalline PEQ, the C-O bond is in the frans state, while the C-C bond is in the
gauche state. The consequent ttg sequence along the PEO chain is the basis of its helicity.
Figure 2.6 shows the distribution of the torsional angle around the C-O bond at selected
temperatures. At temperatures below 600K, the distribution does not show any significant
changes other than what is expected due to thermal broadening, whereas gauche defects
are initiated at the onset of the premelting transition. We define C-O bonds with torsional
angles between 20° and 120° or those between 240° and 340° as being in gauche state.
A plot of the concentration of gauche defects with temperature, shown in Figure 2.7,
reveals the onset of a large number of such defects at the premelting transition (around
720 K), over and above that expected from a mere increase of defect population with
increasing temperature. A second, large discontinuity is observed at the onset of the
melting transition at 850K. The small but non-zero value of the gauche concentration at
temperatures below 600K is due to a minor number of torsions in the end groups that are
not in the trans conformation (see later). Although the above analysis has shown the
formation of conformational defects across the premelting transition, it does not reveal the
distribution of defects along different segments of the polymer. In order to gain insight
into this aspect, we have evaluated the C-O torsional distribution by considering only
the C-O torsions that belong to the monomers present at either chain ends. Thus each
chain is defined to contain two C-O end torsions. Figure 2.8 shows the results obtained
from such calculations, where the percentage of C-O gauche defects present in the end
groups are compared with that in other monomeric segments. The data are normalized

to the total number of C-O torsions present at the ends or otherwise, in the system.
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Figure 2.6: Distribution of the torsional angle, ¢ around the C-O bond of PEO
at different temperatures across the transitions. The distributions are shifted
up for clarity. Temperatures (From top to bottom): 600K, 650K, 710K, 720K,
740K, 760K, 800K, 825K, 850K, 875K, 900K, and 925K.
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Figure 2.7: The variation in the percentage of gauche population in the C-O
torsion is shown as a function of temperature. The inset shows the same across
the premelting transition. Solid lines are linear fits to two different blocks of
data.
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Figure 2.8: The variation in the percentage of gauche population in the C-O
torsion for bonds present in the mid-segment of the PEQ oligomer is shown
as a function of temperature. Inset shows the same for C-O bonds present at
the ends of the oligomer.

These data are shown for temperatures between 600K and 900K. As remarked earlier,
a small number o