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Synopsis

Materials have been central and intimately related to advances of human civilization and

have had a singular influence on our lifestyle. From Stone Age, through Bronze to Iron

Age, every major advance in human kind and epoch of civilization have been influenced

by a notable discovery of a material or its processing, which acted as key enablers to tech-

nological revolutions. Development of quantum physics in 1920’s was crucial to opening

of material technologies involving electrons. Rapid and continued advances in computa-

tional power, algorithms and techniques of simulations have enabled theoretical design of

new materials with new functionalities. To this end, first-principles Density Functional

Theory-based simulations have emerged as a powerful tool in computational materials

science providing insights into structure-property relationship of materials and their ap-

plications depending on the arrangement of nuclei and electrons in space and time. These

simulations can be effectively used to understand electronic and dynamical properties of

materials in terms of mechanisms at the atomic-scale, and predict their behavior under

varied conditions, bridging the gap between theory and experiments which are limited by

expensive and time-intensive synthesis and characterization.

Our focus here is on the theoretical analysis of layered and 2-dimensional materials. We

have used a combination of first-principles simulations and modelling to determine the

effect of twist, electric field and pressure on the properties of layered materials and 2-

dimensional heterostructures. The thesis is divided into three parts based on the external

fields involved in functionality of materials investigated. The first part consisting of

chapters 3 and 4, focuses on the theoretical analysis of how the angle of twist between

atomic layers of 2-D heterostructures influences electronic and topological properties of

graphene-hexagonal boron nitride (h-BN) bi and trilayers. We provide understanding of a

chemical route to generation of interlayer twist through cross-linking by organic molecules



in graphene-h-BN bilayer in chapter 3. In chapter 4, we develop a rigid band model of

frontier electronic states of trilayers of twisted double bilayer graphene (tDBG) to deter-

mine polarization as a function of electric field. We show that there exist two metastable

states with distinct polarization states in tDBG, that can be accessed with electric field.

Furthermore, distinctive coupling of top and bottom gates of a device induce inhomogene-

ity in doping in a multi-layer channel contributing to hysteresis in longitudinal voltage

response upon doping as seen in our experiments.

The second part consisting of chapters 5 and 6 involves analysis of phonon renormal-

ization of Raman modes upon hole doping and mechanical response to applied electric

field in bulk and two-dimensional group-VI transition metal dichalcogenides (TMDs). In

chapter 5, we show that while E2g and B2g phonon modes exhibit significant frequency

softening with hole doping, A1g mode shows relatively small frequency softening in bi-

layer 2H -MoTe2 and use group theory analysis to understand these results. In chapter

6, we calculate the electrostrictive coefficients of 2H -MoS2 and 1T -HfS2 and investigate

the dependence of their electronic and phononic contributions on composition of atoms

(chemistry), structure and the number of layers.

In the third part consisting of chapters 7, 8 and 9, we explore pressure or CDW-induced

structural transitions in bulk VSe2, GdTe3 and (TaSe4)2I. Our first-principles calculations

presented in chapter 7 reveal an iso-structural transition in 1T polytype of VSe2 at P =

6 GPa and another structural phase transition from 1T to 3R (Space group R3̄m) phase

at P = 9 GPa. While we show that Fermi surface nesting (FSN) is at the origin of

charge density wave (CDW) in GdTe3 (chapter 8), the CDW in (TaSe4)2I is driven by

strong electron-phonon coupling (chapter 9). We demonstrate how CDW-driven strong

electron-phonon coupling and associated anharmonic interactions phonons result in low

thermal conductivity of GdTe3 and (TaSe4)2I.
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Chapter 1

Introduction

Materials have been central and intimately related to historical advances of human civi-

lization and have fueled technological growth. From Stone Age, through Bronze to Iron

Age, every major advance of human kind and epoch of civilization have been influenced

by a notable discovery of a material or its processing, which acted as key enablers to tech-

nological revolutions. Development of quantum physics in 1920’s was crucial to opening

of material technologies involving electrons. There are 98 naturally occurring elements in

the periodic table giving rise to 4,753 potential binary compounds, 152,096 ternary com-

pounds and 3,612,280 quaternary compounds, assuming equal amounts of each element

in a single phase [2, 3]. Variety in possible materials grows exponentially with variation

in concentration of constituent elements.

Rapid and continued advances in computational power, algorithms and techniques of sim-

ulations have enabled theoretical design of new materials with targeted properties and

functionalities [4]. To this end, first-principles Density Functional Theory-based simula-

tions [5] have emerged as a powerful tool in computational materials science providing
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insights into structure-property relationship of materials and their applications depending

on the arrangement of nuclei and electrons in space and time [6, 7]. These simulations

can be effectively used to understand electronic and dynamical properties of materials in

terms of mechanisms at the atomic-scale, and predict their behavior under varied condi-

tions, bridging the gap between theory and experiments which are limited by expensive

and time-intensive synthesis and characterization [8, 9].

In 1929, the physicist Paul Dirac wrote, “The underlying physical laws necessary for the

mathematical theory of a large part of physics and the whole of chemistry are thus com-

pletely known, and the difficulty is only that the exact application of these laws leads to

equations much too complicated to be soluble” [10]. At the fundamental level, arrange-

ment of atoms and electrons in materials and their motions determine the macroscopic

properties of a material. Since, the motion of electrons (atoms) is governed by quan-

tum mechanical laws (Newtonian mechanics), most physical properties of materials can

in principle be determined from these laws. However, quantum motion of constituent

atoms and electrons affected by their Coulomb interactions, combined with their kinetic

energies, form a many-body problem. A direct solution to the many-body Schrödinger

equation describing a material is extremely challenging [11,12]. The development of theo-

ries to describe the electronic motion and solve the many-body problem is the foundation

of first-principles or ab initio density functional theory.

A breakthrough in first-principles computational techniques was achieved in 1964 when

Hohenberg and Kohn laid the foundations of density functional theory (DFT) [13], a the-

ory based on electronic charge density which is a function of just three spatial coordinates

of the system. Another seminal work was by Kohn and Sham showing that for the ground

state, the many-electron problem can be mapped onto a system of one-electron equations,

known as Kohn-Sham equations [14]. Owing to the burgeoning computational power and

efficiency of first-principles simulations, it is now not only possible to determine and ex-

plain properties of a material (electronic structure, stress, polarization, elastic constants,
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vibrational frequencies, forces and bulk modulii, etc.) but also the use of these in ‘high-

throughput’ computational materials design enables the discovery of novel materials with

desired properties for specific applications [15].

Macroscopic behaviour of a material is determined by many processes involving couplings

between electronic charge, twist and lattice degrees of freedom. A study of effects of

reduction in dimensionality combined with coupled degrees of freedom can be quite in-

teresting. We have used a combination of first-principles simulations and modelling to

determine the effect of twist, electric field and pressure on the properties of layered mate-

rials and 2D heterostructures. The thesis is divided into three parts based on the external

fields involved in the functionalities of materials investigated. The first part consisting of

chapters 3 and 4, focuses on the theoretical analysis of how the angle of twist between

atomic layers of 2D heterostructures influences their electronic and topological properties,

with examples of graphene-hexagonal boron nitride bi and trilayers. The second part con-

sisting of chapters 5 and 6 involves analysis of phonon renormalization of Raman modes

upon hole doping and mechanical response of bulk and two-dimensional group-VI transi-

tion metal dichalcogenides (TMDs) to applied electric field. In the third part consisting

of chapters 7, 8 and 9, we explore pressure and CDW-driven structural transitions in bulk

VSe2, GdTe3 and (TaSe4)2I. Here, we uncover the mechanism of low thermal conductivity

of GdTe3 and (TaSe4)2I, in terms of their charge density waves.

1.1 Layered materials

“What could we do with layered structures with just the right layers?” asked Richard

Feynman in his famous 1959 lecture, “There’s plenty of room at the bottom”. With tech-

nological growth and advances in computational power, we are increasingly engaged in

addressing this question. Layered materials are characterized by extended planar crys-

talline structures which are held together by strong in-plane covalent bonds and typically
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weak out-of-plane van der Waals (vdW) forces [16]. Individual layers can be easily iso-

lated by breaking the out-of-plane vdW bonds without notable damage to the rest of

the structure [17, 18]. Successful isolation of graphene, a one-atom thick sheet of car-

bon atoms arranged in a honeycomb lattice, in 2004 by Geim et al. at the University

of Manchester [19] has given birth to a new era of atomically thin materials, which has

ultimately stimulated an enormous activity of research and interest in 2D systems in

the last two decades [20]. Graphene is the thinnest known material in the universe and

also the strongest. It is one of the most alluring 2D materials because of its unique and

peculiar electronic structure which gives rise to exceptionally high carrier mobility, and

provides a platform to study several charming properties like massless Dirac fermions and

anamalous room-temperature quantum Hall effect [21]. Despite being a promising 2D

material, absence of a gap in its electronic spectrum adversely limits its application in

electronic devices (switching devices) [22]. This partly drove the scientific community to

fabricate other 2D materials with a finite band gap and high mobility which are suitable

for applications in nanoelectronics. The last decade has seen the rise of a cornucopia of

layered and 2D materials (Fig. 1.1) spanning the entire spectrum of electronic proper-

ties: metals, superconductors, charge density wave (CDW) systems, Mott insulators and

semiconductors [23–25].

Semiconducting transition-metal dichalcogenides (TMDs) with chemical formula MX2,

where M represents the transition metal (Mo, W) and X is a chalcogen (S, Se or Te),

form another interesting class of 2D materials with a wide range of properties and appli-

cations [26,27]. Their crystal structure consists of covalently bonded layers of X−M−X

layers stacked along the c-axis via weak vdW interactions. An interesting feature of TMDs

is their characterization into different polytypes based on the coordination of transition

metal atom and the stacking sequence of the three atomic plane (X,M,X) forming the

individual X −M − X layers [28]. The common structural phases are 1T with octahe-
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Figure 1.1: (a) The world of layered and 2D materials includes graphene and its ana-
logues, such as hexagonal boron nitride; the III–VI family of semiconductors; and the
transition-metal dichalcogenides (TMDs) spanning the full range of electronic properties.
(b) Building vdW heterostructures analogous to Lego blocks (right panel). Reprinted by
permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Van
der Waals heterostructures by A. K. Geim and and I. V. Grigorieva Ref. [18] Copyright
© 2013, Nature Publishing Group.

dral metal coordination, 2H and 3R with trigonal prismatic coordination of metal atom

(Fig. 1.2). Unlike graphene, TMDs exhibit sizeable electronic band gaps making them

suitable for building active electronic devices. Many bulk TMDs have indirect band gaps,

but reduction in number of layers results in a transition from indirect to direct band gap

in materials, leading to stronger optical absorption [29]. Additionally, tuning of band

gaps of these materials through application of strain, electric field, pressure, doping and

alloying [30] has triggered a plethora of novel technological applications in electrochem-

ical, optoelectronic devices [23, 25, 31, 32] and lasers [33]. Inversion symmetry breaking

provides the prerequisite for a large portfolio of fascinating physical phenomena, such

as valley-contrasting physics enabling development of new spintronics and valleytronics

devices [34, 35].
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Figure 1.2: Structural polytypes of TMDs (1T, 2H and 3R) based on different coordina-
tion of transition metal atom and stacking sequence.

1.2 Stacking and interlayer twisting

Although bulk layered materials have several intriguing properties, there has also been a

lot of interest in developing and understanding heterostructures (similar to building blocks

of Lego), where atomic layers of different 2D materials are vertically stacked through weak

vdW forces, offering unprecedented freedom of combining different crystals from the ever

expanding catalogue of layered materials and opening new avenues for band engineered

materials [18]. Furthermore, stacking graphene, TMDs, 2D magnets into heterostructures

not only combines their respective functionalities but also imprints properties through

proximity interactions across the interface [36, 37]. First reports on TMD heterostruc-

tures made of stacked monolayers of a MoSe2 and WSe2 revealed a new type of bound

electron–hole (exciton) state [38, 39]. In contrast to the readily observed intralayer exci-

tons fully confined within one layer of a TMD, the newly discovered interlayer exciton had

the electron and hole located in the adjacent monolayers. Interlayer excitons are strongly

bound (> 100 meV) and long-lived, with the radiative life times in the nanosecond range,
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three orders of magnitude longer than the intralayer excitons. Proximity between mag-

netic 2D crystals and other layered materials may serve as a sensitive tool to study the

details of magnetic structure. The first investigations demonstrating pronounced magnetic

phenomena at vdW heterostructures were focused on CrI3/WSe2 structures [40].

Modulation of the relative twist angle between adjacent layers of 2D layered materials

(twistronics) provides a rotational degree of freedom and acts as a new design parameter

unveiling exotic electronic and topological properties [41–45]. When two single layers of

graphene are stacked and twisted to an angle 1.1o, hybridization between the lowest ly-

ing energy bands gives rise to moiré superlattice bands with flat dispersion, which greatly

enhances the local density of states and are impacted strongly by electron-electron interac-

tions. Manipulation of the inversion symmetry breaking by the interlayer twist angle leads

to the observation of fascinating new phenomena, such as highly tunable second-order

nonlinear optical responses [46], ferroelectricity [47] and non-trivial valley polarization of

both intralayer and interlayer excitons [42,48,49]. The ‘tear-and-stack’ technique [50,51]

is used to control the interlayer twist angle to 0.1° accuracy. Specifically, the atomic force

microscope tip manipulation technique provides an in situ approach to dynamically con-

trol the interlayer twist angle in a single device. This can avoid extrinsic effects, which can

affect interlayer coupling strength, from device processing (twist-angle inhomogeneity and

cleanliness of the interface) and open up opportunities to study the intrinsic twist-angle-

dependence of properties and solve the nature of the existing puzzles, such as the band

gap size in a graphene/h-BN heterostructure [52,53]. The atomic arrangement of the two

lattices stacked with a twist has periodicity only for particular values of the twist angle,

θ [54]. Other fascinating results on twisted bilayer graphene (TBLG) include demon-

stration of Hofstadter’s Butterfly in its energy spectrum in a magnetic field [55], and

neutrino-like oscillations as a result of coupling between Dirac cones of the two rotated

layers [56].
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1.3 Charge-density wave

The concept of charge-density wave (CDW) originates from Peierls’ description of a funda-

mental instability that exists in a 1D metallic chain of atoms equally spaced by a distance,

a [57].

Figure 1.3: Illustration of the Peierls distortion in 1D chain of atoms. (a) Undistorted 1D
chain with lattice constant, a above Tc, (b) distorted or charge density wave state with
lattice constant changing to 2a below Tc and the corresponding free electron band of the
1D chain. (c) Real part of Lindhard response function as a function of dimensionality
(d) Acoustic phonon dispersion relation of a 1D metal at various temperatures above the
mean field transition temperature. Fig. (c) and (d) are reproduced with permission from
ref. [78] © 2015 National Academy of Sciences.

In its free electronic structure, the Fermi surface (FS) consists of two points connected by
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the wavevector q = 2kF (Fig. 1.3). Peierls’ asserted that a 1D chain of atoms is intrinsically

unstable with respect to an electronic disturbance with the wavevector q = 2kF that may

change its periodicity of the lattice to 2a and opening up a gap at k = π
2a

of the new unit

cell [58]. This amounts to a metal to an insulator phase transition, and accompanying

lattice reconstruction called Peierls distortion. This also results in modulation of electronic

charge density or CDW. The conjecture is that the gain in electronic energy due to opening

up of a gap will always be able to overcome the cost of restructuring of the lattice. In the

free electron model, response of an electron gas to an external perturbation is described

by Lindhard’s response function, χ(q). For a 1D electron gas, the real part of χ(q) has

a divergent singularity at q = 2kF, indicating its instability with respect to formation of

periodically varying electron density. In a response, phonons with wavevectors close to

q = 2kF undergoes renormalization to lower energy. This strong renormalization of the

phonon due to interaction with electron is known as the Kohn anomaly (Fig. 1.3). Kohn

described this as there is an image of Fermi surface in the vibrational spectrum [59].

Extension of the concept of CDW to reduced dimensional systems (D > 1) has led to

the concept of Fermi surface nesting (FSN), where non-zero measure of electronic states

on the FS being scattered by the nesting wavevector (qCDW) to other parts of the FS

[60]. The structure is unstable w.r.t a perturbation of qCDW wavevector, e.g. a phonon

drives the structure to a lower energy. CDW order is most commonly found in metals

with highly anisotropic crystal and electronic structure. These are known as “quasi-one-

dimensional (quasi-1D)” or “low-dimensional” crystals. In real systems (with quasi-1D

crystal structure), perfect nesting is reduced only to certain parts of the FS. In these

cases, the CDW gap is expected to open only at the strongly nested parts of FS, and the

system may remain metallic in its new ground state. Prototypical examples include quasi-

1D K2Pt(CN)4 [61], blue bronzes [62], TMDs [63, 64], and as well as quasi-2D transition

metal trichalcogenides [65] and rare-earth tritellurides [66]. The family of layered rare-
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earth tritellurides RTe3 (R = La − Nd, Sm, Gd − Tm, and Y) are metals and form a

prime example of CDW systems [67–71]. These materials have an orthorhombic structure

(Cmcm space group ) consisting of two structural motiffs: corrugated RTe slabs and

square planar Te sheets giving rise to two different types of 2D and 3D Brillouin zones

(BZ). Strong nesting in the FS of these structures by qCDW results in effective screening

of phonons inducing Kohn anomalies in the phonon dispersion at qCDW, driving a lattice

reconstruction at low temperatures. However, the role of FSN in CDW has been widely

debated, particularly in NbSe2 [72] and the related dichalcogenides [73]. If FSN is the

origin of CDW as in the Peierls picture, both real and imaginary part of the susceptibility,

χ(q, ω) should show strong peaks at qCDW and phonon renormalization at each qCDW

inducing a lattice distortion [74]. However, in NbSe2, the real part of χ(q, ω) shows a

broad peak and the imaginary part (which directly reflects FSN) does not peak at qCDW at

all. Mazin and coworkers used the classic CDW materials, NbSe2 [72], TaSe2 [60], to show

that CDW in these systems is driven by enhancement of the electron-phonon coupling

at qCDW and not quite FSN. Thus, either FSN or strong electron-phonon coupling can

be the origin of CDW in a material [75]. The CDW and superconductivity phases can

either coexist or compete as seen in 2H -NbSe2. The interplay between the two can be

tuned with chemical doping, electrostatic doping and pressure. In 1T polytype of TMDs

like semi-metallic TiSe2 and TiS2, the superconductivity state emerges while the CDW

quenches under applied pressure or copper intercalation [76–78].

1.4 Effect of External Field

External field (electric field, doping and pressure) can be used to couple with a material

and also tune its properties of a material which affects its performance in devices like

transistors and sensors. The ability to control electronic properties of a material under

externally applied voltage is at the heart of modern electronics. In experiments, this can
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also be used as a knob to control carrier concentration in semiconductor devices [79, 80].

Equivalence of the two layers in a Bernal-stacked (AB-stacked) bilayer graphene is broken

in the presence of an out-of-plane magnetic or electric field [81–83]. The band gap of

bilayer graphene opens up with a perpendicular electric field making it suitable for devices

such as field effect transistors [84, 85]. Experimental discovery of intrinsic magnetism

in atomically thin films of CrI3 [86], Cr2Ge2Te6 [87], and Fe3GeTe2 [88] and other 2D

vdW magents has attracted much attention and opened new opportunities for electrical

control of magnetism [89]. Mak and co-workers demonstrated control of magnetism in

CrI3, an antiferromagnetic (AFM) semiconductor in its ground state, by application of

gate voltages [90]. Applied electric field creates an interlayer potential difference, which

results in a large linear magnetoelectric effect, whose sign depends on the interlayer AFM

order. External electric field can also be used to control macroscopic electric polarization

arising from spontaneous ordering of electric dipoles in ferroelectrics. Doping provides a

feasible way to control phase transitions in low-dimensional TMDs. Wang et al. reported

a phase transition from non-centrosymmetric 1H phase to centrosymmetric 1T ’ polytype

in atomically thin MoTe2 through electrostatic doping [91]. Electron doping in monolayer

of MoS2 results in softening of A1g phonon, while the E1
2g phonon mode is insensitive to

electron doping [92]. This work opened up a new avenue for use of Raman spectroscopy

in probing the level of doping in single-layer MoS2-based FETs, which have a high on-off

ratio and are of technological significance. Pressure is another effective field triggering

phase transitions between various polytypes of TMDs (which exists in different structural

polytypes) and electronic phases. According to high pressure Raman studies on 2H -

MoS2, a first-order phase transition from 2H a to 2H c structure is observed at P c = 20

GPa through layer sliding. This is a mixed phase with dominant contribution from 2H c

structure and once the phase transition (characterized by a collapse in the c-parameter

and volume and also by changes in interlayer bonding) is complete at 40 GPa, MoS2

becomes metallic [93]. A recent study not only reveals the pressure-induced structural
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transformations and semiconductor-semimetal-superconductor transitions in PdSSe but

also provides insights into the metallization and topological superconducting properties

of the TMD compounds under high pressure [94]. So, we conclude that pressure can be

used as an effective parameter to analyze changes in band structures, as it is a variable

amenable to both experimental and first-principles study.

1.5 Overview of the Thesis

The objective of this thesis is to explicate extraordinary physical properties of layered ma-

terials and 2D heterostructures with particular attention to electronic properties, struc-

tural stability, topological and charge density wave phases using first-principles calcula-

tions and corroborating experimental observations (Fig. 1.4). Materials studied in this

thesis have functionalities with a wide array of applications in electronics and optoelec-

tronics making them not only technologically important but also fundamentally interesting

as they exhibit novel phenomena involving physics of coupled electrons and phonons.

In chapter 2, we briefly describe the computational methods employed in our calculations

within the framework of density functional theory (DFT) mentioning various approxima-

tions entering in the calculations. We begin with the central theorem of DFT, proven

by Hohenberg and Kohn, which states that for any system of interacting particles in an

external potential Vext(r), the potential Vext(r) is uniquely determined by the ground state

electronic density ρ0(r) of the system within the ambiguity of an additive constant and

the second theorem which states that the ground state energy of an electronic system is

a unique functional of its charge density and is a minimum with respect to the charge

density. We then proceed to discuss the formalism by Kohn-Sham that mapped a given

many body interacting system to an auxiliary system which is a fictitious non-interacting

system with exactly the same ground state density. Thus, ground state solution of non-
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Figure 1.4: Schematic of the main theme of the thesis depicting the effect of twist, electric
field, pressure and temperature (CDW) on the properties of layered materials and 2D
heterostructures through couplings between various degrees of freedom.

interacting problem gives the ground state charge density of the real system, which can

be used to determine its total energy and hence its physical properties. Lastly, we discuss

in detail the methodologies to include dispersive interactions in DFT calculations since

vdW interactions generally play an important role in layered systems.

Part I: Twisted heterostructures based on Graphene and h-BN

The first part (chapters 3 and 4) focuses on the theoretical analysis of how the angle of

twist between atomic layers of 2-D heterostructures influences electronic and topologi-

cal properties of graphene-hexagonal boron nitride bi and trilayers. In chapter 3, I will

provide an understanding of a chemical route to generation of interlayer twist through

cross-linking with organic molecules in graphene-h-BN bilayer. Our first-principles cal-

culations throw light on the structure and interaction of amine-containing linkers L1 =

trans-1,4-diaminocyclohexane and L2 = 1,5-diaminonaphthalene by cross-linking in exfo-

liated graphene containing surface carboxyl groups and L3 = Oxalic acid in hexagonal
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boron nitride (h-BN). As a result of the structure of the cross-linking, the second layer gets

placed at an angle with respect to the first layer, manifesting itself in the form of moiré

pattern. The complex geometry of the twisted graphene-h-BN bilayer significantly affects

its electronic properties. The Dirac cones otherwise present in single layer graphene (G)

at the K -point is missing in the graphene complexes (G−L1−G and G−L2−G). The band

gap of h-BN complex is 0.3 eV which is much lower than that of pristine h-BN monolayer

of 6.08 eV.

In chapter 4, our central result is change of Berry curvature dipole as the valley Chern

number of bands changes in twisted double bilayer graphene (TDBG) with a small twist

angle 1.1o. In this work, we elucidate the origin of hysteresis in longitudinal voltage V ω
xx

governed by dopings near charge neutrality point (CNP) as observed in experiments. We

develop a rigid band model of frontier electronic states of trilayers of TDBG to determine

its out-of-plane polarization as a function electric field. We show that there exists two

metastable states with distinct polarization states in TDBG, that can be accessed with

electric field. Furthermore, distinctive coupling of top and bottom gates of a device

induce inhomogeneity in doping in the multi-layer channel contributing to hysteresis in

longitudinal voltage response upon doping as observed in experiments.

Part II: Layer dependence of response of MX2 (M = Mo, Hf and

X = Te, S) to electric field

The second part (chapters 5 and 6) involves analysis of renormalization of Raman modes

upon hole doping and mechanical response to applied electric field in bulk and two-

dimensional group-VI transition metal di chalcogenides (TMDs). In chapter 5, we study

symmetry-induced phonon renormalization in bilayer 2H -MoTe2 upon hole doping. Ex-

periments show that while E2g and B2g phonon modes exhibit significant frequency soft-

ening with hole doping, A1g mode shows relatively small frequency hardening in few layers
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of 2H -MoTe2. In our theoretical analysis, we have considered bilayer 2H -MoTe2 since the

dependence of phonon renormalization of E2g mode on the number of layers is negligible,

indicating that the doping primarily occurs in the top two layers. We simulated hole

doping in 2H -MoTe2 bilayer by adding a small fraction of holes (close to the experimen-

tal doping concentration) to its unit cell. From the changes in calculated frequencies we

observe significant softening of E2g and B2g phonon modes and small frequency softening

in A1g mode upon hole doping. It is interesting to compare these trends with the phonon

renormalization seen in n-doped monolayer MoS2. Electron doping in monolayer MoS2

has contrasting effects on the frequencies of A1g and E1
2g optical modes. While A1g mode

softens significantly, E1
2g remains unaffected. The contrasting effects of electron and hole

doping on phonon renormalization are explained with symmetry arguments, and have

been estimated quantitatively with first-principles calculations.

In chapter 6, we present analysis of electrostrictive coefficients for the 1T and 2H polytypes

of MoS2 and HfS2, and investigate the dependence of their electronic (M elec) and phononic

(M ionic) contributions on composition of atoms (chemistry), structure and the number of

layers. We show that the composition of constituent atoms or chemistry is crucial to the

electronic part of electrostriction, M elec. While M elec is positive for MoS2, it is negative

for HfS2. For the 2H polytype, electrostriction is dominated by electronic contribution,

while in 1T electrostriction is largely phononic with weak electronic contributions. Lastly,

we demonstrate that the phononic part, M ionic, shows weak sensitivity to reduction in

dimensionality, whereas M elec decreases with decrease in the number of layers (as the

band gap increases) in the stable polymorphs of TMS2. Furthermore, we also analyze

contributions of IR-modes with non-zero mode effective charge and the corresponding

oscillator strength to understand the phononic contribution of IR-modes to electrostriction

in stable 2H-MoS2 and 1T -HfS2.
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Part III: Electronic and structural transitions in layered materials

In the third part (chapters 7, 8 and 9), we explore pressure and CDW-induced structural

transitions in bulk VSe2, GdTe3 and (TaSe4)2I. Here, we uncover the CDW-mechanism

and the origin of low thermal conductivity of GdTe3 and (TaSe4)2I. In chapter 7, we

study pressure-induced structural evolution of VSe2. Our experimental collaborators find

a transition from 1T to 3R phase at 12 GPa. An interesting feature of bulk VSe2 is

its characterization into different polytypes based on the coordination of the transition

metal atom and various stacking sequences. The 1T phase with CdI2 crystal structure

and space group P 3̄m1 is the ground state structure of VSe2. Lattice parameters of

1T -VSe2 vary smoothly with pressure with a notable change in the slope of c/a ratio

suggesting an isostructural transition at 6 GPa. We obtain the change in enthalpy with

pressure from first-principles to understand the experimental results and find that the 1T

to 3R transition is captured using spin-polarized calculations with Hubbard correction

(Ueff = U − J = 8 eV), at ∼ 9 GPa, close to the experimental transition pressure.

In chapter 8, we present analysis of effects of CDW on thermal conductivity in GdTe3.

We establish charge transfer from GdTe layer to Te sheets of GdTe3. Strong nesting of

its Fermi surface leads to instabilities and Kohn anomalies at the nesting wavevectors

in phonon dispersion of metallic GdTe3. Unstable phonon modes involve displacements

of Te atoms only in Te-bilayers and constitute the origin of CDW. We establish strong

anharmonicity in terms of anomalously high Grüneisen parameters of the CDW-coupled

phonon modes along Γ - S direction. Such high value of Grüneisen parameters indeed re-

flects strong anharmonic phonon-phonon interactions making acoustic phonons ineffective

of heat-transport, resulting in low thermal conductivity in GdTe3, observed experimen-

tally.

In chapter 9, we employ first-principles calculations to show that quasi-one-dimensional
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material (TaSe4)2I is a Weyl semimetal that hosts CDW. It is interesting to note that

there exists two sets of Weyl points in its electronic structure, one along Γ to Z and the

other along N to P directions in the Brillouin Zone. The linearly dispersed bands are

more dispersive along Γ to Z compared to N to P direction, displaying highly anisotropic

behaviour and is understandable because Γ to Z is the TaSe4 chain direction (c-axis)

in the crystal structure. Phonon dispersion of (TaSe4)2I reveals weakly unstable modes

with imaginary frequencies (ω2 < 0) at the Γ (22i cm−1), Σ (13i cm−1) and X (9i cm−1)

points of the BZ. Unstable modes at Γ involve displacements of Ta atoms along the chain

direction (c-axis) leading to tetramerization of Ta atoms, analogous to Peierls distortion

in one-dimension metal. With only weak nesting of the Fermi surface, we trace the origin

of CDW to strong electron-phonon coupling. High Grüneisen parameters of the unstable

mode at Γ indicate strong anharmonic vibration of Ta atoms along c-axis, scattering off

the heat-carrying acoustic phonons, leading to low thermal conductivity of (TaSe4)2I.





Chapter 2

Methods and Formalism

Materials are composed of fundamental particles, electrons and nuclei, which determine

the properties of materials and processes at the atomistic level. The interactions between

nuclei and electrons is described by quantum mechanical laws and hence, development of

efficient techniques to solve the many-body system is crucial. However, exact analytical

solution of full, many-body Schrödinger equation (SE) describing the system is impossible.

So, one can make approximations for the ground state to deal with the complexity of the

problem. Density functional theory (DFT) is the a highly accurate and most widely used

state-of-the-art method for ab initio calculations of the structure and properties of atoms,

molecules, crystals, surfaces and nanosystems and discovery of materials for science and

technology. Nearly all physical properties of a material can be determined from the deriva-

tives of energy as a function of an external perturbation. The first derivatives of energy

w.r.t strain, magnetic field and atomic positions give stress, magnetization and forces re-

spectively and elastic constants, magnetic susceptibility and interatomic force constants

are second derivatives of energy w.r.t. strain, magnetic fields and atomic positions.
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2.1 Introduction

In this chapter, we briefly describe the computational methods employed in our calcula-

tions within the framework of density functional theory (DFT) mentioning various ap-

proximations entering in the calculations. DFT is primarily a theory of electronic ground

state structure. The many-body Hamiltonian of a system of electrons and nuclei is defined

as [4]:

Ĥ = − ℏ2

2me

∑
i

∇2
i +

1

2

∑
i ̸=j

e2

|ri − rj|
−
∑
i,I

ZIe
2

|ri −RI |

−
∑
I

ℏ2

2MI

∇2
I +

1

2

∑
I ̸=J

ZIZJe
2

|RI −RJ |
, (2.1)

where me and MI are the masses of electron and I th ion respectively, e is the charge of

an electron, ℏ is the Planck’s constant and ZI is the charge of the I th ion. ri and RI are

the position vectors of ith electron and I th ion respectively. The first and fourth terms in

Eq. (2.1) are the kinetic energy of electrons and nuclei respectively. Second, third and fifth

terms represent electron-electron, electron-nuclei and nuclei-nuclei Coulomb interactions,

respectively. As the mass of the nuclei is significantly larger than that of electron, MI ∼

1836∗me, the kinetic energies of ions are small and can be ignored. This approximation is

known as Born-Oppenheimer or adiabatic approximation. The electronic time scales are

small enough that the electrons can relax to their instantaneous ground states in the time

scale required for the nuclear motion. As the motion of electrons and nuclei are decoupled

within the adiabatic approximation,, the many body wavefunction can be written as a

product of electronic and nuclear wavefunctions given as:

Ψ(R, r, t) =
∑
n,n′

ϕn(R, t)ψn′(R, r). (2.2)
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ψn′(R,r) are the electronic wavefunctions, which depend on the nuclear or ionic posi-

tions R. ϕn(R) are nuclear wavefunctions but are independent of electronic positions r.

Electronic many-body wavefunctions are determined by the solution of time independent

Schrödinger equation:

ĤΨ(R, r) = ϵΨ(R, r). (2.3)

Substituting Eq. 2.1 and Eq. 2.2 in Eq. 2.3 we get

[
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2me
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i −
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ZIe
2

|ri −RI |
+

1

2

∑
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+

1

2

∑
I ̸=J

ZIZJe
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|RI −RJ |

]
ψn(R, r)

= En(R)ψn(R, r)

(2.4)

and [
− ℏ2

2MI

P∑
I=1

∇2
I + En(R)

]
ϕn(R) = ϵnϕn(R). (2.5)

The ground state or the lowest energy state ψ0(r) is determined by finding the minimum

of total energy (Eq. 2.6) with respect to all the parameters defining ψ(r).

Etot[ψ] =

〈
ψ
∣∣∣Ĥe

∣∣∣ψ〉
⟨ψ | ψ⟩

, where

Ĥe = T̂ + V̂ee + V̂ext.

(2.6)

Electronic wavefunctions have to be antisymmetric as electrons are Fermions. While Born-

Oppenheimer approximation partially resolves the difficulty in determining the quantum

mechanical ground state for a given set of atomic positions (RI), ψi is still a function of

3N number of variables (N=number of electrons) and hence determination of the ground

state still remains quite hard and requires additional approximations.
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2.2 Density Functional Theory

Density functional theory (DFT) is a standard method of calculation providing insight

into electronic and structural properties of materials. The main idea behind density

functional theory is that it casts the interacting many-body problem into a set of single

particle problems via the charge density of the electrons, where many-body effects are

included through the exchange-correlation energy functional. The foundation of DFT lies

on the basis of two powerful theorems given by Hohenberg & Kohn [95] in 1964, followed

by their practical implementation by Kohn & Sham [14] in 1965 which became effective

in prediction and explanation of the properties of materials through computations using

only atomic numbers as the input.

The modern electronic structure calculation began with the idea of L. H. Thomas and

E. Fermi [96], who around the same time of Hartree, thought that the full electronic

density can be used as a fundamental variable in many body problems rather than the

complicated many-body wave function itself. Their approximation is known as Thomas-

Fermi approximation.

2.2.1 Thomas-Fermi model

Thomas and Fermi wrote the total electronic energy of an inhomogeneous system as a

functional of electron density n as given below,

Eα[n] =

∫
n(r)ϵα[n(r)]dr, (2.7)

where ϵα[n(r)] is the energy density which consists of the contributions coming from the

kinetic, exchange and correlation energies of a homogeneous electron gas for which good

approximations already exist. This energy density is calculated locally in terms of n(r)

at every point and integrated over whole space to get the total energy. This is known

as local density approximation (LDA). The above expression in the square bracket of Eq.
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(2.7) is called a functional as it is a function of another function (i.e. electron density

n(r)).

The exchange and correlation effects were introduced in the same local spirit by Dirac [97]

and Wigner [98] respectively and are given by,

EX [n] = −CX

∫
n(r)4/3dr (2.8)

EC [n] = −a
∫

n(r)4/3dr

b+ n(r)1/3
, (2.9)

where CX = 3
4
(3/π)1/3. a, b are numerical constants. When exchange interaction is

included, the theory is called Thomas-Fermi-Dirac approximation. Finally the total elec-

tronic energy according to the Thomas-Fermi-Dirac theory as a functional of electron

density can be written as,

ETFD[n] = Ck

∫
n(r)5/3dr +

∫
n(r)νext(r)dr

+
1

2

∫∫
n(r)n(r’)

|r− r’|
drdr’− CX

∫
n(r)4/3dr + EC [n],

(2.10)

where
∫
n(r)νext(r)dr = Vext is the external field arising from the electron-ion interactions

and Ck = 3
10

(3π2)2/3.

2.2.2 Hohenberg-Kohn Theorems

The foundations of DFT were laid by Hohenberg and Kohn who showed that the electronic

ground-state total energy can be expressed as a functional of the ground-state charge

density, and another theorem by Kohn and Sham, which states that the ground-state

charge density can be determined by a set of self-consistent one-body equations including

many-body effects in the exchange-correlation energy functional of density. The two

landmark theorems can be stated as follows:
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Theorem I: For any system of interacting particles in an external potential Vext(r), the

potential Vext(r) is uniquely determined by the ground state electronic density n0(r) of the

system within the ambiguity of an additive constant.

Theorem II: A universal functional of energy E[n] can be defined for any external poten-

tial Vext(r). The ground state energy of a system is the global minimum of this functional.

The electronic density n(r) which minimizes the functional is called ground state density

n0(r) of the system.

These two theorems reduce the number of variables of a function from 3N (in equation

2.4) to 3 (in n(r)). As the total energy is a function of ground state electron density, the

theory is known as density functional theory. The total energy functional is given by,

EHK [n] =T [n] + Eee[n] +

∫
drVext(r)n(r) + Eion−ion

=FHK [n] +

∫
drVext(r)n(r) + Eion−ion.

(2.11)

T [n] and Eee[n] are the kinetic and potential energies of interacting electron system. EII

represents the coulomb interaction energy of nuclei.

These theorems do not provide a practical scheme for determining the ground state elec-

tron density or energy of an interacting electron system. Kohn and Sham in 1965 proposed

a method for determining ground state electron density n0(r).

2.2.3 Kohn-Sham ansatz

The Hohenberg-Kohn theorem is not complete since it cannot provide information about

the exact form of the functional F [n]. For a system of interacting electrons, all the

particles repel each other, and exchange leads to a lowering of the energy. The interactions

between the electrons make the motion of the particles to be correlated which can further
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reduce the energy of the mutual interaction. A very useful and effective approximation

for the universal energy functional F [n] was proposed by Kohn and Sham in 1965 [14].

The idea of Kohn-Sham is that if one can find any non-interacting electronic system

that produces the same electronic density as that of the interacting system, then the

kinetic energy of the electrons can be approximated through one electron orbitals. The

kinetic energy calculated in this way is not exactly the same as that of the kinetic energy

obtained from the many-body wave functions. The missing fraction in the energy comes

due to the correlation among the electrons which can be included in correlation effects

in the exchange-correlation energy functional. Thus, calculations of an original system

can be performed on an auxiliary non-interacting particles system with the total energy

functional given by,

EKS = Ts[n] +

∫
drVext(r)n(r) + EXC [n] + EH [n] + EII . (2.12)

Terms in Eq. (2.12) are described below:

n(r) is charge density of auxiliary system determined by the sum of square of Ne non-

interacting electrons′ wavefuctions (ψi(r)):

n(r) =
Ne∑
i=1

|ψi(r)|2, and Ne =

∫
dr n(r). (2.13)

Ts[n] is the kinetic energy of Ne non-interacting electrons, and given by,

Ts[n] = − ℏ2

2me

Ne∑
i=1

⟨ψi(r)|∇2|ψi(r)⟩. (2.14)

EH [n] is the Hartree energy, classical interaction energy of the electron density interacting
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with itself, and define as,

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′. (2.15)

EXC [n] is the exchange-correlation energy of electrons that takes into account of (i) dif-

ference in kinetic energy of the many-body interacting system and set of non-interacting

system, and (ii) residual energy contributions due to the exchange asymmetry and corre-

lations. EXC is given by,

EXC [n] = (T [n] − Ts[n]) + (Eint[n] − EH [n]), (2.16)

where [n] denotes a functional of the electron density n(r). The exact form of EXC [n] is

unknown, and will be discussed shortly. In this approch, the Hamiltonian of an auxiliary

non-interacting particles is called Kohn-Sham Hamiltonian (HKS), and written as,

HKS = − ℏ2

2me

∇2 + VKS(r), (2.17)

where VKS(r) is Kohn-Sham potential expressed as,

VKS(r) = Vext(r) + VH(r) + VXC(r), (2.18)

where Vext(r), VH(r) and VXC(r) = ∂EXC [n]
∂n(r)

are external, Hartree and exchange-correlation

potentials, respectively. Now, one can write single-particle Kohn-Sham equations as,

HKSψi(r) = ϵiψi(r), (2.19)
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Figure 2.1: Flow chart for the iterative solution of Kohn-Sham equations.
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the solution of Eq. (2.19) is a self-consistent iterative method, and illustrated in Fig. 2.1.

2.2.4 Basis sets

There are three basic approaches to the calculate the Kohn-Sham wavefunctions in ma-

terials, which are equally accurate provided they are applied carefully and taken to com-

parable convergence. In Kohn-Sham formalism, the independent-particle wavefunctions

are expanded using basis sets and these methods are classified based on their basis sets.

The commonly used basis sets are plane waves, atomic orbitals and a combination of both

known as mixed basis.

Plane wave basis is used widely due to their simplicity and absence of Pulley forces. Since

plane wave are eigenfunctions of the Schrödinger equation with constant potential, they

are the natural basis for description of band structure of many materials including sp-

bonded metals and semiconductors. The Kohn-sham wavefunction in the plane basis can

be expanded as,

ψi,k(r) =
∑
|G|

Ci,(k+G)e
i(k+G).r, (2.20)

where G is the reciprocal lattice vector and k is Bloch wavevector at which Kohn-Sham

equations are solved [99, 100]. This expansion is infinite and is truncated to make it

computationally feasible. To truncate the set of G vectors, a kinetic energy cutoff is

used. The number of reciprocal lattice vectors in the sum is limited by including all those

vectors which satisfy the condition,

ℏ2

2me

|k + G|2 ≤ Ecut. (2.21)

The cutoff energy (Ecut) is increased until the calculated energy converges.

Atomic orbital basis [101] captures the essence of atomic-like features of wave- functions

of molecules and solids. Mixed basis is a more general basis where the atomic-like features
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are incorporated near the core, and smoothly varying (plane waves) away from the nucleus

[102]. We have used plane wave basis in all our calculations here.

2.2.5 Exchange-Correlation Energy Functional

Electrons are Fermions, hence the wavefunction of many electron system should be asym-

metric under exchange of any two electrons. This produces a spatial separation between

the electrons that have the same spin causing a reduction in the Coulomb energy of the

electronic system. This reduction in energy due to antisymmetric nature of wavefunction

is known as the exchange energy, and this is referred to as the Hartree-Fock approxima-

tion. Coulomb energy of the system is also reduced at the cost of an increase in kinetic

energy when the electrons of the same spin are spatially separated. The difference between

the many body energy of an electronic system and that calculated in the Hartree-Fock ap-

proximation is called the correlation energy. Formulation of a correct exchange-correlation

functional is one of the bottlenecks in DFT due to electron-electron interactions involved.

Kohn Sham replaces many electron problem by single electron equation. The exchange-

correlation energy functional Kohn Sham approach can be defined as:

EXC [n(r)] = T [n(r)] − T◦[n(r)] + Eee[n(r)] − EH [n(r)] (2.22)

where, T◦[n(r)] and Eee[n(r)] are exact kinetic and electron-electron interaction energies

respectively. Since, exact value of Exc is not known; so various approximations based on

electron density have been introduced to describe it.

Local density approximation (LDA): In LDA, the exchange-correlation energy of an

electronic system is constructed by assuming that the exchange-correlation energy per

electron (ϵXC(r)) at a point r in the electron gas is equal to the exchange-correlation

energy per electron of a homogeneous electron gas that has the same density as the
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electron density at a point r. Thus,

ELDA
XC [n(r)] =

∫
ϵXC(r)n(r)d3r (2.23)

and

δEXC [n(r)]

δn(r)
=
∂[n(r)ϵXC ]

∂n(r)
(2.24)

where

ϵLDA
XC (r) = ϵhomXC [n(r)] (2.25)

The LDA approximation proves to be very successful for many systems especially for

those whose electron density is quite uniform such as bulk metals, ionic crystals etc. But

it fails to produce some properties (e.g. band gap) in semiconductors, strongly correlated

systems due to fact that the excitation spectrum of homogeneous electron gas is gap-

less and exchange-correlation energy is regular [103]. LDA also fails to capture weak

intermolecular bonds, hydrogen bonds etc. The Perdew-Zunger (PZ) [104], Perdew-Wang

(PW) [105], and Vosko-Wilk-Nusair (VWN) [106] functionals are the LDA functionals

used commonly in calculations, which interpolate between exact results available at high

and low densities n.

Generalized gradient approximation (GAA): GGA is an improved version of the

LDA in which several aspects which were not present in LDA like inhomogeneity of

electrons, non-local exchange correlation effect, complete cancellation of self-energies of

electrons are taken into account. The exchange correlation energy in GGA [4] can be

written as:

EGGA
XC [n(r)] =

∫
d3rn(r)ϵXC [n(r), |∇n|, |∇2n|, · · · ] (2.26)
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GGA method turns out to be better than LDA in the sense that it improves binding

energies, bond lengths and also improves the band gap of semiconductors over LDA.

Perdew and Wang (PW91) [107] and Perdew, Burke and Ernzerhof (PBE) [108] are some

of the functional within GGA.

2.2.6 Pseudopotential approximation

The wavefunctions of a given atom are the eigenstates of the atomic Hamiltonian. The

electronic states of an atom fall into three main categories. (i) Core states: which are

highly localized and do not take part in chemical bonding, (ii) valence states: which are

located far from the nucleus, hence extended and responsible for chemical bonding, and

(iii) semi-core states: these states are in between the core and valence states. They are

localized and polarisable, but usually do not contribute directly to chemical bonding.

The core states are localized in the vicinity of the nucleus. In an atom, the core electrons

are tightly bound to the nucleus, and their wavefunctions are highly peaked in the region

close to the nucleus. Therefore, a large number of plane-wave components are required

for the plane-wave expansion of the wavefunctions to represent such steep wavefunctions.

The valence states are oscillating in nature near the core region to maintain orthogonality

with the core electrons. This rapid oscillation of the valence electrons causes large kinetic

energy in the core region, which roughly cancels the large potential energy due to the

strong Coulomb potential. The valence electrons are much more weakly bound to the

nucleus than the core electrons.

Therefore, it is convenient to replace the strong Coulomb potential and the core electrons

by an effective pseudopotential. The rapidly oscillating valence electron wave-functions in

the core region can be replaced by the pseudo-wave-functions, which shows smooth vari-

ation in the core region instead of rapid oscillation. The pseudopotential approximation

has to be developed carefully in order to reproduce the properties of the true potential.

To formulate pseudopotentials one has to follow two main steps. At the first step the core
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Figure 2.2: Schematic representation of an all electron potential (dotted line) and pseu-
dopotential (solid line) along with corresponding wavefunction. Images by Sassospicco is
licensed under CC BY-SA 1.0.

electrons are removed from the calculation, and the interaction of the valence electrons

with the nucleus plus the core states (including orthogonalization) is replaced by an ef-

fective, screened potential. The effective potential depends on the angular momentum of

the valence electrons.

In the second step, the interaction between the core electrons and the ions, which is known

as the ion-electron interaction that includes the orthogonality of the valence wavefunctions

to the core states, is replaced by a softer pseudopotential. The solution of the atomic Schr

odinger equation using the pseudopotential gives a pseudo-wavefunction which is different

from the true wavefunction.

The pseudopotential, however, is constructed in such a way it should keep certain features

the same as for the all-electron potential, e.g., the scattering properties, phase shifts, etc.

The main concept behind developing a pseudopotential is that the pseudo wavefunctions

should have the scattering properties identical to the valence and core electrons. The pseu-
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dopotential will be angular momentum dependent since the scattering properties depend

on the angular momentum component of the valence wavefunction. Pseudopotentials with

an angular momentum dependence are called non-local pseudopotentials.

The behavior of pseudopotential in different regions of radius r (see Fig. 2.2) is defined

by a cut-off radius (rc). For r ≥ rc, all-electron and pseudo wavefunctions of valence

electrons are identical. For r < rc, energy eigenvalues and scattering properties are con-

served by the pseudo-wavefunctions. If the charge density of each pseudo wavefunction

is equal to the charge density of the actual wavefunction inside the region r < rc, the

pseudopotential is known as a norm-conserving pseudopotential [109]. This is generalized

in ultrasoft pseudopotentials [110], where the total charge in r < rc region is conserved

along with augmented charge density.

2.2.7 Norm-conserving pseudopotentials

The most important and necessary condition to obtain the exchange-correlation energy

accurately is that the real and pseudo wavefunctions should be identical outside the core

region, so that both wavefunctions should give the same charge densities. The norm-

conserving pseudopotentials should satisfy:

∫ rc

0

ψ∗
AE(r)ψ∗

AE(r)dr =

∫ rc

0

ψ∗
ps(r)ψ

∗
ps(r)dr, (2.27)

where AE and AE are the all-electron and pseudo wavefunctions, respectively. The con-

dition in Eq. (2.27) ensures that the all-electron and pseudo wavefunctions are equal

outside the core region [109]. In practice, this can be achieved by using a non-local pseu-

dopotential which uses a different potential for each angular momentum component of

the pseudopotential. This kind of pseudopotential can describe the scattering properties

from the ion core very well. The non-local norm-conserving pseudopotentials can describe

the scattering properties of an ion in a variety of atomic environments which makes them
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highly transferable.

2.2.8 Ultrasoft pseudopotentials

One more step forward in the field of electronic structure calculations was the introduction

of ultrasoft pseudopotentials, suggested by D. Vanderbilt [110]. The devel- opment of

ultrasoft pseudopotentials reduces the limitations of norm-conservation, and lowers the

computational cost. That portion of the electronic charge which is not conserved in the

pseudo wavefunction is included by adding an ‘augmentation’ charge in the core region of

the pseudo wavefunction. To deal with this augmented charge, in addition to the plane

wave energy cutoff, one has to introduce a larger cut off for the electronic charge density.

The value of this charge density cut off should typically be 8 to 12 times the value of the

energy cutoff for the plane wave basis sets.

2.2.9 Projector Augmented Wave method (PAW)

The principle of the Projector Augmented Wave (PAW) method is to represent the elec-

tronic wave functions in a system using a set of projectors that are centered on the atomic

nuclei. The PAW method is based on the idea of a pseudopotential, where the effects of

the core electrons in a system are approximated and the valence electrons are treated

explicitly in the calculations. The projectors in the PAW method are used to describe

the core electrons, which are not treated explicitly in the calculations. The projectors are

chosen such that they accurately represent the core-valence interactions in the system.

The valence electrons are treated explicitly in the calculations and are described by a wave

function that is orthogonal to the wave functions described by the projectors. The PAW

method allows for the calculation of the electronic structure of a system while reducing

the computational cost compared to fully treating both the core and valence electrons.

This is because the core electrons are not explicitly treated, but their effects are included
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through the use of the projectors.

2.2.10 Dispersive interaction

GGA functionals including hybrid schemes have a general drawback that they can not

describe long-range electron correlations that are responsible for van der Waals (vdW,

dispersive) forces [111,112] as they replace part of the local HF exchange by nonlocal HF

exchange. The vdW interactions between atoms and molecules play an important role in

many chemical problems [113]. In recent years, to include these dispersive interactions in

DFT calculations, several methods have been developed. These interactions are divided

into two classes, (1) treatment of dispersion interaction as semi-empirical corrections on

top of existing local functionals, and (2) to develop non-local exchange-correlation energy

functionals that can incorporate the London interactions [114, 115]. To account for such

weak interactions between layers of materials such as graphene/h-BN heterostructures,

MoTe2, MoS2, VSe2, GdTe3 and (TaSe4)2I we have used parametrized DFT-D2 scheme

of Grimme [114]. This gives a fairly accurate treatment of London dispersion interactions

at relatively low computational cost, and we briefly describe the formulation below. The

total energy with dispersion correction is given as,

EDFT−D2 = EKS−DFT + Edisp (2.28)

where EKS−DFT is the self-consistent Kohn-Sham energy and Edisp is the empirical dis-

persion correction given as,

Edisp = −s6
Nat−1∑
i=1

Nat∑
j=i+1

Cij
6

R6
ij

fdmp(Rij) (2.29)

Here, Nat is the number of atoms in the system, C6 denotes the dispersion coefficient

for atom pair (i, j), s6 is a global scaling factor that depends only on the approximate
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functional used in KS − DFT , and Rij is an interatomic distance. In order to avoid

near-singularities at small R, a damping function fdmp must is used:

fdmp(Rij) =
1

1 + e−d(Rij/Rr−1)
(2.30)

Here, Rr is the sum of atomic van der Waals radii and the parameter d determines the

dispersion corrections to the total energy and is fixed to 20 by Grimme to give accurate

dispersion energies, but still maintaining negligible energies for typical covalent bonding

situations. The dispersion coefficient Cij
6 for a given pair of atoms i and j, is taken as a

geometric mean of the individual coefficients,

Cij
6 =

√
Ci

6C
j
6 (2.31)

2.3 Phonons

Phonon is a quasiparticle and quantum of vibrational energy associated with collective mo-

tion of atoms in materials. The concept of phonons provides a powerful tool to study the

properties of materials which are governed by atomic displacements. Phonon-dispersion,

behavior of vibrational frequency (ω) versus wave-vector (q), reveals interesting physics

of materials that governs stability of structures, thermodynamic properties and struc-

tural phase transformation of crystalline materials. There are two types of phonons: (i)

stable phonons (ω2 > 0) and (ii) unstable phonons (ω2 < 0). Frozen-phonon and linear-

response methods are the two methods which are commonly used to calculate phonons

from first-principles.
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2.3.1 Frozen-phonon method

Within Born-Oppenheimer approximation, electrons remain in their ground state and

total energy is only a function of ionic positions (RI). The adiabatic motion of ions is

governed by this Born-Oppenheimer surface (E(RI)). The amplitude of atomic vibration

is typically small compared to the interatomic distance. The position of the I th atom is

RI = R + uI , uI is vibrating displacement of the I th atom from its equilibrium position

(R).

The potential energy is expressed as a Taylor expansion in u:

V = V0 +
∑
I,α

∂E

∂RI,α

|u=0 uIα +
1

2

∑
I,J,α,β

∂2E

∂RI,α∂RJ,β

|u=0 uIαuJβ +O(u3). (2.32)

At the equilibrium atomic positions, forces acting on the atoms are zero, and hence the

second term of Equation 2.32 is zero. Ignoring the terms V0 and O(u3), force constant

matrix KIJ,αβ from the quadratic term in u is given by,

V =
1

2

∑
I,J

∑
α,β

∂2E

∂RI,α∂RJ,β

|u=0 uIαuJβ

=
1

2

∑
I,J

∑
α,β

KIα,JβuIαuJβ.

(2.33)

Solving the equation of motion of these harmonic oscillators, we get,

MI
∂2uIα
∂t2

= −
∑
J,β

KIα,JβuJβ. (2.34)

Assuming the time dependence of uIα to be,

uI(t) = uIe
iωt, (2.35)
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equation 2.34 reduces to,

ω2MIuIα =
∑
J,β

KIα,JβuJβ. (2.36)

We can get phonon frequencies (ω: eigenvalue) and eigenvectors (u) by solving the above

eigenvalue equation. For the atomic system, the force constant matrix is (3N × 3N)

dimensional and there will be 3 normal mode frequencies. Phonon frequencies determine

the thermal stability of the structure. When ω2 > 0 (stable system), the excitation of

any phonon mode with frequency ω increases the energy of the system. In an unstable

system (ω2 < 0), a finite amplitude of unstable phonon mode results in lowering of the

total energy of the structure.

In the frozen phonon method, we calculate total energy and forces (within the framework

of density functional theory) by displacing the atoms by small amount (±d). The force

constant matrix is obtained with:

KIα,Jβ ≈ − ∆FI,α

∆RJ,β

≈ −∆FI,α

2 d
, (2.37)

where d is the amplitude of atomic displacement that is frozen in each direction. We

can determine phonons at q ̸=0 using frozen phonon method by considering supercells

(commensurate with the q-vector) and obtain the full phonon dispersion. Thus, it is

computationally expensive and time consuming to calculate phonons at q ̸=0 with frozen

phonon method. Density functional perturbation theory overcomes this drawback of

frozen phonon method.

2.3.2 Density functional perturbation theory

Density functional perturbation theory is a linear response theory used to calculate re-

sponse functions (physical property such as phonons, force, stress, dielectric constant and
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Born effective charges) as the second derivatives of total energy with respect to external

perturbation (λi). The first and second derivatives of energy are,

∂E

∂λi
=
∂Eion−ion

∂λi
+

∫
dr
∂Vext(r)

∂λi
n(r),

∂2E

∂λiλj
=
∂2Eion−ion

∂λiλj
+

∫
dr
∂2Vext(r)

∂λi∂λj
n(r) +

∫
dr
∂n(r)

∂λi

∂Vext(r)

∂λj
.

(2.38)

The first-order change in electron density with respect to λi is determined by linearizing

equation 2.13 as

∆n(r) =2Re

Ne/2∑
i=1

ψ∗
i (r)∆ψi(r). (2.39)

The variation in Kohn-Sham wavefunctions can be evaluated by solving first-order per-

turbation theory:

(HKS − ϵi)|∆ψi⟩ = − (∆VKS − ∆ϵi)|ψi⟩. (2.40)

∆ϵi (= ⟨ψi|∆VKS|ψi⟩) is the first-order variation in Kohn-Sham eigenvalues. The change

in Kohn-Sham effective potential (∆VKS) is given as:

∆VKS(r) =∆Vext(r) + e2
∫
dr′

∆n(r′)

|r− r′|
+

∫
dr′

∂2VXC(r)

∂n(r)∂n(r′)
∆n(r′). (2.41)

The response of electron density to external perturbation depends on the coupling between

occupied and empty electronic states, and ∆ψi is projected onto empty states manifold

(of gapped systems) and given by,

(HKS − ϵi)|∆ψi⟩ = − P̂empty ∆VKS|ψi⟩, (2.42)
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where P̂empty is the projection onto the empty states manifold and is defined as,

P̂empty = 1 − P̂occ; P̂occ =
Ne∑
i=1

|ψi⟩⟨ψi|. (2.43)

From the solution of (Eq. 2.42) this set of linear equations, the response properties of a

system can be obtained accurately and efficiently.

KIα,Jβ can be evaluated using DFPT by calculating the second derivative of total energy

with respect to atomic displacements. Born effective charges (Z∗) can be estimated using

DFPT as the mixed derivative of total energy with respect to electric field and atomic

displacements. The dielectric constant (ϵ∞) can be determined from the second derivative

of total energy with respect to the electric field.

As the responses to phonon perturbations with different wavelengths are decoupled, lin-

ear perturbation theory is beneficial over the non-perturbative approaches like frozen

phonon methods, and the calculation of phonon frequencies at arbitrary q-vectors can be

performed using DFPT without introducing supercells.
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Twisted heterostructures based on

Graphene and h-BN
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Chapter 3

Chemical route to twisted graphene,

graphene oxide and boron nitride †

3.1 Introduction

Two-dimensional (2D) layered materials have become an important area of research

[117–121]. An important development in this area is the generation of van der Waals

heterostructures formed by depositing a monolayer or a few layers of a 2D material on a

monolayer or few layers of the same or another 2D material [122, 123]. As an alternative

to van der Waals heterostructures, superlattices of 2D materials have been generated by

covalent cross-linking. These materials exhibit several novel properties [124–126]. An

exciting recent discovery is that of 2D superlattices of graphene formed by twisted bi-

layers [127–134]. Twisted bilayer graphene (tBLG) superlattice is reported to be super-

conducting. The tBLG superlattice has been fabricated using dry-transfer technique. A

†This work has been published in Chem. Eur. J. 26, 6499-6503 (2020) [116]. Reproduced with
permission from John Wiley & Sons, Inc.
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“tear-and-stack” technique was developed by Cao et al. to enable subdegree control of the

twist angle in twisted bilayer graphene [135]. Mogera et al. have synthesized superlattices

of twisted multilayer graphene (tMLG) by drop coating solution of a hydrocarbon such as

naphthalene on a Ni foil followed by Joule heating [136]. Selected area electron diffraction

(SAED) patterns reveal angular relations between the twisted layers of graphene. Twisted

multilayer graphene exhibits split spots with definite angular spacings in SAED pattern

unlike graphite, which shows hexagonal diffraction spots, suggesting angular deviations

from AB packing. Most of the methods reported for the synthesis of twisted graphene

require the use of substrates and are not amenable for large-scale synthesis.

Our experimental collaborators (Aditi Saraswat from Prof. C. N. R. Rao’s group at Jawa-

harlal Nehru Centre for Advanced Scientific Research) have generated twisted multilayer

graphene/h-BN superlattices chemically using trans-1,4-diaminocyclohexane (DACH) and

oxalic acid as the linkers. We have simulated twisted graphene and h-BN structures us-

ing first-principles density functional theory (DFT) calculations, as implemented in the

QUANTUM ESPRESSO package [137]. To simulate the interaction of linker molecules

(L1=trans-1,4-diaminocyclohexane, L2 = 1,5-diaminonaphthalene, L3 = Oxalic acid), we

have used (3×3, 5×5, 3×3) periodic supercells of graphene and h-BN. A vacuum of 15

Å was introduced along the z-direction to avoid interaction between the system and its

periodic image.

3.2 Experimental observations

Our experimental collaborators (Aditi Saraswat from Prof. C. N. R. Rao’s group at Jawa-

harlal Nehru Centre for Advanced Scientific Research) have prepared twisted multilayer

graphene oxide (tMLGO) superlattices by cross-linking graphene oxide (GO) layers with

the DACH linker by the carbodimide method. The SAED patterns of tMLGO shows a set

of diffraction spots spread out with angular spacings varying in the range 8–14o, directly
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Figure 3.1: SAED pattern (obtained by Aditi Saraswat from Prof. C. N. R. Rao’s group at
Jawaharlal Nehru Centre for Advanced Scientific Research) of twisted multilayer graphene
prepared using (a) trans-1,4-diaminocyclohexane and (b) 1,5-diaminonapthalene linker
and twisted multilayer hexagonal boron nitride using (c) Oxalic acid.

related to the angular rotations between individual GO sheets (Fig. 3.1(a)). Superlattice

of tMLGO was also obtained by using 1,5-diaminonapthalene as the linker (Fig. 3.1(b)).

Encouraged by the success in preparing twisted multilayer graphene, twisted superlattices

of h-BN have been prepared. The procedure involves dispersing amine-functionalized h-

BN, prepared by the reaction of boric acid and urea at a high temperature, and cross-

linking it with the oxalic acid linker in the presence of 1-ethyl-3-(3-dimethylaminopropyl)-

carbodiimide (EDC). Superlattices of tMLBN show split spots in SAED pattern, indi-

cating angular deviation from the AB packing responsible for keeping layers decoupled
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(Fig. 3.1(c)).

3.3 Computational details

We have employed the Quantum ESPRESSO package [137], in which we treat only the

valence electron by replacing the potential of iconic cores with ultrasoft pseudopotentials.

The exchange-correlation energy of the electrons is treated within a generalized gradient

approximation (GGA) [138] with a functional form parametrized by Perdew, Burke, and

Ernzerhof (PBE) [139]. The electronic wave functions and charge density are represented

in plane wave basis sets truncated at energy cut-offs of 40 Ry and 320 Ry respectively.

Brillouin zone (BZ) integrations were sampled on a uniform 3×3×1 mesh of k-points.

The discontinuity in occupation numbers of electronic states was smeared using a Fermi-

Dirac distribution function with broadening temperature of kBT = 0.003 Ry. As the PBE

functional does not capture long range van der Waals interaction, we include van der Waals

(vdW) interaction using PBE+D2 method of Grimme [140]. The electronic spectrum was

calculated at Bloch wave vectors along the high symmetry lines (Γ−K−M−Γ) in the

Brillouin Zone.

Figure 3.2: Structure of organic linkers (a) trans-1,4-diaminocyclohexane, (b) 1,5-
diaminonaphthalene and (c) oxalic acid.
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3.4 Results and Discussion

Our first-principles based DFT calculations throw light on the structure and interactions

at the interface of linker and 2D monolayer: graphene–trans-1,4-diaminocyclohexane−grap-

hene (G−L1−G), graphene–1,5-diaminonaphthalene–graphene (G−L2−G) and h-BN−Oxa-

lic acid−h-BN (h-BN−L3−h-BN). In relaxation of structure, we start with a single layer

of graphene/h-BN and a linker molecule attached to it (Fig. 3.3). Using bond lengths,

bond angles and orientation of the linker with respect to the monolayer of graphene/h-BN

in the optimized structure, another layer of graphene/h-BN is attached to the other side of

the linker. As a result, the second layer gets placed with a twist by an angle with respect

to the first monolayer. We then simulate the chemically twisted bilayer graphene/h-BN

by stacking two layers of graphene such that one layer is rotated with respect to the

other by an angle θ. We start with a graphene layer with the superperiodicity defined

by (N,M) and (-M,N + M) vectors and rotate it by +θ/2. The second graphene layer

with periodicity (M,N) and (-N,M +N) vectors is rotated by −θ/2. The commensurate

tBLG is labelled by integers (N,M) (Fig. 3.4). These integers (N,M) are related to the

twist angle θ and the number of atoms Natom in the supercell of size Lcell using Eq. 3.1,

Eq. 3.2 and Eq. 3.3 [141]:

cosθ =
N2 + 4NM +M2

2(N2 +NM +M2)
, (3.1)

Lcell = d
√

3(N2 +NM +M2), (3.2)

Natom = 4(N2 +NM +M2), (3.3)

where d is the C−C distance in the graphene layer.

Commensurate tBLG has the hexagonal symmetry because of C3 rotational symmetry of
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Figure 3.3: Optimized structures of (a) graphene–trans-1,4-
diaminocyclohexane−graphene (G−L1−G), (b) graphene–1,5-
diaminonaphthalene–graphene (G−L2−G) and (c) h-BN−Oxalic acid−h-BN (h-
BN−L3−h-BN).

graphene. Fig. 3.5 shows moiré patterns of graphene/h-BN for various twist angles and

exhibit interesting patterns. The smaller the rotation angle, the bigger the periodicity

and the discrete the moiré pattern.

The calculated C−C bond length at the interface of G–L1 is 1.56 Å. In G–L2 and h-

BN–L3, the C−C and B−N bond lengths are 1.66 Å and 1.62 Å respectively. The theo-

retical twist angles in G–L1–G, G–L2–G and h-BN–L3–h-BN are 17.98o, 9.438o and 13.78o,

respectively. Electronic density of states (DOS) (Fig. 3.6) of these chemically linked bi-

layers show a peak at EF associated with the covalent bond between the linker and the

graphene/h-BN sheet. This can be understood from the orbital-projected density of states

(Fig. 3.6(d-f)), in which we see an overlap between the 2p orbitals of carbon atom of the

linker molecule and 2p orbitals of carbon atom in graphene sheet in G–L1 and G–L2 and

2p orbitals of boron in boron nitride and N-2p of linker in h-BN–L3. In the optimized

geometries of linker-monolayer complexes shown in (Fig. 3.3), we note an out-of-plane
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Figure 3.4: (a) Graphene sheet with a superperiodicity defined by the two (N,M) and
(-M,N + M) vectors and rotate it by +θ/2. (b) Similarly, take a graphene sheet with
periodicity defined by the (M,N) and (-N,M + N) vectors and rotate it by −θ/2. (c).
The commensurate tBLG with the twist angle θ and the periodicity Lcell is obtained by
stacking rotated graphene sheets as shown in (a) and (b).

displacement of the carbon atom of graphene in response to bonding interaction with

L1 and L2 (and boron of boron nitride due to bonding with L3), suggesting a change in

hybridization from sp2 to sp3.
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Figure 3.5: Moiré patterns for twist angles θ of (a) 17.98o, (b) 9.43o in graphene
and (c) 13.78o in boron nitride, which arise from the chemical linkers L1 = trans-1,4-
diaminocyclohexane, L2 = 1,5-diaminonaphthalene, L3 = oxalic acid.

In contrast to the electronic structure of monolayered graphene which exhibits Dirac

cones [142] at K -point, the chemically twisted graphene exhibits energy bands with a

gap at K -point (Fig. 3.6(a, b)). Electronic structure of chemically twisted boron nitride

shows a smaller bandgap of 0.3 eV compared to a band gap of 6.08 eV in monolayered

h-BN (Fig. 3.6(c)). Boron nitride sheets form N−C bonds with the linker as seen from

the overlap of the corresponding orbitals in (Fig. 3.6(f)). An interesting feature common

to twisted graphene and h-BN is the appearance of a nearly flat band near EF (Fig. 3.6(a-

c)). Visualization of wavefunctions of the flat band at EF at the Γ-point shows that the

band has contributions from the 2p orbitals of both linker and graphene/h-BN and the

charge distribution is confined only up to the graphene/h-BN and the carbon/nitrogen

of the linker bonded to the layers (Fig. 3.7). The red and blue colors denote sign of
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Figure 3.6: Electronic structure and projected density of states for G−L1−G (a,d),
G−L2−G (b,e) and h-BN−L3−h-BN (c,f) complexes.

the wavefunction (indicative of polarity) at the Gamma point. These bands are different

from the flat bands observed at the Fermi level in tBLG (AA-stacking) when the twist

angle θ = 1.08o [143]. The Fermi velocity for θ = 1.087o is close to zero and these nearly
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Figure 3.7: Visualization of wavefunctions of the flat band at EF at Γ-point of (a)
G−L1−G, (b) G−L2−G and (c) h-BN−L3−h-BN. The red and blue colors denote sign
of the wavefunction (indicative of polarity) at the Gamma point.

dispersion-less bands show highly localized charge density.

3.5 Conclusions

In conclusion, we have been able to prepare twisted graphene, graphene oxide and h-BN by

covalent linking of the layers. First-principles calculations corroborate the experimental

observations that covalent cross-linking of carboxylic groups of graphene (graphene oxide),

through amine functional groups of the linker as well as of amine groups of boron nitride

with carboxylic groups of the linker, leads to generation of interlayer twist in multilayer

graphene/h-BN.





Chapter 4

Berry curvature dipole senses

topological transition in a moiré

superlattice †

4.1 Introduction

Tailoring properties of two-dimensional materials by tuning the relative twist angle be-

tween successive layers has enormously increased the study and understanding of electron

correlation physics, such as superconductivity [145,146], orbital ferromagnetism [147,148]

and Mott insulator states [149, 150]. Twistronics has emerged as a new field where the

twist angle is a degree of freedom that can be exploited to obtain fascinating and novel

phenomena in materials [151, 152]. Bilayer graphene (TBG) is obtained by stacking two

†This work has been published in Nat. Phys. 18, 765-770 (2022) [144]. Reproduced with permission
from Springer Nature.
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single layers of graphene on top of each other where the typical interlayer distance is 3.35

Å. It can exist in different lattice orientations such as ‘Bernal’ or ‘AB’ which is energet-

ically more favourable than ‘AA’ arrangement. The rotational misorientation between

the two layers results in twisted bilayer graphene (TBG) with moiré superlattices con-

taining stacking domains related to the twist angle. Recently, magic-angle (θ = 1.1o)

TBG has attracted attention due to observation of several novel pheneomena in these

moiré systems [145, 150]. In particular, the observation of anomalous Hall effect, orbital

ferromagnetism and Chern insulating states point to the rich topology of these twisted

systems [147,148,153].

Exploring materials with new topological phases and probing their symmetries has been

at the forefront of modern research. Topology is often characterized by Berry curvature

that manifests as the quantum Hall effect [154] or anomalous Hall effect in magnetic ma-

terials [154,155]. Berry curvature is a mathematical concept that arises in the context of

the quantum mechanics of systems with degenerate energy levels. It is a measure of the

geometric phase acquired by a quantum state when it adiabatically evolves along a closed

loop in parameter space. The Berry curvature is defined as a vector field on the param-

eter space, and its integral over a closed loop is known as the Berry phase. Although

these effects have led to many breakthroughs in physics, these linear responses vanish in

systems that preserve time-reversal symmetry and inversion symmetry. However, even

in time-reversal-symmetry-protected systems, broken inversion symmetry can lead to the

first moment of Berry curvature, namely, a Berry curvature dipole (BCD), when further

spatial symmetries are reduced [156]. In the presence of an a.c. current (of frequency

ω) in such a system, the BCD can drive a second-order electrical response, namely, the

nonlinear Hall (NLH) voltage with zero (d.c.) and second-harmonic (2ω) frequencies.

Aligned with the recent interest in various nonlinear phenomena such as nonlinear optics,

there is a rapidly growing interest to look for quantum materials that host the NLH ef-

fect. In this work, we use twisted double bilayer graphene (TDBG), in which two copies
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Figure 4.1: Hysteresis in longitudinal resistance Rxx with displacement field (D/ϵ0) for a
doping below CNP at ν = −0.04 (a) and above CNP at ν = 0.04 (b). The arrows indicate
direction of sweeping D. On the negative D side, the red curve leads the blue curve in
(a), while it lags in (b). Such a change in hysteretic response due to doping cannot be
accounted for via charge traps in dielectric. The insets show the relative difference in V ω

xx

of up and down sweep. The relative difference is maximum around D/ϵ0 ∼ 0.23 Vnm1,
where a topological transition takes place. Experiments by Subhajit Sinha and Pratap
Chandra Adak from Prof. Mandar Deshmukh’s group at Tata Institute of Fundamental
Research, Mumbai.

of bilayer graphene are stacked together with a small twist angle of approximately 1.1o,

as a candidate system to study topological transitions using the NLH effect. Our central

result is change of Berry curvature dipole as the valley Chern number (Chern number

is a topological index that characterizes the total Berry curvature contained in a closed

two-dimensional surface in the Brillouin zone. It is an integer value that can take on

positive or negative values, and it is a measure of the Berry curvature polarization of the

bands enclosed by the surface) of these bands changes in twisted double bilayer graphene

(TDBG) with a small twist angle 1.1o. However in this chapter, we elucidate the origin of

hysteresis in longitudinal voltage V ω
xx governed by dopings near charge neutrality point

(CNP) as a function of the electric field suggesting switching between the metastable

states.
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4.2 Experimental observations

Our experimental collaborators (Subhajit Sinha, Pratap Chandra Adak and Prof. Man-

dar Deshmukh at Tata Institute of Fundamental Research, Mumbai) show hysteresis in

longitudinal voltage V ω
xx with displacement field (D/ϵ0) for dopings near charge neutrality

point (CNP) (Fig. 4.1). The CNP gap opens up at a nonzero electric field in twisted dou-

ble bilayer graphene, as a result of which we see an increasing trend in V ω
xx after a nonzero

electric field D/ϵ0 ∼ 0.2 Vnm1 is applied. The red (blue) curve indicates the data taken

while increasing (decreasing) the electric field. The insets in (Fig. 4.1(a) and Fig. 4.1(b))

show the difference in V ω
xx between the forward and backward sweep of the electric field,

normalized with measured V ω
xx in the forward direction. In figure 4.1, towards negative

electric field side, the red plot leads (lags) the blue plot. This shows a change in sense of

hysteresis governed by doping. We try to understand these results with our first-principles

calculations and modelling.

4.3 Computational details

Our first-principles calculations are based on density functional theory (DFT) as imple-

mented in Quantum ESPRESSO (QE) package [137]. We use ultrasoft pseudopotentials

to represent the interaction between ionic cores and valence electrons. The exchange-

correlation energy of electrons is treated within a generalized gradient approximation

(GGA) [138] with a functional form parametrized by Perdew, Burke, and Ernzerhof [139].

We truncated the plane wave basis used in expansion of Kohn-Sham wave functions and

charge density with energy cut-offs of 45 Ry and 360 Ry respectively. We used 18×18×1

uniform grid of k-points for sampling the Brillouin zone (BZ) integrations. The discontinu-

ity in occupation numbers of electronic states was smeared with broadening temperature

of kBT = 0.005 Ry using a Fermi-Dirac distribution function. We include van der Waals

(vdW) interaction using PBE + D2 method of Grimme [140]. The 2D system is simu-
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lated using a periodic supercell, with a vacuum layer of 12 Å separating adjacent periodic

images of the sheet. To simulate response to electric field, we add a saw-tooth potential

as a function z.

4.4 Results and Discussion

Twisted double bilayer graphene, TDBG, in our experiments is composed of two AB-

stacked bilayers of graphene rotated by an θ [157] and encapsulated from top and bottom

by hexagonal boron nitride (h-BN-TDBG-h-BN) (Fig. 4.2(b)). Thus, parallelly stacked

one atomic plane of hexagonal boron nitride and two layers of graphene (Gr-Gr-h-BN)

is a building block making a half of h-BN-TDBG-h-BN (upper trilayer) (Fig. 4.2(a)).

Interestingly, a single Gr-Gr-h-BN unit is noncentrosymmetric and lacks the horizontal

mirror symmetry. Hence, it is expected to have a non-vanishing polarization (dipole

moment perpendicular to the plane). We consider two different configurations of Gr-Gr-h-

BN which have been obtained by changing stacking sequences of Gr-Gr-h-BN (i) stacking

of h-BN same as bottom graphene and (ii) stacking sqeuence of h-BN not matching with

either of the two graphene layers. However, the energies of the two configurations are

comparable (0.1 meV) and we carry out our theoretical analysis with the first configuration

as a model.

We first examine the electronic structure of Gr-Gr-h-BN and find a band gap of ∼ 26

meV at K point (h-BN breaks sublattice symmetry of AB-stacked bilayer graphene,

(Fig. 4.3(a)). From the slope of macroscopic average electrostatic potential in vacuum,

our estimate of polarization of Gr-Gr-h-BN is P z ≈ -0.34 µC/cm2 (Fig. 4.4(b)). Thus,

Gr-Gr-h-BN has a nonzero polarization due to the broken inversion and horizontal reflec-

tion symmetries. This mechanism is similar to ferroelectricity in bilayer h-BN [158]. The

lower trilayer of TDBG is h-BN-Gr-Gr (Fig. 4.2(c)) and has exactly the same polarization
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Figure 4.2: (a) Structure of Gr-Gr-h-BN, (b) unit cell of twisted double bilayer graphene
encapsulated between hexagonal boron nitride (h-BN-TDBG-h-BN) with a rotation angle
of 21.78o and (c) structure of h-BN-Gr-Gr. The building blocks of h-BN-TDBG-h-BN are
Gr-Gr-h-BN and h-BN-Gr-Gr. The atomic species C, B and N are displayed in yellow,
grey and blue colors, respectively.

with opposite sign.

The sense of hysteresis in longitudinal and nonlinear Hall voltage for doping just below

charge neutrality point (CNP) is flipped on changing the doping to a point just above

CNP. To understand the metastable states governing this hysteresis, we present a rigid

band model for h-BN-Gr-Gr (lower trilayer) and Gr-Gr-h-BN (upper trilayer) of electronic

states coupling with electric field and determine polarization as a function of electric field.

Evolution of band energies with perpendicular electric field is modelled as

H i = ϵi + eE⟨Z i⟩ (4.1)

where i is the band index (i = 1 to 4 for the four bands close to Fermi at K point), ϵi

is energy of i th band, e is charge of an electron, E is electric field, ⟨Z⟩ is the average
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Figure 4.3: (a) Electronic structure of Gr-Gr-h-BN shows a band gap of 26 meV at K
point. Visualization of wavefunctions of four states near Fermi energy at K point of (b)
Band 1, (c) Band 2, (d) Band 3 and (e) Band 4 of Gr-Gr-h-BN shows contribution from pz

orbitals of carbon of graphene. The average position, ⟨Z⟩ in terms of interlayer distance
d = 3.2 Å for bands 2 and 3 is 3/2d, and 1/2d, respectively.

position of each state (Fig. 4.3(b-e)). ⟨Z⟩ is minus (-) for h-BN-Gr-Gr (lower trilayer)

and plus (+) for Gr-Gr-h-BN (upper trilayer), respectively. Band 2 of the lower trilayer

and band 3 of upper trilayer cross at E = -0.0039 V/Å (band 3 of lower trilayer and

band 2 of upper trilayer cross at E = 0.0039 V/Å), resulting in redistribution of charges

among these bands (Fig. 4.4(c)). We show that there exists two metastable states for

(i) E < -0.0039 V/Å and (ii) E > 0.0039 V/Å, with distinct polarization states in h-

BN-TDBG-h-BN, that can be accessed with electric field within our rigid band model

(Fig. 4.4(d)). However, the resistance associated with the two metastable states remains

the same. While the metastable states in h-BN-TDBG-h-BN are explained using the rigid
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Figure 4.4: (a) Electronic structure of Gr-Gr-h-BN shows a band gap of 26 meV at K
point. The inset shows spatial distribution of the wave functions of bands labelled 2 and
3. (b) Electric field (E) calculated from slope of average macroscopic potential of Gr-Gr-
h-BN in vacuum. (c) Evolution and crossing of band 2 and 3 at E = -0.0039 V/Å and E
= 0.0039 V/Å of upper and lower trilayer of h-BN-TDBG-h-BN as a function of electric
field using our rigid band model and (d) metastable states for (i) E < -0.0039 V/Å and
(ii) E > 0.0039 V/Å, with nonzero polarization in h-BN-TDBG-h-BN that are accessible
with electric field.

band model, the hysteresis in resistance seen in experiments can originate from the broken

symmetry, which can possibly arise from the distinction in coupling of top and bottom

gates inducing inhomogenous doping in the channel or by a twist between two trilayers.

To understand the role of a gate electrode, we obtain the difference in planar-averaged

electron charge density, ρ̄(z ) for n = 4 ×1012/cm2, E = 0.00625 V/Å and n = 4 ×1012/cm2,
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E = 0 V/Å with and without electric boundary conditions of a gate (Fig. 4.5(b) and

Fig. 4.5(c)) in h-BN-TDBG-h-BN with a twist angle θ = 21.78o. Asymmetry in ∆ρ̄(z) at

the atomic planes (red dashed lines in Fig. 4.5(b) and Fig. 4.5(c)) indicate accumulation

and depletion of electronic charge and local polarization arising from polarizability of pz

orbitals and a transfer of a tiny amount of charge. In the presence of gate, a positive

electric field (along ẑ) pushes the electrons to the bottom gate (the scale of y-axis in

Fig. 4.5(c) is higher than Fig. 4.5(b)), highlighting the inhomogenity in doping. We note

that a spontaneous electric dipole pz can also arise from the restructuring of the regions

with AA, AB, BA and BB stacking upon application of electric field [158] and contribute

to the observed hysteresis.

4.5 Conclusions

A periodic supercell to model boron nitride encapsulated TDBG with magic angle (θ) =

1.1o is rather large 31,332 atoms and first-principles theoretical analysis of its response to

gating electric field is computationally extremely expensive. To tackle this in realistic way,

we have used a combination of modeling and first-principles density functional theoretical

calculations. We note that the encapsulating h-BN sheets do impact properties of TDBG

and have not been included in any analysis so far. We have determined the effects of gate

electrodes and consequent doping in TDBG on its polarization with suitable electrostatic

boundary conditions in our first-principles calculations, using TDBG with a twist angle

∼21.8o consisting of 84 atoms as a model system, noting that it too has a broken inversion

symmetry. We analyze effects of perpendicular electric field on the TDBG in two steps,

focusing first on the coupling of field with the DBG (twist angle = 0) and then discuss

the effect of twist in terms of variation in stacking between the DBGs. Using a rigid band

model of frontier electronic states of DBG, we demonstrate that electric field permits

switching to two metastable states with opposite polarization arising from the inversion
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Figure 4.5: (a) Polarization in TDBG calculated as a function of doping in the presence
of a bottom gate. The difference in planar-averaged electron charge density, ρ̄(z ) for n =
4 ×1012/cm2, E = 0.00625 V/Å and n = 4 ×1012/cm2, E = 0 V/Å (b) without and (c)
with gate set-up in h-BN-TDBG-h-BN with a twist angle θ = 21.78o. In the presence of
gate, a positively oriented electric field pushes the electrons at the bottom gate (the scale
of y-axis in Fig. 4d is higher than Fig. 4c).

of frontier electronic states in one of the DBGs. We clearly establish inhomogeneous

doping across the layers due to differences in the top and bottom gate electrodes, which

is also expected in TDBG with magic angle of twisting. The difference in planar averaged

charge densities, ρ̄(z ) for n = 4 ×1012/cm2, E = 0.00625 V/Å and n = 4 ×1012/cm2,

E = 0 V/Å with and without electric boundary conditions of a gate clearly reveal the

asymmetry in ρ̄(z ) about the atomic planes in terms of accumulation and depletion of

electronic charge and also a transfer of charge between the layers. Such inhomogeneity

is relevant to coupling of the TDBG sheets (at all angles) with perpendicular electric
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field. We note that the periodic supercell of TDBG twisted by magic angle consists of

AAAA, BBBB, ABBA and ABAB stacking regions in the moiré pattern. The balance

between spontaneous polarization in opposite directions in ABAB and ABBA regions will

be altered due to reconstruction on application of electric field, and give rise to ferroelectric

properties like switching and hysteresis [158]. Thus, the observed hysteresis has possible

contributions from inhomogeneous stacking as well as inhomogeneous layer-dependent

carrier concentration.
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Chapter 5

Symmetry induced phonon

renormalization in bilayer 2H-MoTe2

†

5.1 Introduction

The discovery of unique and remarkable properties of graphene has sparked unprecedented

interest in other classes of two dimensional (2D) materials like transition metal dichalco-

genides (TMDs, MX2, where M = transition metals (Mo, W, Ti, Nb, Ta) and X = chalco-

gens (S, Se, Te)) for their potential applications in nano and opto-electronics [28]. Optical

and electrical properties of these TMDs can be easily manipulated by changing the layer

number and carrier doping. MoTe2 is a member of the group-VI TMD family that crys-

tallizes into three stable phases: Hexagonal (α or 2H ) [160], monoclinic (β or 1T ′) [161]

†This work has been published in Nanotechnology 32, 045202 (2021) [159]. Reproduced with permis-
sion from the IOP Publishing.
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and orthorhombic (γ or T d) [162]. The 2H phase is semiconducting [163], whereas the

1T ′ phase is a narrow band gap semiconductor [164]. Similar to other group-VI dichalco-

genides, 2H -MoTe2 has a trigonal-prismatic coordinated crystal structure [165], consisting

of weakly coupled sandwich layers of Te-Mo-Te units, where Mo-atom layer is enclosed

between two Te layers (Fig. 5.1) [160]. Unlike other TMDs, energy difference between

the 2H and 1T ′ phase is very small (∼ 31 meV per formula unit [79]). This enables

easy tuning of the two phases by strain [166,167], laser irradiation [168,169] and electron

doping [91, 170], making this material an ideal candidate for next generation homojunc-

tion devices [171]. From electron doping (n) induced transition from 2H to 1T ′ phase

in multilayer MoTe2, Zakhidov et al. recently suggested that doped electrons by ionic

liquid (IL) gating are localized on the top few layers of the nanocrystal [170], consistent

with previous theoretical calculations [172].

Bulk MoTe2 has an indirect band gap of ∼ 1.0 eV [173,174] which becomes a direct band

Figure 5.1: Top and side view of the crystal structure of bilayer 2H -MoTe2. The periodic
unit cell of bilayer 2H -MoTe2 is characterized by a stacking sequence of aBa bAb. Violet
and green spheres denote Mo and Te atoms respectively.

gap semiconductor in a monolayer with an emission peak of excitonic photoluminescence
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(PL) spectrum in the near-infrared range ( ∼ 1.1 eV) [163]. This enables the material to

be a highly sensitive photodetector [175, 176] and light-emitting diode [177, 178]. With

device performance at par with its sister compounds MoS2 and MoSe2 [179], MoTe2 shows

ambipolar transport properties [180], which has been recently implemented as a p-n ho-

mojunction rectifier device with low charge trapping at the junction interface [181]. Since

the exploration of these properties has been mostly carried out in monolayer regime, in-

vestigation of the charge localization at high gate bias in few layers of the nanocrystal

can open up new possibilities in the field of opto-electronics.

Carrier concentration in a semiconductor can be modulated by injecting resonant photons

from light emitting diode [182–184], substitutional doping during growth process [185] and

application of an electrostatic field on the channel of a FET [186–189]. Electrolyte gating

has gained immense interest recently for electrostatic modulation of carrier density up

to ∼ 1015/cm2 [190] owing to their large dielectric capacitance. On application of gate

voltage, ions move inside the electrolyte to screen the applied electric field to form few

Angstroms [191] thick double layers of ions near the device and gate electrode [192,193].

However electrolyte gating is well known source of electrostatic disorders [194,195] and is

best suited for disorder robust systems such as superconductors [196,197].

As Raman spectroscopy does not require any sample preparation, it has been extensively

used as a non-invasive, contact-less, fast and accurate tool to determine strain [198], dop-

ing effects [91], layer number [199,200], crystal orientation [201], structural transitions be-

tween different polytypes [91,166,168–170,202–204] in fewlayer MoTe2 devices in ambient

as well as different sample environments. Furthermore, Raman scattering has been em-

ployed in various 2D materials to measure electron-phonon coupling (EPC) that governs

electronic transport properties [186,187]. For n-type semiconducting MoS2, symmetry of

the conduction band minimum (CBM) determines EPC of the A1g and E1
2g modes [188].

In ambipolar phosphorene transistor, electrons and holes couple differently to phonons

as CBM and valence band maximum (VBM) possess different orbital symmetries [189].
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Although the electronic band structure of monolayer MoTe2 is similar to MoS2 [172], the

VBM of the former remains at the K-point from single to three layers [172, 205]. Thus a

study of the EPC in few layer MoTe2, an intrinsic p-type semiconductor [206, 207], will

reveal asymmetry of phonon coupling with holes and electrons in these hexagonal poly-

types of TMDs.

Bulk MoTe2 belongs to D6h point-group [208] with six Raman active modes (A1g+ 2B2g+

E1g+ 2E2g) [200]. A1g and E2g modes have vibrations perpendicular to and along the basal

plane of the lattice, respectively [200]. The in-plane E1g mode is absent in backscattering

configuration [200]. Notably, the translation symmetry along the z -direction is broken in

a few layer nanocrystal, reducing the symmetry to D3h and D3d for odd and even layers

of MoTe2, respectively [208]. Thus, the out-of-plane inactive mode B2g in bulk becomes

Raman active in few layers and shows highest intensity in a bilayer nanocrystal [209]. For

odd layer nanocrystal, the inversion symmetry breaks, making some modes both Raman

and infrared active [200]. For simplicity, the Raman modes of even and odd layers of

MoTe2 in this paper are represented by the bulk phonon symmetry group of equivalent

atomic displacements (Table 5.1).

Table 5.1: Irreducible representation of the Raman modes at Γ-point for N-layer and
bulk MoTe2 [1]. The dagger symbols (†) represent silent modes. The E1g mode is absent
in backscattering configuration [1]. The modes with E

′
symmetry are both Raman and

infrared active [1].

Layer number Zone-center phonon representation of the Raman modes

≤ 30 cm−1 ≤ 40 cm−1 ∼120 cm−1 ∼ 170 cm−1 ∼ 235 cm−1 ∼ 290 cm−1

Odd Layer N−1
2
E ′ N−1

2
A′

1
N−1
2
E ′ N+1

2
A′

1
N+1
2
E ′ N−1

2
A′

1

Even layers N
2
Eg

N
2
A1g

N
2
Eg

N
2
A1g

N
2
Eg

N
2
A1g

Bulk E2g B†
2g E1g A1g E2g B†

2g
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Figure 5.2: Experimentally observed (obtained by Dr. Subhajit Das from Prof. A. K.
Sood’s group at IISc) change in the frequency (∆ω=ωn̸=0-ωn=0) and linewidth (γ) of the
Raman modes with hole doping concentration (p) for (a and b) trilayer and (c and d)
bilayer nanocrystal, respectively. Gray regions represent the zero doped state (Vg ≤ VTh).
Change in the horizontal axis increments below zero doping is represented by the break
symbol.

In this chapter, we have carried out first-principles density functional theory (DFT) cal-

culations to understand phonon renormalization with hole-doping in bilayer MoTe2. We
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show that the holes couple weakly with the A1g mode as compared to E1
2g and B2g modes

and demonstrate that different orbital symmetries of the VBM and CBM at the K-point

of MoTe2 and MoS2, respectively, contribute to their contrasting EPC.
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Figure 5.3: Experimental (obtained by Dr. Subhajit Das from Prof. A. K. Sood’s group
at IISc) (a) ∆ω and (b) γ with average doping concentration (p′) of the E1

2g mode in 2, 3
and 7 layer nanocrystal.

5.2 Experimental observations

Our experimental collaborators (Dr. Subhadip Das from Prof. A. K. Sood’d group at

Indian Institute of Science) have measure in-operando optical phonons in a few layers of

2H -MoTe2 based field-effect transistors (FETs) as a function of hole doping concentration

(p) up to ∼ 2.3×1013 cm−2. The modes involving both metal and chalcogen atom vibra-

tions, E1
2g and B2g [200] show phonon softening and linewidth broadening while the A1g

mode with out-of-plane vibrations of only the chalcogen atoms [200], shows in contrast,

relatively smaller phonon hardening and linewidth sharpening (Fig. 5.2). The frequency

renormalization comparison of E1
2g mode from 2, 3 and 7 layer devices indicate that the

doping is confined to only two top layers of the nanocrystal (Fig. 5.3).
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(a)

(b) (c)

Figure 5.4: (a) Schematic illustration of an FET setup simulated in a periodically repeated
unit cell where the layers of 2H -MoTe2 is placed in front of a charged plane mimicking the
metallic gate (shown with gray color plate). The layers are doped with holes, such that
the charged plane is charged with the same magnitude of opposite charges. To mimic the
dielectric separation layer, we include a potential barrier (shown in blue). The length of
the unit cell along the z -direction is given by L. (b) Electronic structure of bilayer 2H -
MoTe2 calculated including the effect of spin-orbit coupling, shows it to be an indirect
band gap semiconductor with VBM at K and CBM at Q′ point (Q′ point is along Γ-K
direction) with a band gap of 0.88 eV. (c) Projected density of states of bilayer 2H -MoTe2
shows a strong coupling between the Mo d orbitals and Te p orbitals evident in their joint
contributions to states near the gap.

5.3 Computational details

Our first-principles DFT calculations of the bilayer were carried out with Quantum

ESPRESSO (QE) package [137], in which we treat only the valence electrons by effectively

replacing the potential of ionic cores with pseudopotentials. Exchange-correlation energy

of electrons is included within a generalized gradient approximation (GGA) [138] in the
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functional form parametrized by Perdew, Burke, and Ernzerhof [139]. We include spin-

orbit coupling (SOC) through use of relativistic pseudopotentials and a second variational

procedure [210]. Kohn-Sham wave functions and charge density were represented in plane

wave basis sets truncated at energy cut-offs of 40 Ry and 320 Ry respectively. A vacuum

layer of 10 Å has been introduced parallel to MoTe2 layer (perpendicular to z -direction)

to weaken the interaction between the layer and its periodic images. Brillouin zone (BZ)

integrations were sampled on uniform 24 × 24 × 1 mesh of k-points. The discontinuity

in occupation numbers of electronic states was smeared using a Fermi-Dirac distribution

function with broadening temperature of kBT = 0.003 Ry. We include van der Waals

(vdW) interaction using PBE+D2 parametrized scheme of Grimme [140].

We have used the FET setup [211] as implemented in QE package to treat gating electric

field. A 2D charged plate modeling the gate electrode is placed at z= 0.019 L. A potential

barrier with a height of V 0 = 0.09 Ry and a width of db = 0.1 L is used to model the

dielectric layer, preventing ions from moving too close to the gate electrode (Fig. 5.4(a)).

Dynamical matrices were calculated within the Density Functional Perturbation Theory

(DFPT) [212] on a 3 × 3 × 1 mesh of q-vectors in the Brillouin zone. Fourier interpo-

lation of these dynamical matrices was done to obtain phonon frequencies at arbitrary

wavevectors and dispersion along the high symmetry lines in the Brillouin zone.

5.4 Results and Discussion

Bilayer 2H -MoTe2 has a hexagonal structure, where covalently bonded layers of Te-Mo-

Te atomic planes are stacked along c-axis interacting via weak vdW interaction. The

periodic unit cell of bilayer 2H -MoTe2 is characterized by a stacking sequence aBa bAb,

where Wyckoff positions A, B label basal Te atomic planes and a,b label Mo atomic

planes of the hexagonal lattice (Fig. 5.1). Our estimate of the lattice parameter a (= b)

is 3.53 Å which matches well with previous experimental value [213]. Bilayer 2H -MoTe2
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is an indirect band gap semiconductor with VBM at K and CBM at Q′ point (along Γ-K

direction) separated by a gap of 0.88 eV (Fig. 5.4(b)). From the projected electronic

density of states (DOS) (calculated without SOC) (Fig. 5.4(c)), it is evident that there

is a rather strong coupling between the Mo d orbitals and Te p orbitals, contributing

to states near the gap. Visualization of wavefunctions of states at VBM and CBM at

Γ and K-points confirms the contribution of specific d -orbitals of Mo and p-orbitals of

Te (Fig. 5.5(a-d)). The doped holes occupy the states at the K-point. With increasing

hole-doping, holes continue to accumulate in states at K-point because energy separation

between valence band of Q′ valley and valence band states at K-point is rather large (

∼ 490 meV) (Fig. 5.4(b)). We find that inclusion of SOC in our calculations leads to

notable reduction in the indirect band gap by 60 meV and hence we have included SOC

in further calculations.

We simulated hole doping in 2H -MoTe2 bilayer by adding a small fraction of holes (close

to the experimental doping concentration) to its unit cell. From the changes in calculated

frequencies with their linear fits (Fig. 5.5(e)), it can be seen that ∆ω for A1g mode is

∼ −5.1 cm −1 for p = 4.1 × 1013/cm2, in contrast to corresponding higher softening

of E1
2g mode by 10.2 cm−1 and B2g mode by 11.4 cm−1. The magnitude of the slope

S (= |d(∆ω)/dp|) for the A1g mode is least, indicating smallest change of this mode

frequency (compared to E1
2g and B2g ) with doping. Although DFT analysis qualitatively

captures the experimental trend of ∆ω versus p for E1
2g and B2g, the relatively smaller

phonon hardening observed in experiments for the A1g mode (as compared to E1
2g and B2g

modes) is not captured in our DFT analysis.

In order to understand why A1g and B2g are affected differently, we have calculated the

EPC of pristine bilayer without inclusion of SOC to understand these trends, as estimation

of EPC with doping in FET geometry is not currently implemented in the QE code. The
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Figure 5.5: Isosurfaces of wavefunctions of states at (a) VBM and (b) CBM at K-point
showing in-plane dxy and out-of-plane dz2 orbital (Mo) character respectively. Isosurfaces
of wavefunctions of states at (c) VBM and (d) CBM at Γ-point. Clearly, VBM at Γ-
point is formed of out-of-plane (Mo dz2 and Te pz ) orbitals and CBM has contributions
mainly from out-of-plane Mo and in-plane Te states (Mo dz2 and Te px/y). (e) Changes in
frequencies of A1g, E1

2g and B2g modes as a function of hole concentration p. E1
2g and B2g

modes soften more significantly with hole doping than the A1g mode. Blue lines represent
linear fit to the data with slope of -1.23, -2.44 and -2.78 cm−1/(1013cm−2) for A1g, E1

2g

and B2g modes, respectively.

EPC of a mode ν at momentum q (with frequency ωqν) is calculated as [188]

λqν =
2

ℏωqνN(ϵf )

∑
k

∑
mn

|gqk
ν
+
,
q
i
,
j
k|

2 × δ(ϵk+q,i − ϵf ) × δ(ϵk,j − ϵf ), (5.1)
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where ω and N (ϵf ) are the phonon frequency and electronic density of states at the Fermi

energy, respectively. The EPC matrix element is given by

gqk
ν
+
,
q
i
,
j
k = (

ℏ
2Mωqν

)
1
2 < ψk+q,i |∆V qν |ψk,j >, (5.2)

where ψk,j is the electronic wave function with wave vector k and energy eigenvalue ϵk,j

for band j, and M is the ionic mass. ∆Vqν is the change in the self-consistent potential

induced by atomic displacements of phonon qν. The calculated values of EPC of B2g and

A1g modes are 0.016 and 0.011 respectively, consistent with the experimental observation

that B2g phonon is renormalized more with the hole doping.

It is interesting to compare these trends with the phonon renormalization seen in n-doped

monolayer MoS2 [188]. Electron doping in monolayer MoS2 has contrasting effects on the

frequencies of A1g and E1
2g optic modes [188]. While A1g mode softens significantly ( ∼ 7

cm−1 at ∼ 1.8×1013/cm2), E1
2g remains unaffected [188]. We can understand this contrast

as follows: monolayer MoS2 is a direct band-gap semiconductor with a gap of ∼ 1.8 eV

with the VBM and CBM at the K-point [205]. The CBM at the K-point of MoS2 has

contribution from the out-of-plane dz2 orbital of Mo atoms [188]. The A1g mode has the

symmetry of the lattice, hence matrix element < ψk+q,i |∆V qν |ψk,j > is non zero [188]. In

contrast, matrix element < ψk+q,i |∆V qν |ψk,j > of in-plane vibrational mode E1
2g vanishes

as it is orthogonal to A1g irreducible representation [188]. In comparison, hole doping

in bilayer 2H -MoTe2 leads to occupation of states at the top of the valence band at the

K-point, having dominance of in-plane dxy orbitals (odd symmetry states) of Mo. The

crystal symmetry at K-point is point group C2 which is a nontrivial subgroup of D3d and

the symmetry of the valence band is A2u . The matrix element <ψf |∆ Vqν |ψ i> (where i

and f are the initial and final electronic wavefunctions) for ν = A1g, E1
2g and B2g modes

are non-zero as calculated using direct product table for C2. Hence, changes in occupancy
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of these states as a function of doping result in renormalization of these modes. Though

A1g and B2g modes have different symmetries in bulk, the modes reduce to the same

symmetry, A1g in the case of bilayer (symmetry in even layer, odd layer, and bulk MoTe2

has been listed in Table 5.1), softening is stronger for B2g mode as compared to A1g. This

is consistent with the EPC being slightly higher for the B2g (0.016) than the A1g (0.011)

mode and is also evident in frequency versus hole doping concentration plot (Fig. 5.5(e)).

5.5 Conclusions

We have demonstrated through our first-principles calculations that hole doping in bilayer

2H -MoTe2 results in softening of Raman-active phonons E1
g and A1

1g, whereas A2
1g remains

relatively unaffected. Our DFT analysis captures the experimental trend of ∆ω versus p

for E1
2g and B2g, however, the experimentally observed relatively smaller phonon hardening

of the A1g mode on hole doping (as compared to E1
2g and B2g modes) is not captured in

our DFT analysis. Interestingly, this behavior is in sharp contrast to the trends obtained

in electron doped monolayer MoS2. We have argued that the contrast between behaviors

of MoS2 and MoTe2 arises from the difference in symmetry of their frontier states relevant

to electron and hole doping. In addition to being relevant to use Raman spectroscopy as

a non-invasive tool for characterization of MoTe2-FET devices, our study will be useful in

understanding the role of relevant phonon interaction with charge carriers in determining

carrier mobility in MoTe2 devices.





Chapter 6

Electrostriction in 1T and 2H

polymorphs of TMS2 (TM = Mo, Hf)

6.1 Introduction

Experimental isolation of graphene, a one-atom thick sheet of carbon atoms arranged in

a honeycomb lattice, by mechanical exfoliation of graphite by Geim et al. [214] in 2004

marked the emergence of intense research on layered materials in the last decade due to

their fascinating properties [215, 216]. Graphene does not have a band gap, and is not

suitable for applications in digital electronics [217]. This has directed significant research

on other 2D semiconducting materials, such as hexagonal boron nitride (h-BN), phos-

phorene, transition-metal oxides (TMO2) and transition metal dichalcogenides (TMDs)

opening up a plethora of possibilities of electrnic devices. TMDs with the chemical fro-

mula TMX2 (where TM represents the transition metal Mo, Hf, V and W and X is

a chalcogen like S, Se or Te) have emerged as a class of materials for wide range of

79
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applications [218, 219]. These layered materials are characterized by covalently bonded

X − TM − X planar atomic layers that are stacked via weak van der Waals (vdW)

interactions analogous to graphite. Bulk TMDs (MoS2, WS2) are indirect band gap

semiconductors with band gaps in the range of 1.0 – 1.35 eV [220]. On reducing the

number of layers, their band gap typically increases and transforms into an direct gap for

a monolayer TMD [221]. A variety of polymorphs achieved through variations of stacking

sequences, constituent atoms and coordination of transition metal atom, effectively tune

its electronic, mechanical and thermal properties [222]. Modification of band gap of these

materials (for applications in nanoelectronics) can be achieved not only by varying the

number of layers, but also by doping [223], intercalation [224], pressure and application

of strain and electric field [225,226]. Most materials experience stresses and electric field

when used in a device, and their stability is impacted by piezoelectric and electrostrictive

strains.

Tunability of electronic structure through strain engineering has been an important strat-

egy to achieve promising properties of TMDs. It has been highlighted that strain can

be used in MoS2 to enhance its carrier mobility, to create tunable photonic devices and

solar cells [227], and even to control its magnetic properties [228, 229]. While strains

perturb electronic structure of these materials, MoS2 can withstand strains greater than

11% without rupture owing to its two-dimensional nature [230–232]. Piezoelectricity is

observed in gapped 2H -TMDs with odd number of layers, due to lack of inversion sym-

metry. Wu et al. observed piezoelectricity in monolayered MoS2 flake strained by 0.53

%, generating a peak output of 15 mV and mechanical-to-electrical conversion efficiency

of 5.08 % [233]. In piezoelectric materials, strain (ϵ) is directly proportional to electric

field and changes its sign with applied electric field (ϵ = P × E) [234]. Electrostric-

tion, on the other hand involves a non-linear electromechanical coupling allowed by all

crystal symmetries, which describes second-order strain/stress response induced by an
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Figure 6.1: Side and top view of crystal structure of (a) 2H phase of MoS2 with trigonal
prismatic coordination of metal atom, Mo and (b) 1T phase of HfS2 with octahedral
coordination of Hf atom.

electric field/polarization field. The electrostrictive strain (ϵ) being proportional to the

square of electric field, it is independent of the sign of the applied field (ϵ = M × E2).

Popular examples exhibiting strong electrostriction are relaxor ferroelectrics with per-

ovskite structures, such as Pb(Mg1/3Nb2/3)O3 (PMN), Pb(Zn1/3Nb2/3)O3 (PZN), and

0.9Pb(Mg1/3Nb2/3)O3−0.1PbTiO3 (PMN−0.1PT) single crystals/ceramics, in which a

high electrostrictive strain has been observed along with their high dielectric response.

These are suitable for applications in sonars, actuators, and other tunable electromechan-

ical systems [235–240].
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In this paper, we discuss the electrostrictive effects in the monolayer (ML), bilayer (BL)

and bulk forms of TMS2 (TM = Mo and Hf) using a robust method proposed by Tanner et

al. [241] based on calculation of susceptibility at different stresses, avoiding the limitations

related to finite D method. We consider 2H and 1T polymorphs of MoS2 and HfS2

and determine dependence of electronic (M elec) and phononic (M ionic) contributions to

their electrostriction properties on composition (chemistry), structure and the number

of layers. Furthermore, we analyze the contributions of IR-active modes (with non-zero

mode effective charge) and the corresponding oscillator strength to understand phononic

contribution of IR-active modes to electrostriction in stable structures: 2H -MoS2 and

1T -HfS2. To the best of our knowledge, this is the first report of electrostrictive response

in MoS2 and HfS2 using first-principles calculations.

6.2 Computational Details

Our first-principles calculations are based on density functional theory (DFT) employing

Quantum ESPRESSO (QE) package [242], with interactions between valence electrons

and ionic cores are represented with projector augmented wave (PAW) potentials. The

exchange-correlation energy of electrons is treated within a generalized gradient approxi-

mation (GGA) [243] with a functional form parametrized by Perdew, Burke, and Ernzer-

hof [244]. Plane wave basis used in expansion of Kohn-Sham wave functions and charge

density were truncated at energy cut-offs of 55 Ry and 440 Ry respectively. Integrations

over the Brillouin zone (BZ) were sampled on uniform 24×24×6, 24×24×1 and 24×24×1

meshes of k -points in calculations of bulk, bilayer and monolayer forms of TMS2 (TM =

Mo, Hf), respectively. The discontinuity in occupation numbers of electronic states was

smeared with a broadening temperature of kBT = 0.003 Ry in the Fermi-Dirac distri-

bution function. We include van der Waals (vdW) interaction using PBE + D2 method

of Grimme [140]. A 2D system is simulated using a periodic supercell, with a vacuum
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layer of 20 Å separating adjacent periodic images of the sheet. Kohn-Sham DFT typ-

ically underestimates band gaps (a known limitation). We have also employed hybrid

functionals based on Hartree-Fock-Exchange (HSE06) with screened Coulomb potential

to estimate band gaps more accurately. Lattice-dynamical properties were determined

within the framework of self-consistent density functional perturbation theory (DFPT) as

implemented within the QE code [242]. We have used LOBSTER code [245] for crystal

orbital overlap population (COOP) analysis of orbital interactions among different near-

est neighbor pairs of atoms of MoS2 [246, 247], for quantification of the role of atomic

orbitals in chemical bonding.

Electrostrictive coefficients were calculated using the open-source ABINIT software pack-

age [248] (target stress cannot be applied in Qauntum ESPRESSO or VASP) adopting

the PseudoDoJo [249] norm conserving pseudopotentials to represent the interaction be-

tween the frozen core and the valence electrons with a plane wave cutoff energy of 40 Ha.

Linear-response calculations were analyzed using the ANADDB module of the ABINIT

package.

In response to an electric field (E ) applied to a material, strain (ϵ) is induced given by:

ϵij = dijkEk +M ijklEkE l (6.1)

where d ijk denotes the piezoelectric tensor and M ijkl is the electric-field related elec-

trostriction tensor [250]. Piezoelectricity is exhibited by non-centrosymmetric materials

while electrostriction is observed in all crystals including centrosymmetric ones where

electrostrictive strain (ϵ) is proportional to the square of applied electric field and inde-

pendent of the sign of electric field. The electrostrictive coefficient M is a rank four tensor
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given by the derivative of susceptibility, χ, with respect to stress of the slab, Xslab [251]:

2M ijkl = −ϵ0
∂χij

∂Xslab
kl

(6.2)

where ϵ0 is vacuum permittivity. To remove the arbitrariness in thickness of the periodic

supercell, in-plane dielectric constants are rescaled as [252]:

ϵ2D, || = 1 +
c

t
(ϵSC, || − 1) (6.3)

where ϵ2D, || represents in-plane dielectric constant of the supercell, c is the thickness of

the supercell and t is the effective thickness of the 2D material.

To benchmark our results, we have also determined the hydrostatic electrostriction co-

efficient (M h) of MgO under applied hydrostatic stress. Our estimate of M ionic
h is 883

pm2/V2 which compares well with M h = 883 pm2/V2 in a recent report [241]. We further

calculated electronic and phononic contributions to hydrostatic electrostriction in MgO:

M elec
h = 35 pm2/V2 and that of phonons is M ionic

h = 848 pm2/V2 (Table 6.1). Thus, we

show that hydrostatic electrostriction of MgO is largely phononic in nature.

Table 6.1: Calculated hydrostatic electrostrictive coefficient, M h of MgO.

M h

Compound Structure M M ionic M elec

(pm2/V2) (pm2/V2) (pm2/V2)

MgO Bulk 883 848 35
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6.3 Results and Discussion

6.3.1 Atomic and Electronic structure

TMX2 (TM = Mo, Hf and X = S) compounds belong to the family of transition metal

dichalcogenides (TMDs), where covalently bonded X−TM−X are stacked via weak vdW

interaction along c-axis. A single layer consists of TM atomic planes sandwiched between

two atomic planes of X. At ambient conditions, MoS2 exists in the 2H polytype (H stands

for hexagonal), where sulphur atoms are arranged in a trigonal prismatic coordination of

Mo atoms (Fig. 6.1a). The stacking sequence of bilayer 2H -MoS2 is AbA BaB, Wyckoff

positions A, B, C label basal S atomic planes and a, b, c label Mo atomic planes of the

hexagonal unit cell. Bulk MoS2 has a point group symmetry of D6h [165, 253], ML (odd

layer) has D3h point group symmetry [253] due to the presence of the horizontal reflection

plane (σh) passing through Mo atom. The point group of BL (even number of layers)

MoS2 is D3d because of the presence of inversion symmetry [208]. Our estimate of the

in-plane lattice parameters of bulk, BL and ML-MoS2 are a = 3.189, 3.188 and 3.187

Å, respectively (within 1% of the respective experimental value) [254, 255]. 1T -HfS2,

with AbC stacking sequence (Fig. 6.1b), crystallizes in the 1T -CdI2 structure with P3m1

space group and D3d point group symmetry. Optimized lattice parameters of bulk and

ML-HfS2 are a = 3.62 and 3.63 Å, respectively. These are in reasonable agreement with

experimental lattice constants [256] and an earlier theoretical report [257].

It is clear from the atom-resolved electronic structures of 2H -polytype of MoS2 (bulk, BL

and ML) and 1T -HfS2 (bulk and ML) shown in Fig. 6.2 and Fig. 6.3, respectively that the

valence bands (VBs) of all three forms of 2H -MoS2 involve strong hybridization between

S-3p and Mo-4d states whereas the conduction bands (CB) are primarily contributed by

Mo-4d, with weaker contribution from S-3p orbitals. Band structures of bulk and BL-

MoS2 exhibit an indirect gap of 1.4 eV and 1.6 eV, respectively [215]. In contrast to
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bulk MoS2, with VBM at Γ and CBM at a point midway along Γ−K, VBM and CBM of

BL-MoS2 are at Γ and at K -points. In the case of ML-MoS2, we find a direct band gap

of 2.1 eV at K -point. We observe that reduction in dimensionality leads to an increase of

band gap and a transformation from indirect to direct band gap.

Figure 6.2: (a) Brillouin zone of hexagonal unit cell where the green lines mark the
paths connecting the high symmetry points (in red) used in our calculations of electronic
structure and phonon dispersion. Atom-resolved electronic structure of (b) bulk, (c)
bilayer and (d) monolayer forms of 2H -MoS2.

As reported earlier by Colibaba et al. [257], both bulk and monolayered forms of 1T -

HfS2 exhibit an indirect band gap with VBM at Γ and CBM at M with gaps of 1.7 eV

and 2.3 eV, respectively. Its valence band is composed of S-p orbitals whereas conduction

band states have predominantly Hf-d orbital character as seen in atom-resolved electronic

structure, with very less hybridization revealing its ionic nature (Fig. 6.3). We note that

electronic band gap of 1T -HfS2 (bulk and ML) is higher than that of bulk and ML forms
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of 2H -MoS2.

Figure 6.3: Atom-resolved electronic structure of (a) bulk and (b) monolayer forms of
1T -HfS2.

6.3.2 Phonons of MoS2 and HfS2

Phonon dispersion of 2H -MoS2 (bulk, BL and ML) exhibits no unstable modes (ω2 <

0), confirming their dynamic structural stability (Fig. 6.4(a,b,c)). Bulk MoS2 has the

symmetries of P63/mmc space group and D6h point group. The irreducible representations

of phonons at the Brillouin zone center (Γ) are: A1g

⊕
2A2u

⊕
2B2g

⊕
B1u

⊕
E1g

⊕
2E1u⊕

2E2g

⊕
E2u, where A1g, E1g and E2g modes are Raman (R) active, and A2u and E1u

modes are infrared (IR) active [165,253]. As the point symmetry group of BL-MoS2 is D3d,

its lattice vibrations (18 phonon modes) at Γ are labelled with irreducible representations

of D3d: 3A1g

⊕
3A2u

⊕
3Eg

⊕
3Eu, where A1g and Eg are Raman active and A2u and

Eu are IR active [208]. Raman and infrared active modes are mutually exclusive in bulk

and bilayer MoS2 because of its inversion symmetry. Unit cell of ML-MoS2 is composed

of three atoms and its nine normal vibrational modes at Γ-point labelled with irreducible

representations of D3h point group: 2A2
′′ ⊕

A1
′ ⊕

2E
′ ⊕

E
′′
, where A2

′′
is IR active ,

A1
′

and E
′′

are R active [253]. Infrared active modes contribute to the lattice dielectric

response and also electrostrictive response.



88 6.

Figure 6.4: Calculated phonon dispersion for (a-c) bulk, bilayer and monolayer forms of
2H polytpe of MoS2 and (d) bulk, and (e) monolayer forms of 1T -HfS2. We observe that
all the phonon frequencies are real, implying a dynamically stable structure.

There are nine vibrational modes each of bulk and ML forms of 1T -HfS2, classified ac-

cording to irreducible representation of D3d point group: A1g

⊕
2A2u

⊕
Eg

⊕
2Eu,

where Raman and IR modes are mutually exclusive due to center of inversion [258, 259].

With no unstable modes (ω2 < 0) in their phonon dispersion, we conclude that both bulk

and ML-HfS2 are structurally stable (Fig. 6.4). We do note significantly lower frequencies

of vibration of HfS2 than of MoS2.

6.3.3 Born effective charges

Born effective charge or dynamical charge (Z∗
i,α,β) gives a force acting on an ion in the

‘α’ direction in response to an electric field is applied in the ‘β’ direction (Eβ). An

anomalously large Z∗ is often an indicator of the tendency of a material to undergo

a ferroelectric distortion, or its vicinity to metallicity of the compound. The in-plane

Born effective charges of bulk TMS2 (TM = Mo, Hf) are expected to be closer to their

nominal charges (i.e. +4 for M and -2 for S). However, we find that values and even the
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Figure 6.5: Crystal Orbital Overlap Population (COOP) analysis of bulk 2H -MoS2 show-
ing antibonding 4dz2 − p orbitals of Mo-S bonds near Fermi level.

sign of in-plane Born effective charge (Z∗
xx) of Mo and S ions in 2H -MoS2 are anomalous

(Z∗
Mo = −0.8 and Z∗

S = 0.7) (Table 6.2). Highly anomalous Z∗ suggests strong covalency

or orbital interactions in these materials, and the opposite sign of Z∗ arises from the

contribution of the d -states of Mo atoms constituting the topmost valence band just below

the Fermi level. In an ionic crystal like 1T -HfS2, Z
∗
xx values of Hf and S ions are closer

to nominal values (Z∗
Hf = 6.6 and Z∗

S = -3.3) (Table 6.2). The presence of antibonding

4dz2 − p orbitals of Mo-S bonds near Fermi level (in accordance with our Crystal Orbital

Overlap Population, COOP analysis) (Fig. 6.5) could result in an electron transfer and a

change in local polarization around the transition metal atom.
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Table 6.2: In-plane Born effective charges (Z∗
xx) of 1T and 2H polytypes of TMS2 (TM =

Mo and Hf).

Z∗
xx = Z∗

yy

Compound Structure M S

2H -MoS2 Bulk -0.8 0.7

1T -HfS2 Bulk 6.6 -3.3

6.3.4 Electrostriction coefficient in MoS2 and HfS2

With ground state structures of bulk, BL and ML-TMS2 (TM = Mo and Hf) as the

reference, we determine strain (ϵ) induced in response to applied stress (σ) by relax-

ing internal atomic positions and lattice parameters through minimization of enthalpy,

H = E − V σϵ, at target stresses (in the parameters range of -2 GPa to 2 GPa). For

the structure optimized at a given stress, we use Density functional perturbation the-

ory (DFPT) to determine dielectric susceptibility. The electrostrictive coefficient is then

obtained by fitting dielectric susceptibility as a function of stress, using Eq. (6.2) e.g.

to calculate M11, we apply stress along a-axis, X11 (in Voight notation) and determine

χ11 (Fig. 6.6). The electrostrictive coefficients of these compounds in bulk, bilayer, and

monolayered structural forms have been tabulated in Table 6.3, where M11 represents the

total (static) electrostrictive coefficient as an addition of electronic (M elec
11 ) and phononic

or ionic (M ionic
11 ) parts. One of the key points to note is that the electronic part (M elec)

dominates the electrostrictive response in bulk, BL and ML forms of 2H -MoS2. Domi-

nance of electronic contribution to static dielectric constant has been reported by Laturia

et al. for 2H polytypes of TMDs [252]. In contrast, electrostriction of 1T -HfS2 (bulk and

ML) is largely phononic with weak electronic contributions (M ionic > M elec). In addition,

we find that the sign of M11 in HfS2 is negative and opposite to that of MoS2, implying

compression of its lattice (negative strain) on application of electric field.
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Figure 6.6: Fitting of dielectric susceptibility as a function of stress.

Table 6.3: Calculated electrostrictive coefficient, M 11 of 1T and 2H polytypes of TMS2

(TM = Mo and Hf) and its dependence on chemistry and number of layers.

M 11

Compound Structure M M ionic M elec

(pm2/V2) (pm2/V2) (pm2/V2)

2H -MoS2 Bulk 468 -55 523

Bilayer 382 -55 437

Monolayer 371 -54 425

1T -HfS2 Bulk -3080 -2135 -945

Monolayer -2139 -2027 -112

1T -MoS2 Bulk 2410 1868 542

2H -HfS2 Bulk -1715 -800 -915

To establish whether the structure is crucial to electrostriction, we calculated electrostric-

tive responses of these materials in their metastable polytypic forms. The 1T polymorph

of MoS2 has been shown to be locally unstable by Shirodkar et al. [260]. Strong nesting in
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its Fermi surface and consequent instability in its vibrational spectrum lead to a structural

phase transition, with emergence of improper ferroelectricity in the distorted structure.

Hence, we have carried out our analysis on this distorted stable
√

3×
√

3 1T -MoS2 which

results from trimerization of Mo atoms [260].

While the M ionic of 2H-HfS2 is weaker than that of its 1T structure, M ionic of 1T -MoS2

is higher than that of 2H -MoS2. The difference between ionic contributions of 2H and1T

polytypes can be attributed to the breaking of both rotational and inversion symmetry

of 1T structure on application of in-plane field, unlike in 2H structures where only the

rotational symmetry is broken. Centrosymmetric 1T -structure potentially hosts ferroelec-

tric state by breaking inversion symmetry, and hence exhibits soft IR-active phonons that

cause giant dielectric and electrostrictive responses. In contrast, the non-centrosymmetric

2H structure exhibits relatively harder IR-active modes whose contribution to χ and M11

responses is weaker.

A careful comparison reveals that M elec of MoS2 (oxidation state of Mo+4 with 4d2 elec-

tronic configuration) is positive, while that of HfS2 (5d0 electronic configuration of Hf+4)

is negative. Clearly, chemistry or composition of atoms plays an important role in the

electronic part of electrostriction. Noticeable variation in M ionic of 2H is seen with compo-

sition of atoms, whereas corresponding changes in M ionic of 1T phase are much weaker.

It must be noted here that electrostrictive coefficient, M 11 of 1T -HfS2 is an order of

magnitude higher than the corresponding values of 2H -MoS2.

Having established the relevance of structure and composition in determination of the elec-

trostriction in TMS2, we now investigate the dependence of M11 (electronic and ionic) on

the number of layers (N). We note that variation of M ionic with N is insignificant. This

is consistent with their phonon dispersions of the stable polytypes of TMS2 (bulk and
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2D-forms) which show rather feeble changes with the number of layers, N . In contrast,

M elec decreases profoundly with reduction in dimensionality. This observed dependence

of M elec on N is in conformance with the trend of band gap, which increases with decrease

in N .

6.3.5 Electronic and ionic contributions to dielectric and elec-

trostrictive responses

The static dielectric tensor (ϵ0) has contributions from electrons (ϵ∞) and IR-active

phonon modes [261]:

ϵ0αβ = ϵ∞αβ +
4πe2

M0V

∑
λ

Z̃∗
λαZ̃

∗
λβ

ω2
λ

= 1 + 4π(χelec + χionic) (6.4)

where α and β label Cartesian coordinates, e is the charge of an electron, M 0 is the

reference mass that has been taken 1 amu, V is the volume of the unit cell, ω is the

frequency of the IR-active phonon mode λ and the mode effective charges, Z̃∗
λα are given

by

Z̃∗
λα =

∑
iβ

Zi
∗
, αβ(

M0

M i

)1/2ξi,λ,β (6.5)

where ξi,λ,α is the eigendisplacement of atom i in α direction in phonon mode λ. If we

take trace of Eq. (6.4), we get

Tr[ϵ0] = Tr[ϵ∞] +
∑
λ

ϵλ (6.6)

where

ϵλ =
4e2π

M0V ω2
λ

Z̃∗
λ
2 (6.7)
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Table 6.4: Mode frequency, scalar mode effective charge, and contribution of each IR-
active mode to the trace of the dielectric tensor (in a.u.).

Compound Structure IR-Mode (cm-1) Z̃∗
λ ϵλ (×10-5)

2H -MoS2 Bulk 376 (E1u) 1.5 2.7

455 (A2u) 0.9 1.1

Bilayer 373 (Eu) 1.5 3.0

459 (A2u) 0.2 0.1

Monolayer 373 (E
′
) 1.1 1.5

460 (A2
′′) 0.10 0.01

1T -HfS2 Bulk 151 (Eu) 6.4 54.5

298 (A2u) 1.8 4.5

Monolayer 144 (Eu) 6.8 62.4

314 (A2u) 0.6 0.4

is the contribution of mode λ to the trace of the static dielectric tensor through scalar

mode effective charge Z̃∗
λ
2 =

∑
α Z̃

∗
λα

2 [261].

We present in Table 6.4 frequencies and irreducible representations of IR-modes with non-

zero scalar mode effective charge (Z̃∗
λ) and the corresponding oscillator strength (ϵλ). We

find that IR modes of bulk, BL and ML-MoS2 are not soft and have weak Z̃∗
λ and ϵλ,

while higher frequency IR-modes with largest Z̃∗
λ do not contribute to the static dielectric

constant since squared frequency in the denominator of Eq. (6.4) suppresses it. This is in

direct contrast to 1T -HfS2, where the soft modes have rather high Z̃∗
λ and ϵλ, contributing

dominantly to dielectric response and thereby electrostriction.
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Figure 6.7: Schematic depicting the effect of stress on lattice parameters (ϵ) and atomic
positions (d) in a crystal structure and the emergence of electrostrictive response.

6.4 Conclusion

Using first-principles density functional theoretical calculations, we identified the roles

of structure and chemical composition in 1T and 2H polymorphs of bulk, bilayer and

monolayer TMS2 (TM = Mo, Hf) and their impact on electrostrictive coefficient, M11.

We uncover the precise mechanisms of electrostriction (electronic or phononic) in terms

of electronic band gap, phonon normal modes, scalar mode effective charge and oscillator

strengths of IR-active modes. Our calculations show that M elec of transition metal with

d0 electronic configuration (Hf) is negative, while it is positive for transition metal with
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d2 configuration like Mo irrespective of 2H versus 1T structure. We find that the elec-

tronic contributions dominate the electrostrictive response of 2H -TMDs, while phononic

contributions dominate in 1T polytpe of TMDs which exhibit soft IR-active phonons.

Lastly, we determined the effects of reduction in dimensionality on electrostrictive re-

sponse (electronic and ionic) of TMS2. Application of stress results in changes in the

structure (a) lattice parameters (strain) and (b) position of atoms (contributing to elec-

tronic and phononic/ionic part of electrostriction), both of which impact phonons together

and govern the ionic component of electrostriction.
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Electronic and structural transitions
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Chapter 7

Pressure-induced structural phase

transition in VSe2
†

7.1 Introduction

Layered quasi-2D transition metal dichalcogenides (TMDs; MX2, M = transition metal

= Mo, W, V, Ta, Ti, Mn etc., and X = chalcogen = S, Se, Te etc.) are being pur-

sued intensely in recent years due to their emergent properties and significant applica-

tions [263–267]. One of the interesting features of the bulk MX2 compounds is their

crystallization into different polytypes (viz. 1T, 2H, 3R, 1T ′, Td etc.) depending on the

co-ordination of the nearest-neighbour chalcogen polyhedra around the transition metal

and the various stacking sequences of the 2D layers in (001) direction [268–272]. A TMD

monolayer is comprised of a sandwiched hexagonal layer of transition metal atoms between

two hexagonal layers of chalcogens. These covalently bonded X −M −X slabs are then

†This work has been published in Phys. Rev. B 104, 014108 (2021) [262]. Reproduced with permis-
sion from the American Physical Society.
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stacked in vertical c-direction with weak van der Waals bond between them, resulting in

an anisotropic 3D structure. The trigonal 1T polytype of VSe2 with standard CdI2 struc-

ture having space group P3̄m1 [273–275], has a regular octahedral co-ordination of six Se

atoms around the central vanadium and a stacking sequence aBc (where a, b and c label

Se atomic layers and A, B and C label V atomic layers) of Se-V-Se monolayers without

any lateral shift (Fig. 7.2(a)). The 3R polytype has trigonal prismatic coordination of

vanadium atom with a aBc bCa cAb stacking (Fig. 7.3(a) and Fig. 7.3(b)). Unlike the

semiconducting 2H polytypes, the 1T bulk VSe2 is metallic due to significant overlaps be-

tween vanadium d bands and selenium p bands and shows a charge density wave (CDW)

state [276, 277]. 1T -VSe2 is unique in the formation of a 3D chiral CDW [274, 278, 279]

due to the partial nesting of its Fermi surface [280, 281]. X-ray and electron diffraction

studies [282,283] have established periodic lattice deformation to be the key precursor to

this CDW transition to an incommensurate phase below 110 K and to a 4a′×4a′ com-

mensurate superlattice structure below 80 K (still incommensurate along c-axis with c′

≈ 3c). The CDW transition of 1T -VSe2 is very sensitive to any external perturbation

that directly affects its electronic band structure. While the effects of reduced thickness

down to monolayer limit [284–288] or intercalation by Na, K, Cs etc. [289–291] or in-

terstitial vanadium itself [292] have been studied, there is limited work on its electronic

and structural stability under external pressure. While a large number of TMD crys-

tals like 2H c-MoS2, MoSe2, WSe2 exhibit pressure induced metallization followed by an

isostructural transformation of the crystal to 2H a (except for 2H c-MoSe2) [293–296], a

few others show crystal symmetry change, e.g. transformation of trigonal 1T -TiS2 to an

orthorhombic phase at 16.2 GPa [297], cubic to orthorhombic transition of MnS2 [298],

appearance of monoclinic phase in 1T -IrTe2 at 5 GPa followed by transition to a cubic

phase at 20 GPa [299].

Friend et al. [300] have reported high pressure resistivity and Hall studies on bulk 1T -

VSe2 up to 3 GPa which showed an increase of CDW transition temperature (TC) with
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Figure 7.1: (a) Experimental angle dispersive XRD patterns (obtained by Dr. Srishti
Pal from Prof. A. K. Sood’s group at IISc) during pressurization from 0.2 to 26.0 GPa
(two top-most patterns are after depressurizing to 0.3 GPa). Arrows indicate new peaks
appearing at the onset of the first order structural transition. The evolution of wight
fraction of the 3R phase with increasing pressure is shown in the inset. (b) and (c)
Rietveld refined XRD patterns at 0.2 GPa and 12.2 GPa, respectively matched with
P3̄m1 (#164) and a mixture of P3̄m1 (#164) and R3̄m (#166). Experimental data are
indicated by solid circles. Calculated pattern is drawn as black solid line. Reflection
positions for 1T phase are indicated by magenta vertical bars and those for 3R by cyan
ones. Lower dark green curve is the weighted difference between observed and calculated
profile. The unit cells including atoms are shown in the inset.

dTC

dP
∼ 0.8 K.GPa−1 due to pressure broadening of vanadium d -conduction band. Re-

cently, using the crystals from same batch as used in the present study, Sahoo et al. [301]

showed pressure-enhancement of the CDW TC in bulk 1T -VSe2 reaching 240 K at 12 GPa

followed by quenching of the CDW state before finally evolving into a superconducting

phase with TC ∼ 4 K after 15 GPa. While this manuscript was under preparation, a
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Figure 7.2: (a) Side and top view of 1T (space group: P3̄m1 ) crystal structure of VSe2.
(b) Electronic structure and (c) phonon dispersion of 1T -VSe2 at 0 GPa.

recent report on high pressure XRD and DFT studies [302] indicated the new phase of

VSe2 after 12 GPa to be a 3×3×1 supercell of monoclinic symmetry.

In this chapter, we report high pressure XRD and density functional theoretical (DFT)

calculations which are at variance with the recent report [302]. Our XRD data shows a

first order structural transition to a 3R phase at ∼ 11 GPa (Fig. 7.1(a)). We also show

an isostructural transition at ∼ 6 GPa, in agreement with recent reports [301,302], by the

anomalous c/a ratio. Our XRD data and theoretical calculations are inconsistent with the

monoclinic space group assignment of Ref. [302]. Our detailed DFT calculations shows a

transition from 1T to 3R at ∼ 9 GPa, close to the experimental transition pressure of 11
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GPa.

Figure 7.3: (a) Conventional hexagonal and (b) primitive rhombohedral unit cell of 3R
(space group: R3̄m) polytype of VSe2 and its (c) Brillouin zone with high symmetry
points. (d) Electronic structure and (e) phonon dispersion of 3R-VSe2 at 12 GPa.

7.2 Experimental observations

Angle dispersive synchrotron XRD study on 1T -VSe2 (carried out at Elettra, Italy using

the Xpress beamline by Dr. Srishti Pal from Prof. A. K. Sood’s group at Indian Institute

of Science) at room temperature at selected pressure values are stacked in (Fig. 7.1(a)).

The ambient trigonal phase with space group P3̄m1 (164), z = 1 exhibits stability up to

∼ 10.1 GPa above which new peaks start to appear in the diffraction pattern at ∼ 10.3°,

12.3°, 13.5°, 15.9°, 18.3°, 20.3°, 22.1° and 23.8° and are prominent in intensity from 12.2
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GPa (marked by arrows in (Fig. 7.1(a))) onwards. Emergence of new Bragg reflections

over the existing ones confirms the occurrence of new crystal symmetry coexisting with

the previous 1T phase (weight fraction of the 3R phase with increasing pressure is shown

in the inset of (Fig. 7.1(a)). Rietveld refined fitted patterns at 0.2 GPa and 12.2 GPa

using P3̄m1 (1T) and mixture of P3̄m1 (1T) and R3̄m (3R), respectively has been shown

in Fig. 7.1(b).

7.3 Computational Details

Our first-principles calculations are based on DFT as implemented in Quantum ESPRESSO

(QE) package [137], in which we treat only the valence electrons by replacing the poten-

tial of ionic cores with pseudopotentials. The exchange-correlation energy of electrons

is treated within a generalized gradient approximation (GGA) [138] with a functional

form parametrized by Perdew, Burke, and Ernzerhof [139]. Electronic wave functions

and charge density were represented in plane wave basis sets truncated at energy cut-

offs of 60 Ry and 500 Ry respectively. Brillouin zone (BZ) integrations were sampled on

uniform dense 24 × 24 × 12 and 24 × 24 × 6 meshes of k -points for 1T and 3R struc-

tures of VSe2, respectively. The discontinuity in occupation numbers of electronic states

was smeared using a Fermi-Dirac distribution function with broadening temperature of

kBT = 0.003 Ry. We include van der Waals (vdW) interaction using PBE+D2 method of

Grimme [140]. Dynamical matrices were calculated within the Density Functional Pertur-

bation Theory (DFPT) [212] on a 2×2×2 mesh in the Brillouin Zone. We Fourier interpo-

lated these dynamical matrices to obtain the phonon frequencies at arbitrary wavevectors

and dispersion along the high symmetry lines in the Brillouin zone. We have calculated

the lattice parameters in ABINIT. We also performed first-principles calculations using

projected augmented wave (PAW) method [303, 304] as implemented in Vienna ab-nitio

simulation package VASP [305, 306]. Spin-polarized calculations were performed using
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Perdew-Burke-Ernzerhof (PBE) functional for exchange-correlation term, with Hubbard

parameter correction GGA+U introduced by Dudarev et al. [307, 308] in which the pa-

rameters U and J do not enter separately, only the difference (U−J ) is relevant (U eff =

U−J = 8.0 eV). Plane wave basis was truncated at a kinetic energy cut-off of 36.75 Ry.

Maximum Force on ions in relaxed structure was within a threshold of 10-4 eV/Å. BZ

integrations were sampled on dense 24 × 24 × 12, 24 × 24 × 24, and 5 × 24 × 8 meshes

of k -points for 1T, 3R (primitive unit cell considered), and recently reported [302] C2/m

structures of VSe2, respectively. Also, for the sake of comparison, a sparse 8× 8× 3 mesh

of k -points was used in sampling Brillouin zone (BZ) integrations for enthalpy calcula-

tions of 1T and C2/m structures, similar to the recent report [302] and 8 × 8 × 8 mesh

was used in calculation of 3R structure (primitive unit cell considered).

Figure 7.4: (a) Variation of c/a ratio in 1T -VSe2 with pressure. (b) Variation of difference
in enthalpy between 3R (R3̄m) and 1T (P3̄m1 ) structures of VSe2 with pressure.

7.4 Results and Discussion

Our first-principles calculations reproduce the metallic nature of ambient 1T -VSe2 (P3̄m1 )

as shown in Fig. 7.2(b). Our estimates of the optimized lattice constants of 1T -VSe2 at

0 GPa are a = 3.35 Å and c = 6.12 Å, in close agreement with our experimental values
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(a = 3.35 Å and c = 6.10 Å). The phonon-dispersion (Fig. 7.2(c)) of 1T -VSe2 at 0 GPa

confirms its local stability as no imaginary frequencies were observed. 3R-VSe2 (R3̄m) is

metallic at 12 GPa since the valence band maxima and conduction band minima overlap

(Fig. 7.3(d)). Optimized lattice parameters obtained from our first-principles calculation

using Grimme-D2 van der Waals correction at 12 GPa are a = 3.16 Å and c = 17.39 Å,

where c-value is overestimated as compared with the experimental values (a = 3.24 Å

and c = 16.07 Å). The R3̄m phase is dynamically stable with no unstable phonon modes

in its phonon dispersion (Fig. 7.3(e)). Lattice parameters of 1T -VSe2 vary smoothly as

a function of hydrostatic pressure up to P ∼ 12 GPa, with a notable change in the slope

of c/a ratio with pressure at PC ∼ 6 GPa, (Fig. 7.4(a)) suggesting an isostructural phase

transition, consistent with our experimental results and the recent report [302].

Table 7.1: Calculated lattice parameters (in Å) using Quantum ESPRESSO and ABINIT
for 1T and 3R structures of VSe2 at P = 0 and 12 GPa compared to experimental values.

1T -VSe2 a (Å) c (Å) V (Å3)

0 GPa QE 3.31 6.24 59.33

ABINIT 3.32 6.27 60.02

0.2 GPa Exp. 3.35 6.10 59.30

12 GPa QE 3.21 5.49 48.96

ABINIT 3.22 5.55 49.69

12.2 GPa Exp. 3.23 5.63 50.74

3R-VSe2 a (Å) c (Å) V (Å3)

0 GPa QE 3.30 19.07 60.04

ABINIT 3.32 19.07 60.53

12 GPa QE 3.16 17.39 50.39

ABINIT 3.18 17.45 50.83

12.2 GPa Exp. 3.24 16.07 48.85
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Figure 7.5: (a) 2H a crystal structure of VSe2, (b) its phonon dispersion at 12 GPa and
(c) the difference in enthalpy of 2H a and 1T structures of VSe2. (d) 3R (R3m) VSe2 and
(e) the difference in enthalpy of 3R (R3m) and 1T structures of VSe2.

To explore the possibility of a pressure dependent phase transition from 1T to 3R struc-

ture of VSe2, we have determined the changes in enthalpy of these structures but did

not observe any transition from the 1T to 3R phase (Fig. 7.4(b)). VSe2 is a layered

material which has a strong covalent bonding within the layer and weak van der Waals

interaction between the layers. In this regard, we compared the lattice parameters of 3R

with experiments obtained using different flavours of van der Waals correction, London-s6

forces and introduced Hubbard U parameter of 1 eV [307] to include on-site correlations

of d electrons of the V atom. These results are presented in Table 7.2. As we did not

find a phase transition from 1T to 3R structure under hydrostatic pressure, we investi-

gated the stability of 2H a (another polytype into which bulk dichalcogenides crystallize)

having a hexagonal unit cell with aBa cBc stacking and space group P63/mmc [309,310]
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Table 7.2: Lattice parameters (in Å) of 3R structure of VSe2 (space group: R3̄m) evalu-
ated using different functionals compared to experiments at P = 12 GPa.

Method a (Å) c (Å)

van der Waals interaction Grimme-D2 3.16 17.39

Df-c09 3.15 17.46

Df2-b86r 3.17 17.47

London-s6 0.65 3.17 17.41

0.70 3.17 17.40

0.75 3.17 17.39

0.80 3.17 17.38

0.85 3.17 17.34

1.50 3.17 17.14

Hubbard-U 1 eV 3.18 17.39

Experiment - 3.24 16.07

(Fig. 7.5(a)). Phonon dispersion at 12 GPa confirms that 2H a is stable and has soft

modes indicating a possible phase transition (Fig. 7.5(b)). From estimated difference in

enthalpy, we do find a transition from 1T to 2H a near P ∼12 GPa (Fig. 7.5(c)). Though

our theory predicts this phase transition, the 2H a structure cannot be fitted to our XRD

data at high pressures. We have also considered 3R structure based on 2H a stacking

(R3m space group with aBa bCb cAc stacking) (Fig. 7.5(d)). The relative stability of

this 3R with respect to 1T structure as seen from difference in enthalpy does not reveal

a phase transition (Fig. 7.5(e)).

To examine if the finite-temperature effects contribute to the stability of the 3R phase,

we have evaluated temperature dependent vibrational free energies of 1T, 3R (R3̄m) and

3R (R3m) structures. The vibrational contributions to the free energies as a function of
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Figure 7.6: The difference in vibrational free energy of 3R and 1T structures of VSe2 as
a function of temperature in (a) 3R (R3̄m) and (b) 3R (R3m).

temperature is estimated within a harmonic approximation [267]:

F vib = Etotal +
kBT

Nq

∑
q,i

log

[
2 sinh

(
ℏωiq

2kBT

)]
(7.1)

where Nq is the number of q-points on a 24 × 24 × 12 mesh in the BZ and ωiq is the

frequency of mode i at a wave vector q. As evident in the transition temperatures at

various hydrostatic pressure (Fig. 7.6(a) and Fig. 7.6(b)), the temperature that stabilizes

3R polytypes is not realistic, ruling out temperature effects.

Having examined all the above possibilities to stabilize the 3R phase established unam-

biguously in our XRD experiments, we obtain the energetics of 1T and 3R structures of

VSe2 with spin-polarized calculations using VASP including Hubbard parameter correc-

tion GGA+U, (U eff = U - J = 8.0 eV). Sampling of Brillouin zone (BZ) integrations was

carried out on dense uniform 24×24×12, 24×24×24, and 5×24×8 meshes of k -points

for 1T, 3R (primitive unit cell considered), and C2/m structures of VSe2, respectively.

Calculated enthalpies of 1T, 3R, and C2/m phases as a function of pressure are plotted

in (Fig. 7.7(b)). Surprisingly, the present DFT calculations predict the monoclinic C2/m
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Figure 7.7: (a) C2/m structure of VSe2, (b) pressure dependence of enthalpies of the
1T, 3R, and C2/m structures of VSe2. (c) The difference in enthalpy between 3R (space
group: R3̄m) and 1T structures, indicating a phase transition from 1T to 3R structure
of VSe2 at P ∼9 GPa.

structure to be the ground state of the VSe2 system at P = 0 GPa compared to the exper-

imentally established ambient 1T phase. The C2/m structure remains the lowest-energy

structure of the system up to P = 20 GPa. Also, the absence of any crossover between

the 1T and the C2/m phases is at variance with the claim of Ref. [302] of obtaining 1T to

C2/m transition at ∼ 15.5 GPa. Fig. 7.7(c) represents the difference in enthalpy between

the 3R (space group: R3̄m) and 1T (space group: P 3̄m1) structures of VSe2 revealing a

phase transition from 1T to 3R structure at P ∼ 9 GPa.

The k -meshes in the present study have been chosen appropriately to satisfy the inverse

proportionality to the lattice constants in real space. Also, metallic systems require a

dense set of k -points due to the presence of a Fermi surface where the occupation of the

bands changes rapidly from zero to one and thereby implying a very high Fourier compo-
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Table 7.3: Transition temperatures from 1T to 3R structures (R3̄m and R3m) at P = 0,
4, 8 and 12 GPa.

Pressure (GPa) T (K )

R3̄m R3m

0 - 2950

4 - 3140

8 10300 3430

12 7820 4420

Figure 7.8: (a) Pressure dependence of enthalpies of the 1T, 3R, and C2/m structures
of VSe2. (b) The differences in enthalpies of 1T and C2/m calculated using VASP using
the same computational parameters as used by Sereika et al.

nents in F (k), whereas the chosen k -mesh of 8 × 8 × 3 for the 1T and C2/m structures

in Ref. [302] is less-dense. We now present our theoretical analysis on the stability of the

monoclinic structure C2/m predicted in Ref. [302] using the same computational param-

eters (and the same code) as used by Sereika et al. ( [302]) to obtain the energies (and

enthalpies) of 1T and C2/m phases of VSe2. For the sake of comparison, we have also

performed the enthalpy calculation for the 3R phase using a sparse k -mesh of 8 × 8 × 8.

The monoclinic structure (Fig. 7.7(a)) has lattice parameters a = 18.68 Å, b = 2.76 Å,

c = 5.63 Å, V = 287.41 Å3, and β = 97.458o at P = 35 GPa. Fig. 7.8(a) represents the

pressure evolution of enthalpies for the 1T, 3R, and C2/m structures. 3R comes out to
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be the lowest energy structure at P = 0 GPa and a 3R to C2/m transition is indicated

at ∼3 GPa Fig. 7.8(a). The pressure evolution of difference in enthalpy of 1T and C2/m

shown in Fig. 7.8(b) (VASP calculation) reveals robust stability of C2/m phase of VSe2

relative to its 1T structure as a function of pressure. This contradicts the 1T to C2/m

phase transition at P = 15.5 GPa reported in Ref. [302].

7.5 Conclusions

To conclude, we address two pressure driven transitions in bulk 1T -VSe2 using X-ray

diffraction and DFT studies. The first transition around 4 GPa is isostructural with

distinctive anomalies in bond length, bond angle, c/a ratio. The second transition around

11 GPa is from 1T (P3̄m1 ) to 3R (R3̄m) structure due to the sliding of Se-V-Se tri-layer

leading to a contraction of unit cell volume per formula unit by ∼ 3%. Similar layer

sliding mechanism has also been seen in other TMD materials like MoS2, [293, 294] and

WSe2 [296]. Our high-pressure XRD data is inconsistent with the C2/m monoclinic space

group assignment by a recent report [302]. The possible reasons behind this discrepancy

are the differences in the pressure mediums and quality of the samples used in two studies.

Hence, further exploration of the system, preferably using different pressure transmitting

mediums, sets up for potential future scopes.. Our analysis based on first-principles

calculations confirms stability of 3R phase around 9 GPa only after incorporation of spin-

polarized calculations to account for the Hubbard correction with Ueff = U−J = 8 eV.

The present DFT calculations predict the C2/m to be the ground state structure of the

VSe2 system at P = 0 GPa. The inadequacy of the present DFT results in capturing

the experimental 1T structure at P = 0 GPa needs further insights to resolve in future.

Also, our DFT calculations are unable to capture a transition from 1T to a monoclinic

superstructure phase above 15.5 GPa in the system using a sparse k -mesh as used in [302]

as well as using a more appropriate and denser mesh of k -points.





Chapter 8

CDW-induced low thermal

conductivity in GdTe3

8.1 Introduction

Rare earth tellurides with general formula RTe3 (R = rare earth element and Te = tel-

lurium), among several CDW materials have gained enormous attention in the field of

chemistry and condensed matter physics due their structural diversity [311], exotic mag-

netic properties [312] and pressure induced superconductivity [313]. Depending upon the

rare earth element present in RTe3, the CDW transition temperature (TCDW ) can vary

from 244 K (TmTe3) [314] to 500 K (LaTe3) [315]. Application of external pressure can

also tune this transition temperature significantly [313,316]. It is worth mentioning here

that the heavy rare earth element (Tb−Tm) based RTe3 system undergoes a second CDW

transition at lower temperature [315]. Though several physical properties of RTe3 system

have already been studied, the thermoelectric properties remain unexplored. Recently,

113
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GdTe3, a member of RTe3 family has drawn huge attraction due to very high carrier

mobility. The electron mobility is beyond 60,000 cm2V−1s−1 [317], which is the highest

among all known layered materials. So, we chose to study GdTe3 as a potential candidate

for thermoelectric research.

Materials with high thermal conductivity are useful in microelectronic devices due to their

efficient heat dissipation, whereas low thermal conductive materials are widely used in

thermoelectrics [318–321] and thermal barrier coatings [322]. In a nonmagnetic material,

the thermal conductivity (κ) is composed of two parts, namely (i) electronic thermal con-

ductivity (κele) which is determined by the electrical conductivity (σ) of the material via

the Wiedemann–Franz law, κele = LσT (L = Lorenz number, and T = absolute temper-

ature), and (ii) lattice thermal conductivity (κl) which is primarily controlled by phonon

(quantum of lattice vibration) transport. To determine the efficiency of a thermoelectric

material, κl plays a pivotal role because it is a relatively independent parameter and can

be tuned easily. After years of effort, researchers have developed several extrinsic and

intrinsic strategies to minimize κl by enhancing phonon scattering. Extrinsic approaches

like incorporation of point defects and nano/meso structures into a thermoelectric matrix

are found to be effective in lowering down the κl [323–327]. However, these extrinsic

strategies may hamper the carrier mobility to some extent which in turn can decrease

the efficiency of a thermoelectric material. So, to design new materials with intrinsi-

cally low κl is an important task in thermoelectric research. Several inherent properties

associated with crystal structure and chemical bonding such as presence of lattice an-

harmonicity in two dimensional (2D) layered structure [328–332], stereochemically active

lone pairs [332,333], complex crystal structures [334,335], bonding heterogeneity [336,337],

and resonant bonding [338] are found to be effective for achieving intrinsically low κl. In

addition to this, materials with ferroelectric instability [339,340], rattler atoms [341–343]

and liquid-like cationic motion [344,345] are found to show intrinsically low values of κl.
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When the charge carrier concentration of a material is not high, phonon-phonon inter-

actions (PPI) by three-phonon and four-phonon process is the most dominant phonons

scattering mechanism determining lattice thermal conductivity at high temperature [346].

However, recent studies indicate that the electron-phonon interaction (EPI) starts to play

a crucial role in determining the lattice thermal conductivity when the carrier concen-

tration is above 1019 cm−3 [347]. Theoretical calculations performed by Liao et al. have

shown that EPI can reduce the lattice thermal conductivity of p-type silicon up to 45%

at room temperature by decreasing the phonon lifetime, when the carrier concentration

is at around 1021 cm−3 [348]. So, materials having strong EPI may show intrinsically low

κl. In this context, charge density wave (CDW) materials hosting strong electron phonon

coupling may be a good candidate for low lattice thermal conductivity. CDW materials

in general have layered structure where strong EPI breaks the translation symmetry of

the lattice and induces lattice distortion into the system [349]. Recently, Chiritescu et al.

have obtained an ultralow κl of around 0.05 Wm−1K−1 at room temperature in disordered

thin films of 2D layered WSe2 [350]. Realizing this idea of layered and disordered crystal

structure, one can expect a low κl value in CDW materials.

GdTe3 exhibits fascinating hierarchical bonding environments where one corrugated GdTe

slab is sandwiched between two Te sheets. From our first-principles DFT calculations,

we have verified that charge transfer takes place from the GdTe slab to the adjacent Te

sheets. Thus, the structure can be considered as a natural heterostructure of charged

and vdW layers which gives rise to large degree of anharmonicity in the crystal lattice

of GdTe3 that provides significant phonon damping. The presence of unstable phonon

modes arising from the displacements of Te-bilayers, strong electron-phonon coupling,

and Fermi surface nesting constitute the origin of CDW transition (TCDW ∼ 380 K) in

GdTe3 as corroborated from the DFT studies.
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Figure 8.1: Experimentally measured (by Dr. Sushmita Chandra from Prof. Kanishka
Biswas’s lab at JNCASR) temperature dependent (a) κ, (b) κele, and (c) κl of GdTe3
measured along parallel and perpendicular to SPS pressing direction. The charge density
wave transition temperature is marked by the black arrows in (a).



8.2. Experimental observations 117

8.2 Experimental observations

Our experimental collaborators (Sushmita Chandra and Prof. Kanishka Biswas, Jawa-

harlal Nehru Centre For Advanced Scientific Research) have synthesized a simple binary

charge density wave material GdTe3 which shows intrinsically low lattice thermal conduc-

tivity of 0.7 Wm−1K−1 at 673 K along parallel to the SPS pressing direction (Fig. 8.1). In-

terestingly, our experimental collaborators have observed large anisotropy in the electrical

and thermal conductivity data of GdTe3 when measured along parallel and perpendicular

to the SPS pressing, which is quite unusual in polycrystalline materials. To comprehend

the origin of low κl and its relationship with the charge density wave transition, we have

performed temperature dependent Raman spectroscopy and augmented our observations

with density functional theoretical (DFT) calculations. Raman spectroscopy reveals the

existence of low-lying optical phonon modes which also effectively enhance the phonon

scattering in the system.

8.3 Computational details

Our first-principles calculations are based on density functional theory as implemented

in Quantum ESPRESSO [137], and ultrasoft pseudopotentials to model interactions be-

tween electrons and the ionic cores. We used a generalized-gradient approximation (GGA)

[138] of the exchange-correlation energy with functional parameterized by Perdew, Burke

and Ernzerhof (PBE) [139]. We include van der Waals (vdW) interaction with the

parametrization given in Grimme scheme [140]. Electronic wave functions and charge

density expansions in plane wave basis sets were truncated at cut-off energies of 50 Ry

and 400 Ry respectively. Brillouin Zone (BZ) integrations were sampled on a uniform

12x12x4 mesh of k-points. We used conventional unit cell of GdTe3 with 16 atoms as the

periodic unit for our theoretical analysis. Electronic spectrum was determined at Bloch

wave vectors along high symmetry lines (Γ−S−X−Y−Γ−Z−R−U−T−Z) in the Brillouin
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Zone with and without inclusion of spin-orbit coupling (SOC) in our calculations. Lattice-

dynamical properties were determined within the framework of self-consistent density

functional perturbation theory (DFPT) as implemented within the QE code [137]. We cor-

roborated these using a 4×4×1 supercell of GdTe3 in calculations with PHONOPY [351]

and Vienna Ab-initio Simulation Package (VASP) [305, 306]. We determined the mode

Grüneisen parameters using finite difference method and phonon dispersion calculated at

volumes, 0.98×V0 and 1.02×V0 (where V0 is the equilibrium volume of the ground state

structure), employing the formula γqν = −dlnωqν

dlnV
, where γqν , V and ωqν denote Grüneisen

parameter, unit cell volume, and frequency of a phonon mode at wavevector q for branch

ν, respectively.

Figure 8.2: (a) The layered, undistorted structure of GdTe3 where GdTe corrugated
slabs and Te sheets are stacked along z-axis and held together by weak van der Waals
interaction. (b) The Te sheets are planar with two Te atoms per square unit cell rotated
by 45o with respect to a and b. Ionic [Gd3+

2 Te2−2 ]2+ layers are sandwiched between double
layers of Te sheets. (c) The presence of two different structural motifs gives rise to two
different Brillouin zones (BZ): a two-dimensional BZ of periodic bilayer of Te (blue) and
another of the periodic GdTe slab (pink). (d) Brillouin zone of the orthorhombic unit
cell of GdTe3 in Cmcm space group where the green lines mark the path connecting the
high symmetry points (in red) used in our calculations of electronic structure and phonon
dispersion.
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8.4 Results and Discussion

GdTe3 belongs to a family of quasi-2D metals [317], RTe3 (R = rare-earth element) in

which Te atoms are arranged in square-net planar sheets and stacked between corrugated

GdTe layers (Fig. 8.2(a) and Fig. 8.2(b)). The Te sheets with square unit cell of half the

area (as of the basal unit of crystal) is rotated by 45o with respect to GdTe layers. This

results in two different Brillouin zones (BZ) [352]: a square BZ of the periodic Te square-

net sheets and another square BZ of the periodic GdTe slab (Fig. 8.2(c)). Our optimized

lattice parameters (without considering charge density wave (CDW) modulation), a, b and

c are 4.32 Å, 4.35 Å and 25.6 Å respectively, within 1% of the respective experimental

values [317]. The oxidation state of Gd is 3+ and that of Te is 2− achieved with a transfer

of two electrons per cell from GdTe slab to Te sheets containing two planar sheets of

Te. To derive insight into this charge transfer, we obtained difference in charge density

between GdTe3 crystal and its 2D building blocks;

∆ρ = ρ(GdTe3) − [ρ(GdTe) + ρ(Te)] (8.1)

where ρ(GdTe3), ρ(GdTe) and ρ(Te) are the charge densities of GdTe3, GdTe slab and Te

sheets calculated using the same periodic cell (a, b, c). Accumulation of electronic charge

(yellow) in Te sheets and charge depletion in GdTe slab (cyan) show electrons transfer

(Fig. 8.3(a)). Macroscopic average of ∆ρ (Fig. 8.3(b)) confirms electronic charge transfer

from Gd atoms in GdTe slab to Te sheets.

We next obtain the electronic structure of orthorhombic GdTe3, analyzing the effects of

spin-orbit coupling (SOC) through the use of relativistic pseudopotentials (Fig. 8.3(c)).

Undistorted GdTe3 is metallic with linearly dispersed steep bands crossing Fermi energy

(EF ). The linear bands describe electrons with large group velocity and small effective

mass (m∗) giving rise to a high mobility. In another study, Lei et al. [317] reported very
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Figure 8.3: (a) Difference in charge densities of GdTe3 crystal and its building blocks
of GdTe slab and Te sheets, and its (b) macroscopic average between GdTe3 and taking
GdTe slab and Te sheets individually. The yellow regions (positive values in (b)) show
regions of electronic charge accumulation and cyan regions (negative values in (b)) indi-
cate charge depletion, showing an overall charge transfer from GdTe slab to Te sheets.
(c) Electronic structure of GdTe3 calculated with (red color lines) and without (black
color lines) inclusion of effects of SOC show that it is a metal with linearly dispersive
bands crossing Fermi energy (EF ). (d) As seen from projected density of states (PDOS)
(without SOC), states near EF have contributions primarily from 5p orbitals of Te. (e)
Visualization of wave functions of states along Γ−S with energy = EF (marked as 1 in
(c)) show significant contributions from p-orbitals of Te atoms of bilayers.

high electron mobility of 60,000 cm2V−1S−1 in GdTe3, which is the highest among all

layered materials. Inclusion of SOC leads to splitting of bands but these effects are more

pronounced on the states deeper in energy, away from EF . Since changes in the behaviour

of bands near EF due to inclusion of SOC are small, we have not included SOC in further

calculations. From projected density of states of GdTe3 (calculated without SOC), it

is evident that the valence bands (VB) have contributions primarily from Te 5p, with

weak component of Gd 4d states whereas the states in conduction bands (CB) comprise

largely of d -orbitals of Gd (Fig. 8.3(d)). Visualization of wave functions of the linear
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bands crossing EF along Γ−S show significant contributions from p-orbitals of Te atoms

belonging to layered Te planar sheets (Fig. 8.3(e)).

Figure 8.4: (a) Phonon dispersion of GdTe3 along high symmetry directions in BZ shows
instability at wavevectors only along Γ−S direction in the Brillouin zone. (b) Atom
projected phonon density of states reveal that the unstable and low-frequencies optical
modes involve vibrations of Te atoms in the planar sheets of Te.

We obtain vibrational spectrum of GdTe3 to assess its structural stability. Our calculated

phonon dispersion exhibits modes with imaginary frequencies (ω2 < 0) along Γ−S direc-

tion of the Brillouin zone and stable modes along all the other directions (Fig. 8.4(a)).

An interesting thing to note in the phonon spectrum is the softening of a phonon branch

or Kohn anomaly again along Γ−S and renormalization of the acoustic phonon branch

which is a characteristic of CDW or Peierls instability [353]. To get insight into the

atomic contributions to phonons, we examine the atom-projected phonon density of states

(PhDOS) (Fig. 8.4(b)), which shows dominant contributions of Te bilayer to the modes

with imaginary frequencies. It is clearly seen from PhDOS that there exist several low-

frequency optical phonon branches below 50 cm−1 which have major contributions from

the Te bilayers. This is also confirmed by visualization of eigen-displacements of these

low-frequency modes. The origin of this lattice instability can be traced to the Fermi
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surface (FS) which is quasi two-dimensional due to two layered structural motifs (GdTe

slab and Te sheets). Linearly dispersed bands crossing EF , are principally constituted of

Te p-orbitals of Te sheets and result in a diamond-shaped FS (Fig. 8.5(a)), which exhibits

strong nesting (nontrivial measure of electronic states on the FS coupled by a phonon

with nesting wave vector to other states on the FS) and perturbation modulated with

nesting wave vector destabilizes the structure driving it to lower energy, similar to Peierls

instability, in GdTe3. The nesting wave vectors (q1 and q2) along Γ−S direction are also

the nesting wave vectors corresponding to the instability and Kohn anomaly, respectively

in phonon spectrum (Fig. 8.5(b) and Fig. 8.5(c)). Distortion of the structure by freez-

ing of eigen-displacements of unstable modes would lead to structure with lower energy,

opening up a gap in band structure. However, with periodicity of 2π/q, this structure will

involve a supercell of 8×8×1, and its simulation is computationally expensive. The unsta-

ble modes and Kohn anomaly involve displacements of Te atoms arranged in square-net

sheets (Fig. 8.5(d)), which also constitute the origin of CDW in GdTe3. Thus, electronic

and lattice instabilities in GdTe3 are driven by the Fermi Surface Nesting.

We now investigate the origin of low lattice thermal conductivity (κl) of 1.25 W/mK

at 300 K and further decreasing to 0.7 W/mK at 673 K in GdTe3. Phenomenological

relation between κl and phonon group velocity (v) is given by κl = 1/3Cvvl, where Cv

is the heat capacity at constant volume and l is the phonon mean-free path [354]. With

low cut-off frequencies (∼ 50 cm−1) of acoustic modes of GdTe3, its sound velocities are

rather low contributing to low κl. The average sound velocities determined from the

slope of the linear region of acoustic phonon branches along in-plane (Γ−S) and out-

of-plane (Γ−Z) are 2135 m/s and 1643 m/s respectively, consistent with experimental

finding that κl is lower along the SPS|| direction. Thermal conductivity of a solid is

also affected by anharmonic interactions between phonons [354]. In GdTe3, interactions

between the low-energy optical phonons and acoustic phonons are significant, causing
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Figure 8.5: (a) The diamond-shaped Fermi Surface (FS) exhibits nesting by wave vectors
(q1 and q2) along Γ−S direction leading to Peierls-like instability in GdTe3. The wave
vectors, q1 and q2 are also the wave vectors of Kohn anomaly and instability, respectively
in (b) phonon dispersion. The nesting vector q2 shown in band structure (c) reveals
coupling between linearly dispersed bands. (d) Atomic displacements of unstable modes
at q2 corresponding to (1) 27i cm−1 and (2) 23i cm−1 and Kohn anomaly at q1 with
frequencies at (3) 13 cm−1 and (4) 14 cm−1 involve displacements of Te atoms in the
planar sheets of Te.

strong scattering of heat carrier acoustic modes resulting in low κl. To quantify the

strength of this anharmonicity, we determined the mode Grüneisen parameters (γqν), from

changes of phonon frequencies with strain i.e., (acoustic phonon = strain)-phonon coupling

(Fig. 8.6). Acoustic phonons and low-energy optical phonons exhibit anomalously high γqν

∼ 50 (peak in γqν concentrated in the frequency range of acoustic modes), indicating strong

phonon-phonon coupling. Similarly, rather high estimated for the phonon branches along

Γ−S associated with CDW instability and Kohn anomaly arising from modes localized in

Te bilayers, reducing κl. The phonon scattering rate is inversely proportional to phonon
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lifetime and increases with inverse square of γqν , indicating that large contributors to low

κl in GdTe3 are the anomalous CDW-related modes along Γ−S.

Figure 8.6: (a) Calculated mode Grüneisen parameters (γqν) of phonons along Γ−S di-
rections in the Brillouin zone. Very high γqν is exhibited by phonon modes associated
with the CDW instability, (b) Grüneisen parameters of phonons at q on a uniform mesh
of k-points in reciprocal space as a function of frequency clearly show strong coupling be-
tween acoustic and low-frequency optical phonon modes. Anomalously high γqν indicates
strong lattice anharmonicity induced by lattice distortion in Te bilayer.

8.5 Conculsion

In conclusion, using first-principles calculations based on density functional theory we

show a charge transfer from GdTe layers to Te sheets of GdTe3. The undistorted phase of

GdTe3 is metallic, with a strongly nested Fermi Surface leading to instability and Kohn

anomalies in phonon dispersion. The unstable phonon modes involve displacements of

Te atoms in bilayers constituting the origin of CDW in GdTe3. Charge transfer from

GdTe slab to Te bilayers means the interlayer interaction involves weak (van der Waals)
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and strong (electrostatic) forces. The lattice instability involving Te bilayers is of ‘sliding

nature’ and is still understandable despite the strong electrostatic interaction. We estab-

lish a strong anharmonicity in terms of high Grüneisen parameters of the CDW-related

phonon modes along Γ−S direction, which is responsible in making acoustic phonons

ineffective in transporting heat and causing low κl in GdTe3.





Chapter 9

Low thermal conductivity in charge

density wave Weyl semi-metal

(TaSe4)2I

9.1 Introduction

Physics of low-dimensional materials is fascinating due to their peculiar electronic and

elastic properties and have been the subject of intense research in the last decade [355].

In particular, interactions between metal ions strongly enhance electron-electron, spin-

phonon, and electron-phonon (e-ph) coupling strengths which, under suitable conditions of

temperature, pressure, magnetic field, etc., result in the partial or complete condensation

of the free carriers by formation of a charge or spin density wave (CDW or SDW) [356].

It was pointed out by Peierls that metallic state of one-dimensional (1D) compounds is

unstable, and they undergo a structural phase transition or Peierls distortion [357]. Strong

127
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electron-phonon interaction leads to coupling of carriers on the Fermi surface through a

perturbing field of nesting wavevector ±kF resulting in softening of the 2kF phonon mode

(also known as Kohn anomaly). This is also accompanied by opening up of electronic

band gap marking a metal to insulator transition at transition temperature Tc. CDW

has been widely studied in quasi-one-dimensional (quasi-1D) metallic systems. Quasi-1D

metallic systems like transition metal chalcogenides such as MX3 (M = Nb and Ta, X =

S, Se and Te) [358], blue bronzes A0.3MoO3 (A = K and Rb) [359], and Krogmann’s salt

K2Pt(CN)4Br0.3-3.2H2O [360,361] have been studied extensively over the last few decades

and most of their electrical and structural properties are now relatively well understood.

Recently, there has been a renewed interest in a new family of halogen transition metal

tetrachalcogenides with the general formula (MX4)nY where M = Nb, Ta, X = S, Se, Y

= Cl, Br, I and n = 2, 3 and 4 [362, 363]. (TaSe4)2I is a typical paradigmatic quasi-1D

material which has been studied extensively for three decades now [364–366]. (TaSe4)2I

crystallizes in the tetragonal I422 chiral space group and consists of TaSe4 chains running

parallel to the c-axis and separated by iodine atoms located between the chains providing

a quais-1D character to the crystal [363]. It undergoes a charge density wave transition

at TCDW = 263 K accompanied by an incommensurate structural distortion [367]. A

Weyl semimetal is a type of material that has a special kind of energy band structure,

characterized by the presence of Weyl points. A Weyl point is a point in the momentum

space of the material where two energy bands touch and cross each other, forming a

Weyl cone. The energy dispersion relation of electrons in a Weyl semimetal is linear

and asymmetric, with the left and right-handed electrons having different energies and

dispersions. Interestingly, (TaSe4)2I is a type-III Weyl semi-metal classified according to

the geometry of the Fermi surface [368]. Fermi surface of (TaSe4)2I consists of two electron

or two hole pockets touching at the Weyl points (WPs) [368]. In this work, we present

first-principles calculations of the electronic structure of (TaSe4)2I. Our theoretical results
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show that (TaSe4)2I is infact a Weyl semi-metal with a strongly anisotropic electronic

structure for the non-CDW (undistorted) phase, corresponding to its quasi-1D geometry.

We show through our calculations that Fermi surface nesting (FSN) is not the origin of

CDW in (TaSe4)2I. It has a more complex origin involving momentum dependent electron-

phonon coupling. We also demonstrate how CDW-linked strong electron-phonon coupling

and associated anharmonic interactions of phonons result in low thermal conductivity in

(TaSe4)2I.

9.2 Experimental observations

Our experimental collaborators (Paribesh Acharyya and Prof. Kanishka Biswas, Jawa-

harlal Nehru Centre For Advanced Scientific Research) have measured the lattice ther-

mal conductivity (κl) along the layered direction as well as the perpendicular direction

(Fig. 9.1(a)). In both the directions κl is very low due to combined effect of bonding het-

erogeneity (ionic and covalent) in (TaSe4)2I and of charge density wave (electron-phonon

coupling) which can strongly scatter the heat carrying acoustic phonons. The κl along

the direction perpendicular to the layers (parallel to the SPS direction) is lower compared

to the layered direction (Fig. 9.1(a)). At room temperature, measured κl is 0.5 W/mK

which decreases with the temperature similar to typical crystalline material and become

∼ 0.4 W/mK at 423 K which is very close to the theoretical κmin (0.3 W/mK). κl of

(TaSe4)2I is very low compared to the state-of-the-art low thermal conductive materials

as shown in Fig. 9.1(b).

9.3 Computational details

Our first-principles calculations are based on density functional theory as implemented in

Quantum ESPRESSO [137], and ultrasoft pseudopotentials to model interactions between
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Figure 9.1: (a) Experimentally measured (by Dr. Paribesh Acharyya from Prof. Kanishka
Biswas’s lab at JNCASR)temperature dependent lattice thermal conductivity of (TaSe4)2I
measured parallel (||) and perpendicular (⊥) to the spark plasma sintering (SPS) direc-
tions. (b) Comparison of temperature-dependent thermal conductivity of (TaSe4)2I poly-
crystal with well-known ultralow thermal conductivity materials.

electrons and ionic cores. We used a generalized-gradient approximation (GGA) [138]

of the exchange-correlation energy with a functional parameterized by Perdew, Burke

and Ernzerhof (PBE) [139]. We include van der Waals (vdW) interaction with the

parametrization given in Grimme scheme [140]. We used an energy cutoff of 45 Ry

to truncate the plane wave basis used in representing Kohn-Sham wave functions, and

energy cutoff of 360 Ry for the basis set to represent charge density. We used a primi-

tive unit cell of (TaSe4)2I with 22 atoms as the periodic unit for our theoretical analysis.

Brillouin Zone (BZ) integrations were sampled on a uniform 6×6×6 mesh of k-points.

Electronic spectrum was determined at Bloch wave vectors along high symmetry lines

(Γ−Z−Σ−N−P−X) in the BZ with and without inclusion of spin-orbit coupling (SOC)

in our calculations. Lattice-dynamical properties were determined within the framework

of self-consistent density functional perturbation theory (DFPT) as implemented within

the QE code [137]. We corroborated these using a 2×2×2 supercell of (TaSe4)2I in calcula-
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tions with PHONOPY [351] and Vienna Ab-initio Simulation Package (VASP) [305,306].

We determined the mode Grüneisen parameters using finite difference method and phonon

dispersion calculated at volumes, 0.98×V0 and 1.02×V0 (where V0 is the equilibrium vol-

ume of the ground state structure), employing the formula γqν = −dlnωqν

dlnV
, where γqν , V

and ωqν denote Grüneisen parameter, unit cell volume, and frequency of a phonon mode

at wavevector q for branch ν, respectively. We analyzed bond-length distribution using

the MAISE package [369].

9.4 Results and Discussion

(TaSe4)2I crystallizes in a quasi-1D, body-centered tetragonal chiral structure with space

group I422 (D4 point group). The conventional unit cell contains two TaSe4 chains parallel

to c-axis held together by weak vdW interaction and the iodine atoms are at interstitial

sites located between the chains (Fig. 9.2(a)). In each TaSe4 chain, Ta and Se atoms are

arranged alternately with Se atoms forming a helical arrangement along c-axis. Volume

of a primitive unit cell is half of the volume of conventional unit cell. Our optimized

lattice parameters of the undistorted or non-CDW phase, a and c are 9.42 Å and 12.91

Å respectively, within 1% of the respective experimental values [363].

(TaSe4)2I is a type-III Weyl semi-metal with strongly anisotropic electronic structure.

Its electronic structure calculated ignoring the effects of spin-orbit coupling (SOC) shows

dispersive bands along Γ−Z (c-axis) and weak dispersion along N−P (Fig. 9.2(d)), which

is understandable from the structure of TaSe4 chains along c-axis. It is interesting to note

that there exists two sets of Weyl points, one along Γ to Z and the other along N to P

directions in the Brillouin Zone. We next obtain electronic structure of (TaSe4)2I including

the effects of SOC through use of relativistic pseudopotentials, and find weak splitting of

bands (Fig. 9.2(d)), consistent with an earlier report [370]. Visualization of iso-surface of
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Figure 9.2: Crystal structure and the conventional unit cell of (TaSe4)2I viewed along
(a) c-axis (001) direction and (b) bc plane [(100) direction], containing two TaSe4 chains
aligned along c-axis, with the iodine atoms located between the chains. (c) Brillouin
zone (BZ) of the primitive unit cell in I422 space group where the green lines mark the
paths connecting the high symmetry points (in red) used in our calculations of electronic
structure and phonon dispersion. (d) Electronic structure of (TaSe4)2I calculated with
(red) and without (black) inclusion of spin-orbit coupling (SOC), shows it is a Weyl semi-
metal with two sets of Weyl points. (e) Iso-surface of wavefunctions of states at the Weyl
point along Γ−Z, revealing contributions of Ta-dz2 orbitals and p-orbitals of Se.

wavefunctions of the states at the Weyl point along Γ−Z, clearly reveals the contributions

of Ta-dz2 orbitals and the Se-p orbitals (also seen in the atom-projected band structure)

(Fig. 9.2(e) and Fig. 9.3(a)). Electron localization function analysis (ELF) is a measure

of the degree of electron localization in a molecule or a solid with information about local

influence of the Pauli repulsion. Our analysis of ELF in (TaSe4)2I shows a lobe-shaped

electron localization around I− atoms which is due to hybridized 5s2−5p6 lone-pair of I−

and another localized electron cloud on Se2− which constitutes the partially hybridized

4s2 lone-pair of Se (Fig. 9.3(b)).
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Figure 9.3: (a) Atom-resolved electronic structure calculated without spin-orbit interac-
tions. (b) Iso-surface of electron localization function (value = 0.875), reveals hybridised
5s2-5p6 lone-pair around I− anion, whereas a lobe-shaped electron cloud around Se arises
from the 4s2 lone-pair of Se.

Phonon dispersion of (TaSe4)2I reveals weakly unstable modes with imaginary frequencies

(ω2 < 0) at the Γ (22i cm−1), Σ (13i cm−1) and X (9i cm−1) points of the BZ (Fig. 9.4(a)).

The instability at Γ is of an optical phonon mode involving displacements of Ta atoms (in

TaSe4 chains) along the chain direction (c-axis) (Fig. 9.4(c)) leading to tetramerization

of Ta atoms, analogous to Peierls distortion in one-dimensional metal. Atom-projected

phonon DOS (Fig. 9.4(b)) shows collective contributions of displacements of Ta, Se and

I atoms to soft optical modes having ω < 50 cm−1. To trace the electronic origin of the

lattice instability, we calculate Fermi surface (FS) of (TaSe4)2I, which is weakly nested

along Z′ − Γ−Z by nesting wave vector, qCDW (Fig. 9.5(a). This nesting vector connects

the hole pockets resulting from crossing of the two bands below Fermi energy (along Γ

to Z in the electronic structure) (Fig. 9.5(c). On a closer look, the FS also exhibits weak

nesting in the kz = 2π/c plane (containing Z, Σ and X points of the BZ). However, the

instability in phonon dispersion along Z′−Γ−Z, Z−Σ−N directions and at X point is not

along the nesting wavevector, qCDW (Fig. 9.5(a) and Fig. 9.5(b)). If Fermi surface nesting

(FSN) is the cause for CDW, as in Peierls picture, at least one of the phonon modes with
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Figure 9.4: (a) Phonon dispersion of (TaSe4)2I exhibiting unstable modes (modes with
ω2 < 0) at the Γ (22i cm−1), Σ (13i cm−1) and X (9i cm−1) points of the BZ. Acoustic
phonons have been shown in red. Large avoided-crossing is evident between phonon
branches (region within the box), highlighted in green and red color zoomed in the inset.
It is clear from total and atom projected phonon density of states (PhDOS) (b) that
the dominant contribution to unstable and low-frequency optical modes (< 50 cm−1)
comes from displacements of Ta and Se atoms. (c) Visualization of eigen-displacements
of unstable mode at Γ reveals displacements of Ta atoms along c-axis leading to Ta-
tetramerization.

the wavevector qCDW must soften or become imaginary, instead the instability is at Γ in

(TaSe4)2I. So, FSN in (TaSe4)2I is not quite related to CDW.

The non-CDW structure of (TaSe4)2I is thus locally unstable, and structural distortion

through atomic displacements in the strongest instability at Γ leads to lowering of symme-
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Figure 9.5: (a) Fermi surface of (TaSe4)2I exhibits weak nesting by q along Z′ − Γ−Z
direction. (b) Phonon dispersion along Z′ − Γ−Z, revealing a negative phonon branch
with frequency 22i cm−1 at Γ. The nesting vector q has been shown (c) in electronic
structure. However, Fermi surface nesting is not the origin of CDW in (TaSe4)2I since the
instability in phonon dispersion is not located at q.

try and energy with changes in Ta-Ta bond lengths (Fig. 9.6(a)). Analysis of bond-length

distribution of the distorted (CDW) phase using MAISE package revealed two Ta-Ta

bond-lengths of 3.20 Å and 3.25 Å in the CDW phase compared to a nearest-neighbor

Ta-Ta distance of 3.24 Å in non-CDW phase (Fig. 9.6(b)). The CDW phase has a space

group of F222 (D2 point group), and symmetry analysis shows that the distortion has the

symmetry of a B1 + B2 representation. Structural distortion driven by unstable mode at

Γ associated with CDW is accompanied by lifting of degeneracies of states at the fermi

surface particularly at the nested parts and opening of band gap in the electronic struc-

ture, marking a metal to semiconductor transition. Our estimated band gap of CDW
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phase is approximately 0.12 eV at the Y point of the BZ of distorted phase (Fig. 9.6(c)).

Figure 9.6: (a) Distorted structure (CDW phase) of (TaSe4)2I with distinct Ta-Ta dis-
tances of 3.20 Å and 3.25 Å, contrary to equidistant arrangement Ta atoms along the
chain in the parent structure. (b) The radial distribution function (RDF) showing near-
est neighbor Ta-Ta distances of undistorted and distorted phase. (c) Calculated electronic
structure of CDW phase of (TaSe4)2I with space group F222, reveals a band gap (Eg) of
0.12 eV at the Y point of BZ.

In order to understand the origin of CDW, we next calculate electron-phonon coupling

(EPC or λ) of a mode ν at momentum q (with frequency ωqν) using [371]

λqν =
2

ℏωqνN(ϵf )

∑
k

∑
mn

|gqk
ν
+
,
q
i
,
j
k|

2 × δ(ϵk+q,i − ϵf ) × δ(ϵk,j − ϵf ), (9.1)

where ω and N (ϵf ) are the phonon frequency and electronic density of states at the Fermi
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Figure 9.7: (a) The optical phonon branch (highlighted in red) with symmetry B2 exhibits
instability at Γ and is associated with CDW or Peierls-like instability in (TaSe4)2I. (b)
The linearly dispersive bands at the Weyl point along Γ−Z has a symmetry of A1 and B2.

energy, respectively. The EPC matrix element is given by

gqk
ν
+
,
q
i
,
j
k = (

ℏ
2Mωqν

)
1
2 < ψk+q,i |∆V qν |ψk,j >, (9.2)

where ψk,j is the electronic wave function with wave vector k and energy eigenvalue ϵk,j

for band j, and M is the ionic mass. ∆Vqν is the change in the self-consistent potential

associated with a phonon of wavevector q, branch ν and frequency ωqν . Our estimate of

λ of the unstable mode at Γ associated with CDW instability (symmetry B2) is 4.27, as

shown in Fig. 9.7(a), in contrast to EPC of λ = 0.07 for other phonon modes at Γ. We

also use symmetry analysis to show that electronic states of linearly dispersed bands at

Weyl point along Γ−Z (WP1) (symmetries A1 and B2) have a non-zero matrix element

(EPC coupling matrix given by Eq. 9.2) for the perturbation of B2 mode, giving rise to a

large electron-phonon coupling in (TaSe4)2I. We thus conclude that intrinsic mechanism

of electronic and lattice instabilities (CDW) in (TaSe4)2I is dictated by strong electron-

phonon coupling at the Weyl points along Γ−Z.

We now investigate the origin of low lattice thermal conductivity (κl) of 0.51 W/mK at
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Figure 9.8: Calculated mode Grüneisen parameters (γqν) of the (a) four lowest frequency
phonon branches along Γ−Z direction and (b) all modes at q-points on a uniform mesh
in the Brillouin zone. Very high γqν exhibited by the optical phonon branch exhibiting
instability at Γ (highlighted in cyan) and bonding inhomogeneity in (c) interatomic force
constants (IFCs) play a synergistic role in reducing κl.

300 K and its further reduction to 0.46 W/mK at 420 K in (TaSe4)2I. κl is related to

heat capacity at constant volume, Cv, through the relation κl = 1/3Cvvl, where v is the

phonon group velocity and l are the phonon mean-free path [372]. The cut-off frequencies

of acoustic phonons of (TaSe4)2I are low (< 45 cm−1), suggesting rather low sound veloc-

ities, contributing to low thermal conductivity (κl) of (TaSe4)2I. Our estimates of average

sound velocities calculated from the slopes of linearly dispersed acoustic phonon branches

(near Γ) are 1425 m/s and 1279 m/s along the along chain (c-axis) and layer directions

respectively, consistent with experimental finding that κl is lower along the SPS|| direc-

tion. A large difference in bond strengths is reflected in our calculated interatomic force

constants (IFCs). IFCs of nearest Ta-Se and Se-Se neighbours have the highest values

of 5.56 and 5.78 eV/Å2, respectively, indicating them to be the stiffest bonds. On the
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other hand, very small values of IFCs for the nearest neighbour I-Se (0.48 eV/Å2) and

I-Ta (0.22 eV/Å2) atomic pairs imply relatively weak interatomic bonding of I atoms in

the lattice (Fig. 9.8(c)). This bonding heterogeneity possibly contributes to low κl in

(TaSe4)2I [373]. Large avoided-crossing seen in the phonon spectrum (inset of Fig. 9.4(a))

is indicative of strong optic-acoustic phonon coupling, that causes scattering of heat car-

rying acoustic modes by the low frequency optical modes, resulting in low κl. It is known

that lattice anharmonicity is responsible for low thermal conductivity of a solid [372]. To

quantitatively assess the strength of lattice anharmonicity, we estimate mode Grüneisen

parameters (γqν is the third order interaction between typical optic phonons and strain),

from changes of phonon frequencies with strain. Anomalously high values of |γqν | ∼ 40 of

the modes crowded in the low frequency region (< 50 cm-1) (Fig. 9.8(b)) and reasonably

high |γqν | ∼ 30 of the optical mode associated with CDW instability around the Γ point

(Fig. 9.8(a)) indicates strong coupling between acoustic and low-frequency optical modes.

In the high temperature regime where the Umklapp phonon scattering is dominant, κl

decays as γq
2
ν . Therefore, such a high value of γqν indeed is a characteristic of strong

anharmonicity and phonon-phonon scattering, further reducing κl.

9.5 Conclusion

In conclusion, we used first-principles calculations based on density functional theory

to show that (TaSe4)2I is Weyl semi-metal with a weakly nested Fermi surface. Strong

electron-phonon coupling of electronic states that are weakly nested by qCDW drives CDW

in (TaSe4)2I. The EPC-driven CDW is accompanied by a structural rearrangement of Ta

atoms (CDW phase) leading to opening of a gap in the electronic structure. We establish

that (a) bonding inhomogeneity, (b) large optical-acoustic coupling (avoided-crossing),

(c) low sound velocities, and (d) strong lattice anharmonicity (in terms of exceptionally

high mode Grüneisen parameters of CDW-related phonons) synergistically result in low
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κl in (TaSe4)2I.



Chapter 10

Summary

The central theme of this dissertation is to elucidate the role of external fields (twist,

electric field, pressure and CDW) in modifications of physical properties of layered ma-

terials and 2D heterostructures. These materials, of both technological and fundamental

importance, have provided a novel breakthrough for numerous applications in electronic

industry that can benefit the society. Additionally, stacking 2D materials on top of each

other also gives rise to van der Waals heterostructures with new functionalities which is

otherwise absent in the pristine structure. We have employed first-principles density func-

tional theoretical calculations and modeling in our analysis to demonstrate how external

fields can be used to alter electronic, structural and vibrational properties of materials.

Due to weak vdW interactions between the layers, 2D layered materials can be stacked on

top of each other with a relative twist between the successive layers. The interlayer twist

destroys the allignment and breaks translational symmetry which dramatically alters the

electronic properties of 2D materials and their heterostructures by modulating the crystal
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symmetry. Our first-principles calculations provide an understanding of a chemical route

to generation of interlayer twist through cross-linking by organic molecules like L1 = trans-

1,4-diaminocyclohexane, L2 = 1-5-diaminonaphthalene and L3 = oxalic acid, in graphene

(G) and h-BN bilayer. The theoretical twist angles in G-L1-G, G-L2-G and h-BN-L3-h-

BN are 17.98o, 9.43o and 13.78o, respectively. We show that in contrast to the electronic

structure of monolayer graphene exhibiting Dirac cones at the K -point, the graphene

complex exhibits energy bands with a gap at the K -point. Electronic structure of h-BN

complex shows a much smaller band gap of 0.3 eV compared to pristine h-BN monolayer

band gap of 6.08 eV. Another interesting thing to note in the electronic structure is the

presence of nearly flat bands at Fermi energy (EF ).

Our experimental collaborators find hysteresis in longitudinal voltage (V ω
xx) in twisted

double bilayer graphene (TDBG) with a small twist angle ∼1.1o encapsulated between

h-BN as a function of charge density (n) (or filling factor, ν) using a dual gate geometry.

We have used a combination of modeling and first-principles density functional theoret-

ical calculations to analyze the response of TDBG to gating electric field. With broken

inversion symmetry, TDBG is expected to exhibit spontaneous electric polarization that

can couple with electric field perpendicular to its planar structure. We note that the

encapsulating h-BN sheets do impact properties of TDBG and have not been included

in any analysis so far. We have determined the effects of gate electrodes and consequent

doping in TDBG on its polarization with suitable electrostatic boundary conditions in our

first-principles calculations, using TDBG with a twist angle ∼21.8o as a model system,

noting that it too has a broken inversion symmetry. We clearly establish inhomogeneous

doping across the layers due to differences in the top and bottom gate electrodes, which is

also expected in TDBG with magic angle of twisting. Such inhomogeneity is relevant to

distinctive coupling of the TDBG sheets (at all angles) with perpendicular electric field

and is relevant in understanding hysteresis in V ω
xx.
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We have presented the vibrational properties of bilayer 2H -MoTe2, demonstrating the

effect of hole doping on the renormalization of Raman modes. We show that 2H -MoTe2

is an indirect band gap semiconductor with the valence band maxima (VBM) at the

K -point and conduction band minima (CBM) at Q
′

point (along Γ to M direction).

The importance of spin-orbit coupling in accurate description of its electronic structure

particularly near the EF is highlighted in this work. We demonstrated that while hole

doping in bilayer 2H -MoTe2 results in significant softening of Raman-active E2g and

B2g phonons, A1g mode shows relatively small softening. Interestingly, this behaviour

is in sharp contrast to the trends obtained in electron doped monolayer MoS2 where

the A1g mode shows softening, whereas E1
2g mode remains essentially inert. From first-

principles theoretical calculations and group theory analysis, we show that the contrast

between behaviour of MoS2 and MoTe2 arises from the difference in symmetry of their

frontier states relevant to electron and hole doping. Understanding of electron–phonon

coupling (EPC) in two-dimensional (2D) materials manifesting as phonon renormalization

is essential to their possible applications in nanoelectronics.

Electrostriction is a second-order electromechanical response of a material involving strain/stress

induced quadratically by an electric field/polarization field. In this work, we determine

electrostrictive response of 1T and 2H polymorphs of TMS2 (TM = Mo and Hf) from

calculations of changes in dielectric susceptibilty, χ, arising in response to applied stress.

We uncover dependence of electronic and phononic contributions to electrostrictive co-

efficients of TMS2 on the structure, chemical composition and the number of layers in

their 2D forms. We find that composition has a singular impact on the electronic part of

electrostriction: M elec is positive for MoS2 and is negative for HfS2. While electrostric-

tive response of transition metal dichalcogenides (TMDs) in the 2H form is dominated by

electronic contribution, it is largely phononic in the 1T form. Lastly, we demonstrate that

the phononic part, M ionic, shows weak sensitivity to reduction in dimensionality, whereas
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M elec decreases with decrease in the number of layers (as the band gap increases) in the

stable polymorphs of TMS2. We analyze contributions of IR-active modes in terms of

their mode effective charges and oscillator strengths to understand the contrast between

the phononic contributions to electrostriction of 2H -MoS2 and 1T -HfS2.

We have analyzed pressure-induced structural phase transitions in VSe2, highlighting the

structural, electronic and vibrational properties of various polytypes of VSe2. Our first-

principles calculations reveal anomalies in c/a ratio, signaling isostructural transition in

1T phase (ground state of VSe2). Interestingly, we show a first-order structural transition

from 1T (space group P 3̄m1) to 3R (space group R3̄m) phase at P ∼ 9 GPa through

sliding of Se-V-Se layers in our spin-polarized calculations based on Hubbard parameter

correction GGA + U , (Eef f = U − J = 8 eV). We also establish through our work

that results for relative stability of various phases of VSe2 are quite sensitive to k-point

sampling, magnetic order and Hubbard parameter (U) used in calculations.

Our work on GdTe3 and (TaSe4)2I, highlights strong coupling between electronic and

structural degrees of freedom. We investigate the mechanism of CDW formation in both

the compounds. In GdTe3, strong nesting in the Fermi surface leads to instability (lon-

gitudinal acoustic mode which is a characterestics of Peierls distortion in 1D) and Kohn

anomaly in the phonon dispersion and hence, the origin of CDW. Further, we demonstrate

that momentum-dependent electron-phonon coupling (mostly due to optical modes rather

than longitudinal acoustic modes) drives CDW instability in (TaSe4)2I. We also find sig-

nificant lattice anharmonicity, as revealed by the high values of Grüneisen parameters, in

these compounds and uncover other factors that are responsible in the reduction of lattice

thermal conductivity.

Finally, we present a thematic summary of the thesis that brings out the commonality
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and the central theme of the topics covered in this dissertation (see Fig. 10.1). We

have highlighted how the effect of twist, electric field, pressure and CDW on the coupled

degrees of freedom gives rise to exotic and fascinating properties in layered materials and

2D heterostructures.

Figure 10.1: Schematic summarizing our work presented in the thesis.
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