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Synopsis 

This is the synopsis of the thesis entitled "Density Functional Theory Study 

of Structural and Magnetic Properties of Low Dimensional Systems" by 

Mighfar Imam. 

The work presented in this thesis involves the study of magnetic nanostruc-

tures in low dimensions, using density functional theory. Materials in low 

dimensions are at the heart of current scientific and technological investiga­

tions. In particular, their magnetic properties constitute an exciting field of 

research, being stimulating both for fundamental physics and for many po­

tential applications. With the reduction of dimensionality, the coordination 

number of atoms gets reduced. This change in atomic environment from the 

bulk state results in an enhancement in many magnetic properties. Effects 

that are either not present or only weakly present in the bulk state now get 

manifested strongly. Thus, nanomagnetism is a field of great interest today. 

The systems studied in this thesis consist of thin layers of magnetic materials 

(either a magnetic material, or an alloy composed of a magnetic element and 

a "non-magnetic" element), deposited on a substrate of another metal. We 

have also investigated the way in which these properties can be modified by 

the subsequent deposition of a self assembled monolayer of organic molecules. 

In order to see whether we can gauge trends as a function of lattice constant 

and dimensionality, and to evaluate the effects of deposition on a substrate, 

wc have also studied hypothetical model systems consisting of monoatomic 

wires and freostanding two dimensional monolayers of atoms. 

We have mainly focused on the magnetic properties of these systems, viz., the 

magnetic moments and the magnetic anisotropy energy (MAE). The MAE, 



which serves as a measure of the ease of flipping the orientation of magne­

tization, is of vital technological importance, for applications in Ttiagnetic 

memory storage. For the case of alloys, we have also evaluated the enthalpy 

of mixing, i.e., wc have seen whether it is favorable for the alloy to form (as 

opposed to phase segregate), and tried to understand the different effects 

responsible for this. 

All of the work in this thesis has been motivated by the attempt to under­

stand specific experimental data and/or guide future experiments. 

We have split the thesis work in to seven chapters. A brief description of the 

chapters is outlined as follows: 

In Chapter 1, we provide a general introduction and the outline of the thesis. 

Chapter 2 describes the theoretical method, namely density functional theory 

(DFT), in the plane-wave pseudopotential approach, which has been used in 

all our work. After introducing the standard Kohn-Sham approach of DFT 

for the nonmagnetic systems, with standard approximations for the exchange-

correlation, we have described how to treat collinear and non-collincar mag­

netism, and how to include the spin-orbit interaction, as is necessary in order 

to calculate the MAR. In our approach, this is done by making use of fully 

relativistic pseudopotentials. 

In Chapter 3, wc present a brief review of some magnetic properties re­

lated to our work and describe some general concepts related to magnetism 

and magnetic anisotropy. Wc also describe some experimental and theoreti­

cal methods for the measurement and calculation of magnetic anisotropy. 

In Chapter 4, wc study surface alloys of the type MN/S, where M is a mag­

netic clement, A'̂  is a ''non-magnetic'' clement, and 5 is a substrate (which, 

in our case, is restricted to Rh(lll)). This work was in part motivated by 

experiments by Thayer et al. that showed that Ag-Co/Ru(0001) did not form 

an atomically mixed alloy, despite expectations to the contrary. In our work, 

we study the structural and magnetic properties of quasi two-dimensional 

magnetic surface alloys of the type Mj.Ai_j., (M=Fe, Co, Ni; A^=Pt, Au, 

Ag, Cd, Pb; and the concentration x = 0,0.25.0.33,0 5.0.67,0.75,1), on 

a Rh(lll) substrate. The choice of elements is made keeping in mind the 

Humc-Rothcry alloying criterion for bulk alloys, which may, however, not 



hold at the surface. Many compositions and geometric patterns of the sur­

face alloys are considered, in order to study their mixing as well as magnetic 

behavior. Wo grouped all the patterns into two types, the linear chain type 

and "Chinese checkerboard" type, and compared their mixing and magnetic 

properties. We find that some of the combinations of these magnetic and 

nonmagnetic elements result in mixing (even though they are immiscible in 

the bulk), while some show no or very small mixing. Both chemical and 

clastic contributions to mixing arc found to be important. We find that the 

greater the number the valence electrons in N, the smaller the magnetic mo­

ments in the alloy; this finding can be explained by simple density-of-states 

arguments. We identify suitable candidates that would be appropriate for 

future experiments. 

In Chapter 5, wc study the structural and magnetic properties of thin films 

of Co on Au(lll) , as well as how these arc modified upon the subsequent 

adsorption of methane thiolate (CH3S) on the Co/Au(111) substrate. With 

a clever choice of our unit cell we could simulate the reconstructed Co film on 

Au(lll) , which mimics the experimental structure rather well. We checked 

the stability of clean and thiol-adsorbed Co/Au(lll) for various stackings 

sequences. We also studied the properties of pseudomorphic Co layers on 

Au(ll l) . In all cases, we find an out-of-plane easy axis for the system. We 

find that the adsorption of methane thiolate slightly reduces the MAE when 

three Co layers are present; however, preliminary results suggest that this ef­

fect is considerably reduced when the number of Co layers is increased. These 

investigations were motivated by unpublished experimental investigations by 

Rousset, Repain et al. 

Chapter 6 deals with the structural and magnetic properties (with focus on 

the magnetic anisotropy energy) of Fe in low dimensions: one-dimensional 

Fe chains, two-dimensional square and triangular lattices, and a monolayer 

of Fe on Au(lll) . Wc note that the Fo/Au(lll) system has been studied 

experimentally by various authors. There is some uncertainty in the liter­

ature, about whether the easy axis lies in-plane, out-of-planc, or in a cone 

that is tilted to the plane. For the pure Fe systems, we obtain results that 

arc similar to those of previous authors, though our study considers a wider 



range of lattice constants. For Fe/Au(lll), we obtain the surprising and 

interesting result that the sign of the MAE can be switched by changing the 

stacking of the Fc monolayer and/or the top Au layer, which may explain 

the range of results obtained by previous experimental authors. 

Finally, in Chapter 7, we summarize our work and conclude with open ques­

tions which still remain to be answered, and a survey of future prospects. 
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Chapter 1 

Introduction 

1.1 Low-dimensional Systems and Magnetism 

With tremendous progress in materials design and characterization tech­

niques, we are discovering more and more substances which exhibit novel 

properties that are not seen in conventional materials. Materials in low-

dimensions are at the heart of current scientific and technological investiga­

tions. Low-dimensional systems refer to materials that extend in less than 

three dimensions. The microscopic degrees of freedom are therefore restricted 

from exploring the full three-dimensions. This can be realized in lattice 

structures resembling sheets (two-dimensional) or chains (one-dimensional), 

or molecules, cluster, and nanoparticles (zero-dimensional) or in thin-films or 

surface layers (quasi-two-dimensional). They are often called nanostructures 

as their short dimensions extend only up to the atomic scale (nanometer). 

The magnetism of nanostructures is an exciting field of research, stimulated 
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by the interest in novel fundamental physics and by many potential appli­

cations. Much effort has been devoted to the investigation of the influence 

of the dimensionality on the magnetic properties of nanostructures. With 

the reduction of dimensionality, the coordination number of atoms also gets 

reduced, which changes the electronic environment from its bulk state. This 

gives rise to many novel electronic, magnetic and optical phenomena in re­

duced dimensions, which arc not seen (or arc present very weakly), in the cor­

responding three-dimensional system. With reduction in size, the increased 

surface/volume ratio maĴ cs them more susceptible to interaction effects with 

neighboring magnetic materials. "Nanostructuring" a material can result in 

the creation of new magnetic phenomena, like supcrparamagnetism and also 

can make magnetization time dependent (in conventional bulk ferromagncts, 

magnetization is time independent). One of the most interesting findings in 

the field of magnetism in low dimensions is the discovery that magnetism can 

be found in systems built out of materials that are not magnetic in the bulk 

state, such as 4d and bd transition metals [1]. This brings about the terra 

"nanomagnetism" which is well justified to indicate that here bulk properties 

may not apply at all. 

Low-dimensional systems exhibit intriguing novel properties which result 

only because of their reduced dimensionality. For example, in the high-

temperature cuprate superconductors [2], there are sheets of copper and 

oxygen atoms which are believed to be responsible for the superconduct­

ing effects. Sophisticated experiments have been conceived and successfully 

applied in nanomagnetism to deliver structural, electronic and magnetic in­

formation down to the atomic scale. 
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Extensive experimental and theoretical investigations of the magnetic prop­

erties of materials point towards a very intricate connection between mag­

netism and dimensionality. While nearly all the 30 transition metal atoms 

(i.e., zero-dimensional systems) possess magnetic moments, the magnetism 

disappears for most of them when they form their bulk state and only five of 

them (Cr, Mn, Fe, Co, Ni) show any macroscopic magnetic ordering at room 

temperature. Transition metal (TM) systems in low dimensions arc expected 

to exhibit intermediary behavior between the three-dimensional (bulk) and 

the zero dimensional (atomic) limits. In reduced dimensions, many TM sys­

tems acquire magnetic moments cither by themselves or induced by some 

other magnetic element. In general, in reduced dimensions the magnetism is 

enhanced in 3d ferromagnetic transition metal systems and it gets induced 

in certain 4d transition metal systems [3-9]. Also, many calculations have 

shown increased surface moments if the magnetic material is strained by 

growing it pseudomorphically onto a substrate [10-12|. 

Another important effect of reduced dimensionality on the magnetic proper­

ties is the enhancement of magnetic anisotropy energy (MAE) [13,14]. MAE 

is a measure of the ease of flipping the orientation of magnetization from one 

direc t̂ion to another. It gives an estimate for the energy barrier necessary 

to stabilize the magnetic moments against quantum tunneling and thermal 

fluctuations. Therefore, a high magnetic anisotropy energy provides a more 

stable orientation of magnetization. The MAE is largely responsible for the 

spontaneous magnetic ordering (i.e.. the magnetic ordering at low or zero 

externally applied field) in magnetic solids and nanomagnets and determines 
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the size and shape of magnetic domains. Magnetic anisotropy is also a pre­

requisite for hysteresis in ferromagnets. 

From the appHcations viewpoint, the enhancement of magnetic moments 

and the anisotropy energy are the keys to the design of non-conventional 

high density magnetic data storage devices. Here the goal is to squeeze the 

largest possible amount of data onto the smallest possible area. Tn all mag­

netic storage media, the essential components include a magnetic material 

suspended in a nonmagnetic mixture on a suitable substrate. The magnetic 

material is generally a grain having thousands of magnetic atoms forming a 

single magnetic domain. Each grain is exchange decoupled so that the mag­

netization direction of individual grains can be independently controlled. In 

a digital magnetic storage medium, the information is stored in the form 

of magnetization held in one of the easy directions. The automatic flipping 

of magnetization between the two easy directions must be energetically for­

bidden in order to avoid the loss of information. Technically, this means 

that the material should have a high MAE. Because of the reduced dimen­

sions, for high-temperature applications, the magnetic bits should have large 

values of magnetic anisotropy to resist the temperature fluctuations. The 

minimum value of MAE required to prevent the magnetization reversal due 

to thermal fluctuations is estimated to be 1.2 eV/grain [15]. Also, in order 

to avoid dipolar magnetic interaction (which favors in-plane magnetization) 

between neighboring bits, the easy axis should ideally be perpendicular to 

the plane |15|. 

As an example, a bit for an IBM hard disk using a Co-based alloy, consists 

of about 1900 grains with a grain size of about 20 nm with a storage density 
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of 0.184 Gbit cm"^ [16]. Attempts have been directed towards reducing the 

physical size of the magnetic grains and to achieve the minimum number of 

grains per bit, so that the same amount of data can be stored in a smaller 

area. It would be better to achieve a storage of 1 bit per grain. The ultimate 

limit to this size would be a single atom, able to hold magnetization in a 

given direction, and at the same time magnetically isolated from other such 

atoms by a suitable nonmagnetic material. Recently there have been efforts 

to explore this possibility in single magnetic atoms of Fe embedded in a 

nonmagnetic matrix of CuCN |17] and very recently researchers at IBM have 

been successful in making a bit consisting of just 12 Fc atoms [18]. 

Reducing the grain size, however, must be accompanied by an enhanced mag­

netization density and MAE in order to push down the superparamagnetic 

limit: when grains are too small, thermal fluctuations can easily flip the 

dircc:tion of magnetization, causing permanent loss of information. M tran­

sition metals (Fe, Co and Ni) have large magnetic moments whereas high 

spin-orbit coupling (the microscopic origin of MAE) is found in the Ad and 

5d elements (which are, however, nonmagnetic). Moreover, MAE is found 

to be very sensitive to the crystalline structure and symmetries. In bulk 

ferromagnets, the MAE is of the order of yueV whereas in lower dimensions 

and reduced symmetries, it is found to get enhanced by up to three orders of 

magnitude. Therefore, low dimensional systems consisting of 3d, Ad and hd 

elements, arranged in a way so as to exploit the sensitivity of MAE to the 

symmetries and coordination, are expected to offer desirable features for the 

magnetic data storage industry. Therefore, two dimensional magnetic films 

are very promising for high density magnetic data storage. 
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Controlling these magnetic behaviors in nanostructures is not only a prereq­

uisite to design novel magnetic storage and logic devices but also represents 

a fundamental challenge. 

1.2 Theoret ical Tools for Studying Low Di­

mensional Systems 

Although progress in nanotechnologies, for example nanostructure fabrica­

tion implemented by atom manipulation with scanning tunneling microscopy 

(STM), has opened up novel avenues for materials design, there still remains 

the difficulty of selecting the right material from a vast range of possibihties. 

The experimental preparation of a new material with desired properties is 

often expensive and time consuming and one is not sure that the material 

thus prepared, even after so much of labor and time, would meet expec­

tations. Also, the simultaneous control over shape, size and uniformity of 

nanostructures presents a challenge in experimental fabrication. 

The search for solutions to real-world problems constantly pushes us to ex­

pand the current state-of-the-art to go beyond available approaches and 

find new tools. Modern high performance computer simulation based on 

first-principles quantum mechanical electronic structure calculations, is the 

method of choice in computational material science that seeks to gain under­

standing of materials, and it is increasingly becoming very helpful in guiding 

as well as narrowing down the search range for finding the right candidates. 

A first-principles or ab initio calculation refers to a calculation which starts 
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from the established basic laws (e.g., Schrodinger's eqiiation), without relying 

on any additional assumptions or models or their parameters. It requires only 

the atomic numbers of elements as input and does not need any parameters 

to be fit from experiments. Computer simulation is a modern theoretical 

approach which complements the traditional experimental and theoretical 

approaches, in fact, it serves as a bridge between theory and experimeni,. 

Computer simulations arc inexpensive, quick, and most importantly, offer 

the freedom of gauging the influence of various factors, such as the presence 

or absence of magnetic interactions, on the properties of the material under 

study. For example, in one of our studies (presented later), we could actu­

ally assess the role of magnetism on the mixing of two-dimensional alloys by 

simply switching it (magnetism) on or off. This is one of the main advan­

tages of doing theory over experiments- that in theory one can turn on or 

off different interactions to factor out their effects, which is usually not pos­

sible in experiments. In this way, one can resolve some of the experimental 

uncertainties. 

However, often the computational costs of the expensive calculations as well 

as the availability of computational resources, limit the first-principles study 

of materials to consider only a small and simple prototype of the actual 

experimental system. In most of the first-principles simulation tools used 

currently, the calculations become increasingly difficult as the system size 

increases beyond ~1000 atoms. Nevertheless, advances in computer perfor­

mance and efficient numerical algorithms are making the notion of ab initio 

design of materials more and more realistic. 
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Thus, the first-principles calculations have proved very useful in finding mag­

netic materials with novel properties. There have been many instances where 

the experimental investigations were guided by theoretical predictions, e.g., 

recently, the existence of topological insulating electronic phases in systems 

with a strong spin-orbit interaction was predicted by theory [19-21] and only 

later realized experimentally [22|. 

Nanomagnctism is an exciting and cutting-cdgc research field and holds 

promise for potential applications in fields such as data storage, spintron-

ics and optoelectronic technologies. Apart from applications, one encounters 

new and fascinating fundamental physics in the study of nanoraagnetism 

which presents considerable challenges to our understanding of magnetic phe­

nomena at nanoscalc. Therefore, exploration in this rich and exciting field 

will come with both challenges and rewards! 

In this thesis, wc have performed first-principles density functional theory 

(DFT) calculations to study the electronic and magnetic properties of various 

low-dimensional magnetic nanostructurcs. Below we give an outline of the 

thesis work. 

1.3 Thesis Outline 

We have split the thesis work into seven chapters. A brief description of the 

chapters is outlined as follows: 

In Chapter 1 (the present chapter), wc provide a general introduction and 

the outline of the thesis. 

Chapter 2 describes the theoretical method, namely density functional theory 
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(DFT) in the plane-wave pseudopotential approach, which has been used in 

all our work. After introducing the standard Kohn-Sham approach of DFT 

for the nonmagnetic systems with standard approximations for the exchange-

correlation, we have described the spin-polarized DFT which treats magnetic 

systems with collinear magnetism. We have also described non-collinear mag­

netism (i.e., different atoms in the system can have different orientations of 

spin). To study the magnetic anisotropy, the spin-orbit interaction needs 

to be taken into account. The Inchislon of spin-orbit interaction in the cal­

culation requires the non collinear treatment of spin. In our approach, the 

spin-orbit interaction is incorporated in the pseudopotential. Since the spin-

orbit interaction is a rclativistic effect, one needs to use relativistic pscu-

dopotcntials. Therefore, along with the usual scalar rclativistic ultrasoft 

pseudopotentials, we briefly describe the formalism of the fully relativistic 

ultrasoft pseudopotentials which have been used for the study of the mag­

netic anisotropy energy. 

In Chapter 3, we present a brief review of some magnetic properties related 

to our work and describe some general concepts related to magnetism and 

magnetic anisotropy. We also describe some experimental and theoretical 

methods for the measurement and calculation of magnetic anisotropy. 

The work presented in the next three chapters was motivated by an attempt 

to interpret and/or guide experiments. 

Surface alloys composed of magnetic components are attractive candidates 

for many potential applications. However, many candidate systems phase 

segregate instead of showing atomic level mixing. We therefore attempt to 
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gain an understanding of the factors governing alloying at the surface, es­

pecially when the component elements are bulk immiscible. In Chapter 4, 

we present our study of the structural and magnetic properties of quasi-

two-dimensional magnetic surface alloys of the type M^ N\ _j., where M is a 

magnetic element and A'̂  is a nonmagnetic element (M=Fe, Co, Ni; A'̂ =Pt, 

Au, Ag, Cd, Pb; and the concentration x = 0,0.25,0.33,0.5,0.67,0.75,1), on 

a Rh(lll) substrate. The choice of elements is made keeping in mind the 

alloying criterion of Hume-Rothery which says (in addition to other condi­

tions) that in the bulk, the atomic level mixing of two elements will take 

place if their atomic sizes differ by not more than 15%. The size mismatch 

between the alloying elements taken by us ranges from 13% (for Fe-Pt) to 

41% (for Ni-Pb) (here wc have taken half of the nearest-neighbor distance 

in the bulk state of the element as the 'atomic size"). However, when the 

mixing is confined to surfaces only (resulting in the so-called surface alloys), 

other effects such as the structure and chemical nature of the supporting 

substrate, the surface stress, etc., are also expected to play a crucial role in 

mixing. We studied the mbcing (formation energy) of these binary compo­

nents on the Rh(lll) substrate and assess the validity of the Hume-Rothery 

rule for the (quasi) two-dimensional cases. Many compositions and geometric 

patterns of the surface alloys are considered in order to study their mixing 

as well as magnetic behavior. Wc grouped all the patterns in two types: (i) 

the linear chain type [corresponding to (2x1), (3x1) and (4x1) cells] and 

(ii) the mixed checkerboard type [corresponding to (2x2) and (\/3 x \/3) 

cells] and compared their mixing properties and magnetic moments. We find 

that many of the combinations of these magnetic and nonmagnetic elements 
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result in mixing (even though they are immiscible in the bulk) while some 

show no or very small mixing. Contributions to the mixing from the chemical 

and elastic interactions are evaluated. The change in magnetic moments of 

the magnetic elements due to reduced dimensionality and coordination and 

the effect of alloying with the nonmagnetic elements are studied. We identify 

candidate systems that might be suitable for experimental investigation. 

In Chapter 5, wc study the structural and magnetic properties of Co thin films 

on Au(ll l) as well as the effect of adsorption of methane thiolate (CH3S) 

on the Co/Au(lll) substrate. These calculations were motivated by an at­

tempt to interpret recent experiments which explored the issue of whether 

it is possible to alter the MAE of ferromagnetic thin films by the deposi­

tion of a self-assembled monolayer of organic molecules. Thiols arc organic 

molecules extensively used for their properties of self-assembly in monolayers 

over many metal surfaces and nanoparticles. Self-assembled alkanethiols on 

gold nanoparticles show a very intriguing phenomenon of stable fcrromag-

nctism up to room temperature. 

The Co/Au(lll) system in itself is very interesting as it shows a number of 

interesting magnetic properties: it exhibits giant magnetoresistence (CMR), 

a spin reorientation transition from in-plane to to out-of-plane at low thick­

nesses (3-5 monolayers typically) and Co films on Au(ll l) reconstruct to 

form a structure which very much resembles its bulk structure. With a 

clever choice of our unit cell we could simulate the reconstructed Co film on 

Au(ni) which mimics the experimental structure rather well. We checked 

the stability of clean and thiol adsorbed Co/Au(lll) for two stackings se­

quences of Co layers: fee and hep. We found that the hep stacked Co gives 
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higher stabihty compared to the fee one. Tn addition to the reconstructed 

Co/Au(lll), we have also studied pseudomorphic Co„/Au(lll) for n=l to 5. 

We have studied relative stabilities and magnetic moments of Co„/Au|lll) 

for various stackings sequences (of Co layers) for a given n. 

We have calculated the magnetic anisotropy energy of the reconstructed clean 

Co/Au(lll) and CH3S adsorbed Co/Au(lll). We considered 3 ML and 5 

monolayers (ML) thick Co films on Au(lll) . Only the electronic (spin-

orbit) contribution to the MAE is calculated while the contribution from 

the magnctostatic anisotropy, which can be thought as resulting from the 

classical magnetic dipolar interaction, is not considered in our study. We find 

that the out-of-planc orientation of magnetization is more stable compared 

to in-plane orientation, for both clean as well as thiol adsorbed Co/Au(lll) 

substrate for both the 3 MIJ and 5 Mli Co systems. Our finding of an 

out-of-plane easy axis for 3 ML Co/Au(lll) film is in agreement with the 

experimental findings; however, we do not find an enhancement in MAE upon 

thiol adsorption on Co/Au(l 11). 

Chapter 6 deals with the structural and magnetic properties (with focus on 

the magnetic anisotropy energy) of Fe in low dimensions: one dimensional 

Fe chain, two dimensional square and triangular lattices and a monolayer Fo 

on Au(lll). The Fe/Au(lll) system is one where there is some uncertainty 

in the literature about the nature of the MAE- whether it is in-plane, out-

of-plane, or canted at an angle. The top Au layer and the Fe overlayer 

together are considered in four different stacking sequences, allowing these 

layers to occupy different combinations of fee and hep sites with respect 

to the remaining Au substrate. We compared the stability and magnetic 
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moments nf the four stacking cases and the K4AE of the three most stable 

configurations (out of the four) of Fe/Au(lll). We have also studied the 

MAEs of unsupported (free-standing) one- and two-dimensional Fe systems 

namely the mono-atomic Fe chain (one-dimensional) and Fe in triangular 

and square lattices (two-dimensional). For the Fe chain, we have studied the 

evolution of the MAE and easy and hard axes with the interatomic distance 

of Fc. Wc have also studied this effect for the triangular and square lattices 

(only at a few lattice constants). The effect of the the presence of a substrate 

on the MAE and the easy-axis of a Fe film is studied. Based on our study 

we found that unhke the magnetic moments, the MAE does not depend on 

the coordination number in any simple way. Also, the MAE is very sensitive 

to small structural parameters such as site occupancies and layer stackings. 

This may, in part, explain the range of results obtained in experiments. 

Finally, in Chapter 7, wc summarize our work and conclude with open ques­

tions which still remain to be answered, and the future prospects. 



Chapter 2 

Theoretical Formahsm 

2.1 Density Functional Theory 

In density functional theory (DFT), the problem of a many-body interacting 

system is mapped on to a non-interacting single particle system. The real 

interactions are mapped to an effective interaction that incorporates many-

body effects into a one-body term. The extraordinary concept introduced by 

DFT is the use of electronic density, which is a scalar quantity and a function 

of three (position) variables only, instead of the many-body wavefunction, 

which is a SA'^-variable quantity for a A'^-particle system. This reformulation 

of the usual many-body wavefunction based quantum mechanics in terms 

of the density as a central parameter results in a great simplification of the 

problem. 

14 
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2.1.1 Hohenberg-Kohn (H-K) Theorem 

The problem of a many-body interacting system is dealt with in quantum 

mechanics by using the Schrodinger equation (SE). The non-relativistic SE 

for a system of TV electrons moving under a static external potential V{T) is 

- ^ E v ' + E ^ W + E ^ ( r - ^ ^ ) - ^ *(ri 'r2, . . .r iv) = 0, (2.1) 
V i i i<3 / 

where U{ri,rj) is the interaction between the z*'' and the j * ' ' electrons at 

positions TJ and TJ respectively. E is the total energy and ^ is the A'^-particle 

wavefimction of the system, h = h/2-K where h is Planck's constant and m 

is the mass of the free electron. The first term represents the kinetic energy, 

where the kinetic energy operator, y^i is the Laplacian operator, which 

in Cartesian coordinates is the sum of unmixed second partial derivatives: 

2 _ ^ , ^ , ^ 
V — 9x2 ^ Qy2 ^ Qz2 • 

In principle, all the relevant information about the system is contained in 

its wavefunction. In practice, however, it is hard to get \I' since this equa­

tion is hopelessly difficult to solve owing to the presence of the many-body 

interaction term U. Nevertheless, methods based on the expansion of the 

wavefunction in Slater determinants have been devised to solve this equation 

(e.g., the Hartree-Fock method) but they are limited in their ability to deal 

with larger and more complex systems. 

If the many-body wavefunction of any system is known, the charge density, 

n(r), of the system can easily be calculated as 
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n{r) = N f\<I/{r,V2,V3,...TN)\^dr2...dvN. (2.2) 

Hohenberg and Kohn in 1965 [23] proved that the reverse is also true (at 

least for the ground state), i.e., if the ground state charge density, n"{T), is 

known, it is in principle possible to calculate the corresponding ground state 

wavefunction, ^°(r i , r2 , ...TAT). 

Hohenberg and Kohn proved that the total energy of a many-body interact­

ing system in the presence of a static external potential (e.g., that exerted 

by atomic nuclei in solids) is a unique functional of the electronic charge 

density, n(r). The minimum of the total energy functional gives the ground 

state energy of the system and the corresponding n(r) which minimizes this 

functional is the correct ground state charge density. 

Proof 

Let us consider a system of Â  interacting electrons under an external poten­

tial V{T) (usually the Coulomb potential of the nuclei). Let H = T + U + V 

be the many-electron Hamiltonian with ground state wavefunction -0, where 

T is the kinetic energy, U the electron-electron interaction and V the external 

potential. 

Let us consider now a diflFerent Hamiltonian H' = T + U + V (where V 

and V are different potentials and do not differ simply by a constant), with 

ground state wavefunction ^ ' . Let us assume that the ground state charge 

densities are the same: n[V\ = ii'[V']. Since ^ ' is not an eigenfunction of H, 

the following inequality holds: 
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E' = {<b'\H'\^') < (* |H' |*) = {^V\H + V' - l/lvp), (2.3) 

that is, 

E' <E+ f{V{r) - V'{r))n{r)dr, (2.4) 

By interchanging primed and unprimed quantities one finds also: 

E <E' + j{V'{v) - V[v))n{r)dv. (2.5) 

Adding the two equations we get the absurd result: E + E' < E + E'. 

Hence by a reductio ad absurdum argument the assumption that two different 

potentials can give rise to the same charge density is wrong. So the external 

potential uniquely specifies the ground state charge density. The consequence 

of the H-K theorem is that the ground state energy E is uniquely specified 

by the ground state charge density. In mathematical terms £ is a functional 

of n(r), written as E[n{r)]: 

E[n{T)] = ( * | T + f / + F | * ) = (*|T+[/ |1 ') + ( * | y | ^ ) = F[n(r)]+ / n(r)y(r)dr , 

(2.6) 

where F[n(r)] is a universal functional of ra(r). It is universal because it 

does not depend on the form of the external potential V{r) and hence is 

system-independent. The ground state energy is minimized by the ground 

state charge density. The problem has been reduced from finding a A''-body 

electron wavefunction to finding a three-dimensional function n(r) which 



2.1 Density Functional Theory 18 

minimizes E[n{r)]. The main hindrance confronting DFT to be used as 

an efficient electronic structure theory of solids lies in our ignorance of the 

functional F[r7,(r)]. This lack of the knowledge of F[n{r)] makes DFT an 

approximate calculation, otherwise, the H-K minimum principle is formally 

exact. 

2.1.2 Kohn-Sham Treatment 

The H-K theorem only tells us about the existence of a functional whose 

minimization would yield the ground state energy and charge density. It does 

not give any way to obtain it. It was Kohn and Sham [24] who proposed a 

methodology to get this energy functional. 

Kohn and Sham showed that it is possible to replace the many-electron prob­

lem by an exactly equivalent set of self-consistent one-electron equations for 

a system of many atoms. The total energy functional can be written as a 

sum of the following terms: 

(1) kinetic energy of electrons, 

(2) the interaction between ions and electrons, 

(3) the interaction among electrons, 

(4) the term containing the effects of exchange and correlation 

The main difference from the Hartree theory comes in the inclusion of ex­

change and correlation effects. 

The starting point of any theory of electronic structure of matter is the non-

relativistic Schrodinger equation for the many-electron wavefunction ^ ( r i , r2...rAr), 
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under the Born-Oppenheimer approximation: 

I 1,1 ' i j ' •' 

^ E v ? - E u r ^ + E u r - ; n - ^ h = o- (2-7) 

The first two terms in the above equation are the kinetic energy (T) of elec­

trons and the interaction between electrons and nuclei (the external poten­

tial). The third term represents the many-body interaction among electrons 

(denoted as Eee for later use). In the Kohn-Sham (KS) treatment, the total 

energy functional can be written as: 

E[n(r)] = T,[n(r)] + ^J ""^^^^^^'^drdr' + Jn{v)V{r)dv + £ . Jn( r ) ] . (2.8) 

The first term on the right hand side of Eq. 2.8 is the KS kinetic energy 

(i.e., the kinetic energy of the non-interacting electron gas), the second term 

is the Hartree energy (EH) containing the electrostatic interaction between 

electrons, the third term is the interaction of electrons with the external 

potential and the fourth term is the non-classical exchange-correlation inter­

action between electrons. 

The system of interacting electrons is mapped onto a system of non-interacting 

electrons and for this non-interacting system the one-particle Schrodinger 

equation can be written as: 

~ 2 ^ V ' +VKs{r) - ei ) Vi(r) = 0, (2.9) 



2.1 Density Functional Theory 20 

where the effective potential 

VKs{r) = V{r) + I i^^^dr' + V.e[n(r)], (2.10) 

consisting of, besides the external potential V{r), the Hartree potential: 

^^Wr) ] = / ^ ^ * ' , (2.11) 

and the local exchange-correlation potential: 

Kc[n(r)] = -J-E^Mr^)]; (2.12) 

the ground state charge density, n(r), is represented in terms of one-electron 

orbitals (known as KS orbitals), ipi{r): 

N 

n(r) = J]|^,(r)p. (2.13) 
i 

The ^, are orthonormal: 

J ,lj*{T)'4>i{T)dT = 5ij, (2.14) 

where 6ij is the Kronecker delta. Equations (2.9-2.13) are called the self-

consistent KS equations. The problem has now been reduced to finding tlie 

solution of a Schrodinger-like equation describing a single particle moving in 

an effective potential V/<-s(r). However, this apparent simplicity comes at the 

cost of self-consistency: now the equation has to be solved self-consistently as 

the solution depends on the effective potential which depends on the density 
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which again depends on the solution (KS orbitals). This non-linear, self-

consistency problem is solved iteratively, as shown in Fig. 2.1. The existence 

of a unique potential, V/c^, having n°{r) as its ground state charge density 

is a consequence of the H-K theorem which holds irrespective of the form of 

the electron-electron interaction, U. If we were to know the exact £'j,c[^(r)], 

these single-particle KS equations include all many-body effects. Thus, DFT, 

although derived originally from a many-particle Schrodinger equation, is 

finally expressed in terms of the three-dimensional density, n(r), and the 

effective single-particle wavefunctions, V'i(r) • 

The effective single-particle KS potential, VKS-, is a fictitious external po­

tential which leads to the same charge density, n°(r), as that obtained by 

the real external potential for the interacting electron system. Likewise, the 

single-particle KS orbitals, V^i(r), and the corresponding eigenenergies, tj, 

also do not correspond to any known physically observable quantities. How­

ever, later it was shown that the energy of the highest occupied KS orbital 

in fact corresponds to the ionization energy [25,26] and it is now a common 

practice to compare KS eigenvalue differences to optical spectra of molecules 

and solids. 

Once the correct (ground state) charge density is known, the total energy of 

the system can be calculated by adding different terms: 

Etot = y " e» - o / "^l^'^.dr'dr + ^xc[n(r)] - / n(r)^4e(r)c?r + EEn,aid-
^"^ -i ,/ |r — r I J 

(2.15) 

Half of the Hartree energy (the second term on the right hand side) is sub­

tracted because of the double counting of electrons in calculating the KS 
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eigenvalues. The contribution of the exchange interaction to the KS eigenval­

ues, i.e., (i/JilVxcl^i), is also subtracted out. The nuclear-nuclear interaction 

energy, EEwaid-, is finally added. Fig. 2.1 shows the flow chart of the iterative 

way of solving the KS equations. First, a trial (input) density n'" is obtained 

(usually from a combination of atomic wavefunctions and plane waves). The 

KS potential is then calculated using this density and the KS equation is 

solved for the KS orbitals. The new (output) density n°"* is obtained from 

these KS orbitals. If the difference between the input and the output densities 

is lower than a pre-defined tolerance, self-consistency is achieved. Otherwise, 

this output density is used, after some mixing (defined in the function / ) 

with the input density to speed up the convergence, for a new iteration and 

the whole procedure is repeated until the convergence is achieved. There ex­

ist various mixing schemes to speed up the convergence. In the calculations 

presented in this thesis, a modified Broyden's mixing method [31] (with some 

more refinements) is used. 
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Take a trial density n'"(r) 

Calculate Vf/[n'"(r)] and \4c[n'"(r)] 

Solve the KS Equation ( - £ V^ +VKs{r) - Ci) ipi{r) = 0 

Calculate the new density n°"*(r) = J^i IV î(r ^ 1./, /^M2 

No 
Check if n°"' — n'" < tolerance 

Yes 

Self-consistency achieved. Compute total energy, forces, etc. 

Figure 2.1: Flow chart showing the self-consistency loop for the iterative solution 
of the KS equation. Superscripts indicate the iteration. 

2.1.3 Exchange-Correlation and Its Approximations 

Exchange effects arise due to the additional degrees of freedom (spin), and 

the fermionic nature of electrons. The Pauli exclusion principle forbids two 

electrons of the same spin from occupying the same state, thus causing a sort 

of repulsion between them. This interaction is called the exchange interac­

tion. A further effect of the many-body nature of the electronic system is the 

correlation. The electron at a point r is correlated in some "mysterious" way 
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to electrons at other places, irrespective of their spin, to avoid each other. 

The correlation energy is defined as the difference between the Hartree-Fock 

energy (which takes only the exchange energy into account) and the exact 

non-relativistic energy of the system. The overall effect of the exchange and 

correlation is to reduce the electron density at point r due to the electrons at 

other points. Together, the exchange and correlation energy can be defined 

as: 

^,e[n(r)] = r[n(r)l + ^ee[n(r)] - T,In(r)] - EHHV)], (2.16) 

where T[7i(r)l and Eee[n{r)\ are the exact kinetic and electron-electron in­

teraction energies respectively. This is the difference between the true total 

energy (kinetic plus potential) and the total energy at Hartree level. 

As we have seen in the previous section, the usefulness of DFT relies on the 

knowledge of the exchange-correlation functional, Exc\f^{r)\. Various approx­

imations for this functional have been developed, which in most of the cases 

work well. Among them are the local density approximation (LDA) [27] and 

various gradient corrected generalized gradient approximations (GGAs) [28]. 

The simplest approximation for £'j,(.[n(r)] is the local density approximation. 

In this approximation, the exchange-correlation functional is written as: 

E LDA y4°'"(n(r))n(r)r/r, (2.17) 

where ej°"'(rt) is the exchange-correlation energy per particle of a homoge­

neous electron gas of density n. 

Although the LDA is exact for a uniform electron gas and is expected to 

give good results only for densities varying slowly on the scale of the local 
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Fermi wavelength, it has been found to give remarkably good results for 

most of the applications. However, it is generally found to ovcrbind, giving 

rise to smaller bond lengths. It is not expected to give satisfactory results 

for systems dominated by strong correlation effects, such as heavy fermion 

systems. 

Improvements tn the FDA are done by taking into account not only the 

density at r but also its gradients, allowing for the nonhomogcncous charge 

density. These are called generalized gradient approximations (GGAs). The 

GGA exchange-correlation functional can be written as: 

C ^ = y"el°'"(n(r))F,,[n(r), vn(r)l(r)rfr, (2.18) 

where Fjc is called the enhancement factor. There is no unique form of the 

GGA and several variations exist [32-34] leading to different values for the 

enhancement factor. 

The GGA has been found to reduce the effects of LD/V overbinding; rather 

it usually underbinds for solid state systems. However, it has been found 

to give significantly better results when applied to molecules. Also, it gives 

better estimates of magnetic moments. In this thesis, where we have made 

use of the GGA, we have used the Perdew-Burke-Ernzerhof (PBE) form [33|. 

2,1.4 Bloch's Theorem and Plane Wave Basis Set 

In any crystal there arc infinitely many interacting electrons moving in the 

electrostatic field of ions, through the entire volume of the solid, making the 

problem of studying electronic motion rather difficult. But thanks to the 
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periodic nature of the structure of crystals, one does not need to consider the 

entire crystal, making the problem much easier to handle. 

Since the ions in a perfect crystal are arranged in a regular periodic way, 

the external potential produced by these ions in which electrons move will 

also be periodic. If {R} be the lattice vectors of the crystal (expressing the 

periodicity of the crystal), the external potential felt by an electron at a po­

sition r will satisfy the condition V{r) = V{r + R). Bloch's theorem makes 

use of this periodicity of the crystal. Tt expresses the real space wavefunc-

tion of an electron in the infinite crystal, in terras of the wavefunctions at 

reciprocal space vectors in the (finite) first Brillouin zone (BZ). Though the 

number of reciprocal space vectors (k-points) in the first BZ is still infinite, 

in practice one chooses some small number of representative k-points using 

the symmetries of the crystal (see the section below on k-point sampling). 

Using Bloch's theorem, the electronic wavcfunction at each k-point in the 

first BZ can be expressed in terms of a Fourier series: 

V ,̂(r) = ^C,k+Gexp{«(k + G).r}, (2.19) 
G 

where {G} arc the reciprocal lattice vectors defined by the condition cxp(iG.R) 

=1. Each component has a kinetic energy (^^/2TO)|k + Gp. The number of 

Gs in the above expansion decides the size of basis set, which is in princi­

ple infinite. However, the fact that the valence electrons are more important 

than the core electrons for the description of most of the properties of a solid, 

thereby making the rapidly oscillating part of the valence electron wavefunc-

tion in the core region less important than the slowly varying part in the 
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valence region, allows one to replace the true electronic wavefunction with a 

"pseudo" wavefunction (see the next section) which is smooth enough to not 

require high frequency components in the above Fourier expansion. Thus, 

one can limit the size of the basis set by setting a cutoff for the highest G in 

terras of a quantity called the kinetic energy or plane wave cut-off, Ecut- For 

a given k, the highest plane wave basis vector Gc has to satisfy the relation 

ft^ IL- _i_ r* |2 — p 
^ | K -\- \jc\ — ^cut-

However, restricting the size of the basis set introduces an error in the total 

energy of the system, but this error can always be made arbitrarily small 

by setting a larger cut-off. The cut-off depends on the system and the elec­

tronic states under investigation. For example, the description of magnetism 

in transition metals which essentially arises from the localized rf-states, re­

quires high energy cut-off. On the other hand, 6'-like states which are fairly 

dclocalizcd can be expressed using a much lower energy cut-off. 

Another advantage of expanding the electronic wavefunctions in terms of 

plane waves is that in the k-space representation of the KS equations, the 

kinetic energy- becomes diagonal. Also, the size of the Hamiltonian matrix 

depends on the size of the basis set which can be made much smaller by using 

ultrasoft pseudopotentials (see the next section). The use of plane wave basis 

also removes the requirement of calculating the Pulay forces when calculating 

forces making use of the Hellmann Feynman theorem. 
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2.1.5 Pseudopotential 

The Coulomb interaction between electrons and nuclei goes to infinity at 

each ionic site. Moreover, the large oscillations in the wavefunction of va­

lence electrons in the core region also demand a large basis set, making it 

computationally expensive. Fortunately, most physical properties of solids 

are dependent on the valence electrons to a much greater degree than on 

the tightly bound core electrons. So the behaviour of electrons in the core 

region can be ignored for most of the properties of solids. Thus the true 

potential of electrons near the core region can be approximated by some 

artificially constructed potential called a "pseudopotential" (PP) [35-37] to 

lower the computational cost without compromising much on the accuracy of 

the description of physical phenomena. The pseudopotential approximation 

removes the core-electrons and the strong nuclear potential and replaces them 

with a weaker pseudopotential which acts on a set of pseudo wavefunctions 

rather than the true valence wavefunctions. As a result, both the number of 

explicitly treated electrons as well as the number of basis functions needed 

to describe them get drastically reduced. 

In applying the PP approximation one has to define separate core and valence 

regions. Beyond a certain radial distance from the atom called the cutoff ra­

dius, Tc, the region is termed as the valence region, and in this region the 

pseudopotential and the pseudo wavefunctions are chosen to be identical with 

the true potential and the true wavefunction (known as all-electron wavefunc­

tion). Tc is chosen such that the last node of the all-electron wavefunction 

falls within it. 
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Although a PP is not unique, it must obey certain conditions: 

First, for a continuous pseudopotential, the pseudo wavefunctions must be 

continuously diffcrcntiablc at least twice at r^. Second, often the total core 

charge produced by the pseudo wavefunctions and the all-electron wavefunc­

tions are the same. In such a case, the PP is called a norm-conserving PP [38]. 

Norm-conserving PPs ensure that the pseudo-atom produces the same scat­

tering properties as the true atom. Pseudo wavefunctions (0) also have to 

satisfy the usual orthonormality condition: {(pi\4>j) = 6ij. However, as we 

will see in the next section, these constraints (i.e., the orthonormality and 

the norm-conservation) if relaxed, can allow for an even softer PP (known as 

an ultrasoft PP), making the computational cost much more cheaper. 

A PP is said to be transferable if it can be used to describe different chemical 

environments of the same atom. Norm conserving PPs automatically have 

transferability built into them. 

The replacement of the true wavefunction by the pseudo wavefunction in­

troduces an extra energy dependent nonlocal potential in the Hamiltonian. 

This can be seen from the following: 

If H, \Xn), and E„ be respectively the Hamiltonian, core eigenstates and 

core energy eigenvalues of an atom and \xp) be a particular valence state 

with energy E, then one can construct a smoother pseudo wavefunction \(p) 

defined by 
core core 

n n 

where in the second equation the orthogonality property of the wavefunctions 

has been utilized to fix the coefficients a„. Substituting 10) in the Schrodinger 
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equation H\ip) = E\ip) one obtains 

core 

H\ct>) + Y,{E - E^)\xn){Xn\<P) = R\cP), (2.21) 
n 

SO that the pseudo wavefunction obeys the Schrodinger equation with the 

extra potential term in the Hainiltonian given by 

core 

l ^yvL-5^(^-^„) |Xn) (Xn | . (2.22) 
n 

The effect of this energy dependent potential, which is repulsive in nature, 

is localized only in the core. This potential is called a nonlocal potential as 

it depends on the angular momentum of the states. Thus we get PPs which 

have two parts: (1) a local part which is energy and angular momentum 

independent and hence the same for all the {s,p,d,...) states and, (2) a 

nonlocal part which is energy and angular momentum dependent and thus 

different for different states. This nonlocal part of the PP is generally written 

in terms of the projectors on the angular momentum states. 

Ultrasoft Pseudopotential 

A further reduction in the computational cost can be achieved by introdiicing 

the so-called Vanderbilt ultrasoft PP [39]. The PP in the core region is further 

smoothened to make it even softer so that a smaller basis set can be used. 

However, now the charge density has to be augmented in the core region in 

order to recover the full electronic charge. The use of an ultrasoft PP requires 

a recasting of KS equations in terms of a generalized eigenvalue formalism 
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by introducing a non-local overlap operator: 

5 = l + X;Qi j |A) (^ , i , (2.23) 

where the augmentation functions Q^j are the matrix elements 

Qid = (V-'̂ IV--,) - {(|>^\<l^j). (2.24) 

and the (5i are projector functions depending upon ionic positions. In terms 

of this nonlocal operator, the orthonormality condition can be recast as: 

{(t>^\S\<}>j) = %. (2.25) 

This is called the generalized orthonormality condition. So, now the pscudo 

wavefunctions are not orthonormal and the charge inside the core region is 

not conserved (i.e., not equal to that obtained by the all-electron calculation). 

However now the advantage is that the pseudo wavefunction can be chosen to 

be much smoother than the norm-conserving pseudo wavefunction requiring 

much smaller basis size. The generalized eigenvalue problem is now rewritten 

in terms of the operator S as: 

ff(pnk = inkS^nk- (2.26) 

The deficit in the charge is compensated for by augmenting extra charge from 

outside. Since the ultrasoft PP itself is involved in solving the KS equations, 

changes in the charge configuration are automatically taken into account 
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while solving the self-consistent KS equations thus allowing the increase in 

fc without having to sacrifice the transferability of the ultrasoft PP. In the 

present work we have used ultrasoft PPs for all the elements. 

2.1.6 k-point Sampling 

Many physical quantities, for example, total energy, density of states, etc. 

arc obtained by integrating over all the wavcvoctors in the first BZ. Since the 

number of k-points in a zone is infinite and the electronic wavcfunction needs 

to be calculated at each k-point, this will result in infinite computational cost 

even if the size of basis set is finite. So, in practice this integration over the 

entire first BZ is replaced by a summation at some finite number of k-points. 

These k-points can be chosen to lie on a uniform mesh (Monkhorst-Pack 

grid) [40] or can be specified specifically [41]. 

The k-point sampling approximation is given by: 

n(r) = T̂ —ĵ  / nk(r)cflt Rs ^nk( r )wk (2.27) 
I T^) JBZ J^J 

where Q is the unit cell volume, wk is the weight of the k-point and 

nk(r) = ^^ ,^ , ( r ) ^ ,k ( r ) , . (2.28) 
i 

where ^i,k(r) is the Fourier transform of ^i(k). Hero k runs over the a set of 

k-points and i labels the occupied states and the integral over the Brillouin 

zone is replaced by a sum over the discrete k point set. 

By using the symmetries of the BZ (if any), the numl)er of k-points to be 
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sampled can further be reduced. In the Monkhorst-Pack scheme, the set of 

k-points in the BZ is generated based on the point group symmetries. In 

our calculations, we use the Monkhorst-Pack grid method. The number of 

k-points generated depends on the convergence of the quantity of interest 

with respect to k-points. For our magnetic anisotropy energy calculations, 

for example, we have to use a very fine grid of k-points as the energy scale 

in this case (mcV) is of the same order as the order of the error introduced 

in usual k-point samplings. 

2.1.7 Smearing 

Metals have unoccupied states near the Fermi level and several bands may 

cross over near the Fermi surface. Generally, for insulators, the unoccupied 

bands are well above the Fermi level. Since the bands are orthogonal to 

each other, in calculations, one needs to impose orthogonalization condition 

for every new band calculated. In the case of insulators, these higher lying 

unoccupied states need not be calculated so that the valence bands need not 

be orthogonalizcd with respect to them, and thus they arc removed from the 

top band by the energy minimization. But in metals, due to their proximity 

to the occupied bands, these unoccupied bands should be included ensuring 

their orthogonalization with respect to the valence bands. The computational 

cost scales quadratically with the number of bands and one does not know 

beforehand which bands are important. 

The total occupancy (/,) is the sum over the BZ of the occupancies at each 

k-point (/i(k)) which are either one or zero depending on whether the level 
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falls below or above the Fermi level {Ef): 

IBZ 

U = Y,^v!i{^)6iiM^) -Ef), (2.29) 
k 

Wk is the weight of the k-point in the irreducible Rrillouin zone (TBZ) and 

Oi{Ei{\(i) — Ef) is the step function. 

For insulators and semiconductors, the density of states goes to zero smoothly 

before the Fermi level or the unoccupied states. For metals, the density of 

states does not go to zero and remains finite at the point separating the oc­

cupied and the unoccupied states. One therefore multiplies it with a sharp 

(stop) function ensuring no contribution from the unoccupied states. How­

ever, the resolution of the step function 0 at Ey (Eq. 2.29) is very difficult in 

plane waves. So one replaces it with a smoother function ^^(^^^(k)) allowing 

partial occupancies at the Ey: 

IBZ 

/i = 5]c^/i(k)F,(£;,(k)). (2.30) 
k 

Also, the discontinuous occupancies many a times lead to instabilities during 

minimization. At finite temperatures, the occupancies become continuous. 

Mermin [42] extended the idea of zero temperature DFT by smearing the 

bands in energy near the Fermi level using the Fermi-Dirac distribution. 

However, this would introduce an cntropic contribution to the total energy 

and one would be required to minimize the free energy rather than the total 

energy. One can get to the zero temperature results by subtracting out the 

cntropic part. Various techniques for smearing exist, c.g; Gaussian smearing 

[43], where levels near the Fermi energy are broadened by Gaussian functions. 
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Methfessel-Paxton smearing [44], and Marzari-Vanderbilt cold smearing [45] 

etc. We have used Methfessel-Paxton smearing in our calculation. 

2.1 .8 C a l c u l a t i o n of Forces 

Minimization of the forces acting on the atoms is necessary in order to get 

the relaxed equihbrium structure of a system. The important caution for 

calculating the forces is that the expression used for the force acting on an ion 

must reproduce the derivative of the expression used for the total energy with 

respect to the ion's position, otherwise the energy of the system will not be 

conserved. In this thesis, forces are calculated using the Hellmann-Feynman 

(H-F) theorem [46]. The force on the /*'' ion, as in classical mechanics, is the 

negative of the derivative of the total energy (which is the eigenvalue of the 

total Hamiltonian (see Eq. 2.7), / / , of the system corresponding to a fixed 

nuclear configuration {R}) with respect to the ionic position R/, is given by: 

, _ d{EiR)) 
JI -

dR, 
d 

dR, 
*(R)|// |*(R)> 

7/ * > - ( * h:̂  * > - ( * L?/ 
,dR,' ' / \ 'dRi' / \ ' 'dR, 

'SR/' 

(2.3i; 
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*(R) is the electronic eigenstate of the Hamiltonian H corresponding to 

the ionic configuration {R}. The H-F theorem assumes a complete basis. 

The advantages of calculating the forces using the H-F theorem are that 

one does not need to sample total energies at many configurations and the 

force constant of different bonds between atoms can be easily calculated. If 

the basis is incomplete (which is always the case in practice), the * will 

not be an exact eigenstate of H and the other two terms in the general 

expression will not vanish. The derivative of the wavefunction with respect to 

the atomic displacements will therefore not vanish if one uses an incomplete, 

position-dependent, localized basis set. This results in a finite force, called 

the Pulay force [47,48]. The use of a plane wave (i.e. a position-independent) 

basis means that one need not calculate Pulay forces. Note that the Pulay 

forces are zero in the limit of a complete basis set (whether localized or 

posit ion-independent). However, the use of ultrasoft PP introduces similar 

kind of forces due to modified orthogonality constraint brought about by the 

localized augmentation charge [49]. 

2.1.9 Calculation of Stress 

The stress tensor {aa/}), based on the expression derived by Nielsen and 

Martin [50], is the derivative of the total energy with respect to the strain 

tensor Cafi, per unit volume Q: 

1 dEtot 
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where a,P are Cartesian indices. Using the H-F theorem, it can be written 

as 

The H-F theorem assumes that the basis is complete. Upon applying the 

strain, the basis set (i.e., the number of plane waves) changes. However, even 

for the incomplete basis set, the above equation holds if one can keep the 

basis set unchanged while calculating the derivative of the total energy with 

respect to the strain. This can be achieved, for isotropic strain, by changing 

the kinetic energy cut-off accordingly. For anisotropic strain, however, this 

becomes difficult and thus in practice one adopts a procedure of obtaining the 

stress tensor by differentiating the total energj' calculated at the fixed energy 

cut-off in the finite difference calculation. The discontinuity introduced in the 

pressure-volume curves as a result of this is partially removed by introducing 

a smooth penalty function for the plane waves whose kinetic energy exceeds 

some given cut-off [51]. 

2.2 Spin-Polarized Density Functional The­

ory 

So far we have considered the spin-degenerate charge density n{r) of electrons 

only. Magnetism arises largely due to the polarization of electronic spins. 

To describe magnetism, one needs to take care of the spin-polarized charge 

densities. One defines, along the lines of usual (non spin-polarized) DFT, 
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charge densities for spin-up and spin-down electrons in terms of spin-up and 

spin-down Kohn-Sham orbitals ^, (r) and ^^ (r) as: 

n\T) = J2\i'U^)\\ (2.34) 
i 

and 

nHr) = J2\'I^Hv)\'. (2.35) 
i 

The scalar electron density can be expressed as 

n(r) = n^(r) + n^(r), (2.36) 

and the magnetization density is 

m(r) = n ^ ( r ) - n ^ ( r ) . (2.37) 

These four variables (n(r) and the three components of vector m(r)) consti­

tute the basic variables of spin-density-functional theory. 

In terms of these variables, the KS equation for the spin-polarized case can 

be recast as, 

[-— V̂  +4t(r) - e^) ^^(r) = 0, (2.38) 
2m 

where the effective KS potential takes the form 

V^'si^) = V{r) + J ~rlndr' + ^//(r). (2.39) 
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and the spin-dependent exchange-correlation potential V^ '̂''(r), are now given 

by, 

KlHr) = j^,E^Mv)M^)]. (2.40) 
dn[r) 

Note that the external potential here includes the external magnetic fields H 

(if any) also, which will contribute a +jiBH term, where fiB is the Bohr mag­

neton. The minus sign means that the majority spins (t) are energetically 

favoured over the minority spins (J,). 

Like DFT, Spin-Polarized DFT is also formally exact. Approximations enter 

due to the lack of knowledge of the exchange-correlation functionals Ej;c 

and Vjj- which embody all the many-body effects in the system. Magnetic 

versions of LDA, LSD A (local-spin-density approximation) [52-54], and GGA 

[33,55] have been developed and had been shown to work rather well for many 

applications. 

2,2.1 Noncollinear IVIagnetism 

The KS eigenfunctions for the colhnear magnetic case are scalar functions. 

In order to describe a general state of magnetization where the spins could be 

oriented in any direction, one needs to introduce orthonormal bi-dimensional 

spinors as KS eigenfunctions: 

*i(r) ^̂  ' ' (2.41) 
Y ^ii(r) 

In terms of these two-component spinors, the magnetization can be expressed 

as the expectation value of the Pauli matrices: 
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m(r) = AiBXl*lW^*'W' (2.42) 

where the sum runs over all the occupied states. The a is the Pauli matrix 

with the three components: 

Ox = 

, \ 
0 1 

1 oj 
;cr!/ = 

( n \ 0 I 

[-"] 
o. 

1 0 

0 - 1 
(2.43) 

The components of the magnetization can then be written as, 

m,(r) = ^iB^ * | ( r )a^^i( r ) = ^5 J ^ l ^ ^ t ^ ^ + V'^V'it) (2-44) 

^y{A = A'B I ] ^I^^(i-)^y*i(r) = Â̂B ^{^l^^H " ^\I^A) (2-45) 
i i 

occ occ 

m,(r) = I2BY1 *I(r)a.«'i(r) - Ms J](|^^^tP - l^^i^) (2-46) 
i i 

The charge density is the sum of the up and the down spin charge densities: 

occ occ 

n{r) = J2 ^l(r)^»(r) = E(^*tV''«t + ^^^V'̂ i)• (2.47) 
i i 

The noncoUinear KS equation becomes: 

(T + Vion + VH + KC + B(r).o-)^(r) = 6,v^(r) (2.48) 
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where the exchange and correlation potential V^c and the exchange-correlation 

field B are defined as: 

V„ = ' ^ - ' f ' f ' ^ " (2.49) 
on[rj 

and 

^ ' - 5^) • ^'-''^ 

The exchange-correlation functional contains now the full magnetization m(r) 

instead of the 2-coniponcnt 'm.z{r) only. Tlic non-collinear treatment of mag­

netization was employed by Kiiblor and co-workers [57] to study the magnetic 

and electronic properties of RhMna and PtMns. In their approximation, they 

fixed the direction of the magnetization of each atom but allowed the spins to 

have different directions. Bylander and Kleinman [58] lifted the constraints 

on the direction of magnetization and used instead a self-consistent non-

collinear method. Our calculations of magnetic anisotropy, which require 

noncollinear magnetism, are based on this approach. 

2.3 Relativistic DFT 

In early calculations, the relativistic effects of the electron dynamics were 

treated in an average way. The ultrasoft PP used were generated from the 

non-relativistic (or the semi-relativistic) Hamiltonian. However, many phys­

ical properties of solids are the result of relativistic effects, e.g., the magnetic 

anisotropy (the dependence of the ease of magnetizing a magnetic sample on 

the directions or the orientation of the crystal). Therefore, a fully-relativistic 
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treatment of the electron spin is essential in some electronic structure calcu­

lations. Here we describe the theory behind the ultrasoft PP obtained from 

the fully-relativistic KS equation. 

One of the important consequences of a rclativistic treatment is the spin-

orbit coupling (SOC). The effect of this coupling is to split states that are 

degenerate in a non-relativistic description. The electron spin gets coupled 

with its orbital motion making the spin dependent on the direction, giving 

rise to the magnetic anisotropy. The electronic states no more remain a scalar 

function but are described by two-component spinors. The fully rclativistic 

treatment becomes necessary especially in low-dimensional nanomagnets as 

the magnetic anisotropy stabilizes the magnetism in these systems [59]. 

To account for the rclativistic effects of electronic motion, the starting point 

is to use the Dirac equation. The rclativistic Dirac Hamiltonian for a free 

electron is written as: 

H = Pmc^ + ca.p, (2.51) 

where c is the speed of light, m is the electron mass and /? and a are 4x4 

matrices (their forms are not unique. They are usually expressed in terms of 

the Pauli matrices). The solutions are expressed as four-component spinors: 

^(r) 

f V'i(r) ) 

' Mr) 

Mr) 

\ Mr) J 

( Mr) ^ 

^s(r) 

V / 

(2.52) 
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where ^^(r) and •0B(r) are two-component spinors. '0/i(r) and ^'^(r) are 

called the large and the small components respectively as the latter turns 

out to be of the order v/c [v being the speed of the electron and c the 

speed of light) of the former. In the presence of an electromagnetic field, 

the Dirac equation gives rise to the spin-orbit coupling term in addition to 

the relativistic corrections in the kinetic and the potential energies of the 

electron [56]. The Dirac-like equation for a system of interacting electrons in 

an electromagnetic field (given by the scalar and the vector potentials 0(r) 

and A(r) respectively) can be written as; 

H-^Y. [(P^ - ^(A(r)) ' - HBCTi.Bir,) + e<^(r,)] +\Y. r ^ ^ (2.53) 

where B(r) = V ^ A(r) . We can write the external one-body potential as a 

2x2 matrix: 

Kxf (r) = I I • (2-54) 
-HB{B^{r) + iBy{r)) e(^(r) + fiBB,{r) 

Along the lines of the standard KS formulation, one maps this system of 

interacting electrons onto an auxiliary system of non-interacting electrons 

with spin that has the same spin-density as the original system. The basic 

variable of relativistic DFT is the spin-density expressed in terms of the 

two-component spinors (0j(r,cr)) one-electron wavefunctions: 

n ( r , a , a ' ) = 5 ;V ' ; ( r , ^ )0 . ( r , a ' ) . (2.55) 
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2.3.1 Spin-Orbit Effects in Ultrasoft P P 

In a relativistic pseudopotential DFT, the relativistic effects are incorporated 

in the pseudopotential part of the Hamiltonian rather than treating them as 

a perturbation. Since the most significant relativistic effects come from the 

core region [60], the non-local part of the PP needs to be modified (see 

section 2.1.5). The spin-orbit effects have been treated in norm-conserving 

PPs in fully separable form [61,62] and the splitting of bands due to SOC in 

semiconductors like MnAs and MnSe have been reported [63]. The inclusion 

of SOC effects in ultrasoft PP has been accomplished only recently [64[. 

In the scalar relativistic or non relativistic [65] equation, the radial compo­

nent of the solution depends only on the orbital angular monientum quan­

tum number /, whereas the radial component of the fully relativistic atomic 

Dirac-likc equation depends on / as well as on the total angular momentum 

quantum number j . For each value of /, there arc two values of j , one cor­

responding to / + 1/2 and the other corresponding to / — 1/2. Thus, each 

I value gets split into two j values. The solutions of the scalar relativistic 

equation are j-avcragcd over the solutions of the fully relativistic equation. 

The ultrasoft PPs generated using the scalar or the non relativistic KS equa­

tion are thus j-avcragcd. They arc generated by requiring that the scattering 

properties of the ultrasoft PP are exact at Â^ values of the energy for each 

/. The ultrasoft PP accounting for the SOC is generated by requiring that 

the scattering properties of the PP arc exact at N^ values of the energy for 

both / and j . The coefficients for the nonlocal PP form a / and j dependent 

matrix Eij of dimension N^ x N^. If the PP is generated using the solutions 
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(large components) of the radial Dirac equation, one obtains the projectors, 

/3(_j, and PP coefficients, £';__,, for each value of / and j . The nonlocal part of 

the PP is written in terms of the projector functions onto the states of total 

angular momentum about each atom: 

yNr=EE^txXu^')if^ixr'' 1/2 (2.56) 
/ /,J,rn_j 

The Y/'^^ are 2x1 spin angle functions, which are the eigenfunctions of the 

total angular momentum, defined in terms of spherical harmonics: 

1,1/2 

I ^ i+mj+ l /2x , i /2v \ 

/(_-rni + l /2^U/2v 

( 

' ',1 /2 

\ 
\ 2;+l I ^Um,~\l2 

W+mj + l / 2 u / 2 y 
\ - I 2( + l I ^',m, + l/2 J 

(2.57) 

for j = 1+ 1/2 and j = / — 1/2 respectively. Introducing unitary transforma­

tions of the spherical harmonics and the Clebsch-Gordan coefficients we can 

write each component of the spin angle function as: 

m'=-l 

(2.58) 

and the nonlocal PP becomes: 

/ l.j.m.m' 
'\Pl.j^l,m)\Pl.j'^l,m'\ (2.59) 
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The coefficients become spin-dependent: 

J 

^l,j,m,m' - ^U Z^ "mj '-'mj,m^mj '^mj,m' • \i.^\)) 

This is similar in form to what one had in the scalar-relativistic treatment 

so that it can be apphed to each component of the spin separately. 

2.3,2 Calculation of magnetic anisotropy 

The magnetic anisotropy energy (MAE) is estimated by calculating the to­

tal energy from a fully-relativistic PP calculation for different fixed direc­

tions of the total magnetization and taking the difference of the highest and 

the lowest total energy (corresponding to the "easy" and the "hard" direc­

tions). This method of taking MAE as the difference between the total ener­

gies instead of the difference between the hand energies calculated from the 

scalar-relativistic all-electron calculations with and without account of the 

SO coupling, is better in that it takes into account the exchange-correlation 

contributions to the MAE [66]. This is discussed in greater detail in the next 

chapter. 

2.4 Code 

Our calculations are performed using PWscf codes of Quantum ESPRESSO 

distribution [67|. This is a freely downloadable open-source software package. 



Chapter 3 

Some Basic Concepts of 

Magnetism in Low Dimensions 

3.1 Magnetism in reduced dimensions 

The magnetic properties of systems in reduced dimensions and altered sym­

metries show a remarkable difference from their bulk behavior. In general, it 

is found that the magnetic moments of 3(/transition metals (TMs) in reduced 

dimensions are enhanced compared to their bulk values. TM systems of the 

4d and 5d scries, which are nonmagnetic in their bulk state, can get mag­

netism induced in them when they arc subjected to reduced dimensions. This 

enhancement is generally attributed to the increase in the electronic density 

of states (DOS] near the Fermi level due to the narrowing of d-bands as a 

result of the reduction of the coordination number in reduced dimensions. 

There has been a lot of theoretical and experimental work on the TMs and 

their alloys in reduced dimensions, e.g., surfaces, thin films (monolayers as 

47 
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well as multilayers) on a variety of substrates, clusters and one-dimensional 

nanowires. The magnetic properties of these systems seem to display in­

triguing behavior depending upon the size, and/or the type of constituent 

materials. 

Stoner criterion: Before going on to survey magnetism in reduced dimen­

sion, we must mention an important model which attempts to explain this 

behavior. The Stoner model [68] assumes the existence of rigid electronic 

bands of spin-up and spin-down electrons. Initially, if the up and the down 

bands arc symmetric with respect to energy (i.e., there is no net magneti­

zation), the system would acquire a spontaneous magnetization by shifting 

the up and down bands relative to each other, if the gain in the magnetic 

exchange energy due to the shifting is larger than the energy cost due to the 

band shifting towards the higher energy. Rased on the rigid-band model, the 

Stoner criterion for the onset of the instability of the paramagnetic phase 

to the ferromagnetic phase states that fcrromagnetism is favoured when the 

product of the paramagnetic density of states at the Fermi level, DOS(£'/), 

and the Stoner exchange parameter, / , exceeds unity, i.e., / DOS(£'/) > 1. 

The exchange parameter / is almost independent of the atomic environment 

or the magnetic configuration [69] and its value turns out to be about 1 

eV. Thus, systems which have higher (non-spin-polarized) electronic density 

of states near the Fermi level are more likely to be ferromagnetic. In the 

case of elemental bulk ferromagnets (Fe, Co and Ni), the Stoner criterion is 

roughly verified. However, many systems are found to be not following this 

rigid-band model e.g., antiferromagnets, TM impurities in hosts like Pd, and 

certain TM compounds [70]. 
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Reduction of coordination: With a reduction in dimensionality, the co­

ordination number also usually decreases. In the bulk, the equilibrium dis­

tances between atoms are established by the minimization of the potential 

due to the neighboring atoms. As we know, when a solid is formed by bring­

ing atoms closer, the electronic energy levels of isolated atoms get broadened, 

forming energy bands. The greater the coordination of an atom, the greater 

the broadening of the energy level. When the number of (nearest) neighbours 

is reduced, even though the remaining atoms move closer to adjust to the new 

charge density environment, the band broadening gets also reduced. With 

the narrowing of the bands, the DOS increases and there is a possibility of 

increasing the DOS at Ej. This, following the Stoncr argument, may result 

in the emergence of ferromagnetism. In fact, there have been innumerable 

instances where the reduction of the coordination had been found to result 

cither in the enhancement of ferromagnetism or in induced ferromagnetism 

(where the original system was nonmagnetic). 

3.2 Magnetic Anisotropy 

Another important effect of reduced dimensionality on the magT\etic proper­

ties is the enhancement of magnetic anisotropy energy (MAE) [13,14]. The 

MAE is a measure of the ease of flipping the orientation of magnetization 

from one direction to another, and it is found to be very sensitive to the 

crystalline structure and symmetries. 

For most crystalline magnetic solids, there are some preferred directions of 

magnetization known as "easy axes" which often coincide with one of the high 
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Figure 3.1: The energy of a typical magnetic system as a function of the orien­
tation of magnetization. The easy axis, the hard axis and the magnetic anisotropy 
energy (MAE) are shown. 
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symmetry crystallographic directions. The two opposite directions along an 

easy axis are usually equivalent, and the actual direction of magnetization 

can be either of them. For example, the direction of easy axis for the 3d bulk 

ferromagnetic solids [71], Fc, Co and Ni, arc respectively, jlOO], [0001] and 

[111]. In general, between two easy axes there lies an energetically disfavored 

direction of magnetization called the "hard axis". The difference between the 

energies corresponding to the magnetization along the easy axis and the hard 

axis is termed the magnetic anisotropy energy (MAE) (sec Fig. 3.1). A high 

magnetic anisotropy leads to a stable alignment of magnetic moments. The 

MAF; is largely responsible for the spontaneous magnetic ordering (i.e., the 

magnetic ordering at low or zero externally applied field) in magnetic solids 

and nanomagncts and determines the size and shape of magnetic domains. 

Magnetic anisotropy is a prerequisite for hysteresis in ferromagnets. 
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3.2.1 Origin and Types of Magnetic Anisotropy 

The dominant contribution to the magnetic moment comes from the spin 

(moment) of the electrons. For an isolated atom, there is no anisotropy 

or preferred direction for the spin moments as the electron spin by itself 

has spherical symmetry. When two atoms are brought together, forming 

a molecule or dimer, the line joining the two atoms (intermolecular axis) 

provides a natural reference direction for the binding of (otherwise direction­

less) atomic orbitals. Through the atomic SOC, spins get tied to the orbitals, 

giving rise to a preferred direction for the magnetic moments. 

The two main contributions to the MAE come from the SOC and the mag­

netic dipolar interactions. The former gives rise to magnetocrystalline and 

magnetoelastic anisotropy; the latter is responsible for shape anisotropy. The 

dipolar interaction is a classical magnctostatic interaction between two mag­

netic dipoles (having magnetic moments mi and m2) kept at a distance r: 

"dip — -^— 
nii.m2 ^(ini.r)(m2.r) 

(3.1) 

The dipolar term depends on the macroscopic shape of the sample and for 

thin films, always favors an in-plane magnetization. However, its contribution 

is small and can usually be neglected as we are interested in the effects that 

are of microscopic origin. 

The magnetocrystalline anisotropy, resulting from the interaction of the spin 

magnetic moment with the crystal lattice (spin-orbit interaction), is an in­

trinsic property of the magnetic material and is independent of the grain 

size and shape. The easy and hard directions thus arise from the SOC. 



3.2 Magnetic Anisotropy 52 

There is no simple rule available to predict the magnitude or the direction 

of magnetic anisotropy arising from SOC. The SOC plays a significant role 

in the electronic structure of both magnetic and nonmagnetic systems. It 

has been now realized that the SOC also plays an important role in systems 

with reduced coordination and dimensionality [72-75,77]. In fact, the dipo­

lar and the spin-orbit interactions are nec^essary to explain the very existence 

of fcrromagnctisra in low-dimensional systems as the Mcrmin-Wagner theo­

rem predicts that at any finite temperature, ferromagnetism can not exist 

in two-dimensional (2D) systems with only short-range, isotropic exchange 

interactions. The SOC plays an important role not only for magnetic proper 

tics but also for nonmagnetic electronic structure: e.g., it has been shown to 

be important in the splitting of Au(lll) surface states [74,75] and in getting 

the correct equilibrium geometry of Pt nanoclusters [72]. 

Another anisotropy resulting from the SOC is the magnetostriction- the mag­

netic anisotropy caused by the strain. Due to magnetostriction, a magnetic 

material changes its dimension upon magnetization. The inverse effect, i.e., 

the change in magnetization upon stress application, also occurs. The mag­

netic anisotropy constants quantifying the various anisotropy energies are 

temperature dependent. In general they decrease with temperature and van­

ish at the Curie temperature. 

The study of low dimensional systems has been made possible due to the 

development of highly sophisticated experimental techniques such as scan­

ning tunneling microscopy (STM) and the rapid advancement in the com­

puter processor technology, alongside the development and implementation 

of density functional theory (DFT) (described in the previous chapter) based 
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efficient numerical algorithms. Tn t he following we briefly describe some ex­

perimental techniques and give a brief review of the theoretical approaches 

used. 

3.3 Experimental Techniques 

Below we outline some of the main experimental techniques for the measure­

ment of MAE. 

3.3.1 Torque Magnetometry 

Torque magnetometry is a method for the characterization of macroscopic 

magnetic substances in single-crystal form. It measures the mechanical 

torque r experienced by a magnetic sample in a homogeneous external mag­

netic field B: r = M X B, where M is the bulk magnetization. The magnetic 

torque arises from the noncollincarity between the applied magnetic field and 

the magnetization of the sample. In an external magnetic field, the sample 

would experience a torque which will vanish when the field is parallel to the 

equilibrium magnetization directions (easy axes). This torque acts on a very 

fine torsion fiber by which the sample is suspended, resulting in a tiny rota­

tion of the sample about the suspension axis. The rotation can be detected 

optically or electrically. 

3.3.2 Magneto-Optic Techniques 

Magnetic measurements exploiting magneto-optic effects rely on the change 

in the state of polarization of linearly polarized light upon interaction with 
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the magnetization of a sample. The magneto-optic Kerr effect (MOKE) 

which uses the change in the ellipticity and the (Kerr) rotation angle of the 

polarization depending on the relative orientation of the magnetization and 

the polarization axis, can be used to measure a certain component of magne 

tization for a specific arrangement. Using different arrangements of incident 

light and magnetizing fields relative to the sample (usually thin films), the in-

plane and perpendicular components of magnetization arc measured. There 

are basically three different arrangements in which measurements can be 

done: (1) the polar Kerr effect which measures the perpendicular component 

of magnetization of the film; (2) the longitudinal Kerr effect which measures 

the in-planc component of magnetization parallel to the plane of incidence; 

and (3) the transverse Kerr effect which measures the in-plane component 

perpendicular to the plane of incidence. Although MOKE does not allow for 

a quantitative measurement of the absolute value of the magnetization, it is 

one of the most useful techniques to measure magnetic anisotropies. When 

the photon energy is in the (soft) X-ray range and circularly polarized light 

is used, we have X-ray circular magnetic dichroism (XMCD) [76]. XMCD 

offers element-specific measurement of the magnetic moment by tuning the 

photon cnerg}' to a core-level absorption edge. 

3.3.3 SQUID 

Another method of determining the MAE is using superconducting quantum 

interference devices (SQUIDs) which have a very high sensitivity to detect 

very minute magnetic fields (as small as 10"'^ Tesla). SQUIDs are considered 
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to be the world's most sensitive detectors of magnetic signals. It consists of 

two superconductors separated by thin insulating layers to form two parallel 

Josephson junctions that are used for the detection of the magnetic flux. The 

sample oscillates with a vibration frequency of 0.1 - 5 Hz, causing a change of 

magnetic flux in superconducting detector coils called the pick-up coils. The 

device is operated in a constant-flux mode using a feedback circuitry. The 

flux change is converted into a current signal through an amplifier which is fed 

to the feedback coil such that this flux change is exactly compensated. The 

output signal is proportional to this compensating current. The sensitivity 

of the SQUID depends largely on the geometry and position of the pick-up 

coils. The magnetic anisotropy can be measured by taking measurements at 

various angles. 

y 

3.4 Theoretical Approaches 

The earliest attempts to get a quantitative estimation of MAE (of bulk crys­

tals) were based on macroscopic phenomenological models employing ther­

modynamic free energy with magnetization and its direction (with respect 

to the crystalline axes) as thermodynamic variables: 

F(M) = Fo I lUFMx\0L\\c^i) I K2F2{ot\\OL\\oli) I ... (3.2) 

where {GL\,ot^.Cfi) = (sin 6 cos (}>, sin 6 sin (f), cos 6) are the direction cosines 
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of the magnetization M with respect to the crystal axes; h,, ki and k are inte­

gers and depend on the symmetry of the crystal lattice; K^ are the anisotropy 

coefficients which generally depend on the temperature and other variables 

and may also depend on the magnitude of the magnetization. Exploiting 

the crystalline symmetries [78,79], the functional form of F can be deduced. 

The anisotropy coefficients can be determined from the experimental mag­

netization (torque) curves. This model helped in understanding the effect of 

symmetries and it was shown that a lowering of the symmetry results in an 

increase of the anisotropy energy. For example, the anisotropy of bulk Co, 

which has a lower (hexagonal) symmetry, is one order of magnitude larger 

than that of Fe and Ni, which have a higher (cubic) symmetry. 

From 1930, people started approaching this problem from the quantum me­

chanical electronic structure point of view (see the review by van Vleck [80]). 

The Hciscnbcrg exchange interaction, which accounts so well for the magnetic 

states of a system, is of no use in explaining the magnetic anisotropy, since 

it does not depend on the absolute orientation of spins relative to the crystal 

lattice. The magnetic dipolar interactions between the spins were proposed 

but this was not able to account for the observed anisotropy for the cubic 

bulk ferromagnets, because in the cubic symmetry, the contribution from all 

the nearest-neighbors add to zero. Bloch arid Gentile [81] and van Vleck [80] 

advanced the idea that the magnetic anisotropy results from the interplay 

between the spin and orbital moments throu;f;h spin-orbit coupling. It has 

now been established that the magnetic anisotropy is primarily due to the 

simultaneous occurrence of relativity (spin-orbit coupling) and magnetism. 

Therefore, a detailed understanding of it would in-principlc require a study 
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of relativistic many-electron systems. 

The elucidation of the magnitude, sign, temperature and alloy composition 

dependence of the anisotropy coefficients were first attempted within the 

itinerant-electron model of metals by Brooks [82] in 1940. For small systems 

of molecules such as single molecule magnets (SMM), the quantum mechan­

ical calculation of the magnetic anisotropy is routinely done in the exchange 

Hamiltonian model in which the exchange interaction between the magnetic 

centers (in the molecule) is taken as the unperturbed Hamiltonian and the 

SOC is treated as a perturbation. Neglecting the inter-site dipolar interac­

tions and assuming the other interactions responsible for the anisotropy to be 

short ranged, only the intra-center (on-site) contributions are considered [83]. 

As we have seen, the microscopic origin of MAE comes from two main in­

teractions: (1) the dipolar and (2) the spin-orbit. The different theoretical 

approaches attempting to calculate the MAE from a microscopic consider­

ation essentially differ in taking different approximations, at different levels 

of sophistication, for these interactions. Generally, the dipolar interaction is 

treated at the classical level and the SOC is treated either as a perturbation 

to the nonrelativistic Hamiltonian, or fully relativistically. As the MAE is 

much smaller compared to othcj^lcctronic energies, its accurate prediction 

becomes very sensitive to the subtle details of the Fermi surface. Therefore, 

high numerical accuracy and a tighter convergence criterion are very neces­

sary, making the computational requirements of first-principles calculations 

very demanding. 
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Structural and magnetic changes take place due to intricate electronic inter­

actions at the atomic scale. Pair-potential or semiempirical potential meth­

ods cannot be used as these are either insensitive to change in coordination 

or do not capture these changes very well, which often involve very small 

energy differences (of the order of meV). 

The state of the art density functional theory is currently one of the best 

theories to describe a vast number of structural and magnetic properties at 

the electronic level, it is a powerful tool which can do ab initio calculations, 

i.e., it docs not require any empirical input parameter other than the atomic 

number of the elements. However, being able to describe these intricate 

quantum mechanical electronic interactions accurately, it is limited to being 

able to deal with systems with a small number of atoms (typically 100 to 

1000), as the computing cost typically scales as the third power of the system 

size. 

Magnetic anisotropy being a ground state property, is in principle accessible 

by DFT. Since the SOC is a relativistic effect, the calculation of magnetic 

anisotropy for extended systems requires a relativistic treatment of electron 

dynamics, which is not explicitly described within the standard Kohn-Sham 

DFT (as it is a non-relativistic treatment). However, the relativistic gen­

eralization of density functional theory ha?|)een carried out in the frame­

work of quantum electrodynamics [84,85], and the resulting equations arc 

one-particle four-component Dirac-hke equations with the self-consistent po­

tential. 

Spin-orbit effects in all-electron DFT calculations have been included, e.g., 

the Korringa-Kohn-Fostoker (KKR) method [86,87] or the linear muffin-tin 
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orbital method with the atomic-sphere approximation (LMTO-ASA) [88]. 

These calculations often involve some shape approximations for the potential. 

However, due to all-electron nature and the approximation for the potential, 

the efficiency of these calculations are limited. 

The first-principles calculations of MAE are expensive due to the small en­

ergy scale. For bulk ferromagnetic materials, the typical MAE values are 

very small, of the order of 10~^ - 10"^ cV per atom, which makes its calcu­

lation very difficult, since it is at the limit of accuracy of electronic structure 

methods [89]. Various high-quality calculations of MAE employing the lo­

cal spin-density approximation (LSDA) on ferromagnetic bulk metals (Fc, 

Co and Ni) have not yielded good results: for Fe, the computed values differ 

from experiment by a factor of about 2, the result for hep Co is far worse, and 

for Ni, even the direction of easy axis is not correct. Ry adding explicitly 

the orbital polarization [82] which is underestimated by LSDA, the LSDA 

predicted MAEs and orbital moments can be improved for Fe and Co [89]. 

However for Ni, the predicted easy axis was still wrong [89], which only could 

be calculated correctly with a LDA | U method, at some particular value 

of [/ [90]. The total energies per atom, however, are of the order of 10̂  

eV making the MAE a very srnall fraction of the former. Since the MAE 

is the difference of total energies oetween two different (non-equivalent) di­

rections of magnetization, therefore, in order to see the contribution of the 

MAE, the total energies need to be calculated with extremely high numerical 

accuracy. The MAE of the low-dimensional system such as thin films and 

one-dimensional wires are of the order of meV and thus can be calculated 

with a greater precision compared to the bulk systems. 
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One possible approach assumes that most of the contributions to the total 

energy are not afTected by changing the direction of magnetization, then the 

total energy differences are approximated, using the force theorem, by the 

differences between the sum of band energies calculated non self-consistently 

with the SOC included. This approach is employed in many all-electron 

calculations such as KKR, full potential Iineari7^ augmented plane wave 

(FLAPW) and linear muffin-tin orbital (LMTO) methods, mentioned above. 

Tt should be noted that this assumption neglects the changes in the exchange 

and correlation energies upon changing the magnetization direction. 

Alternatively, instead of using the fully relativistic Hamiltonian or the all-

clcctron methods, one can include relativistic effects up to order d^ (where a: 

is the fine structure constant) by using the pscudopotentials generated from 

the atomic Dirac equation in the nonrelativistic Kohn-Shara equations for 

two-component spinors [91]. The state of the art planewave pseudopotential 

DFT is one of the most efficient methods for electronic and magnetic struc­

ture calculations. The SOC in the norm-conserving pseudopotential [91] had 

already been included. The recent inclusion of SOC in the ultrasoft pseu­

dopotential scheme now enables one to calculate relativistic effects while 

benefitting from the computational cost-effectiveness of ultrasoft pscudopo­

tentials [64]. 

In this thesis we employ noncollinear spin-polarized density functional theory 

in which the spin-orbit interactions are described by fully relativistic ultra-

soft pseudopotentials to calculate the MAE Instead of t_aking the MAE as 

the difference between the sum of band energies, we t£.\ke the difference be-

twecn the total energies which takes into account the changes in the exchange 
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and correlation and the Hartree energies upon the change in the Ti\agTietiza-

tion direction. Thus we do fully self-consistent total energy calculations in 

different directions of magnetization. 

In principle, the energy minimization in noncoUinear spin-polarized DFT cal­

culations will ensure that a system, initially with magnetization in a generic 

direction, will end up in its ground state with the magnetization along the 

easy axis. This, however, involves two different energy scales: the energy 

scale corresponding to the change in the magnitude of individual magnetic 

moments, which is of the odor of 0.1 cV, and the energy scale corresponding 

to the change in the direction of magnetization which is of the order of 1.0 

mcV. Consequently, the energy convergence due to the latter becomes very 

slow. However, instead of obtaining the magnetic ground state by performing 

a time consuming self-consistent field (scf) calculation, one can do a set of 

different scf calculations, each with the initial total magnetization kept fixed 

in different directions. One thus samples the total energy landscape as a 

function of magnetization direction and the difference between the minimum 

(corresponding to the easy axis) and the maximum (corresponding to the 

hard axis) of these energies corresponds to the MAE. 

In our scheme of planewave pseudopotential DFT, the calculation of MAE 

consists of obtaining the total energies of the system as a function of fixed 

directions of magnetization and the difference in the minimum and the maxi­

mum of these energies is taken as the MAE. Because of the small energy scale 

of the MAE, the fpnvergence of the MAE with respect to the planewave cut­

off and the k-space'^ntegration must be carefully tested as the error due to 

insufficient k-spacc sampling and planewave cutoff is of the same order as the 
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typical values of MAR. 

We have performed ab initio total energy DFT calculations to get the MAE 

for our systems. We have done MAE calculations for the low dimensional 

Fe systems (free standing Fe-chain, two-dimensional square and triangular 

lattices) and a monolayer Fedeposited on an Au(ll l) substrate. We have also 

done MAE calculations on another system consisting of clean Co/Au(lll) 

and racthancthiol adsorbed on Co/Au(lll). 



Chapter 4 

Structural and Magnetic 

Properties of Two Dimensional 

Magnetic Surface Alloys on 

R h ( l l l ) 

4.1 Introduction 

Over the last two decades, tremendous progress has been made in the syn­

thesis and characterization of materials with novel electronic and magnetic 

properties. This has partly been driven by the emergence of unique and 

fascinating properties at the nanoscalc which find unconventional applica­

tions in nanoscalc devices, outperforming conventional devices. In general, 

structural and magnetic properties at the nanoscalc, which is characterized 

by a reduced dinnensionality and coordination, are greatly altered from their 

63 
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three-dimensinnal bulk values. Although the discovery of magnetic phenom­

ena at the atomic scale dates back to the early decades of the last century, 

in recent years our knowledge of magnetic phenomena in the solid state has 

improved. This can be attributed to our ability to synthesize, as well as to 

do first-principles calculations on, low dimensional nanostructures of these 

materials. Experimental as well as theoretical studies on nanoscale systems 

with reduced dimensionality have contributed a lot to our understanding of 

magnetic phenomena at this length scale. 

Among the systems in reduced dimensions, two-dimensional films are partic­

ularly important from the technological point of view. Two-dimensional films 

consisting of one magnetic and one nonmagnetic clement arc very promising 

candidate for high density magnetic data storage [92-98]. 

Resides being of interest for their technological applications, they are also 

important from the basic physics point of view. The mechanism of mag­

netic interactions at the nanoscale presents a considerable challenge to our 

understanding of these phenomena. It has now been estabUshed after nearly 

two decades of experimental and theoretical investigations that magnetism 

at surfaces and interfaces is drastically altered compared to the bulk, and 

that materials that arc nonmagnetic in their bulk can pick up considerable 

magnetism in reduced dimensions. 

It is well known that the local environment of transition-metal atoms can 

strongly affect their magnetic behavior |99]. In general, reduced coordina­

tion enhances magnetism in 3d ferromagnetic transition metal systems and 

induces magnetism in certain 4d transition metal systems [3-9]. Many cal­

culations have shown increased surface moments, as well as enhanced values 
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if the magnetic material is strained by growing it pseudomorphically onto 

a substrate [10-12]. Interestingly, reduced dimensionality does not always 

lead to enhanced magnetism, there can also be a drastic reduction in the 

magnetism as exemplified in the so-called magnetic "dead" layers of ferro­

magnetic films [100,101]. 

4d metals such as Rh, Ru and Pd when used as a substrate for a mag­

netic thin film arc of particular interest as they have a lower d-band width 

compared to the 5d metals such as Pt. A low band width makes them 

more susceptible to the onset of magnetism. Induced moments on a Rh 

substrate having magnetic layers deposited on it have shown varying behav­

ior: induced moments limited only to the interface Rh layer for multilayers 

of Fc/Rh(001) and Co/Rh(001) [102,103], while a long-range oscillatory in­

duced magnetization of Rh layers was found for monolayers of Fe/R,h(lll) 

and Co/Rh(lll) [104,105]; while Fe and Co monolayer films on Rh(l l l ) have 

experimentally been observed to exhibit ferromagnetic order [15[. Rh, apart 

from being highly polarizable, possesses a high spin-orbit coupling constant 

which is desirable for magnetic storage applications as it might give rise to 

a large magnetic anisotropy. 

While the magnetism of ferromagnetic layers on Rh(ll l) has been stud­

ied [15], hitherto less attention has been paid to the magnetism of 3d ferro­

magnetic elements alloyed with other nonmagnetic transition metals (TMs) 

on Rh(ll l) . The understanding of the magnetic behavior of these ferromag­

netic elements when alloyed with nonmagnetic TMs in reduced dimensions 

will be of particular importance as it manifests the effect of (surface) alloying 
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as well as the reductinn of dimensionality together. In particular, the phe­

nomenon of surface-confined alloying, when two or more metals are allowed 

to mix on the surface of a substrate, has been discovered [106,107], opening 

up new possibilities for materials design and engineering. 

Alloy formation at surfaces differs in many ways from that in the bulk. Some 

combinations of metals which are immiscible in the bulk have been found to 

form alloys when mixing is confined to surfaces [3,108]. The tendency of 

surfaces to minimize their surface energy is responsible for the observation of 

many unique surface structures. Surface alloying is governed by differences 

in the surface energy of the components, and also by the surface stress which 

couples with the size mismatch between the alloy components. The presence 

of magnetism has also been recently found to play a crucial role in surface-

alloying 1109]. The kinetics of surface alloy formation is also very different 

from that of the bulk situation, due in part to a much faster diffusion at the 

surface. Furthermore, surface alloying processes arc more easily accessible 

to microscopy, making them an ideal subject for combined experimental and 

theoretical investigations. The combined effects of reduced dimensionality, 

reduced coordination, adsorbate-substrate coupling and surface alloying can 

lead to intriguing outcomes, and there seems to be a very complex inter­

play between the structure, dimensionality and magnetism where a clearcut 

picture is still lacking. 

In the present work, we study the electronic and magnetic properties of var­

ious two-dimensional binary magnetic alloys on a Rh(111) substrate. The 

majority of binary combinations we consider are immiscible in their bulk 
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phase. These low-dimensional systems combine the complications of struc­

ture, magnetism and alloying. In the next sections wc outline some of the 

concepts pertaining to the alloying and magnetism both in the bulk and re­

duced dimensions, make a survey of the literature and present and discuss 

our results. 

4.2 Bulk Alloying and Magnet ism 

Alloys are atomic-level mixtures (solid solutions) of two or more metals 

(sometimes a small concentration of nonmetals also) mixed in definite propor­

tions. The enhancement in the mechanical properties of pure metals brought 

about by the suitable mixing of two or more different metals has been known 

since ancient times. However, one is left only with limited choices of mate­

rials as not all pairs of metals mix with each other. The laws explaining the 

limited atomic level mixing of metals were first formulated by Humc-Rothcry 

in the form of a set of empirical rules [110]. The first of these rules states 

that if the atomic-size mismatch between the two metals is greater than 15%, 

they will not form a substitutional binary alloy. For example, in equilibrium, 

Co and Ag are almost insoluble in each other in the solid state [111] as this 

system does not meet the Hume-Rothery criterion: Co and Ag have a large 

atomic size difference. Another factor affecting the miscibility in this system 

is the large difference in the surface free energy of Co and Ag. 

The bulk alloying between magnetic metals has been an extensive area of 

scientific as well as tpchnological research. Tt was observed thai the average 

magnetization per atom as function of the number of valence electrons of 
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3d substitutional ferromagnetic alloys falls on a curve known as the Slater-

Pauling curve [112]. This curve consists of two straight lines of opposite 

gradients, classifying most of the alloys in two classes: one whose average 

magnetization versus electron number falls on the line with the positive slope, 

and another whose average magnetization falls on the negative slope line. 

4.3 Alloying at Surfaces 

In bulk alloys, generally, the concentration of the constituent metals re­

mains the same throughout the bulk. However, the concentration at and 

near the surfaces may differ from that in the bulk. Sometimes, one of the 

constituent elements of the alloy may get altogether segregated from the 

other constituents at the surface - a phenomenon called surface segregation. 

Thus the properties of the surface of an alloy may differ from that of the 

alloy itself. This finds many applications in industry, and the study of alloy 

surfaces is an active area of research. Different from alloy surfaces, which 

essentially arise from alloying in the bulk, another mechanism of alloying 

which is confined to the two-dimensions only, has been made possible due to 

advances in the experimental techniques of epitaxial growth, coupled with 

the advances in characterization methods like field ion microscopy [113] and 

scanning tunneling microscopy [114,115]. During the growth of metal on 

metal, the possibility of mixing of the growing layer with the substrate opens 

up new avenues of alloying which is confined only to the few top layers of 

the substrate resulting in the so-called surface alloys. This has been demon­

strated in the growth of Au on Cu(OOl) [115] and Au on Ag(llO) [116] where 
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All gets alloyed with the top substrate layers. However, Au is bulk-miscible 

both with Ag and Cu. This field got additional impetus when it was discov­

ered that even metals which are bulk-immiscible can form atomically-mixed 

structures which are largely confined to the surface layer [117-119]. Some 

of these findings have been explained through the effects brought about by 

the changes in the coordination of atoms at the surface relative to the bulk. 

Nielsen et al. [117] argued that, in case of the surface alloys of Au on Ni(llO), 

which is a bulk-immiscible system, the reduced coordination at the Ni(llO) 

surface provides an optimum charge density for Au atoms to sit at Ni sites, 

as the smaller charge density provided by fewer neighbors is compensated for 

by their being now at a closer distance. 

Apart from the deposition of one metal on the other, the co-deposition of 

two metals on a third metal substrate can also lead to alloying between 

them [106,120]. In a class of surface alloys where the individual components 

have a large size mismatch with respect to the substrate, alloying has been 

observed. In such a system, because of the intermediate size of the substrate 

relative to the two components, the opposite strains imposed by the substrate 

on the two components can considerably get cancelled upon mixing, resulting 

in strain-stabilized surface alloys [106,107,120,122[. However, it was found 

that for the Ag-Co/Ru(0001) system [123], Ag and Co did not atomically 

mix on the Ru(OOOl) surface even though this system would fulfill the size 

mismatch criterion: the nearest-neighbor (NN) distance of the bulk Ag is 

8% larger than that of the substrate while that of Co is 7% smaller than 

the substrate, making the average NN distance of Ag-Co comparable to that 

of Ru. This suggests that clastic interactions alone cannot account for the 
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observed disfavoring of alloying in such systems. The cost of forming Ag-

Co bonds from the breaking of Ag-Ag and Co-Co bonds affects the alloying 

and hence chemical interactions also play a crucial role. The presence of 

magnetism can further comphcate matters. 

Surface alloying of bulk-immiscible systems has been observed in many cases 

[124-1.30]. The formation of surface alloys is of particular interest also in 

the context of metal epitaxy. There has been observed the intermixing of 

adsorbate and substrate forming a thin film alloy [131]. Many nanoscale 

patterns have been observed in these systems, including CoAg/Ru(0001) 

[132,133], CoAg/Mo(110), FeAg/Mo(110) [134], CuAg/Ru(0001) [106], and 

PdAu/R,u(fl001) [122]. Some system-independent simulation studies on these 

two-dimensional nanopattcrns have also been carried out explaining some of 

the experimentally observed phenomena [135-137|. 

Our goal is to get a better understanding of the factors governing alloying 

in such systems, identify suitable candidates that would merit experimental 

investigation, as well as to do a detailed investigation of magnetism in such 

systems. 

4.4 Previous Work 

4.4.1 Clusters 

Atomic clusters represent the zero-dimensional systems. Small atomic clus­

ters have been observed to exhibit novel electronic, magnetic and chemical 

properties [138[. Small clusters of ferromagnetic metals are known to show 
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enhanced magnetic moments [5,139-142). Ni-i and Nis clusters are found to 

be possessing magnetic moments per atom that are even higher than bulk 

Co [139]. Clusters of non-ferromagnetic transition metals hke Rh, Pd and Ru 

have also been observed to be magnetic, while a more interesting observation 

is that there are magic sizes for which the magnetic moments are large. For 

example Rhjs, Rhig, Rh22, and Rh26 clusters are found to be magnetic magic 

sizes [143,144|. 

4 .4 .2 N a n o w i r e s 

Nanowires (or chains) are examples of one-dimensionaJ systems. Magnetic 

nanowires hold promise in applications where the transport is required to 

be through a very small (nanometer) one-dimensional medium, such as in 

spintronics [145], tips used in magnetic microscopy [146,147] and biomedical 

applications [148]. Since the pioneer experimental work of Elmers et al. [149| 

on Fe chains on the W(llO) surface, a large amount of experimental and 

theoretical work has been done on the electronic and magnetic properties of 

these quasi-one-dimensional systems [150-154|. The nanowires of magnetic 

elements on noble metal surfaces show a huge enhancement in the magnetic 

moment both in the spin as well as in the orbital moment. First-principles 

study of finite Conin — 1,3,5,7,9) nanowires [155| on Cu(OOl) show a spin 

moment of 1.8-1.9 HB- The moments decrease with increasing chain length 

and increasing the coordination of Co atoms. Similar behavior is observed 

for Fe chains on Cu(OOl) and Cu(lll) surfaces [156] and for Co chains on 

Pt ( l l l ) using fully relativistic embedding techniques [157]. Delin et al. [158], 
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using all-electron DFT calculations including spin-orbit coupling, have shown 

that long Pd monostrand nanowires show a magnetic moment of about 0.7 

HB whereas Bahn ei al. [159], using a pseudopotential approach, find no 

magnetism for the same system. 

4.4.3 Surfaces and Interfaces 

Surfaces and interfaces represent the two-dimensional or quasi-two-dimensional 

systems. The magnetism of surfaces of the TMs offers interesting observa­

tions: whereas all investigated surfaces of bulk magnets (Cr, Fe, Co and Ni) 

are found to be magnetic, the (100) surfaces of R,u, Pd are nonmagnetic and 

the surface magnetism of Rh(lOO) and V(IOO) is controversial. In some exper­

imental [160-162] and theoretical [163-166] investigations, both the surfaces 

arc found to be magnetic while in other work, these are found to be non­

magnetic [167-170]. Interestingly, the (100) surfaces of the M^Vi-^^ alloys 

where M= R,u, R,h, Pd, are found to be magnetic [171] in spite of the fact 

that the (100) surfaces of all these individual metals are nonmagnetic. The 

magnetism in this case is attributed to the presence of V(100)-surface-states 

in the pseudogap of the bulk density of states (DOS) of V that get extended 

to the Fermi level after alloying. The case of Pd(lOO) is an interesting exam­

ple of the effect of reduced symmetry on magnetism. Due to the reduction 

of translational symmetry on surfaces, the degeneracy of energy states gets 

lifted, resulting in a splitting or broadening of the density of states. Thus, 

even though bulk Pd has a large paramagnetic susceptibility and is isoelec-

tronic to Ni and is said to be "nearly" ferromagnetic owing to the presence of 
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a high DOS at Ej, the Pd(lOO) s)irface and even a Pd monolayer on AgilOO) 

remain nonmagnetic [168] as the enhancement of the band narrowing due to 

reduced coordination is counteracted by the band broadening caused by the 

reduction of symmetry at the surface. The effect of coordination and sym­

metry on magnetism can be studied by considering monolayers/thin films 

on different surfaces of a given crystal. For example, the (111) surface of a 

facc-ccntcrcd cubic (fee) crystal and the (0001) surface of a hexagonal closed 

packing (hep) crystal represent a triangular lattice with an in-plane coordi­

nation number of six, whereas the square lattice established by a fcc(lOO) 

surface has got fewer symmetries (four-fold) and lower in-plane coordination 

number (four). In general, it has been found that the magnetic moments of a 

four-fold coordinated monolayer arc larger than those of six-fold coordinated 

ones. The local moments of transition metals on noble metal substrates 

have been studied extensively. For all the 3d, Ad and bd TM monolayers on 

Ag(lOO) and Ag(lll), it has been found that the local moments arc higher 

on Ag(lOO) than on Ag(lll) [172-174]. 

4.5 Systems Studied by Us 

In our calculations, wc consider a pair of metals, one magnetic, M, and the 

other nonmagnetic, N, (in their bulk state), and "deposit" a one atomic 

layer thick mixture of them on a substrate. Fc, Co and Ni arc the magnetic 

components and Pb, Cd, Ag, Au and Pt, the nonmagnetic components of 

the pair, and Rh(ll l) is the substrate. We have considered all possible unit 

cells with one, two, three and four atoms, giving rise to six types of surface 
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unit cells: (1x1), (2x1), (3x1), (\/3 x \/3), (2x2) and (4x1). There are 

two surface atoms in (2x1), three in (3x1) and (\/3 x \/3) each and four in 

each of the (2x2) and (4x1) cells. These cells together enable us to consider 

seven different compositions, namely x = 0.0, 0.25, 0.33, 0.5, 0.67, 0.75 and 

1.0 for alloys of the type M;,Ni_^/Rh(lll). The (2x1), (3x1) and the (4x1) 

cells give rise to linear chain type patterns (striped phase) (see Fig. 4.1) 

of alternating magnetic and nonmagnetic elements while the (2x2) and the 

(\/3 X \/3) cells lead to ''Chinese checkerboard" like patterns. There are two 

types of low-cncrgy sites available on the surface of the substrate: hep and 

fee sites. We have checked the relative stabilities of both these sites for the 

positions of overlayer (alloy) atoms. 

Our choice of the M and N elements was guided primarily by the prevailing 

understanding of the mechanism of stress relaxation on surfaces [123,131]. 

The bulk nearest-neighbor distances of magnetic and nonmagnetic elements 

chosen by us arc respectively smaller and larger than that of the substrate. 

It was expected that putting a mixture of two elements with different sizes, 

on a third substrate, such that their average size is close to that of the sub­

strate, would cancel the opposite stresses caused by opposite-sized atoms and 

thus stabilize the system [131). Thus, even if two metals, due to their size 

mismatch, are immiscible in the bulk phase (first Hume-Rothery rule [110]), 

they would perhaps mix together on a surface provided by a suitable sub­

strate, forming so-called strain stabilized surface alloys. Therefore, the initial 

expectation was that combinations of M and N that produce an average NN 

distance comparable to that of the Rh substrate might lead to a higher sta­

bility than other combinations. However, the effective atomic sizes on the 
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Figure 4 .1: Top views of structural arrangements, (a) monolayer of N, i.e., x = 0; 
(b) X =0.5 for (2x1) cell; (c) & (d) x =0.33 and 0.67 for (3x1) cell; (e) & (f) 
x=0.33 and 0.67 for (VS x VSj cell; (g) & (h) x =0.25 and 0.75 for (2x2) cell; 
(i) to (k) X = 0.25, 0.5 and 0.75 for (4x1) cell; and (I) monolayer of M. Magnetic 
atoms are represented by red spheres, nonmagnetic atoms by yellow spheres and 
the grey spheres represent the substrate atoms. The black solid lines mark surface 
unit cells. 
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Rh substrate could possibly be different than sizes in the bulk and this could 

alter mixing behavior. This choice (i.e., one magnetic and one nonmagnetic) 

can also test the validity of this simple mixing rule in the presence of mag­

netic species. Magnetic interactions can significantly affect how important 

stress-relaxation is in determining the energetics of these two-dimensional 

structures. As we will show, we find that this simple criterion of when sur­

face mixing is favored indeed docs not always hold true. 

4.6 Method 

Our calculations were done using a 6 initio spin polarized density functional 

theory [23] as implemented in the PWscf package of the Quantum-ESPRESSO 

(QE) distribution [67,175]. The interaction between ions and valence elec­

trons for all metals was described by an ultrasoft pseudopotential [39]. The 

Perdew-Burke-Ernzerhof form of the generalized gradient approximation (GGA) [33] 

for the exchange-correlation functional was used. The Methfessel-Paxton 

smearing scheme [44] was used, with the smearing parameter set equal to 

0.05 Ry. A plane wave basis set up to a kinetic energy cutoff of 20 Ry (272 

eV) was used, together with a kinetic energy cutoff for the charge density of 

160 Ry. All the structures were relaxed using Hellmann-Feynman forces [46]. 

The NN distances of all metals in their respective bulk structures were de­

termined by performing a scries of self-consistent total energy calculations at 

different lattice constants and fitting the data to get the equilibrium lattice 

constant. For bulk calculations, Rrillouin zone integrations were done using 

an 8x8x8 Monkhorst-Pack k-point grid [40]. 
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We considered a single ordered overlayer of M and/or N, deposited pseudo-

morphically on a Rh (111) substrate. We did not consider reconstruction, 

i.e., a change in the surface atomic density was not allowed. The system 

was modeled using a supercell consisting of six substrate layers and one al­

loy overlayer, along with a vacuum layer of about 17 A along the z ([111]) 

direction. 

The top four layers (three of substrate and one of alloy overlayer) were allowed 

to relax and the bottom three were kept fixed at the bulk separation of the 

substrate. For surface calculations, wcuscd8x8xl, 4x8x1, 3x8x1, 6x6x1, 

4x4x1 and 2x8x1 k-point meshes for Brillouin zone integration respectively 

for the (1x1), (2x1), (3x1), {^J^ x ^3), (2x2) and (4x1) cells. We verified 

that our results wore converged with respect to k-points and the energy cutoff, 

for both bulk as well as slab structures. 

The calculation of the density of states (DOS) and the magnetic moments on 

individual atoms of the alloy were carried out by considering projection of to­

tal wavefunctions on individual spin-polarized atomic states (as implemented 

in projwf c.x code of QE). 

4.7 Results and Discussion 

4.7.1 Bulk 

The bulk nearest-neighbor distance of each metal was calculated in its respec­

tive equilibrium structure. For Rh, these values were obtained using not the 

primitive fee cell but a unit cell consisting of three atoms stacked along the 
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Table 4.1: Calculated bulk nearest-neighbor distances (in A). Experimental values 
are from Ref. [176] 

System 
Ours 
Expt. 

Rh 
2.74 
2.69 

Co 
2.49 
2.49 

Ni 
2.52 
2.51 

Fe 
2.47 
2.52 

Ft 
2,83 
2.77 

Au 
2.93 
2.88 

Ag 
2.95 
2.89 

Cd 
3.04 
3.02 

Fb 
3.56 
3.50 

[111] dircxition. This cell is commensurate to that used for the surface alloy 

calculations. The calculated magnetic moments for Fe, Co and Ni of 2.47, 

1.71 and 0.74 HB psr atom, respectively, are in reasonably good agreement 

with the corresponding experimental values of 2.22, 1.72 and 0.61 HB [71|. 

In Table 4.1 we have shown our calculated values for bulk nearest-neighbor 

distances. They are in fairly good agreement with experimental values; the 

errors are typical of those due to the use of the CGA. 

4.7.2 R h ( l l l ) Slab 

We considered both a nine-layer and a six-layer Rh slab in the [111] direction, 

and converged our calculations with respect to vacuum and k-points conver­

gence. We also considered two causes: (1) symmetric slab and (2) asymmetric 

slab. In the six layer symmetric case we allowed the two top and two bottom 

layers to relax whereas in the 9 layer symmetric case we allowed the three 

top and three bottom layers to relax. In the asymmetric case, only the cor­

responding numbers of top layers were relaxed. We calculated the surface 

energy and the degree of relaxation between the layers. It is found that all 

the top layers which were allowed to relax tend to relax inward in all the 
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cases. This inward relaxation is found to be similar for the two slabs: asym­

metric slab (Ai2=-2.4%, A23=-1.3%, A34=-0.34% ) and the symmetric slab 

(Ai2=-2..3%, A23=-1.2%, A34=-0.29% ). Also we found the surface energy 

of the relaxed surface to be equal to 2.015 Joule/m^ which is in excellent 

agreement with the result of an earlier calculation (2.01 Joule/m^) [177]. 

4.7.3 Monolayers on Rh (111) 

Before studying alloying behavior, wc first deposited pscudoraorphic mono­

layers of M or N on the substrate separately. This corresponds to x = 1.00 

or 0.00. In Table 4.2, we have tabulated the total energy differences between 

the monolayers on Rh(ll l) when they arc put on the fee and the hep sites 

on the Rh(ll l) surface. From the results, we see that Fe and Co prefer to 

occupy the hep sites while Ni prefers the fee sites, even though the bulk stack­

ing sequence is fee for Rh(ll l) . In contrast, monolayers of the nonmagnetic 

elements prefer fee sites, with the exception of Pb. The energy differences 

between hep and fee stacking for the Fe and Co monolayers are less than 

10.0 meV/surface atom, in agreement with another recent first-principles 

calculation [15]. 

The magnetic moments of magnetic monolayers on Rh(ll l) were found to 

bo considerably enhanced compared to their bulk values. The total magnetic 

moment per magnetic atom respectively for Fe, Co and Ni monolayers were 

3.32, 2.67 and 1.28 HQ. The magnetic moments of the M atoms as well 

as induced moments on the four successive substrate layers along with the 

comparison with Ref [15], are given in Table 4.3. Interestingly, we find that 
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Table 4.2: Energy difference, SE (in meV per surface atom), between fee and 
hep sites for monolayers on Rh(lll). A negative value means that the fee site is 
preferred over the hep site. 

Monolayer 
6E 

Pt 
-27.7 

Au 
-19.3 

Ag 
-17.3 

Cd 
-8.2 

Pb Fe Co 
9.5 5.2 7.8 

Ni 
-10.2 

the induced moments on the first substrate layer is highest (0.66 /xg) when 

the overlayer is Co rather than Fe, even though bulk Fe has a higher magnetic 

moment than bulk Co. In fact, the moment on the first Rh(l 11) layer induced 

by an Fe monolayer (0.33 /xg) is lower than even the one induced by a Ni 

monolayer (0.42 /xg). The first and the third Rh(ll l) layers are coupled 

ferromagnetically to M layers (for all the three M). The second Rh layer is 

coupled ferromagnetically for the monolayers of Co and Ni, whereas the Fe 

monolayer induces an antiferromagnetic ordering in this layer. The behavior 

of Co and Ni monolayers is qualitatively similar. In agreement with Ref [15], 

antiferromagnetic moments are observed on the second and the third layers 

of Fe/Rh(111) and Co/Rh(111) respectively. The small disagreement in the 

values of these induced moments from Ref [15] could be due to the different 

number of substrate layers used in the two calculations. However, it should 

be noted that these induced moments become very small beyond the first 

substrate layer. This oscillatory behavior, which is similar to an RKKY-like 

interaction, has been discussed later in the chapter. 

In Table 4.4, wc tabulate the results obtained, upon geometry optimiza­

tion, for 6du, the percent change in the intcrlaycr distances between the top 

substrate layer and the overlayer of M or N, relative to the bulk intcrlaycr 

separation in the substrate. VVc find that the monolayers of M are relaxed 
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Table 4.3: Magnetic moments, M, (in HB) of the monolayers of magnetic atoms 
M (M=Fe, Co and Ni) on Rh(lll) and the induced moments on the four successive 
substrate layers Rhi, Rh^, Rh^ and Rh\ (from the top). 

Moments 
M{U) 

M(Rhi) 
M(Rh2) 
M(Rh3) 
M(Rh.i) 

Fe monolayer 
Ours Rcf[15] 
3.087 2.820 
0.332 0.161 

-0.063 -0.105 
-0.034 -0.032 
0.001 0.017 

Co monolayer 
Ours Rcf |15] 
1.982 1.966 
0.657 0.531 
0.081 0.028 

-0.029 -0.083 
-0.010 -0.003 

Ni monolayer 
Ours 
0.892 
0.418 
0.033 
-0.031 
-0.007 

Table 4.4: Percent change in the interlayer distances between the overlayer (M 
or N) and the top substrate layer, relative to the bulk interlayer distance in Rh. 

Monolayer 
Sdu (%) 

Pt 
4.0 

Au Ag Cd 
11.7 9.9 9.4 

Pb 
12.1 

Fe 
-7.6 

Co 
-9.9 

Ni 
-9.0 

inward while those of N are relaxed outward with respect to the bulk inter­

layer distance of the substrate. This can be attributed to the relative sizes 

of M (smaller) and N (larger) atoms with respect to atoms of the substrate. 

We expect that the effective size of the overlayer atoms is different at the 

surface compared to its bulk value. The calculation of this effective size (also 

called the "surface atomic diameter") was done as follows [179]: we com­

pressed/stretched the whole slab in the xy plane, while keeping the separa­

tion along the z direction constant, and calculated the corresponding surface 

stress. (Note that the contribution to the stress from the bulk, if present, has 

to be subtracted out.) A plot (sec Fig. 4.2) of surface stress versus in-plane 

lattice constant was obtained and the in plane lattice constant at which the 

surface stress was found to be equal to zero (by fitting a function derived 
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from Morse potential, described in the next section) wa'; defined as the ef­

fective NN distance on the surface or the surface atomic diameter, b. In 

Fig. 4.2, we have shown this surface stress versus in-plane lattice constant 

for the monolayers of all the five nonmagnetic (Pt, Au, Ag, Cd, Pb) and 

the three magnetic elements (Fe, Co, Ni) on Rh(ll l) . For the monolayers of 

magnetic elements, we have done this calculation for both the spin-polarized 

(filled circles and solid lines) as well as the non spin-polarized (unfilled circles 

and dotted lines) cases. 

4 .7 .4 Surface A l l o y s 

Structure and Miscibility 

Next, we determine the mixing behavior of our surface alloys. The enthalpy 

of mixing, AH, of a surface alloy phase relative to the phase segregated forms 

is calculated according to the equation: 

AH = E(M,Ni_,/ i?^,(l l l))-xE(M/R.h(ll l))-(l-x)E(N/R.h(ni)) (4.1) 

where £'(Mj,Ni _j./i?/i(l 11)) is the total energy of the slab with alloy-overlayer 

at composition x, £'(N/Rh(lll)) and i?(M/Rh(lll)) are the total energies 

of the slab with only non-magnetic and magnetic overlayers respectively; i.e., 

AH is the enthalpy of mixing of a given overlayer structure for a composition 

X relative to the phase segregated components (M/Rh(lll) and N/Rh(lll)). 

A negative AH implies that mixing of the two constituent metals is preferred 
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Figure 4.2: Surface stress (oxx ) versus in plane nearest-neighbor distance, l^^y, 
for the monolayers on Rh(lll). Black symbols denote the data points taken by 
compressing/stretching the slab and lines are the fit derived from Morse potential 
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over their phase segregated forms. 

In Table 4.5 we have shown the favored site (fee or hep) of the surface alloys 

for all compositions considered. From Table 4.5 we see that in general a 

high concentration of Fe in its surface alloys favors the occupancy of hep 

sites. This is particularly true for the Fe alloys with Ag and Cd. However, 

for a low concentration of Fe, the surface alloys with Pt, Au and Ag show a 

preference for the fee site. Surprisingly, the surface alloys of Co in general 

prefer fee sites even though the monolayer of Co (like that of Fe) shows a 

strong preference for the hep site. Surface alloys of Ni prefer fee sites for 

all the elements and at all the concentrations. This is expected as a Ni 

monolayer on Rh(ll l) shows a preference for the fee site. However, it should 

be remarked that in all the cases the energy differences between the fee and 

hep configurations were small, of the order of 10 meV per surface atom, and 

in real experimental situations both of these configurations may conceivably 

be present. For subsequent analysis, we use the configurations which have 

the minimum energy. 

Among the alloy systems studied by us, it is known for some pairs (e.g., Co-

Au, Fe-Au, Co-Pb, Fe-Pb, Fe-Ag, Co-Ag and Ni-Ag) that they do not mix 

or show very limited solubility in their bulk phases [178]. The low surface 

energy of Ag promotes surface segregation of Ag in its alloys. Ag is bulk 

immiscible with all the three magnetic elements considered by us. The bulk 

alloy phase of Au with Ni shows a large miscibility gap leading to no alloying 

at low temperatures. However, surface alloying has been reported for Au on 

Ni(llO) and Ni(lll) surfaces [3,108|. 
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Table 4.5: Site dependence (fee or hep) of surface alloys on Rh(lll). 
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Figure 4.3: Enthalpy oj mixing AH of surface alloys with respect to compo­
sition x: AH in m.eMsured relative, to pure monolayer configuration according to 
Eg. (1). AH for a given alloy is plotted for two different structural patterns: linear 
striped structures [corresponding to (2x1), (3x1) and (4'>^1) cMs and denoted as 
"LS"] and the "Chinese checkerboard" structures [corresponding to the (2x2) and 
(v3 X \ / 3 ^ cells denoted as "CB"j. The two different colors of a given symbol (e.g., 
magenta and orange colors for the down-pointing-triangle) denote these two struc­
tures for the given alloy. The stars of a given color correspond to the (2x1) cell 
for the alloy of the corresponding nonmagnetic element, (a), (b) and (c) denote 
the surface alloys of the Fe, Co and Ni respectively. 
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We find (see Fig. 4.3) that some of these pairs (Co-Ag, Fe-Ag, Co-Au) do 

not quite mix on Rh(ll l) too. Our finding for Co-Ag is similar to the exper­

imental finding by Thayer et al. on Ru(OOOl) [123] as well as corresponding 

first-principles calculations [123,179]. In the experiment they found that Ag 

and Co on Ru(OOOl) do not show atomic-level mixing. This non-mixing was 

attributed to the dominant unfavorable chemical interaction between Co and 

Ag. The energetics of mixing on the two substrates, Rh(ll l) and Ru(OOOl), 

have been found to be very similar [105]. In addition to Co-Ag, our cal­

culations predict that mixing of Ag with Fe and Ni is also not favorable. 

However, wc find that the other bulk-immisciblc pairs, when co-deposited on 

Rh(ll l) surface, show significant mixing. The high miscibility of Pb-alloys 

is particularly interesting given the fact that they do not at all fulfill the 

average size criterion. 

In Fig. 4.3, we have plotted A/ / versus composition x as obtained by per­

forming spin-polarized calculations. The symbols are as follows: Ag: circles; 

Au: squares; Cd: diamonds; Pt: up-pointing-triangles; Pb: down-pointing-

triangles. The two different colors for a given symbol correspond to the two 

types of structures we have considered: (1) linear chain or stripe-phase type 

(denoted as "LS") which correspond to the (4x1) and the (3x1) and (2x1) 

cells and (2) "Chinese checkerboard'' type (denoted as "CB") which corre­

spond to the (\/3 X 73) and the (2x2) cells. Note that the (2x2) structure 

for X = 0.5 gives rise to same structure as (2x1). The star symbol stands for 

the (2x1) cell. The filled and the unfilled symbols [solid and dotted stars for 

(2x1) cells] correspond to the spin-polarized and the non spin-polarized cases 

respectively. The enthalpy of mixing for the alloys of the five nonmagnetic 
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elements is again shown, along with the two interactions contributing to it, 

in Figs. 4.7-4.11 further below. 

First, we note that the magnitudes of the enthalpy of mixing of the surface 

alloys are quite similar for all the three magnetic elements. The values of AH 

are spread within 40 meV/A^ for the three magnetic elements. The mixing 

behavior with respect to nonmagnetic elements shows the following trend: Pb 

alloys are the most stable while Ag alloys are the least. The mixing enthalpy 

of the rest of the alloys is roughly of the same order. One can see that the 

mixing of Co-Ag and Fo-Ag alloys (especially for checkerboard structures) is 

not favored even on the surface. However, for larger concentrations of Fe and 

Co, the striped-phase structures display small mixing (more clearly shown in 

Fig. 4.9 for the Ag alloys). Unlike Fc and Co, all Ni alloys show mixing on 

the Rh(lll) surface. 

The high miscibility of Pb-alloys is particularly interesting given the fact that 

they do not fulfill the average size criterion. We remark here that although wc 

have not allowed any reconstruction, owing to its large size, the Pb monolayer 

on Rh(ll 1) is very much susceptible to reconstruction. This can significantly 

change the mixing behavior of Pb alloys. In fact we have checked that there 

is significant buckling in the Pb monolayer (if it is allowed to buckle) making 

it more stable and thus causing significant changes in the formation energy 

of its surface alloys. Larger buckling allowed in a (4x1) cell increases the 

stability of Pb monolayer thereby reducing the mixing enthalpy of Pb-alloys 

by three to four times when compared to the (1x1) cell, where the buckling is 

not possible for there is only one Pb atom per unit cell. However, in Fig. 4.3, 

we have used a (1x1) cell for the monolayer of Pb for calculating A// for 
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the (4x1) alloy structure. The mixing stability of the stripe-phase of Pb-

alloys (orange down-pointing-triangles in Fig. 4.3) increases as we increase 

the concentration of Pb. This is due to larger buckhng with increased Pb 

concentration. For the mixed checkerboard type structures, however, the 

mixing stability is maximum for intermediate concentrations and it decreases 

for low or high concentrations (magenta down-pointing-triangles in Fig. 4.3). 

Interestingly, for low concentrations of M (x =0.25 and 0.33), the stripe 

phases (3x1 and 4x1) of Pb alloys are favored over the checkerboard phases 

(\/3 X \/3 and 2x2) whereas for high concentrations (x =0.67 and 0.75), 

the opposite is true (compare the filled orange and magenta down-pointing-

triangles). The energy difference between the two phases is also significant. 

This could be probably because of the large size of Pb which would cause 

more strain in the stripe phase structures (3x1) and (4x1) compared to the 

more symmetric checkerboard structures (\/3 x \/3 and 2x2) (see Fig. 4.1). 

For the x = 0.25 and x = 0.33 concentrations, the adjacent rows of Pb 

atoms in the (3x1) and (4x1) structures are highly strained and get buckled 

(Fig. 4.4) allowing for a larger relaxation than the relaxation achieved in the 

(2x2) and (\/3 x \/3) structures. For the higher concentrations {x = 0.67 

and X = 0.75), the adjacent rows of Pb are replaced by the rows of magnetic 

atoms which arc comparatively less strained. 

Spin Polarized versus Non Spin Polarized Calculation: The Role 

of Magnetism 

The role of magnetism on the mixing property of surface alloys is impor­

tant, as has been found in a recent work on Fe-Au/Ru(0001) [109]. The 
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Figure 4.4: Side view of the Fe-Pb alloys structures: (a) for x = 0.67 and (b) for 
x = 0.33 composition. Red, yellow and grey spheres are the Fe, Pb and Rh atoms 
respectively. See the larger buckling when the concentration of Pb atoms is high. 

(a) (b) 

authors found that magnetism, rather than the (hitherto believed) stress r e 

lief, was the principal driving force that stabilized the surface alloy of Fe-Au 

on Ru(OOOl). 

Tn Fig. 4.5, we have shown the difference of the enthalpies of mixing between 

the spin polarized and non spin polarized results. Wc find that the mixing 

of different alloy systems and different structures arc affected to different 

degrees by the presence or absence of magnetism. For Fc alloys of Pb, mag­

netism always disfavors mixing, while of Au and Pt, it always favors mixing. 

For Co alloys, magnetism always disfavors mixing of striped structures. For 

the checkerboard structures also, the presence of magnetism disfavors mix­

ing for all the alloy systems except for Co-Au and Co-Pt. For Ni alloys, the 

effect of spin polarization is relatively small, however, the presence of mag­

netism is found to always disfavor mixing for all structures. With respect to 
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Figure 4.5: The difference of the enthalpy of mixing between spin polarized and 
nan spin polarized calculations with respect to composition x: The enthalpy differ­
ence is plotted for two different structural patterns: linear striped structures [corre­
sponding to (2x1), (3x1) and (4x1) cells and denoted as "LS"j and the "Chinese 
checkerboard" structures [corresponding to the (2x2) and fx/S x v'3j cells denoted 
as "CB"I. The two different colors of a given symbol (e.g., magenta and orange 
colors for the down-pointing-triangle) denote these two structures for the given al­
loy. The stars of a given color correspond to the (2x1) cell for the alloy of the 
corresponding nonmagnetic element, (a), (b) and (c) denote the surface alloys of 
the Fe, Co and Ni respectively. 
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nonmagnetic elements, the alloys of Pb, for all the considered compositions 

and structures, show an enhanced mixing when the magnetic interaction is 

turned off, whereas the alloys of Pt behave in the opposite way. 

In the bulk, magnetic and cohesive energies compete with each other: bond­

ing is strong when there is greater overlap between orbitals and that increases 

bandwidth, while enhancement of ferromagnetism demands narrower band­

width. But in the case of a two-dimensional structure on a substrate (e.g., 

surface alloys) the role of surface stress also becomes important. When we 

constrain the growth to be pscudomorphic, the strain is minimum when the 

size of surface alloy constituents is the same as that of the substrate. In 

our case the role of strain sccras to play a dominant role for the Pb and Pt 

alloys. The average NN spacing for Fc-Pb (3.02 A) is larger than that of the 

substrate (2.73 A) while that of Fe-Pt (2.65 A) is smaller. Since the ferro­

magnetic interaction tends to increase interatomic spacings, the inclusion of 

spin polarization expands both the systems (Fe-Pt and Fe-Pb), helping to 

minimize the stress for Fe-Pt, while further increasing it for Fe-Pb, decreasing 

its stability. For other systems, this effect is less pronounced as the average 

sizes are not very far away from that of the substrate's, and depending upon 

the composition and geometry, magnetism can favor or disfavor stability. 

Elastic and Chemical Contributions to the Enthalpy of Mixing 

Going by the simple size-based rules only, one would have expected the en­

ergetics of Ag and Au alloys to be very similar, as the sizes of Ag and Au 

atoms are nearly equal (2.89 and 2.88 A respectively). However, this is not 
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borne out by our results. This indicates that the size-mismatch (elastic en­

ergy) alone can not account for the mixing behavior and one must also take 

into account the chemical contribution (accounting for the chemical nature 

of the alloying species). So we separate out the contribution of elastic and 

chemical effects to AH. 

The elastic energy is estimated by assuming all the NN atoms in the overlayer 

interact via a Morse potential of the form: 

V,i(r) = A'^\\ - exp[-AV(r - \fi)\^, (4.2) 

where r is the distance between the NN atoms i and j , 6'̂  is their equilibrium 

NN distance and A'^ and A\^ are parameters of the potential related to the 

depth and the width of the potential respectively. There are three types of 

bonds on the surface: the bond between two magnetic atoms (with bond 

length b'^"^' and potential parameters A^"^' and /If^^'), bond between two 

nonmagnetic atoms (with the bond length 6'̂ '̂  and parameters A^^ and 

A'^^) and the bond between a magnetic atom and a nonmagnetic atom 

(with bond 6^̂ ^ and parameters A^^ and /If ^) . For the determination of 

b'^"^' and b^'^, as described the previous section, we make a symmetric slab 

of Rh containing /; number of layers with the magnetic and the nonmagnetic 

clement on the top and the bottom layers and stretch/compress it in the xy 

direction to an in-plane NN distance Ij-y keeping the distance along the z 

direc:tion fixed (at the bulk separation of Rh). The resulting "surface stress" 

for this configuration can then be written as [179): 
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72 

<7^iLy) = lW'J:'iUi^^ - (n- 2)a^f (/.,)^ 1 <T,̂f (/.,)g]. (4.3) 

Here, (T^'^''{lxy) is the 'volume' stress (as opposed to surface stress) for the 

whole slab which contains the contributions not only from the outermost 

surface layers but also from the substrate layers (which need to be subtracted 

out), o-J"'* and a'""" are the x and z components of the volume stresses for 

bulk Rh (which was obtained using a similar set of stretching/compressing 

calculation on a bulk unit cell consisting of three Rh layers stacked along 

[111], c is the length of this bulk unit cell along the z direction: c = V^s). L^ 

is the length of the slab unit cell (including the vacuum layers) in z direction: 

Lj = bs/Qs. Note that 
(jbuik ^j]j jjg zero for the Rh bulk equilibrium lattice 

constant (l^y = s). Thus plots of CF^^J^{Ixy) versus l^y (Fig. 4.2) are obtained 

and the l^y for which the surface stress cr^^^J^{Ixy) became zero was identified 

as h'^^^ or h^^, the preferred NN distance (of magnetic or nonmagnetic 

atoms, as the case may be) at the substrate. In analogy with the Lorentz-

Berthelot mixing rule [184], where the energy and the size parameters of the 

interaction potential of a "mixed" component are presumed to be geometric 

and arithmetic means of the pure components, respectively, we approximate 

^MN ĵ y ̂ jjg arithmetic mean of h^'^' and fe^'^ while A^'^s, arc approximated 

by the geometric mean of the corresponding A'^'^' and A'^^. Table 4.6 shows 

the parameters obtained in this way for the interatomic potentials between 

surface atoms. 

In this way we can write down the elastic contribution to the enthalpy of 
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Table 4.6: Values for the parameters of Morse potentials for the monolayers of 
the overlayer elements. 

M/N Ao{c\') A, {A-') 6(A) 

Fe 0.8092 1.635 2.47 

Co 1.2281 1.650 2.37 

Ni 0.4393 1.825 2.56 

Pt 1.1438 1.721 2.71 

Au 0.5549 1.909 2.81 

Ag 0.3835 1.872 2.82 

Cd 0.9466 1.638 2.72 

Pb 0.6242 1.171 3.33 

mixing for different connpositions as: 

AH'^' = QEi,^ - ZEttu - ^E^NN (4-4) 

for the 25% composition of the (2x2) cell, 

AH^' = iEf,^-2El',„-2E^^^ (4.5) 

for the 33% composition of the (3x1) cell, 

A//^' = 6Et^, - 3EI',,, - 32?^^ (4.6) 

for the 33% composition of the {\/3 x \/3) cell, 
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for the 50% composition of the (2x2) cell, 

AH^'~AEtjr,-2El\,,-2E^^^ (4.8) 

for the 50% composition of the (2x1) cell, 

AH'^' = iE^^^-2E^^^-2E^^^ . (4.9) 

for the 67% composition of the (3x1) cell, 

AH^' = 6Et,^ - 3Et,,, - 3E^^ (4.10) 

for the 67% composition of the (Vs x y/S) cell, 

AH^' = 6El\^-3Et,^-3E^^^ (4.11) 

for the 75% composition of the (2x2) cell and, 

AH^' - 4Et,^ - 2E^^„ - 2Ei^^ (4.12) 

for all the three compositions of the (4x1) cell. 

It is clear from these expressions that the elastic contribution to AH is sym­

metric about the 50% composition (for we have considered pairwise interac­

tions only). In Fig. 4.6, we have plotted contributions to the clastic energy 

coming from the three types of bonds (M-M, N-N, tind M-N) for x = 0.5 

(of 2x2 cell). It is clear that the high contribution coming from the Pb-Pb 
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bonds is responsible for high enthalpy of mixing for Pb alloys. Moreover, the 

contribution from the M-N bond is always positive (i.e., disfavoring mixing) 

while from the other two bonds it is always negative. For the monolayers of 

magnetic elements, the Co monolayer shows the highest negative elastic con­

tribution to ^H followed by the Fe and Ni monolayers. This is because the 

effective NN distance of Co on Rh(l 11) is lowest, making it more strained due 

to a high size-mismatch on the surface. This results in relatively high contri­

bution of elastic energy for Co alloys compared to Fe and Ni alloys. Ni alloys 

show the lowest | AT/*̂ '" |. The contribution from the N-N bonds for Ag and 

Au are similar and for Cd and Pt alloys is very small. We have already seen 

that the effective size of Cd on Rh(ll l) is very small (compared to its bulk 

size) making the elastic energy contribution from Cd-Cd bonds small. The 

large size mismatch for Pb results in high elastic energy for Pb monolayer on 

Rh(lll). This contributes greatly to the (negative) formation cncrgj' of its 

alloys against the phase segregated form. However, it should be mentioned 

that the high stability of Pb-alloys could be just an artifact of our assump­

tion of pseudomorphic growth. In actual experimental conditions, this high 

elastic energy contained in the Pb monolayer on Rh(ll l) could be released 

by reconstruction, thereby reducing its contribution to the mixing. Indeed, 

we see the effect of reconstruction for the linear chain structures (which are 

rather anisotropic) of the (3x1) and (4x1) cells. The large strain present in 

these systems for high Pb concentrations causes the adjacent chains of Pb 

atoms to buckle outward in order to release the strain (see Fig. 4.4). These 

systems, therefore, show a lower enthalpy of mixing compared to the sys­

tems where there is more isotropicity (i.e., the ^ 3 x v̂ S and 2x2 structures) 
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(compare the filled orange and magenta down-pointing-triangles for x=0.25 

and 0.33 in Fig. 4.3). 

In the second rows of Figs. 4.7-4.11 we have shown the elastic energy con­

tribution to AH for the surface alloys. We find that the elastic effects favor 

surface alloy formation as AH^'" is negative for nearly all the systems, at all 

the compositions considered. However, for Pt and Cd alloys, elastic interac­

tions do not contribute much towards mixing. This can be attributed to the 

smaller surface NN distances on R,h(lll) for these two elements. Strain sta­

bilization becomes less favorable as both the components now have smaller 

surface atomic diameter on the substrate. The largo size mismatch for Pb on 

Rh(ll l) results in higher mixing of Pb alloys as a result of the highly strained 

Pl>Pb bonds (in the phase segregated Pb monolayer). The contribution of 

the elastic interactions to AH for the two 33% and 67% configurations corre­

sponding to (3x1) and (v/3 x \/3) structures are different: the elastic energy 

contributes more towards the mixing of the surface alloys of (\/3 x \/3) struc­

tures compared to that of the (3x1) structures. This is presumably due to 

the presence of more M-N bonds in the (\/3 x v'3) cell (there are 67% of 

M-N bonds in the \/3 x ^3) compared to the (3x1) cell (44%). 
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Figure 4.6: Contribution to the elastic energy AH^'" from the three types of 
bonds: M-M, N-N, and M-N for x = 0.5 of the (2x2) cell. 
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Figure 4.7: Enthalpy of mixing AH, together with the elastic and chemical con­
tributions, as a function of x, the fraction of magnetic element, for Pt alloys. The 
first, second and the third row correspond to the total enthalpy of mixing (AH), the 
elastic contribution (AH ) and the chemical contribution (AH "^) respectively. 
The three columns correspond to the alloys with the three magnetic elements, shown 
on the top of graph. The filled and the unfilled symbols [solid and dotted stars for 
(2x1) cells] correspond to the spin-polarized and the non spin-polarized eases re­
spectively. Circles denote the Chinese checkerboard structures and triangles and 
stars denote the linear striped structures. 
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Figure 4.8: Enthalpy of mixing AH, together with the elastic and chemical con­
tributions, as a function of x, the fraction of magnetic element, for Au alloys. The 
first, second and the third row correspond to the total enthalpy of mixing (AH), the 
elastic contribution (AH ) and the chemical contribution (AH'^^'^"^) respectively. 
The three columns correspond to the alloys with the three magnetic elements, shown 
on the top of graph. The filled and the unfilled symbols [solid and dotted stars for 
(2y.l) cells] correspond to the spin-polarized and the non spin-polarized cases re­
spectively. Circles denote the Chinese checkerboard structures and triangles and 
stars denote the striped structures. Note that the plots are not on the same scale. 
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Figure 4.9: Enthalpy of mixing AH, together with the elastic and chemical con­
tributions, as a function of x, the fraction of magnetic element, for Ag alloys. The 
first, second and the third row correspond to the total enthalpy of mixing (AH), the 
elastic contribution (AH^''") and the chemical contribution (AH'^^'^"^) respectively. 
The three columns correspond to the alloys with the three magnetic elements, shown 
on the top of graph. The filled and the unfilled symbols [solid and dotted stars for 
(2x1) cells] correspond to the spin-polarized and the non spin-polarized cases re­
spectively. Circles denote the Chinese checkerboard structures and triangles and 
stars denote the striped structures. Note that the plots are not on the same scale. 
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Figure 4.10: Enthalpy of mixing AH, together with the elastic and chemical 
contributions, as a function of x, the fraction of magnetic element, for Cd alloys. 
The first, second and the third row correspond to the total enthalpy of mixing 
(AH), the elastic contribution (AH'^'") and the chemical contribution (AH'^'^'^'^) 
respectively. The three columns correspond to the alloys with the three magnetic 
elements, shown on the top of graph. The filled and the unfilled symbols [solid and 
dotted stars for (2x1) cells] correspond to the spin-polarized and the non spin-
polarized cases respectively. Circles denote the Chinese checkerboard structures 
and triangles and stars denote the striped structures. 
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Figure 4.11: Enthalpy of mixing AH, together with the elastic and chemical 
contributions, as a function of x, the fraction of magnetic element, for Pb alloys. 
The first, second and the third row correspond to the total enthalpy of mixing 
(AH), the elastic contribution (AH"^'^) and the chemical contribution (AH'^''^"^) 
respectively. The three columns correspond to the alloys with the three magnetic 
elements, shown on the top of graph. The filled and the unfilled symbols [solid and 
dotted stars for (2x1) cells] correspond to the spin-polarized and the non spin-
polarized cases respectively. Circles denote the Chinese checkerboard structures 
and triangles and stars denote the striped structures. 
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Since the elastic contribution results in mixing, the unfavored mixing of Ag 

alloys must be due to "chemical" interactions. In these systems, the chemical 

interactions between the alloy components would be unfavored and would be 

more dominant. The favored mixing of Pt alloys in general and of Pt-Ni alloy 

in particular, on the other hand, must be due to the favored and dominant 

chemical effects. Thus we separate out the two interactions by assuming that 

the total energy of the system is contributed by two type of interactions: 

elastic and chemical. So the difference between the ab initio AH and the 

AH'^'" will give us the chemical energy contribution. We have thus plotted 

^jjchem = /^jj _ i^}jeia^ |-ĵ g chcmical cncrg)' contribution to the enthalpy 

of mixing, as a function of composition x, shown in the bottom rows of the 

Figs. 4.7-4.11. The positive A//'^'""" for Ag surface alloys does account for 

their immiscibility. We notice that the chemical energy contributions for Fe 

and Co alloys arc quite similar for the non spin-polarized case. It is also 

clear that the mixing of Pt alloys is mainly contributed by the chemical 

interactions. Interestingly, in contrast to the bulk alloys of Pb-Co, Pb-Fe 

and Au-Fe which are immiscible in the bulk, their surface alloy counterparts 

show favorable chemical mixing on Rh(ll l) . 

We have also calculated the effect of magnetism on the elastic and chemical 

interactions. In Figs. 4.7-4.11, the corresponding unfilled symbols denote 

the interactions when magnetism is switched off (i.e., AH^'" calculated using 

jjA/Mig ^Q^ ^Qji spin-polarized calculations). Interestingly, for all alloys and 

for all compositions, the elastic contribution to mixing is always favored when 

systems are non spin-polarized. 
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Magnetic Moments 

The observation of interesting magnetic behavior as a result of reduced di­

mensionality and coordination in low-dimensional systems has generated im­

mense interest in recent years. The effect of surface alloying further enriches 

the subject. While for some systems, the effect of alloying has been found 

to suppress the magnetism, for others, it has been found to do the oppo­

site |180-183]. The systems we have studied manifest the complexity of both 

the effects. In a combined experimental and theoretical study done recently, 

magnetism was found to be a driving force to stabilize the surface alloys of 

Fe-Au/Rn(0001) |109]. 

In Figs. 4.12-4.14, we have shown our results for the calculated total mag­

netic moments, Mtot, versus concentration of magnetic element, x, for the 

alloys of Fc, Co and Ni. Mtot is the magnetic moment of the unit cell per 

magnetic atom (note that these include induced moments on the "nonmag­

netic" overlayer and substrate atoms). For a given structure, as x increases, 

the effective coordination number (i.e., the number of magnetic neighbors) 

of the magnetic element also increases. 

As we checked the stability of surface alloys with respect to the two avail­

able low-energy (hep or fee) sites, we have plotted here Mtot corresponding 

to the more stable one among the two. Intere.stingly, we found that the hep 

alloys always showed higher magnetic moments compared to the correspond­

ing fee alloys, by about 0.2 /ug. This particular result can be explained as 

follows: We found that the average distances of the magnetic atoms from the 

nonmagnetic atoms of the alloys were larger in hep alloys compared to the 
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Figure 4.12: Total magnetic moment, Mtot (in ^H-B), versus composition x for 
Fe alloys. Mtot is the magnetic moment of the whole cell divided by the number 
of magnetic atoms on the surface. The filled symbols correspond to the (2x2) 
and (\/Z X \/Z) structures and the unfilled symbols correspond to the (4'Xl) and 
(3x1) structures. The stars correspond to the (2x1) cell. CB and LS refer to 
checkerboard and linear stripe structures respectively. 
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fee alloys, while the average distances of the magnetic atoms from the first 

substrate layer were shorter in hep alloys. Although, the shorter distance 

from the substrate layer for the hep alloys would result in a larger hybridiza­

tion, thereby reducing the magnetic moment of the magnetic atoms, it (the 

shorter distance) causes a larger polarization of the Rh atoms, thereby in­

creasing their induced moments. So, the larger moments of the hep alloys 

are due to the shorter overlayer-substrate distance, which results in a larger 

magnetization induced on the first substrate layer. 
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F i g u r e 4 .13 : Total magnetic moment, Mtot (in ^ B J , versus composition x for 
Co alloys. Mtot is the magnetic moment of the whole cell divided by the number 
of magnetic atoms on the surface. The filled symbols correspond to the (2x2) 
and (\/3 x \ / 3 j structures and the unfilled symbols correspond to the (4x1) and 
(3x1) structures. The stars correspond to the (2x1) cell. CB and LS refer to 
checkerboard and linear stripe structures respectively. 
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Figure 4.14: Total magnetic moment, Mtot (in IJ-B), versus composition x for 
Ni alloys. Mtot is the magnetic moment of the whole cell divided by the number 
of m.agnetir, atnm,.<- on. the. .surface. The filled .lymhok correspond to the (2x2) 
and (\/3 x ^ 3 ^ structures and the unfilled symbols correspond to the (4x1) and 
(3x1) structures. The stars correspond to the (2x1) cell. CB and LS refer to 
checkerboard and linear stripe structures respectively. 
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We find (from Figs. 4.12-4.14) that the magnetic moments per magnetic 

atom of the monolayers (the points corresponding to x=l) are enhanced sig­

nificantly (3.32, 2.67 and 1.28 /xg for Fe, Co and Ni monolayers respectively) 

compared to the moments in their bulk phase (2.47. 1.71 and 0.74 /IB in the 

same order). This behavior is typical of the effect of reduced dimensionahty 

and coordination. 

Comparing the magnitudes of the moments of the surface alloys of Fc (Fig. 4.12), 

Co (Fig. 4.13) and Ni (Fig. 4.14), we see that the overlayer structures of 

Fc show larger magnetic moments followed by that of Co and Ni. which is 

expected owing to the order of magnetic moments in their pure elemental 

states. However, the variation of magnetic moments of these surface alloys 

with the composition of the magnetic clement is interesting: (1) in general, 

the magnetic moments of Fe alloys with all the nonmagnetic elements, with 

the exception of Pb, increase with decreasing Fc concentration; (2) the mag­

netic moments of Co and Ni alloys also increase with decreasing x, except 

with the Pb and Cd. That is, in general for Fe alloys, the lower the concen­

tration of Fe, the higher the magnetic moment. The magnetic moments of 

Co and Ni alloys for Cd and Pb increase as we Increase the concentration 

of these magnetic elements. This is contrary to the fact that a reduction in 

coordination enhances the magnetic moment. We find that the trend that 

a lower concentration of magnetic elements giving a higher moment dimin­

ishes as one goes from Fe to Co to Ni. In fact, for Ni alloys (Fig. 4.14) this 

trend gets reversed: with the exception of Pt, the moments of the Ni alloys 

with all other nonmagnetic elements increase with the concentration of Ni. 

However, this is strictly true for the Cd and Pb only; for the Ag and Au, 
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this increase is very small. That is, for the Ni alloy's with Ag and Au, the 

change in magnetic moment with changing the concentration is very small. 

Co shows an intermediary behavior between the Fe and Ni. Thus, the effect 

of alloying with a nonmagnetic element on the magnetic moments is different 

for Fe, Co and Ni. In general, we can say that a lower concentration (also 

coordination in our case) of Fe in its alloys enhances its magnetic moment 

while for the Ni, the behavior is opposite. However, we should keep in mind 

that alloying with different nonmagnetic elements may behave differently. 

Interestingly, the x = 0.33 composition for the (\/3 x y/3) structure shows 

a dip in the magnetic moments of the Pt (with all the three magnetic ele­

ments) and Pb (with Fe and Co) alloys, whereas this composition corresponds 

to the highest moment for the Ag alloys (with Fc and Co). The two different 

structures (i.e., v̂ S x \/3 and 3x1) for x = 0.33 as well as for x = 0.67 

show different magnetic moments. For the alloys of Ag. Au and Cd with 

Fe and Co, the moments corresponding to the (3x1) structure are always 

lower than the (v^3 x \/3) structure. For the Pb alloys, it is always the 

opposite: the magnetic moments for the (3x1) structure are higher than 

for the (v/3 x \/3) structure. For Pt alloys, the moments are composition 

dependent: x = 0.33 composition gives higher moment for (3x1) structure 

whereas x = 0.67 composition gives higher moment for (\/3 x \/3) struc­

ture. Comparing the moments for the two structures (2x2 and 4x1) for the 

X = 0.25, X = 0.50 and x = 0.75, we find the following trends: for the Fe 

alloys with all the nonmagnetic elements, the magnetic moments are higher 

for the (2x2) structures than the (4x1) structures, whereas for the Ni al­

loys, this is true only with the Pt: with all other nonmagnetic elements. 
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the Ni alloys show higher moments for the (4x1) structure. For Co alloys 

with Pt, Au and Ag, the (2x2) structures show higher moments whereas for 

Co-Pb, the (4x1) struct»ires show higher moments. For Co-Cd this is com­

position dependent. Thus, although the magnetic moments of checkerboard 

and stripe structures show different behavior depending upon the alloy com­

ponent and composition, we can say in general that for most of the alloys, 

the checkerboard structures show higher magnetic moments compared to the 

stripe phase structures. This is particularly true for Fe and Co alloys (except 

for some compositions with Pb). 

Among the nonmagnetic elements, alloys of Pt, Ag and Au show relatively 

higher moments than those of Pb and Cd. In fact, for small concentrations of 

Ni, the two nonmagnetic elements (Pb and Cd) show no magnetic moment. 

However, the overall trend in magnetic moments with respect to TtoTunagiietic 

elements is found to follow the order: Pt > Ag, Au > Cd > Pb. Alloying 

with Pb has a significant lowering effect on the magnetic moments. Note 

that the magnetic behavior of Ag and Au alloys is very similar. 

4.7.5 Discussion on Magnetic Behavior 

The fact that even the bulk-nonmagnetic transition metals can become mag­

netic in reduced coordination and dimensionality or in the presence of mag­

netic impurities around them, led us to investigate the possible existence 

of this induced moment on the otherwise nonmagnetic components of the 

surface allovs. Therefore, in order to understand what the sources of this 
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enhancement or reduction in magnetism are, we first separate out the con­

tribution to the total magnetic moment from the magnetic element and the 

induced moments on the nonmagnetic elements. This is done by projecting 

out the spin polarized wavefunctions of the system onto the atomic states 

of the individual atoms. In Figs. 4.15-4.17, we have shown the contribution 

to the magnetic moment from the magnetic atoms (Fe, Co and Ni) alone. 

For Fc alloys (Fig. 4.15) with Pt, Ag and Au, the magnetic moment of Fe 

(M(Fe)) follows the same trend as the total magnetic moment, Mtot- How­

ever, the variation of the Af (Fc) for the Cd alloys is opposite to that of the 

Mtot '• it increases with increasing the concentration of Fc atom (green sym­

bols in Fig. 4.15). For Co (Fig. 4.16) and Ni alloys (Fig. 4.17), the magnetic 

moments on Co (M(Co)) and Ni (M(Ni)) increase with x. Thus the variation 

of M(M) with X does not follow the variation of Mtot ff̂ r many alloy systems 

(e.g., Fe-Cd, Co-Pt, Co-Ag, Co-Au and Ni-Pt). This suggests that there are 

significant contributions to M^ot from the nonmagnetic and substrate atoms 

as well. In Fig. 4.18, we have shown the difference between the Mtot and the 

M{M} i.e., the contributions to the magnetic moments from the components 

other than the magnetic ones. We see that there are significant contribu­

tions coming from the substrate as well as the nonmagnetic components of 

the surface alloys. In almost all the alloy systems, the alloys with Pt seem 

to contribute the maximum towards the total magnetic moment. We further 

separate out the contribution from the other elements into one coming from 

the nonmagnetic component of the alloys and one coming from the substrate. 

In Fig. 4.19 we have shown the variation of induced moments on the non­

magnetic components of the surface alloys. We sec that apart from Pt atoms, 
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there are considerable moments induced on the Pb and Cd atoms also. There 

seems to be no systematic variation of this induced moment with the con­

centration X. However, we find that while the induced moments on Pt are 

coupled ferromagnetically, giving rise to a net high moment in its alloys, the 

induced moments on the Pb and Cd show an antiferromagnetic coupling with 

the magnetic atoms, thereby reducing the net magnetic moment of their al­

loys. Wc find that in these two elements, a significant contribution to spin 

polarization comes from the p states which are oppositely polarized to the d 

states of the magnetic elements. 

The magnetic moments induced on M obtained from the two different struc­

tures (\/3 X \/3 and 3x1) show more or less the same behavior as Mtot-

However, the significant drop in the moments (total as well as induced) of 

Pb alloys for the x = 0.33 concentration in the {Vs x v^3) structure is quite 

intriguing. The atomic arrangements for the x = 0.33 concentration for the 

two structures are quite different (see Fig. 4.1). The (v^ x ^3) structure 

give rise to a pattern where a magnetic atom is surrounded by six nonmag­

netic atoms, whereas in the (3x1) cell we have linear chains of magnetic and 

nonmagnetic atoms. Bonding with Pb diminishes the magnetic moments of 

Fe [185]. There are more (six) Fe-Pb bonds in the (v'3 x v^3) structure than 

in (3x1) (four). We find that the x = 0.33 composition corresponding to 

the (3x1) structure is energetically more favored when atoms are placed at 

hep sites than when at fee sites, whereas for the (\/3 x \/3) structure, the 

fee site is favored over the hep site. As the moments corresponding to fee 

stacking are always lower than for hep stacking, we get a lower moment for 

the X = 0.33 composition corresponding to the {\/3 x \/3) structure. 
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Figure 4.15: The variation of the average magnetic moment of Fe (in fiB per 
Fe atom) in Fe alloys, with concentration x. Filled and unfilled symhols refer to 
checkerboard (CB) and linear stripe (LS) structures respectively. Stars denote the 
x = 0.5 composition of the (2x1) cell. 
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Figure 4.16: The variation of the average magnetic moment of Co (in fis per 
Co atom) in Co alloys, with concentration x. Filled and unfilled symbols refer to 
checkerboard (CB) and linear stripe (LS) structures respectively. Stars denote the 
x = 0.5 composition of the (2x1) cell. 
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Figure 4.17: The variation of the average magnetic moment of Ni (in HB per 
Ni atom) in Ni alloys, with concentration x. Filled and unfilled symbols refer to 
checkerboard (CB) and linear stripe (LS) structures respectively. Stars denote the 
x = 0.5 composition of the (2x1) cell. 
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Figure 4.18: The magnetic moments (in /xg per magnetic atom) plotted as the 
difference between the total moment (Mtot) and the moment on the magnetic atoms 
(M{M)), with respect to the concentration x, for (a) Fe-alloys, (b) Co-alloys and 
(c) Ni-alloys. Filled and unfilled symbols refer to checkerboard (CB) and linear 
stripe (LS) structures respectively. Stars denote the x = 0.5 composition of the 
(2x 1) cell. 
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Figure 4.19: The variation of the induced magnetic moments (in fj^g per magnetic 
atom) of the nonmagnetic surface alloy atoms, M (N), with the concentration x for 
(a) Fe-alloys, (b) Co-alloys and (c) Ni-alloys. Filled and unfilled symbols refer to 
checkerboard (CB) and linear stripe (LS) structures respectively. Stars denote the 
x = 0.5 composition of the (2x1) cell. 
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Figure 4.20: Spin-polarized charge density isosurface for x = 0.5 Fe-Pt alloys (for 
the 2x2 cell). The isosurface corresponds to a charge density of 0.07 electrons/A^. 
Red, blue and grey solid spheres denote Fe, Pt and Rh atoms respectively. The spin-
polarized charge density around the Fe as well as the Pt and the top substrate layer 
atoms can be clearly seen. 

In Fig. 4.20 we have shown an isosurface of spin polarized charge density 

(i.e., the difference of the spin-up and spin-down charge densities) for the Fe-

Pt system. Besides Fe atoms (red sphere), the large magnetization density 

aroimd Pt (blue sphere) and the (top layer) substrate atoms (grey spheres) 

shows significant induced moments on these elements. Among non-magnetic 

atoms, Pt acquires highest induced magnetic moment (up to 0.4 //g) and 

is always fcrromagnctically coupled to the magnetic elements. The high 

moments of Pt alloys can be attributed to the high induced moments on Pt 

atoms. 
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As mentioned earlier in Sec. 4.7.3, there are considerable magnetite iriorrients 

induced on the substrate atoms also. The variation of the induced moments 

on the substrate atoms as a function of the distance from the top layer is par­

ticularly interesting. Fig. 4.21 shows the variation of induced magnetic mo­

ments on the substrate layers for the monolayers of Fe, Co and Ni. The weak 

oscillatory nature of the magnetization (similar to the Rudermann-Kittel-

Kasuya-Yoshida (RKKY) type interactions [186]) is described by fitting the 

data points with the oscillatory ftinction [104]: 

sin{2qz + (f)) 

In the above equation, /i refers to the induced magnetic moment on an atom 

at a distance z away from the magnetic atom, and q and 0 are a wavevector 

and phase that are determined by fitting. Interestingly, the induced mo­

ments on the first substrate layer is highest (0.66 HB) when the overlayer is 

Co rather than Fe. In fact, the moment on the first Rh(ll l) layer induced 

by a Fe monolayer (0.33 fin) is lower than even the one induced by a Ni 

monolayer (0.42 HB}- The first Rh(ll l) layer is coupled ferromagnetically 

to the magnetic atom in the top layer; while the second Rh layer is cou­

pled ferromagnetically for the monolayers of Co and Ni; the Fe monolayer 

induces an antiferromagnctic ordering in this layer. The third layer couples 

ferromagnetically with all the three monolayers. However, it should be noted 

that these induced moments become very small beyond the first substrate 

layer. 

We find that in these two elements (Cd and Pb), a significant contribution to 
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Figure 4.21: Behavior of induced moments for monolayers of M/Rh(lll): the 
oscillatory decay of the induced magnetization (in HQ per magnetic atom) of the 
substrate layers with their distance from the top magnetic monolayer (Fe, Co and 
Ni). Solid lines are the fits by the expression described in the text (Eg. -{.13). 
Circles are the data points. 
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spin polarization comes from the p states which are oppositely polarized to 

the d states of the magnetic elements. This causes the observed low moments 

in their alloys. 

Now the question is why the induced moments and the moments on the mag­

netic atoms change with concentration in the observed way. This we would 

explain below using the density of states analysis and a simple Stoner like 

argument. We have performed non spin-polarized (NSP) density of states cal­

culations for our surface alloy systems. First, we asked the question whether 
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Figure 4.22: Non-spin-polarized density of states (DOS) of the (a) magnetic, (b) 
the substrate and Pt and of (c) Au, Ag, Cd and Pb elements in their bulk phase. 
Note the high DOS(Ef) for magnetic elements. Among the nonmagnetic elements, 
Pt shows the highest DOS(Ef). 
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the trends in magnetism of surface alloys can be understood from the prop­

erties of their bulk constituents. We calculated the NSP DOS for all bulk 

elements and interestingly we got the following trends: the magnetic ele­

ments Fc, Co and Ni give high DOS(£'j), Pt and the substrate clement Rh 

give medium DOS{Ef) while Ag, Au, Pb and Cd give relatively low DOS at 

the Fermi level. These results arc shown in Fig. 4.22. This (loosely) suggests 

that the elements which have high NSP DOS{£'/) in their bulk phase would 

give rise to high magnetic moment in their low dimensional state. Thus, the 

high moment of Pt-alloys is a result of its high DOS(£'/). 

The NSP DOS(Ey )̂ for surface alloy systems and its correlation with magnetic 

moment can be seen in Fig. 4.23. For most of the elements, a high NSP 

DOS{Ef) corresponds to a high magnetic moment. As we already observed, 

the behavior of magnetic moments of Cd and Pb alloys with Co and Ni is 

different from the rest of the alloys. In Fig. 4.24 we have shown the DOS of 

the (/-bands of Fe alloys for all compositions. Tt can be seen that for Fe alloys, 

rf-states are peaked near the Fermi level for x = 0.25. .A.s one increases the 
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Figure 4.23: Total magnetic moment, Mtot (in HB per magnetic atom), versus 
the total nan spin-polarized density of states (at Ej) per magnetic atom for (a) 
Fe, (b) Co and (c) Ni alloys for the four compositions (x=0.25, 0.50, 0.75, 1.0) 
of the (2x2) cell. The points where all the curves meet corresponds to x = 1.0. 
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Figure 4.24: d density of states (states/eV) of Fe atom in its surface alloys for 
different compositions and structures: (a) for Fe-Pt, (h) for Fe-Au, (c) for Fe-Ag, 
(d) for Fe-Cd and (e) for Fe-Pb. The dashed vertical lines indicate the positions 
of the Fermi levels. 
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concentration of Fe atoms, the height of the peak reduces. The single peak 

splits into two distinct peaks as one goes from a; = 0.25 to a; — 1.0, increasing 

the total width of the d-bands. As can be seen from the projected DOS on 

atomic c?-orbitals (see Fig. 4.25), the main contribution comes from the d,2 

orbitals of Fe. The orbitals are more localized for x = 0.25. particularly the 

dj2 orbital, and with increasing the concentration of magnetic element, they 

get broadened. 

While the broadening of the rf-band with increasing concentration of magnetic 

atom is a general feature seen in all the magnetic alloys, it is the position 

of the Fermi level with respect to the band peaks which determines the 
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Figure 4.25: Density of states of the five d orbitals of Fe atom in (a) 
Feo.25Ago.75/Rh(lll), (b) Feo.75Ago,25/Rh(lll), (c) Fe/Rh(lll) (Fe monolayer) 
and (d) bulk Fe. The dashed vertical lines indicate the positions of the Fermi 
levels. 
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Figure 4.26: d density of states (states/eV) of Ni atom in its surface alloys for 
different compositions and structures: (a) for Ni-Pt, (h) for Ni-Au, (c) for Ni-Ag, 
(d) for Ni-Cd and (e) for Ni-Pb. The dashed vertical lines indicate the positions 
of the Fermi levels. 
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magnetic moments. If wc compare, for example, the DOS structures of Ni-

Pt and Ni-Cd surface alloys (sec Fig. 4.26), wc observe that in the case of 

Ni-Cd, the Fermi level is shifted more towards the right, making the DOS 

at Ef smaller. Since the number of valence electrons is more in Cd (12) 

than Pt (10), addition of Cd would push the Fermi level further awa.y from 

the peak positions, making the DOS(£'/) smaller. A similar argument holds 

for Ni-Pb surface alloys also (see Fig. 4.27) as Pb has even more number 

of valence electrons (14). The same holds for the Pb and Cd alloys of Co 

also. Therefore, the opposite behavior of the magnetic moments of Cd and 

Pb alloys with Co and Ni when compared to the rest of the surface alloys is 

due to the higher number of valence electrons in them and the position of 

the Fermi levels in Co and Ni. For Fe alloys, the Fermi level lies well within 
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Figure 4.27: Density of states of the five d orbitals of Ni atom in (a) 
NiQ.25Pbo.75/Rh(lll), (b) Nio.75Pbo.25/Rh(lll), (c) Ni/Rh(lll) (Ni monolayer) 
and (d) bulk Ni. The dashed vertical lines indicate the position of the Fermi level. 
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the c -̂band and falls on the DOS peaks (see Fig. 4.25). Since Fe has less 

valence electrons than Ni, the shift in the Fermi level caused by the addition 

of even Cd or Pb does not cause it to lie outside the d-band peak. Thus, 

the DOS(£'/) in the case of Fe alloys is mainly affected by the change in the 

band broadening. 

So, the change in the magnetic moment with changing concentration is af­

fected by two factors: (1) the broadening of the d-band and (2) the position of 

the Fermi level. Increasing the concentration of a magnetic atom (replacing 

a nonmagnetic atom) results in broadening of the d-hand and thus reducing 

the peak height and consequently lowering the DOS{Ef), while the accom­

panying change in the number of electrons shifts the Fermi level. For a given 

change in the concentration, if the resulting change in the band broadening 

is dominated by the change in the total number of valence electrons, giving 

rise to a larger shift in the position of the Fermi level, the DOS{Ef) and 

hence the magnetic moment is affected more by this shift than by the d-band 

broadening. 

As we have seen, with a given magnetic element and for a given concentration, 

the magnetic moment of the surface alloys decreases in the order Ft > Ag, 

Au > Cd > Pb. We find that this order correlates with the number of valence 

electrons in them. There are 10, 11, 11, 12 and 14 valence electrons in Pt, Ag, 

Au, Cd and Pb respectively. If we look at the number of valence electrons in 

these nonmagnetic elements, we find exactly the same order: as the number 

of electrons increases the moments decreases. We believe this is because as 

the number of electrons increases, for a given M and x, the Fermi level moves 

towards higher energy values, away from the non-spin-polarizcd DOS peaks. 
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thereby reducing the DOS{Ef). 

Effective Coordination Number 

It would be interesting to know how these trends in magnetic moments re­

late with the coordination number of magnetic atoms in the alloy. As is 

known, a reduced coordination enhances moment as a result of increased 

DOS{Ef) [187,188]. To the simplest approximation, the DOS(£'/) is in­

versely proportional to the bandwidth. A smaller coordination number means 

a smaller d-d hybridization and that in turn gives rise to a narrower band­

width thus favoring the tendency towards ferromagnetism. The enhanced 

magnetism at surfaces compared to bulk is thus attributed to the reduction 

of coordination number at the surfaces. In the same way the magnetism of 

ultrathin films and one-dimensional nanowires is further enhanced compared 

to its value at surfaces [189]. 

The coordination number of an atom in its bulk environment is the number 

of its NNs. For example, in Fe and Ni, which have the body-centered cubic 

and face-centered cubic structures respectively, the number of first NNs is 

eight and twelve respectively. However, in a different structural and chem­

ical environment, such as in the surface of a two-dimensional structure on 

a different substrate, the definition of the coordination number needs to be 

modified. In any system, the equilibrium interatomic distances of atoms are 

determined by electronic and ionic interactions that set an optimum charge 

density profile around each atom consistent with the minimum energy config­

uration. In the bulk, the presence of high symmetry leads to a simple charge 

density variation in the sense that all the neighboring atoms are of the same 
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typp and hence the total charge density around a given atom can be taken 

as a multiple of the charge density contributed by a single neighboring atom 

alone. However, in a complex system of reduced symmetry like surface alloys, 

the total charge density around an atom is contributed by different types of 

neighbors placed at different distances. In such a case, one can define what 

is called the effective coordination number, He/f, given by [190]: 

n,ffii) = Ejfjf{vi,)/pf{n,ik). (4.14) 

The rieff of a given atom i, in an alloy is the total charge density on that 

atom relative to the charge density in its bulk. The sum is calculated over 

all the neighbors j of atom i, pf{r) is the calculated spherical charge density 

distribution of an isolated atom j as a function of the distance r from the 

origin (nucleus), rjj is the distance of the j NN from the i atom and Vbuik 

is the bulk interatomic distance. A Ue/f of an atom greater (lower) than 

its bulk value indicates that charge density on that particular atom in the 

given alloy composition is more (less) compared to what it had in its equi­

librium bulk structure. In this calculation we have used charge densities of 

pseudo atoms. Since pseudo wavefunctions (and hence the charge densities) 

near interatomic distances are identical to the corresponding all-electron val­

ues, calculation of n^/f using pseudo charge densities is not affected by this 

(pseudo) approximation. In Fig. 4.28 we have plotted the rte// of all the 

three magnetic atoms in surface alloys for all the compositions of (2x2) cell 

versus their magnetic moment. As can be seen from Fig. 4.28, the effective 

coordination number of Fe atoms correlates well with its magnetic moment: 
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Figure 4.28: Magnetic moment of magnetic elements, M(M), versus the effective 
coordination number, Ugff, for (a) Fe, (b) Co and (c) Ni alloys, for the four 
compositions of a (2x2) cell: x = 0.25,0.5,0.75,1.0. The point where all curves 
meet corresponds to x = 1.0. 
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the lower the riefj, higher the moment. But it is not very well correlated 

with the moments of Co and Ni alloys. However this need not be true in all 

cases, as the calculation of this effective coordination number is based on the 

simple assumption that the charge density in the solid is the sum of atomic 

charge densities. 

4.8 Summary 

The mixing behavior of various two-dimensional binary magnetic alloys of 

the type M^Ni_^ (M=Fe, Co, Ni; N=Pt , An, Ag, Cd, Ph: and the concen­

tration x= 0.0, 0.25, 0.33, 0.5, 0.67, 0.75, 1.0) on R h ( l l l ) substrate has been 

studied. Wc have considered two types of structures for each composition: 
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(1) linear stripe type (corresponding to 2x1, 3x1 and 4x1 cells) and (2) 

mixed checkerboard type (corresponding to 2x2 and \/3 x \/3 cells). Some 

of these pairs are immiscible in their bulk phase. We find that the mixing if 

allowed only in two dimensions can be different from that in the usual three 

dimensions. Except the alloys of Ag, all other bulk immiscible pairs show 

significant mbcing on the R,h(lll) surface. An important contribution to this 

enhanced mixing comes from the clastic interactions brought about by the 

surface confinement. Consequently, the alloys of Pb, which in spite of having 

a large size mismatch and hence predicted by the first Humc-Rothcry rule to 

be bulk immiscible, show a rather large enthalpy of mixing. 

However, we find that the "effective sizes" on the surface can be different 

enough to alter the mixing. Alloys of Cd, for example, show little contribu­

tion to the mixing from the elastic interactions in spite of having large size 

mismatch (if the bulk-phase sizes are taken). The effective atomic size of Cd 

on Rh(ll l) surface is found to be so different from its bulk value that the 

Cd monolayer is actually under tensile stress instead of compressive stress, 

and the energy minimization achieved through the stress relaxation becomes 

small. The disfavored mixing of Ag alloys is dominated by the unfavored 

chemical interaction between Ag and the magnetic constituents of the alloys. 

The presence of magnetism also affects mixing. This effect is most pro­

nounced in Fc alloys due to its larger magnetic moment. While the presence 

of magnetism lowers the mixing of Pt alloys, it helps the mixing of Pb al­

loys. This could be due to the reason that the magnetic interactions in a 

way try to expand the system. This we confirm by our finding that the 

surface NN distance of magnetic elements is lower when spin polarization 
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is turned off. Different structures (linear stripe versus mixed checkerboard 

type) are affected differently by the presence of magnetism. This is due to 

the possibility of different ways of relaxation in these two types of structures. 

Apart from studying the effect of magnetism on the mixing, we have also 

calculated magnetic moments of the surface alloys, their contributions from 

the local moments and from the induced moments on the substrate and the 

nonmagnetic elements. We find that in general for Pt, Au and Ag alloys, 

the total magnetic moment per magnetic atom goes up as one decreases the 

concentration of magnetic clement. This behavior is more pronounced with 

Fc and Co but less with Ni alloys. The total moments (per magnetic atom) 

of Cd and Pb alloys on the other hand in general decrease as one decreases 

the concentration of magnetic elements. This trend also is affected by the 

alloy structures (linear chain vs mixed checkerboard type). 

In general, for a given composition and with a given magnetic element, we 

find that the magnitude of the magnetic moments of the surface alloys with 

different nonmagnetic elements follow the order: Pt > Ag, Au > Cd > Pb. 

However, the high moment of Pt-alloys are contributed significantly from the 

induced moments on Pt atoms. We find that this order of moments directly 

follows from the number of electrons treated as valence electrons in these 

nonmagnetic elements: greater the number of valence electrons, the lower 

the moment. Ag and Au have the same number of valence electrons and 

their moments are also quite the same. 

It should be mentioned that this work is only a preliminary step towards 

understanding the electronic and magnetic properties of the corresponding 

real systems. Wc have considered only a small number of simple phases; the 
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real experimental structures, affected by various other parameters such as 

synthesis mode and temperature, need not be one of these. Though wc still 

lack a complete understanding of the observed behavior, our findings would 

indeed guide the experimentalists to narrow down their hunt for systems with 

enhanced properties. Based on our calculations we predict that the surface 

alloys of Fe and An on Rh(ll l) are promising candidates for magnetic data 

storage materials and thus worth experimental investigation. We also caution 

that although the magnetic surface alloys of Pt show desirably large magnetic 

moments, they might not be suitable for magnetic data storage. In Chapter 

7, wc have listed further open questions relevant to the work presented in 

this chapter. 



Chapter 5 

Structural and Magnetic 

Anisotropy of Self-Assembled 

Monolayers (Methanethiolate) 

on C o / A u ( l l l ) 

5.1 Introduction 

Sclf-asscmblcd monolayers (SAMs) of amphiphilic organic molecules on metal 

or non-metal surfaces have become an area of intense research in material 

science due to their properties that arc useful in diverse fields ranging from 

surface chemistry to optics to electronics [191-193]. The molecule generally 

has a chain like structure that consists of a hydrophilic "head group" at one 

end that shows a special affinity for a substrate, and a hydrophobic functional 

136 
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(tail) group at the other end connected by a back bone of alkyl chain. The hy­

drophobic tail groups assemble away from the substrate while the hydrophilic 

head groups assemble together on the substrate, resulting in a close-packed 

area covering the substrate with a single monolayer (see Fig 5.1). SAMs 

are particularly stable due to the strong chemisorption of head groups. The 

possibility to introduce a wide range of terminal functional groups provides 

a versatility of surface properties. Alkancthiols (R-SH, where R = aliphatic 

chain), the most commonly used molecules for SAMs, are molecules with an 

alkyl chain (R-) as tail group, and thiol (-SH) as head group. Since the first 

finding of disulfides and thiols self assembling on gold [194] and subsequent 

pioneer work of Brust et al. [195], alkanethiols have been widely used to pre­

pare nanocrystals by controlled self-assembly of nanoparticlcs. Self-assembly 

of thiols on gold has, during the last decades, shown great promise in the cre­

ation of functional nanomaterials, such as sensors and catalysts. Magnetic 

nanocrystals such as PtFc and PdNi have also been assembled using long 

chain alkanethiols [196,197]. 

Thiol-metal bonds are particularly strong making these SAMs stable over 

a wide range of temperature, and in a wide variety of solvents and electro­

magnetic fields [198[. A large amount of experimental as well as theoretical 

work has been devoted to understanding the adsorption phase structure and 

interface bonding of these molecules on metal substrates. Alkanethiols on 

Au(lll) have been extensively studied due to the desirable features of gold 

as a substrate: it is inert, easy to pattern via lithographic techniques, bio­

compatible and can withstand harsh chemical cleaning treatments. yVlso, the 

sulfur in thiols has a strong affinity for noble metals. 
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Although gold has been the most popular substrate for thiol SAMs, ferromag­

netic substrates have also been studied for their potential spintronics appli­

cations [199-201]. Xiong et al. [199] observed a large magnetoresistenoe for a 

spin-valve system consisting of an organic semiconducting layer sandwiched 

between two ferromagnets, generating huge interest in organic spintronics. 

The magneto resistance was shown to be tunable by mixing the organic poly­

mer with a large spin-orbit-coupling molecule [202]. 

One of the most interesting features of the thiol capped Au nanoparticles 

and thin-films is the appearance of room temperature fcrromagnctism. This 

fcrromagnctism is somewhat unconventional as the magnetization remains 

almost temperature independent up to room temperature. Although the 

appearance of magnetism has been largely associated with spin of 5d localized 

holes a.s a result of the charge transfer from gold to sulfur of thiol molecule 

[203,204], its complete understanding is still lacking. 

The appearance of stable ferroraagnctism even at room temperature has been 

observed in thiol-semiconductor systems also [204-206]. The fabrication of 

dilute ferromagnetic semiconductors, which is traditionally done through 

doping ferromagnetic elements into semiconductors, is also being replaced 

Figure 5.1: Schematic representation of a self-assembled monolayer (SAM) on a 
substrate (from wikipedia). 
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by the fabrication of thiol-sptniconductor systems which are much easier to 

synthesize. 

Co/Au(lll) multilayers were the first system where giant magneto resistance 

(GMR) was found with perpendicular magnetic anisotropy [207]. The mag­

netic anisotropy of Co films on Au(lll) has been found to be dependent on 

the Co thickness [208-210]: a reorientation of magnetization direction from 

out-of-planc (at small Co thickness) to in-plane (at large thickness) has been 

observed for film thickness between 3-5 monolayers. The effect of capping 

Co/Au(lll) with Au layers has been found to delay this thickness dependent 

easy axis switching as well as to increase the MAE value [211]. It would be 

interesting to study the magnetic anisotropy properties of Co/Au(lll) with 

organic molecular layers as cappings. 

Our work has been motivated by experiments done in the group of Sylvie 

Rousset where they found a switch of the easy axis from in-plane to out-

of-plane after putting dodecanethiols (C12SH) on 4.5 monolayer (ML) of Co 

films on Au(lll) [212]. 4.5 ML thick Co films on Au(ll l) are just above 

the critical thickness (of ~4 ML) where a spin reorientation transition (SRT) 

from out-of-plane to in-plane takes place. Although there have been a num­

ber of studies of the changes in the geometry, and a few studies on mag­

netism [213] induced by alkanethiols in gold surfaces and clusters, to our 

knowledge no theoretical studies have yet focused on the magnetic anisotropy 

of thiol/Co/Au(lll) system. 

The experimental studies of thiols or thiolates on Au surfaces are typically 

done using long-chain molecules. However, calculations become increasingly 

expensive the longer the aliphatic chain, and so calculations are often done on 
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truncated chains. Previous calculations have shown that the binding energy 

changes very little upon changing the length of the chain [214], though at 

least one carbon atom is necessary in order to describe the sulfur-gold binding 

correctly [215). 

The rupture processes of single alkanethiols and alkanethiolates (R-S) from 

gold surfaces measured by means of atomic force microscopy exi)erimenl,s 

[216] suggest a covalcnt nature of the sulfur-gold bonds. Therefore, semi-

empirical atomistic calculations based on simple potential models will be 

unable to correctly describe those moloculc/mctal systems and hence a first-

principles quantum mechanical (electronic structure) calculation is required. 

In this chapter wo have studied the structural and magnetic properties and 

magnetic anisotropy energies of mcthancthiolato on Co/Au(lll) using den­

sity functional theory (DFT) within the fuUy-relativistic ultrasoft pseudopo-

tential and plane wave basis formalism, as implemented in the Quantum 

ESPRESSO distribution [175]. We have done a detailed study of the struc­

ture of the Co/Au(lll) and methanethiolate adsorbed Co/Au(lll) systems. 

We have calculated the change in MAE of the Co/Au(lll) system after 

putting methanethiolate on it. We might hope, due to the anisotropic 

structure of the molecule, to see a considerable enhancement in the mag­

netic anisotropy energy of the thiolated Co/Au(lll) compared to the clean 

Co/Au(lll) substrate. 
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5.2 Further Details of Previous Work 

5.2.1 Co/Au(lll) 

Since the first observation of perpendicular magnetization anisotropy in Au/Co/Au(l 11) 

sandwiches by Chappert et al. [217], and the subsequent investigation of 

structure using scanning tunneling microscopy on the growth of Co on Au(lll) 

[218], this system has been extensively studied. Thin Co films on Au(ll l) 

exhibit perpendicular magnetic anisotropy 1217] and a switching of the mag­

netization from out-of-plane to in-plane occurs at a critical thickness between 

14 and 19 A [208,219]. However, this spin-reorientation transition has been 

found to depend on the growth mode also: at high deposition rates of cobalt, 

out-of-plane magnetization is found to be stabilized in the thickness range 

from 2 to 8 atomic layers while low deposition rates were observed to favor 

in-plane magnetization at any thickness [220]. It has been observed exper­

imentally that on the Au(lll) surface, the stacking of the cobalt films for 

thicknesses above 4 ML is hexagonal closed packed (hep) with the c axis 

perpendicular to the Au(lll) plane, and the Co docs not grow pseudomor-

phically, presumably due to the large lattice mismatch (14%) between the 

two materials [221]. The x-ray absorption spectroscopy studies [221] suggest 

a hexagonal stacking for Co films thicker than 4 ML, and the analysis of 

the first-nearest-neighbor shell shows that this hexagonal structure is very 

close to that of the bulk Co. This leads to an incoherent epitaxy at the 

interface with a wide radial distribution of Co-An bonds [221|. Since the Co 

thin-film structure on Au(lll) is very much bulk-like and the (0001) axis 

is perpendicular to the Au(lll) surface, the easy-axis of magnetization may 
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be expected to be perpendicular to the surface (along the (0001) direction), 

as for the bulk Co. However, the anisotropy of a Co(OOOl) surface has been 

experimentally found to be in-plane [222|. 

The MAE of the Au capped pseudomorphic Co monolayer on Au(ll l) was 

first calculated by Szunyog et al. [211] using the KKR Green's function 

method and employing the so-called force theorem. For the bare Co mono­

layer (i.e., uncapped) on Au(lll), they obtained an in-plane easy axis and 

only the spin-orbit contribution to the MAR wa.s about 0.58 meV per Co 

atom. Capping Co/Au(lll) with one monolayer of Au switched the easy 

axis to normal to the surface and increased the MAE to 1.58 meV per Co 

atom. 

The phenomenological understanding of MAE and the easy axis is based 

upon models that relate the MAE to the atomic orbital moment [227]: the 

easy axis lies in the direction of the largest orbital moment. The spin reori­

entation transition has been understood in terms of the above model wherein 

the spin reorientation temperature (SRT) is associated with an increase in 

the orbital moment upon reorientation to the new easy axis. Although many 

experimental observations have been found to be consistent with this descrip­

tion, there are cases (e.g., Au/Co/Au trilayer system) where it has not been 

found so [228|. 
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5.2.2 Thiols on Co(OOOl) and A u ( l l l ) and Au Nanopar-

ticles 

Self-assembled monolayers of alkanethiolates on gold are one of the most 

studied metal surface-adsorbate molecular systems. Extensive experimental 

investigations of the adsorption and desorption process of thiols of different 

chain lengths on several gold surfaces have been performed [191,229-233]. A 

charge transfer from the metal to the thiol has been observed, showing the 

anionic nature of the adsorbate. When the adsorbate molecules are normal 

to the surface, the bonding between the adsorbate and the metal was found 

to be independent of the chain length [234j. 

Many studies have been carried out for thiols on Au clusters to model the 

thiol capped Au nanoparticles (see [214] and references therein). DFT studies 

on mcthancthiol and dimethyl disulfide on Au(ll l) surface have been per­

formed by Gronbcck et al. ]235] using gradient-corrected exchange-correlation 

functionals and a comparison of the structures, binding energy and type of 

bonding with local density functionals has been done. Structural and elec­

tronic properties of methanethiolate molecule on Au(lll) and Co(OOOl) sur­

faces were studied ]236-238| by employing DFT calculations. It was found 

that the bonding of CH3S is stronger on the Co(OOOl) surface compared to 

the Au(lll) surface, probably due to a greater charge transfer from Co to 

the molecule; the adsorption energy of CH3S on Co(OOOl) is 2.5 eV higher 

than on Au(lll) . The charge transfer from Co to S is 0.22 e compared 

to 0.09 e for Au, while the S-Co bond length is shorter (2.22 A) compared 

to the S-Au bond length (2.52 A). The subsurface layers were found to be 
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nearly unaffected by the CH3S adsorption for both the substrates. The three­

fold hollow sites (fee and hep) were found to be the most stable for the 

CH3S adsorption and the low coverage geometries [the (\/3 x \/3), (2x2) 

and (2x3)] were more stable and the S-C bond was normal to the surface. 

In another study, the adsorption of S atoms on the Co(0001) surface was 

investigated and a preference for the fee hollow site was found [239]. Ex­

perimentally, the all^anethiols on Au(lll) and Co(OOOl) arc found to adopt 

a (\/3 X v/3)R,30° and (2x2) geometry respectively.Interestingly, the first-

principles calculations of mcthanethiolatc/Co(0001) [237] show nearly the 

same stability for the (\/3 x •y3)R30° and (2x2) structures. However, for 

the adsorption of sulfur adatom on Co(OOOl), the (2x2) structure has been 

experimentally observed with LEED [240] and theoretically predicted to be 

the most stable [239]. 

Experimentally, the Co films show an out-of-planc magnetization up to a 

thickness of around 4 ML. For thicker films, a reorientation of magnetization 

from out-of-plane to in-plane occurs.Reorientation of the easy axis and the 

change in the MAE value for the Co/Au(lll) system upon capping with or­

ganic layers (e.g., thiols) has not been studied theoretically to our knowledge. 

Although bulk Au as well as uncapped Au films and Au nanoparticles (NPs) 

arc shown to be diamagnetic, permanent magnetism has been observed for 

Au films and NPs capped with self-assembled layers of alkanethiols [241-243]. 

The appearance of magnetic properties has been associated with the charge 

transfer from gold to sulfur of thiol molecules. The anisotropic (surface) 

structure resulting from the self-assembly of organic layers on the Au surface 

is supposed to be responsible for the large anisotropy in moments, giving rise 
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to a permanent magnetir moment and thus a ferromagnetic nature. AUhough 

the local anisotropy (in magnetic moments) is detected to be large for both 

alkanethiol capped films [242] as well as nanoparticles [244], the values of 

magnetic moments show different behavior: for films it reaches up to giant 

values of ~10 (or even ~100) /IB per Au surface atom whereas for NPs, 

it is extremely low (0.01 /IB per atom) [245[. The high magnetic moments 

observed in SAM/metal systems have been attributed to the existence of 

large orbital momenta [245] formed in the observed large size domains [233, 

247,248]. Electron circular dichroism measurements carried out on thiolated 

organic layers on Au show a uniform orbital momentum direction within each 

domain [249]. This long range orbital ferromagnetism could be responsible 

for the observed giant atomic magnetic moments, and can give rise to giant 

magnetic anisotropy in these systems ]245]. 

To the best of our knowledge, there has been no previous theoretical study 

of the magnetic anisotropy of SAMs on magnetic surfaces on Au(lll). All 

electron DFT calculations (using GGA) on small Au clusters by Ayuela et 

al. 1213] on CH3S adsorbed on small Au-clusters show a large MAE value of 

1.43 and 0.98 meV per CH3S molecule for Au-i and Aue clusters respectively. 

While previously, the charge transfer was understood to be from the Au 

substrate to the sulfur, the authors 1213] attribute the presence of magnetic 

moment to the transfer of spi^ electrons from the sulfur to the Au atoms. 
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5.3 Our Calculations: System 

We started with the Co„/Au(lll) system (ri=l to 5) considering a pseu-

domorphic geometry in a (1x1) surface unit cell at the calculated lattice 

constant of bulk Au (2.87 A). The number of Au(lll) layers was taken to be 

five. Fig. 5.2 shows the side view of the unit cell (truncated in the ^-direction) 

for the 1 ML Co/Au(lll) system and the three-fold hollow sites available at 

the (111) surface. If the atoms (yellow spheres) in Fig. 5.2 (b) arc assumed 

to be occupying the "A" sites (not shown in the figure), there are two types 

of three-fold hollow sites, labeled as "B" (inside the down-pointing-triangles) 

and "C" (inside the up-pointing-triangles), available for the next layer atoms. 

If the atoms in the first two layers of any substrate occupy the A and B sites, 

the third layer atoms will have to be put cither at A sites (and this will be 

called hep site) or C sites (called fee site). The structure of bulk Au and 

Co respectively are fee and hep, giving rise to a stacking sequence of atomic 

layers as ABCABC... in the [111] direction of the fee crystal and ABAB... 

in the [0001] direction of the hep crystal. We have considered two stacking 

sequences for the five layers of Au: (1) pure fee stacking (i.e., ABCAB) and 

(2) four layers as fee and the fifth (top) layer at hep (i.e., ABCAC) stacking. 

The Co overlayers are considered in various stacking sequences possible for 

a given n (we have not considered all the possible stackings for a given n). 

Next, we considered non-pseudomorphic (i.e., reconstructed) Co layers on 

Au(lll) . As found experimentally, the thin-films of Co on Au(ll l) recon­

struct: they assume their bulk structure (hep) and interatomic distances due 
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Figure 5.2: (a) Side view of the 1 ML Co/Au(lll) in (l^-l) surface unit cell (the 
vacuum region above the Co atoms is truncated), (b) coordinate system defining 
the 0 (•polar angle) and (j> (azimuthal angle), (c) The three-fold hollow sites on the 
fee (111) surface. The two hollow sites labeled as "B" (inside the down-pointing-
triangles) and "C" (inside the up-pointing-triangles) are shown with the atoms 
(yellow spheres) occupying the "A " sites (not mentioned in the figure). 

to large size mismatch between Au and Co. Therefore, to study the real (ex­

perimental) structural properties, one would need to model C o / A u ( l l l ) in 

a much bigger unit cell, making it computationally very expensive for the ah 

initio calculations. However, one can make a clever choice of a smaller unit 

cell and achieve one aspect of the structure (the surface atomic densities) 

correctly, while sacrificing the correct interface structure. We have modeled 

C o / A u ( l l l ) using a {\/3 x \/3) surface unit cell consisting of five layers of 

A u ( l l l ) with three atoms per layer and three layers of Co with four atoms 

per layer (i.e., a 2x2 cell for Co), resulting in a density of Co atoms which 

are close to the experimental value. The right interatomic Co distance of 

about 2.49 A came out naturally out of our choice of the unit cells as the 

distance between two atoms in a (2x2) cell inside a (v^Sx v^S) cell of A u ( l l l ) 
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Figure 5.3: Top view of the interface structure of the reconstructed Co/Au(ll 1) 
system showing Co (blue color spheres) and Au atoms (yellow color spheres). The 
black lines mark the surface unit cells. Note that the same surface unit cell serves 
as a (VS X \/3J cell for the Au layers and (2x2) cell for the Co layers. Also the 
Co overlayer is rotated by 30° with respect to the Au layer. 

is 2.87x\/3/2 = 2.485 A. The resulting structure, however, gives rise to a. 

hexagonal Co layer rotated 30° with respect to the Au layer (see Fig. 5.3) 

(they are not rotated in the experimental structure). 

Fig. 5.4 shows the optimized structures of the reconstructed and the pseudo-

raorphic Co/Au(lll). In the pseudomorphic Co/Au(lll), there are four Co 

layers with three atoms per layer and in the reconstructed Co/Au(lll) , there 

are three Co layers with four Co atoms per layer. As is clear from Fig. 5.4, the 

Co layers in the reconstructed structure are more dense and correspond to 

an atomic number density which is very close to the experimental structure. 

Finally, wc put mcthancthiolatc on the reconstructed 3 ML Co/Au(lll). Wc 

considered both the pseudomorphic and the reconstructed Co/Au(lll) for 

the thiol deposition. Wc considered Co layers in both fee as well as hep 

stackings and found the hep stacked structure to bo energetically favorable 

over the fee stacked one. The molecule was initially placed vertically such 

that the sulfur atom occupies the three-fold hollow site and carbon atom sits 
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Figure 5.4: Structures (side view) of (a) 4 ML pseudomorphic and (b) 3ML 
reconstructed Co/Au(lll) in (\/3 x \/3j cell. Blue and yellow spheres represent 
cobalt ant gold atoms respectively. Vertical black lines mark the unit cells; z-axis 
is along the vertical direction. 

/., n I 

(b) 

directly above the sulfur atom, and the three hydrogen atoms projecting out 

symmetrically around carbon atom, 120° apart from each other (Fig. 5.5). 

Positions of all the Co and the CH3S atoms were allowed to relax to get the 

optimized geometry of the systems. 

5.4 Our Calculations: Method 

All the energetics and structures are calculated using the plane wave pseu-

dopotcntial density functional theory as implemented in the Quantum ESPRESSO 

distribution [175]. Since our main goal is to calculate the magnetic anisotropy 

energies of quasi-two-dimensional systems where Au is taken as the substrate 

material, the determination of its correct lattice constant becomes crucial as 
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Figure 5.5: The side view of the 3 ML reconstructed CHsS/Co/Auflll) in the 
hep stacking of Co. The atoms are shown as spheres with their atomic symbols 
written on them. The vertical black lines mark the unit cells; z-axis is in vertical 
direction. In each unit cell, there are three Co layers with four atoms per layer 
and five Au layers with three atoms per layer. 

the MAE is very sensitive to the lattice spacing. Therefore, we chose the 

local density approximation (LDA) as it reproduces very well the correct 

lattice constant of Au. The interaction of electrons with the nuclear charge 

was approximated by an ultrasoft pscudopotcntial (USPP) [39] for all the 

atoms. The calculated lattice constant of bulk Au of 2.87 A, which is in very 

good agreement with the experimental value of 2.88 A, was used as a lattice 

parameter of the simulation cell. 

For the (1x1) cell of the clean Con/Au(lll) substrate, all the Co layers and 

the top two vVu layers were allowed to relax. A 14x14x1 uniform A; point 

mesh in the two-dimensional Brillouin zone was used for the (1x1) cell. A 

kinetic energy and charge density cutoff of 30 Ry and 300 Ry respectively, 



5.5 Results and Discussion 151. 

and a smearing value of 0.01 Ry was used. 

For the methanethiolate adsorbed substrate, we used a (\/3 x \/3) R30° cell. 

The same parameters as for the clean substrate except for a lower mesh of 

fc-points of 6x6x 1 (as taken by Wang et al. [237]) was used in this (adsorbed 

substrate) case. All the Au layers were kept fixed while all the Co layers and 

the thiol molecule were relaxed. 

The MAE calculations were done using fully relativistic pseudopotcntials for 

all the elements. lISPPs were used for all the elements except sulfur, for 

which a norm-conserving pseudopotential was used. A high kinetic energy 

cutoff of 40 Ry and a charge density cutoff of 500 Ry was used to ensure 

high accuracy of MAE calculations. MAE convergence with respect to the 

fc-points was checked carefully. A low smearing parameter of 0.0007 Ry was 

used. The convergence of total energies was ensured with a high convergence 

threshold of lO"* Ry. 

5.5 Results and Discussion 

5.5.1 Pseudomorphic Co Films on (1x1) A u ( l l l ) 

We first did a comparative study of the energetics and magnetic moments of 

the Co„/Aii(lll) system for n=l , 2, 3, 4, 5 using a (1x1) surface unit cell. 

Although this pseudomorphic cell would not allow us to consider reconstruc­

tion of the Co films, it might give us some clues about why Co reconstructs 

by studying, e.g., the interlayer relaxations. Also, for small n (~2), this 

is the correct structure as the Co grows pseudomorphically on Au(lll) at 
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early growth stages. Although in the bulk, Au layers have a fee stacking 

(ABCABC.) along the [111] direction, for the (111) surface, it has been 

observed that there are regions where the top layer atoms alternately occupy 

fee and hep sites, separated by regions of misfit dislocations (the famous 

herringbone reconstruction [246]). Therefore, we have considered these two 

stacking possibilities for the top .Au layer, i.e., the top Au layer atoms are 

considered to occupy both the hep and the fee sites. Now, Co also can be 

put on two available low-energy sites (hep and fee) on the Au(ll l) surface. 

These choices (of the two available low-cncrgy sites) arc there for every layer 

that is subsequently put. 

For the 1 ML Co/Au(lll) (n = 1), as for the Fe/A(lll), we have consid­

ered four cases of ovcrlaycr and sub-ovcrlayer stackings: ease (i) (ABCABC 

stacking), case (ii) (ABCACB stacking), ease (iii) (ABCABA stacking) and 

case(iv) (ABCACA stacking). The first five letters denote the Au(ll l) layers 

and the sixth one is for Co. The interlaycr relaxations, magnetic moments 

and relative stabilities of the four configurations considered are tabulated in 

Table 5.1. We find the ABCABC stacking (ease(i)) to be the most stable 

giving the order of stability is as : case(i) > case(ii) > eaRe(iii) > case(iv). 

We also checked the order of stability of these stackings by allowing three Au 

layers (in the earlier case, it was just two Au layers) to relax and we found 

the same order as above. For the Co overlayers, the fee site at the Au(lll) 

surface is more favorable than the hep site even when the top Au layer atoms 

are placed on the hep sites (case(i) and rase(ii)). The interlayer relaxations 

and magnetic moments seem to be be very little affected by different stack­

ings, nevertheless, there seems to be a trend: the lesser stable stackings show 
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Table 5.1: Results for pseudomorphic Co\/Au(lll): interlayer relaxed distances 
d (in A), average magnetic moment fj, (in ^JLQ/CO atom) and the stability A.E (meV 
per (1x1) cell) of the four configurations (for n = \) relative to the most stable 
one (case(i)), for pseudomorphic Co/Au(lll). 

(^Coi -Aui 

•j^Aui—Au2 

UAU2—AU3 

M 
AE 

Casc(i) 
1.97 
2.33 
2.32 
1.80 
0.0 

Casc(ii) 
1.97 
2.35 
2.34 
1.81 
14.12 

Casc(iii) 
1.98 
2.35 
2.32 
1.82 

42.30 

Casc(iv) 
1.98 
2.36 
2.33 
1.82 

53.38 

higher moments. This is later found to be true for n > 1 cases as well. 

For the 2 MÎ  Co/Au(111) (n = 2), we have considered eight possible stacking 

sequences for the top throe layers (two of Co and one of Au) (sec Tabic 5.2). 

Here, the most stable stacking is the one in which the top Au layer and the 

next Co layer atoms occupy the fee sites (as in the 1 ML system) and the top 

Co layer atoms sit on the hep sites with respect to the atomic layers below it 

(i.e., ...ABCB stacking). This preference of the top Co layer to occupy hep 

sites is there even if the top Au layer atoms occupy hep sites (i.e., ...ACBC 

stacking) (Note that in the reconstructed Au(lll) surface, there are regions 

where the Au atoms in the topmost layer occupy hep sites). From these 

observations, one can infer that the favorable stacking is the one in which 

(1) the Au(ll l) substrate maintains its perfect fee stacking, (2) the first Co 

layer occupies fee sites on the Au(lll) and (3) the top Co layer occupies the 

hep sites with respect to the Co layers below it. Thus, the stacking ...ACAR 

for the 2 ML Co on Au(lll) is the least stable as this is just opposite to all 

the three preferences. Surprisingly, the magnetic moments per Co atom are 
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Table 5.2: Results for pseudomorphic Co2/Au(l 11): interlayer relaxed distances 
d (in A), average magnetic moment ft (in fiB/Co atom) and the stability AE (meV 
per (1x1) cell) of the eight configurations (for n = 2) relative to the most stable 
one (in order of stability). The stacking sequence of the top three layers (two of 
Co and one of Au) is shown. 

" C o i -Co2 

^Co2—Aui 

'^Aui—Au2 

'*AU2—AU3 

M 
A ^ 

BCB 
1.54 
2.07 
2.35 
2.32 
1.87 
0.0 

CBC 
1.54 
2.05 
2.35 
2.33 
1.89 
13.32 

BAB 
1.53 
2.06 
2.36 
2.32 
1.90 

27.00 

BCA 
1.52 
2.07 
2.33 
2.32 
1.88 

28.52 

CAC 
1.54 
2.06 
2.37 
2.33 
192 

38.55 

CBA 
1.52 
2.07 
2.35 
2.33 
1.90 

43.71 

BAG 
1.51 
2.09 
2.36 
2.32 
1.91 

59.27 

CAB 
1.51 
2.08 
2.37 
2.33 
1.92 

72.27 

slightly higher compared to the 1 ML systems. Putting more layers of Co on 

the 1 ML Co/Au(lll), the average Co-Au inter-layer distance has increased. 

For the 3 ML Co/Au(lll) (??. = 3), we have considered nine different stacking 

configurations of Co and Au layers, including pure hep. fee and mixed ones 

(see Table 5.3). We find that the configurations in which the Co layers are 

in hep stockings (the first five cases in Table 5.3) are more stable than the 

ones in which they are in fee stackings (the last four cases in Table 5.3). 

The most stable stacking (i.e., ...BCBC) is the one in which the top Co layer 

atoms of the 3 ML Co are put at the hep sites of the most stable 2 ML 

configuration (i.e., BCB in Table 5.2). An equivalent hep stacking of three 

Co layers, keeping the top Au layer and the next Co layer atoms at the fee 

sites (i.e., satisfying conditions (1) and (2)), can be achieved by the sequence 

...BCAC (although the second (from the Au surface) Co layer atoms have to 

occupy fee sites with respect to the top Au layer). The least stable stacking 
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Table 5.3: Results for pseudomorphic Co^/Au(lll): interlayer relaxed distances 
d (in A), average magnetic moment fj. (in IJ-B/CO atom) and the stability AE 
(meV per (1x1) cell) of the nine configurations considered (for n = 3j relative to 
the most stable one (in order of stability). The stacking sequence of the top four 
layers (three of Co and one of Au) is shown. 

dco, -Co2 

<iC02 - C 0 3 

" C 0 3 - A U 1 

"Aui -Au2 

*^AU2—AU3 

fi 
AE 

BCBC 
1.59 
1.64 
2.06 
2.34 
2.32 
1.80 
0.0 

BCAC 
1.59 
1.64 
2.06 
2.34 
2.32 
1.80 
0.001 

CBCB 
1.60 
1.66 
2.04 
2.35 
2.33 
1.81 
1.96 

CBAB 
1.59 
1.64 
2.05 
2.35 
2.33 
1.80 
12.93 

BABA 
1.59 
1.64 
2.05 
2.36 
2.32 
1.82 
17.46 

BCBA 
1.58 
1.65 
2.05 
2.34 
2.32 
1.82 
42.01 

BCAB 
1.57 
1.66 
2.04 
2.35 
2.32 
1.82 
48.18 

CBCA 
1.58 
1.66 
2.04 
2.35 
2.33 
1.83 
54.36 

CBAC 
1.57 
1.65 
2.06 
2.35 
2.33 
1.82 
61.80 

(...CBAC) has the topmost Au layer on the hep site and each of the three 

Co layers occupying the fee sites on the layer beneath it. FVom the stabilities 

of different stackings, it can be inferred that the determining factors for the 

stability of the Co /Au( l l l ) arc the following: Co wants to be stacked in 

the hep stacking rather than the fee, and the topmost Au layer wants to 

remain in the fee stacking. Note, however, that in the reconstructed A u ( l l l ) 

surface, one may expect to find regions where Au atoms in the topmost layer 

occupy hep sites. The dominant role in deciding the stability is played by 

the stacking of Co. Since we did not allow for the reconstruction of the Co 

layers for the (1x1) cell, we could not verify the in-plane lattice constant of 

the Co films found in experiments but even with these simple calculations 

we could verify the preferred hep stackings of the Co layers. 

For n — 4 and n = 5 also, wc see the same trends: the pure hep stacking 

of Co gives rise to the most stable system while the pure fee is the least stable 

(see Tables 5.4 and 5.5). 

In Fig. 5.6 we have plotted the magnetic moments per Co atom for the 
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Table 5.4: Results for pseudomorphic Co\/Au(lll): interlayer relaxed distances 
d (in A), average magnetic moment /J. (in IIQ/CO atom) and the stability AE (meV 
per (ly-1) cell) of the three configurations (for n = A) relative to the most stable 
one (in order of stability). The stacking sequence of the four Co layers is shown. 

dcoi-

dco2-

dco3 
dcoi-

dkui-

C^Au2 

/J 

- C o 2 

- C 0 3 

- C 0 4 

- A u i 

-AU2 

-AU3 

^ 
AE 

CBCB 
1.56 
1.71 
1.61 
2.04 
2.34 
2.32 
1.74 
0.0 

CACA 
1.56 
1.70 
1.61 
2.06 
2.34 
2.32 
1.74 

23.56 

CABC 
1.58 
1.75 
1.63 
2.06 
2.33 
2.32 
1.81 

115.17 

Table 5.5: Results for pseudomorphic Co^/Au(l 11): interlayer relaxed distances 
d (in A), average magnetic moment fi (in (J-B/CO atom) and the stability AE (meV 
per (1x1) cell) of the three configurations (for n = 5) relative to the most stable 
one (in order of stability). The stacking sequence of the five Co layers is shown. 

dcoi-

dco2 

dco3 

dcoi-
dco^-

dxai-

dAu2 
/J 

- C 0 2 

- C 0 3 

- C 0 4 

-Cos 

-Aui 

-AU2 

-AU3 

^ 
AE 

CBCBC 
1.56 
1.69 
1.68 
1.61 
2.04 
2.34 
2.32 
1.76 
0.0 

CBABA 
1.57 
1.69 
1.70 
1.63 
2.04 
2.33 
2.32 
1.79 

57.88 

CABCA 
1.57 
1.73 
1.70 
1.62 
2.06 
2.34 
2.32 
1.83 

123.87 
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Figure 5.6: Magnetic moment per Co atom for different thicknesses of Co lay­

ers in Co/Au(lll) for considered stackings. The symbols, for a given n, in the 

decreasing order of stability are : circle, square, up-pointing-triangle, left-pointing-

triangle, down-pointing-triangle, right-pointing-triangle, plus, cross and star signs. 
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pseudomorphic Co„/Au(lll) systems. Moments are enhanced compared to 

the hep bulkCo value of 1.71 /^B/Co atom. Comparing the 1 ML Co/Au(lll) 

with the Co/Rh(lll) in the previous chapter, the moments are smaller for 

the Co/Au(lll) (it was 2.67 /UB/CO atom for the Co/FOiilll)) due to the 

very low magnetic polarizability of the Au substrate. Surprisingly, the 2 

ML Co gives highest moment rather than 1 ML. This could be due to the 

smaller Co-Au distance for the 1 ML case compared to the other cases. The 

average magnetic moment is roughly the same for the 1 ML, 3 ML, 4 ML 

and 5 ML Co/Au(lll) systems. However, which is in general true for all the 

a considered, the magnetic moments for the more stable stackings are lower 

compared to the ones for the less stable stackings. 
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Table 5.6: Comparison of stability AE (meV/Co atom), relaxed interlayer dis­
tances d (in A) and magnetic moments fi (in (IB/CO atom) for the pseudomorphic 
(PM) and the reconstructed (Rec) Co/Au(lll) for fee and hep stackings of Co. 

PM(fcc) 
PM(hcp) 
Rec(fcc) 
Rec (hep) 

AE 
424.0 
395.1 
11.8 
0.0 

di2 
1.6 
1.6 
1.9 
1.9 

^23 

1.7 
1.7 
1.9 
1.9 

^3-1 

1.6 
1.6 
2.3 
2.3 

^45 

2.1 
2.0 
2.3 
2.3 

d^e H 
2.3 1.8 
2.3 1.8 

1.7 
1.6 

5 .5 .2 C o F i l m s o n (VSx v̂ 3) A u ( l l l ) 

We have considered pseudomorphic as well as reconstructed Co thin-films 

on Au(lll) with Co in both hep and fee stackings, in a (\/3 x \/3) cell of 

Au(lll) . The (\/3 x \/3) cell enables us to consider reconstructed as well 

as pseudomorphic Co films. We have considered three layers of Co with four 

Co atoms per layer (making it a total of twelve Co atoms in the cell) for the 

reconstructed film. For the pseudomorphic film, we took a slab with four Co 

layers (with three atoms per layer at the An in-plane distance) so that we 

can compare it with the reconstructed case. The interplanar relaxations in 

the Co layers, relative stability of the pseudomorphic and the reconstructed 

structures in both the fee and hep stackings of Co and the total magnetic 

moment per Co atom, arc given in Table 5.6. Note that there is one less Co 

layer in the reeonstruct^Hl Co/Au(lll). 

By comparing the numbers in the first column of Tabic 5.6 (which is possible 

since all the structures considered contain the same number of atoms), wo 

find that the reconstructed film structures are more stable than the pseudo­

morphic structures. Interplanar distances and magnetic moments are slightly 
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smaller in the hep case compared to the corresponding fee case. Compar­

ing the intcrlaycr relaxations, magnetic moments and the relative stabihty 

for the pseudomorphic structures with those of the corresponding (1x1) cell 

for n = 4 (Table 5.4), we see that they are almost identical. Our ab ini­

tio results for the structural properties are in excellent agreement with the 

experimental findings. Experimental investigations [218,221,223] show that 

Co layer stacking on Au(lll) is usually hep; the average in-plane distance of 

2.49 A (see Fig 5.7) fixed by the choice of our unit cell structure is very close 

to the experimental value of 2.51 A [221]. In Rof [223], the authors have 

found an interplanar Co distance of about 2.07 A on the Au(233) vicinal 

surface. For the bilayer Co islands on Au(lll) , the STM measurements give 

a value of 2.05 A for the interlayer distance [218]. Our intcrlaycr distances 

for the reconstriicted Co/Aii(lll) (Table 5.6) give rise to a mean value of 

2.03 A which is in good agreement with the experimental values. However, 

the huge interplanar relaxations in the case of pseudomorphic films lead to 

an average interplanar distance of about 1.63 A, in contrast to 2.03 A for 

the reconstructed case (see the pseudomorphic and reonstructed hep cases 

in Table 5.6), indicate that the pseudomorphic structures are not stable and 

would want to densify. 

The total magnetic moments/Co atom of the (v^3 x ^3) Co/Au(lll) struc­

tures for the four systems are also given in Table 5.6. A slightly higher 

moment in the case of fee stacking compared to the hep one is due to a 

slightly higher interlayer distances in the fee case. In the case of reconstructed 

substrates, however, the reduced in-plane distances have brought the mag­

netic moment down, although the interlayer distances are larger compared 
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Figure 5.7: Top view of the (a) pseudomorphic and the (b) reconstructed 
Co/Au(lll) (hep) system in fv/S x \/3) cell showing the in-plane Co distances. 
The green spheres are the top Co layer atoms, while the brown spheres represent 
the Co atoms below the top Co layer. The red spheres are the Au atoms. The 
numbers are the in-plane interatomic distances (in A) marked by the white lines 
in (b) and black lines in (a); and rhombi mark the surface unit cells used in our 
calculations. 

(a) (b) 

to the pseudomorphic cases. However, this trend in magnetic moment for 

the (\/3 X \/3) cell is similar to the (1x1) cell where more stable stackings 

showed lower moments. 

5.5.3 Methanethiolate on Reconstructed C o / A u ( l l l ) 

Substrate 

Next, we considered CH3S molec\iles on the reconstructed Co/Au(lll) sub­

strate. We considered the adsorption of methanethiolate (CH3S) instead of 

methanethiol (CH3SH) because in a previous study 1237] it was found that 

methanethiol does not adsorb molecularly (i.e., as a whole molecule) on the 

Co(OOOl) surface. Experiments also show that CH3SH deprotonates when 
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adsorbed on the substrates at low temperatures [224-226,235]. In a previ­

ous study [236], the authors found the (\/3 x \/3) and the (2x2) structures 

to be energetically close and were favored over other structures considered 

(1x1, 2x1, and 2x3). We considered both fee and hep stacked Co and found 

that the CH3S/Co/Au(lll) sj'stem with hep stacking of Co (and the CH3S 

molecule sitting at the hep site on the Co surface) is more stable compared 

to the fee stacking (with the CH3S molecule sitting at the fee site) by 0.17 

eV. In Table 5.7 we have tabulated the relaxed distances and the adsorp­

tion energies of the reconstructed CH3S/Co/Au(lll) for both fee and hep 

stackings of Co layers. The bond-lengths of the carbon-sulfur bond, C-S(d), 

the vertical distance from the sulfur atom to the top Co layer, S-Co(c?j), 

the average sulfur-cobalt bond-length, S-Co(d), the Co intcrlaycr distances, 

the total magnetic moments/Co atom and the adsorption energies, Eads, are 

given in Table 5.7 for the fee and the hep reconstructed CH3S/Co/Au(lll). 

In Fig. 5.8 we have shown the relaxed in-plane geometry of the hep recon­

structed CH3S/Co/Au(lll) system. 

We see (in Table 5.7) that the distances are slightly shorter for the hep 

stacked Co compared to the fee one. Comparing with the CH3S/Co(0001) 

system studied by Wang et d. [237], the values of the distances of our 

CH3S/Co/Au(lll) system are in very good agreement with theirs, albeit 

ours are consistently a little shorter. This could be attributed to the use of 

GGA functional in their study. The vertical S-Co distance of 1.46 A is rela­

tively shorter in our case compared to their value of 1.68 A. Our adsorption 

energy of 4.80 eV is also higher compared to their value of 2.92 eV. This some­

what higher adsorption energy is due to relatively shorter S-Co{dz) distance 
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Figure 5.8: Top view of the the reconstructed hep CH'iS/Co/Au(lll) system in 
f\/3 X v 3 j cell showing the in-plane Co distances. The green spheres are the top 
Co layer atoms, the brown spheres represent the Co atoms below the top Co layer 
while the red spheres are the Au atoms. The numbers are the in-plane interatomic 
distances (in A) marked by the white lines; the rhombi (black lines) mark the 
surface unit cells used in our calculations. 

:.4t 

V '^ V ^ 

(i.e., more stable binding) in our case. It is also possible that the presence 

of the Au layers (which are absent in their study) can lead to differences, 

though it is perhaps unlikely that they will lead to such strong effects. 

Very interestingly, when we considered CH3S on a hep 5 ML pseudomorphic 

Co/Au(lll) (in \/3 x \/3 cell), we found a huge structural rearrangement 

of the Co layers which lead to the geometry very close to the one as in the 

Table 5.7: Comparison of C-S bond-length, S-Co bond-length (three S-Co bonds) 
(d), S-Co vertical distance (dz), subsequent interlayer relaxations of Co layers (all 
in A) and the adsorption energy Eads (in eV) for the fee and the hep stackings of 
the reconstructed CH3S/Co/Au(tll). The total magnetic moment n (in HB/CO 

atom) is also given. 

Rec(hcp) 
Ree(fcc) 

C-S(d) 
1.81 
1.81 

S-Co(rf,) 
1.46 
1.48 

S-Co(d) 
2.09 2.09 2.09 
2.11 2.11 2.11 

di2 

1.90 
1.93 

^23 

1.89 
1.90 

6^31 

2.29 
2.29 

/ i 

1.48 
1.59 

Eads 

4.80 
4.77 
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ref;onstriicted Co/Aii(lll). There remained only four Co layers (out. of initial 

five) with an increased density of Co atoms in the bottom three layers (from 

the initial three atoms per layer to four atoms per layer now) while the top 

Co layer contained a "hole" in the Co layer. Co atoms in the bottom three 

layers with increased atomic density seemed to get stacked in the fee stacking 

with the average in-plane atomic distance very close to the bulk Co value. 

However, this reconstruction of Co layers happened only in the presence of 

CH3S, for the clean pseudomorphic Co films on Au(lll) . no such structural 

rearrangement of Co atoms took place. 

5.5.4 Magnetic Moments and Density of States 

In Fig. 5.9 wc have shown the magnetic moments on the individual Co atoms 

of the reconstructed hep CHaS/Co/Auilll) and the clean Co/'Au(lll) sub­

strate. First, we see that the surface Co atom of the clean Co/Au(lll) has a 

very slightly larger magnetic moment (1.67 /i^) compared to the bulk value of 

1.63 fiB- There are two types of surface Co atoms for the CH3S/Co/Au(lll): 

those directly bonded to the sulfur, having lower magnetic moments of ~1.20 

fiB, and those unbonded to sulfur having a larger magnetic moment of 1.74 

HB • These trends in the magnetic moments arc also in good agreement (given 

the discrepancy between LDA and GGA) with those of Wang et al. [237]. 

The authors [237| found these values of magnetic moments as ~1.66 /<B and 

~1.85 /xg respectively for the Co atoms bonded directly to S and the one not 

bonded. However, the magnetic moments of the surface Co atoms which are 

directly bonded to the S atom have reduced much more in our case (from 
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Figure 5.9: Projected magnetic moments (in ^g) on the individual atoms of 
the reconstructed (a) CH-iS/Co/Au(lll) and (b) Co/Au(lll) systems are shown 
(labelled against the atoms). The moments on the Au, C and H atoms are negligible 
and not shown here. Only part of the side view of the full unit cell is shown. 

1.58 

(a) (b) 

1.67 flu for the clean substrate to ~1.20 HB for the methanethiolate adsorbed 

substrate) compared to Wang et a/.'s (from 1.76 HB for the clean substrate 

to ~1.66 /XB for the methanethiolate adsorbed substrate). This again could 

be attributed to the use of LDA and the shorter S-Co distance in our case. 

Although the exchange splitting of the Co 3d bands has induced a small mag­

netic moment of about 0.06 //g on the sulfur atom, the interface magnetism 

has reduced considerably due to the thiol adsorption (unlike the finding of a 

previous study [237] where the authors did not find any net reduction in the 

surface magnetic moment). The moments on the other Co layers also have 

decreased after putting the methanethiolate on Co/Au(lll). 

Fig. 5.10 shows the projected rf-density of states of the top layer Co atoms of 
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Figure 5.10: Spin polarized, projected d-density of states of the top Co layer/Co 
atom for the 3 ML reconstructed Co/Au(lll), the Co(OOOl) and the methanethio-
late/Co/Au(ll 1) systems. For the methanethiolate/Co/Au(l 11) system, three out 
of four surface layer atoms in the unit cell are equivalent (those bonded directly to 
thiol) and one is different. 
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the 3 ML reconstructed Co/Au(lll) and the methanethiolate/Co/Au(lll) 

systems along with that of the surface and bulk-like layer of the hep Co(OOOl) 

slab for comparison. In the methanethiolate/Co/Au(lll) system studied by 

us, out of four surface Co atoms, three of them show the same DOS and mag­

netic moments (those bonded directly to the sulfur of methanethiolate and 

labeled as Co-surface-atoml in the figure) and the other one shows somewhat 

different behavior (labeled as Co-surface-atom2 in the figure). This one Co 

atom has a higher magnetic moment (~1.7 HB) compared to the other three 

Co atoms (~1.2 \IB) (see Fig. 5.9). 

Fig. 5.11 shows the local density of states (LDOS) resolved in space (along 

the 2-direction) between the Co surface and the CH3S molecule spanning a 
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Figure 5.11: (a) Local density of states (LDOS) integrated over the volume of re­
gion I (shown in (b)) of the reconstructed hep CH^S/Co/Au(lll) and Co/Au(lll). 
The dashed vertical line shows the position of the Fermi level, (b) side view of (part 
of) the unit cell of the reconstructed hep CH'iS/Co/Au(lll) showing the planes (in 
black color) forming the boundary of regions I and II along the z direction. 

Majonly Spin 
— RegionI, CH,S/Co/Au(lll) 

— RegionI, Co/A 11(111) 

(a) 

region of around 3.5 A above the Co surface (region I in Fig. 5.11). The DOS 

gets modified due to the presence of the CH3S molecule and a prominent peak 

appears at the Fermi level in the majority spin channel. 

5.5 .5 C h a r g e Transfer 

We have done charge transfer analysis of the CH3S adsorbed C o / A u ( l l l ) 

system. Fig. 5.12 shows the planar integral of the charge difference along 

the 2-axis. This was obtained by subtracting the charge densities of the 

C o / A u ( l l l ] and the CH3S from the CH3S/Co/Au(l l l ) system and then 
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taking a planar integral (in the xy plane) of this charge density difference 

along the z axis. One can see that there is a dip in the charge density at the 

Co surface and an increase in the charge density at the sulfur site, showing 

the transfer of charge from Co surface to the CH3S molecule. However, the 

value of this charge is small, about 0.04 e. Comparing this value of the 

charge transfer with the values obtained for the CH3S/Co(0001) (0.22 e) and 

CH3S/Au(lll) (0.09 c) [236], wc sec that it is even smaller than the charge 

transfer of 0.09 e for the CH3S/Au(lll). This shows that the charge transfer 

from the Co to mcthancthiolatc is reduced by supporting the Co(OOOl) with 

a Au(ll l) substrate. However, it should be noted that the authors [236] used 

the GGA functional whereas we used the LDA. 

5.5.6 Magnetic Anisotropy Energy 

For the calculation of MAE, we used more stringent numerical parameters to 

ensure accuracy. We used a high kinetic energy cutoff of 40 Ry and a charge 

density cutoff of 500 Ry. We chose a small smearing value of 0.0007 Ry. Wc 

checked the convergence of MAR with respect to fc-points. The convergence 

threshold for the total energy was set to 10"* Ry. 

We find that the pseudomorpic Co monolayer on Au(lll) shows a strong 

tendency towards in-plane orientation of magnetization. Wc did total energy 

calculations for the Co monolayer stacked on Au(lll) at fee sites {case(i)) 

with the initial three orientations of magnetization-one out-of-plane and two 

in-plane (along x and y axes) but found that the initial out-of-plane direction 

started drifting towards the in-plane and finally got aligned along the j/-axis, 
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Figure 5.12: The planar average of the charge difference along the z axis (in units 
of electronic charge per A^) for the 3 ML reconstructed hep CHzS/Co/Au(lll). 
(a) Side view of the unit cell of CHzS/Co/Au(lll) system along the z-direction, 

(b) the variation of the planar average of the charge transfer as a function of 
distance (in A) along the z-axis. A decrease in charge density near the Co surface 
and an increase near the sulfur is clearly visible. 
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showing a strong instability of magnetization along the perpendicular direc­

tion. This is consistent with a previous calculation [211]. We also checked 

the preference of the easy axis for the free standing Co monolayer at the 

lattice constant of Au and found that this too showed an in-plane easy axis. 

Interestingly, the perpendicular direction in this (free standing) case seemed 

to be a local minimum as, unlike the Au(lll) supported Co monolayer case, 

the magnetization did not drift away from the initial (perpendicular) direc­

tion. We did not, however, carry out a detailed study of the MAE for this 

hypothetical system. 

We have also done MAE calculations on the clean and CH3S adsorbed Co/Au( 111) 
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substrates having hep stacking of Co. Table 5.8 shows the difference of the 

total energies between the two directions of magnetization for the 3 ML re­

constructed clean and the methanethiolate adsorbed Co/Au(lll) at various 

A;-point mesh values. These values show that the energies corresponding to 

the magnetization direction perpendicular to the plane are lower for both the 

clean substrate and the methanethiolate adsorbed substrate, making the easy 

axis lie out-of plane. This is in contrast to the pscudomorphic Co/Au(lll) as 

well as the free-standing Co monolayer where an in-plane easy axis was found. 

As mentioned earlier, in the literature, all the theoretical studies of MAE of 

the Co/Au(lll) system have been performed on the simple pscudomorphic 

systems which arc far from the actual experimental structure. Szunyogh et 

al. [211], for example, found an in-plane easy axis for the pscudomorphic 

Co monolayer on Au(lll) which was in disagreement with the experimental 

finding (extrapolated to monolayer) reported in their paper. Our prediction 

of the out-of-plane easy axis for the 3 ML reconstructed Co/Au(lll) is in 

agreement with the experimental findings. 

Although, the adsorption of methanethiolate has decreased the MAE of the 

Co/Au(lll), the easy axis remains perpendicular to the plane. Thus, the 

adsorption of methanethiolate results in the reduction of both, the magnetic 

moment and the MAE. Our preliminary results for the 5 ML clean as well as 

adsorbed Co/Au(lll) show that the MAE did no change after methanethio­

late deposition on this 5 ML Co/Au(lll) (it was 0.07 meV per Co atom for 

both the clean and methanethiolate adsorbed Co/Au(111)) and the easy axis 

remain out-of-plane. This is in contrast to some experimental findings, where 

the easy axis switched to in plane beyond 4 ML Co thickness. However, it 
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Table 5.8: Convergence of the magnetic anisotropy energy (MAE), Etot(90, 0) -
Etot(0, 0) (in meV per Co atom), with respect to the k-point mesh for the clean 
and the CH3S adsorbed Co/Au(lll) for the 3 ML thick Co films. The (90, 0) 
direction (i.e., the x-axis) is in the direction of the horizontal nearest-neighbor (in 
xy plane) (see Fig. 5.3) and the (0, 0) direction is along the z-axis (perpendicular 
to the plane). A positive value of MAE shows that the easy-axis is out-of-plane. 

fc-pointmcsh Etot(00, 0) - Etot(0, 0) 
Co/Au(in) CH3S/Co/Au(lli; 

10x10x1 
20x20x1 
30x30x1 
40x40x1 

0.23 
0.18 
0.16 
0.17 

0.10 
0.12 
0.12 
0.12 

should be remarked that the dipolar interaction may be responsible for this 

switch of the easy axis for thicker films. 

From the above results it seems that the electronic contribution alone favors 

an out-of-plane orientation of magnetization for Co films thicker than 1 ML. 

However, for 1 ML free-standing as well as supported (both reconstructed 

and pseudomorphic) Co on Au(lll) , the electronic contribution to the MAE 

gives rise to an in-plane easy axis. 

5.6 Summary 

In this chapter we studied structural and magnetic properties of methanethi-

olatc adsorbed on cobalt on gold: CH3S/Co/Au(lll). Co/Au(lll) is an in­

teresting substrate as it exhibits many interesting magnetic properties such 

as giant magnetoresistence and switching of magnetic easy-axis from in-plane 
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to out-of-plane as one decreases the Co thickness below 4 monolayers. How­

ever, before studying CHaS/Co/Auflll), we examined the structural relax­

ations and magnetic moments of the pseudomorphic Co films on Au(lll) 

with varying thickness, n, of Co (n =1 to 5). Although the pseudomorphic 

structure in a (1x1) cell does not allow us to consider the experimentally 

observed reconstruction of thick Co films (more than two monolayers thick) 

on Au(ll l) , it docs enable us to study the evolution of morphological param­

eters such as interplanar relaxations, as a function of Co thickness. However, 

for low Co thickness (up to two monolayers), Co growth is actually known 

to be pseudomorphic. We considered all the possible stackings of Co layers 

for n=l and 2, including the possibility for the top Au layer atoms to oc­

cupy the low-energy hep sites. For n >2, however, we considered only some 

regular odered stackings including fee and hep. We infere from our findings 

for all the n considered, that in general, the most favorable stacking for the 

pseudomorphic Con/Au(lll) is the one in which the Co layers are stacked 

in the hep stacking while the top Au layer atoms occupy the fee sites. Since 

we restricted the in-plane relaxations (due to pseudomorphic cell), there are 

huge out-of-plane relaxations of Co layers indicating that the Co layers are 

under tensile stress and would want to get compressed in the corresponding 

real systems. 

To simulate the real experimental structure of Co/Au(lll) in which the Co 

films (beyond two ML thick) on Au(lll) are reconstructed to form a close-

packed stacking resembling the structure (in [0001] direction) in bulk Co, 

we took a (\/3 x \/3) cell of Au(lll) which simultaniously is a (2x2) cell 
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for the Co, giving rise to the correct number density of Co atoms. How­

ever, this hexagonal (2x2) cell for the Co is rotated 30° with respect to the 

(\/3 X \/3) cell for Au(lll) (in experiments, the Co and An lattices are not 

rotated with respect to one another). Nevertheless, our choice of this small 

unit cell enabled us to mimic one aspect of the experimental structure (i.e., 

the number density) rather correctly, given that the simulation of the real 

structure requires a huge unit cell which would be prohibitively expensive for 

the ab initio calculations. 

The adsorption geometry and relaxed structure of CH3S on this reconstructed 

Co/Au(l 11) was studied. Wc found that the favored stacking of Co is hep for 

both the reconstructed clean Co/Au(lll) and CH3S adsorbed Co/Au(lll). 

However, wc found that the magnetic moments corresponding to the fee 

stacked Co systems are somewhat larger compared to the hep cases as well 

as the various distances (i.e., the Co interlayer distances, the S-Co bond 

lengths etc.) are also slightly larger in the fee case. The CH3S molecule 

stays vertical on the Co surface (i.e., the C-S bond is perpendicular to the 

surface). The magnetic moments of the surface and subsurface layers of Co 

got reduced after methanethiolate adsorption. We also find a small charge 

transfer from the Co surface to the sulfur which is responsible for the strong 

chemisorption of the thiols on the Co surface. 

We also calculated the magnetic anisotropy energy of the 3 ML and 5 ML 

reconstructed Co/Au(lll) as well as methanethiolate adsorbed Co/Au(llll , 

and determined the easy and hard axes for the two systems. For the 3 ML 

Co film, we found that the easy axis lies perpendicular to the surface for 

both the clean Co/Au(lll) and the CH3S/Co/Au(lll). The magnitude of 
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the MAE, however, is less for the CHsS/Co/Aiillll) compared to the dean 

Co/Au(lll). Experimentally, the Co film of thickness 3 ML on Au(lll) 

is below the critical thickness of spin-reorientation transition and the easy 

axis remains out-of-plane. For 5 ML Co film also, we found the out-of-plane 

easy axis even though in experiments, the easy axis switches to in-plane at 

this thicness. This switching occurs due to the dipolar interaction which 

becomes dominant with increasing thickness and it always favors an in-plane 

orientation of magnetization. As we did not include the dipolar contributions 

to the MAE but only the contribution from the spin-orbit coupling, our 

results for the direction of the easy axis at high thickness (5 ML) do not 

match with the experiment. But our results points to the fact that the spin-

orbit contribution to the MAE gives rise to a perpendicular anisotropy even 

for films as thick as 5 ML. In Chapter 7, we discuss open questions that 

remain, and discuss future prospects. 



Chapter 6 

Magnetic Anisotropy of Fe in 

Low Dimensions: ID Chain, 2D 

Square and Triangular Lattices, 

F e / A u ( l l l ) 

6.1 Introduction 

The ever growing demand of electronic data storage has generated immense 

interest in research on non-conventional devices that offer high storage den­

sity. With ever increasing size constraints for devices, unconventional ma­

terials arc now boon explored. Magnetic data storage is among the oldest 

and the most widely used form of electronic data storage. It offers high 

storage capacity, compactness, high reliability and cost effectiveness at the 

same time. It finds applications in areas ranging from computer hard disks 

174 
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to magnetic stripe cards (credit/debit cards). 

At present there are mainly three types of digital data storage media: mag­

netic, optical and solid state. The high cost of manufacturing solid state 

memory devices limits their use to small scales and mainly to temporary 

storage (e.g., random access memories). For permanent data storage, mag­

netic and optical storage media are the main device forms in use. Although 

optical storage devices have a higher storage density, they are not as fast as 

magnetic ones. Also, the cost effectiveness of magnetic storage devices makes 

them more desirable. Therefore, considerable attempts have been directed 

towards increasing the storage density of magnetic data storage devices as 

the demand of higher and higher storage density continues to drive the data 

storage industry. 

Magnetic thin films are promising candidates in this regard. Thin film mag­

netism is an active area of research. Indeed, thin film magnetism has brought 

important contributions to our fundamental understanding of the physics of 

magnetism [250] in tandem with critical applications in information technol­

ogy and computer read-head technology [251]. 

Magnetic anisotropies are of great technological importance since they define 

the easy and hard magnetization axes. One of the major tasks in applied 

research is to find a way to manipulate them. In particular, the reorientation 

of magnetization may be relevant to developments such as the tilted media 

approach for data storage applications ]252]. 

The reduction of film thickness gives rise to increased surface and interface 

effects, which strongly influence the magnetic anisotropy, while the loss of 

translational invariancc perpendicular to the surface and the reduction of 
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in-plane symmetry may introduce new magnetic anisotropy terms. Many 

investigations have been directed towards finding the correlation between 

morphology and magnetism of nanostructures and hoping to be able to induce 

"controlled" anisotropies in thin films. 

In this chapter, we have calculated magnetic anisotropy energies of low di­

mensional Fe based systems such as free-standing Fe-wires, two-dimensional 

square and triangular lattices, and a pscudomorphic monolayer of Fc de­

posited on a clean Au(lll) substrate. In this way one can hope to perhaps 

systematically study the effect of dimensionality and coordination as well as 

the effect of substrates on the magnetic anisotropy. We have also studied 

the effect of interatomic spacing on the magnetic anisotropy energy for the 

Fc-chain, square and triangular lattices. 

6.2 Previous work 

The MAE of low-dimensional systems has been found to get enhanced hugely 

compared that to of bulk systems. The easy axis in Fe bulk is along the [001] 

direction and the MAE is about 4 /xeV [253]. However, the magnitude of 

the MAE and the direction of the easy axis of the three bulk ferroTtiaguetie 

elements (Fc, Co and Ni) has still not been completely settled theoretically. 

Nowadays, research has moved in to the area of low dimensional systems, 

instead of the bulk, largely due to the novelty and richness that the field offers 

but also because the investigations in the bulk MAE has been disappointing. 

Below we present a short literature review of the MAEs of Fe related systems. 
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6.2.1 One-d imens iona l Fe chain 

Although, spin-lattice models predict a long-range ferromagnetic or antifcrro-

magnetic order to be non-existent in a perfectly one-dimensional (ID) infinite 

chain of localized moments at any finite temperature [254.255], long as well 

£is short range ferromagnetic order has been observed in quasi ID systems 

such as monoatomic wires on weakly interacting or nonmagnetic substrates 

or symmetry broken ID systems [149,256-258]. Zero temperature DFT cal­

culations, however, predict an enhanced ferromagnetism for bulk magnetic 

elements in ID. The MAE of a ID monoatomic Fe wire was calculated to be 

around 2.0 meV/atom [259] which is three orders of magnitude larger than 

the MAE of bulk Fe. The direction of the easy axis was found to change 

with the application of stress along the wire [259-261]. The easy axis was 

calculated to be along the wire at its equilibrium distance (2.27 A) but a 

transition of easy axis from along the wire direction to perpendicular to the 

wire direction was found when the interatomic separation was reduced (to 

2.00 A with the tight-binding method, and 2.08 A with the ab initio DFT 

method) [259]. In a more advanced tight-binding study using a larger basis 

set which includes, in addition to d, s and p orbitals also, and by treating 

intra-atomic electronic interaction in the full Hartree-Fock scheme, the au­

thors [262] found much enhanced values of MAE (and orbital moments) for 

the free-standing Fe chain. They found that the MAE increases with increas­

ing interatomic separation (from 1.9 to 2.4 A). Tung et al. [261[ employing 

DFT calculations with the GGA, calculated the MAE of an Fe chain up to 
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an interatomic distance of 2.8 A. They found that the MAE kept increas­

ing (as high as about 6.0 meV/atom) with the interatomic separation up to 

about 2.7 A and thereafter it got decreased. They did not probe its behavior 

beyond 2.8 A. Mazzeirello et al. [263] also did a DFT CCA calculation on the 

free-standing Fe monoatomic chain as well as a Fe double chain on the Ir(lOO) 

surface and found a MAE of 1.9 meV for the free-standing monoatomic chain 

at an interatomic distance of 2.758 A. 

The MAEs of free-standing Fe monoatomic chains calculated by Mokrousov 

et al. [264] using FP-LAPW method at its equilibrium interatomic distances 

of 2.19 (with LDA) and 2.26 A (with GGA) were 1.4 and 5.5 mcV per Fc 

atom respectively. At the interatomic distance of 2.34 A (corresponding to 

the Au wire), the MAE values were 5.1 and 7.6 mcV per Fc atom for LDA 

and GGA respectively, while the easy axis was along the wire-axis in all the 

cases. This shows that the MAE of the freestanding Fe chain increases with 

increasing the interatomic distance, for both LDA and GGA, in this range 

of interatomic separations. 

Experimentally, Fe wires on different substrates have been studied, showing 

that the magnetic properties are dependent on the substrate used: Fe wires 

on Au(ll l) [265], Cu(ll l) [257,266[ and Pt(997) [267] have been observed 

to exhibit out-of-plane anisotropy whereas on W(llO), Fe stripes indicate an 

in-plane magnetic anisotropy [149,258]. 
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6 .2 .2 T w o - d i m e n s i o n a l Fe S y s t e m s 

For isotropic two-dimensional (2D) systems also, the Heisenbcrg model pre­

dicts the absence of any long range magnetic order at finite temperatures 

[255]. Nevertheless, long range magnetic ordering has been observed for 

some quasi-2D systems due to the presence of structural anisotropies. DFT 

calculations again show an enhanced magnetism for some 3d and 4d metallic 

systems in reduced dimensions. 

The MAR of a square lattice of Fe at the Ag and Au lattice constants 

(2.89 and 2.88 A respectively) calculated by Li et al. [268] using the LAPW 

method, was about 0.04 meV/atom and 0.03 meV/atom respectively and 

an in-plane easy axis was obtained. In contrast, at the Ag lattice constant. 

Gay et al. [253] performing the self-consistent local orbital (SOLO) calcula­

tions obtained a MAE of 0.38 meV/atom, and the easy axis perpendicular 

to the plane, and Naltamura et al. [269| performing FLAPW (LDA) cal­

culations obtained a MAE of 0.28 meV/atom (noncollinear treatment) and 

0.24 mcV/atom (collinear treatment) and an out-of-planc easy axis. The 

same authors [269] also calculated MAE at the lattice constant of Cu(OOl) 

(2.56 A) and found an out-of-plane easy axis and larger values of MAE: 0.36 

mcV/atom (noncollinear treatment) and 0.30 meV/atom (collinear treat­

ment), indicating an increase in MAE with the decrease in interatomic dis­

tance. At the equilibrium nearest-neighbor distance of bulk Fe (2.50 A), 

the MAEs calculated using ab initio DFT with LDA functional for the free­

standing Fe (100) and (110) monolayers were 0.23 and 0.22 meV per unit 

cell, respectively, with an out-of-plane easy axis [259]. 
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The behavior of the Fe monolayer on some weal<ly interacting metal surfaces 

is also similar. Guo et al. [271] studied a square Fe monolayer embedded in 

noble metals (C\i, Ag, A\i) (100) surfaces using LMTO (LDA) method and 

found an out-of-plane easy axis with MAE values of 0.428, 0.796 and 0.743 

meV/Fe atom for Cu/Fe/Cu, Ag/Fe/Ag and Au/Fe/Au systems respectively, 

showing, in contrast to the free-standing case of Nakamura et al. [269], that 

MAE increases with lattice spacing. However, Li et al. [268] found quite 

different values of MAE for similar systems of Fe/Ag(100) and Fe/Au(100): 

0.06 mcV/atom for Fe/Ag(100) and 0.56 mcV/atom for Fc/Au(100) with an 

out-of-planc easy axis for both the systems. Fc layers on Au(OOl) studied 

by Szunyogh et al. [270] using the screened Korringa-Kohn-Rostoker (KKR) 

method led to an out-of-planc easy axis when considering only the band 

energies. The band energy contribution to the MAE was around 0.6 meV for 

the one-monolayer-thick Fe on Au(OOl). 

It seems from the above studies that except for the earlier calculation by Li 

et al. [268], there has been agreement about the direction of the easy axis 

of the Fe square lattice (free-standing as well as on (001) surface of noble 

metals) to be out-of-plane. The magnitude of the MAE, however, differs, 

depending upon the method and approximations used. 

The easy axis in ultrathin Fe films on W(llO) has been found to be in-plane 

(parallel to [110] direction). For a similar system of Co„/Cu(lll), an in-

plane MAE is found for one monolayer (n = 1) thickness [272]. However, 

Co/Au(111) multilayers have been found to exhibit perpendicular magneti­

zation with a large magnetocrystalline anisotropy 1207]. 
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6.2.3 F e / A u sys tem 

The growth behavior and structural properties of Fe/Au systems have been 

studied extensively both experimentally and theoretically. Over the last two 

decades, considerable amount of magnetic studies measuring, e.g., the mag­

netic ordering as well as magnetic anisotropy, have also been carried out. In 

spite of a considerable difference in the surface energies of Fe (2.94 Jm"^) and 

Au (1.63 Jm~^), the Fe monolayer has been reported to grow pseudomorphi-

cally on An(lll) [265,273,274]. In our study, therefore, we have considered a 

pseudomorphic Fe layer on Au(lll) . The Au(lll) surface shows the famous 

herringbone reconstruction [246] that has been exploited as a template for 

the growth of a number of metals. 

In general, it has been observed that below a critical thickness, Fe grows 

pseudoraorphically and with fee stacking on Au(lll) , and the easy axis is 

perpendicular to the plane J274, 278-280]. With increasing thickness of Fe 

(above ~ 3 ML), there is a structural transition from fcc(in) to bcc(llO), 

accompanied by a transition of the easy axis from out-of-planc to in-plane 

[273,274,281,282]. Studies show that this out-of-planc easy axis is actually 

not strictly perpendicular but its direction is distributed in a cone with its 

axis perpendicular to the plane 1279]. However, Ohrcsscr et al. [265] ob­

served an in-plane magnetization below a very low coverage of 0.3 ML which 

corresponds to zero-dimensional islands formed at the point defects of the 

herringbone reconstruction. Ohrcsscr et al. also observed, in contrast to 

previous studies, an in-plane easy-axis for IML coverage of Fe on Au(lll) . 

So, there seems to be a disagreement in the literature about the easy axis 
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of the monolayer of Fe on Au(lll). The calculation of MAE of Fe mono­

layer at Au(lll) has not been done to our knowledge. However, Fe/Au(lll) 

multilayers with one Fe and two Au layers using LMTO, LDA have been 

studied [283], and an MAE of 1.025 meV/unit cell with the easy axis per­

pendicular to the plane has been found. 

6.3 Method 

All calculations are performed using the ab initio density functional theory 

[23] as implemented in the Quantum ESPRESSO package [67,175]. The 

Fe/Au(lll) system was modeled by a (1x1) surface unit cell consisting of 

six layers of the substrate and a monolayer of Fe on top of it. The (111) 

surface of Au has two types of sites available: hep and fee. We tried putting 

Fe atoms on both of these sites. It has been found for the Au(ll l) substrate 

that it reconstructs [246] and there are regions where the top surface Au 

atoms selectively occupy fee or hep sites. Keeping this in view, we have 

considered the top substrate atomic layer put first on hep sites (giving the 

stacking sequence for the six substrate layers from the bottom as ABCABA). 

The two available sites on this substrate viz. B and C were checked for the 

energetics preference for the Fc monolayer and the C site was found to be 

favored over the B site. Therefore, wo have in total considered four cases for 

the Fc/Au(lll) system according to different stackings: case (i) (ABCABCA 

stacking), case (ii) (ABCABAC stacking), case (iii) (ABCABCB stacking) 

and ca.se(iv) (ABCABAB stacking). All geometry optimizations were done 

with scalar relativistic calculations. Atoms were placed at the calculated 
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eqiiilihrium bulk NN distance of An (2.86 A) calculated with the local density 

approximation (LDA) [27]. We note that the question of whether to use the 

LDA or CCA in the calculation is not clearcut. The top four layers in the 

slab were relaxed. We used the scalar-relativistic LDA pseudopotentials, 

and a plane wave basis with a lower cut off (26 Ry) and k-points sampling 

(12xl2x 1) for the geometry optimization. The MAE calculations were done 

on these optimized structures with higher plane wave cutoff. 

For the MAR calculations, the interaction between the electrons and ions are 

described by fully rclativistic ultrasoft pseudopotentials [39,64] accounting 

for the SOC. We have done a set of self-consistent total energy calculations for 

various directions of magnetization and obtained the MAE as the difference 

between the energies corresponding to the easy and the hard directions, as 

introduced by Conte et al. [66|. A higher plane wave cut off of 40 Ry for the 

expansion of wavefunctions and 400 Ry for charge density is used to ensure 

accurate convergence of the MAE. A very fine sampling of the Brillouin zone 

(BZ) is required as the typical error due to insufficient BZ sampling can 

otherwise be of the same order as the MAE. We use a Monkhorst-pack grid 

of k-points [40]. Also, the value of smearing [44] is taken to be small, 0.0007 

Ry. The exchange-correlation functional is approximated by the LDA [27|. 

The MAE is obtained by sampling the energy landscape for fixed directions 

of magnetization and is taken as the difference between the highest and 

the lowest total energies. The direction of magnetization is specified in the 

spherical polar coordinate frame with 0 and 4> as the polar and azimuthal 

angles, respectively. 

Free-standing monoatomic wire and two-dimensional (square and triangular) 
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lattices are considered at various lattice spacings ranging from 1.5 A to 3.5 

A. The convergence of the MAE with respect to k-points is carefully checked 

for all the structures. 

6.4 Results and Discussion 

6.4.1 Fe Monoatomic Chain 

Although an infinitely long free-standing monoatomic chain is an unrealis­

tic system from the experimental view-point, it docs provide insights about 

the underlying interactions and useful trends, when studied together with 

other systems, as a function of coordination and dimensionality. However, 

monoatomic chains of finite length have been observed in break-junctions for 

An [275|, Ir [276] and Pt [277]. To understand the evolution of MAE and 

the easy axis, we have considered Fc chain at various interatomic distances 

(from 1.5 A to 3.7 A). 

To see how magnetic properties evolve with interatomic distance, we have 

plotted the spin moment of the Fe chain as a function of bond length in 

Fig. 6.1, comparing with the corresponding result from Ref [261]. Clearly, 

the spin magnetic moment calculated using LDA approaches its atomic value 

at much higher interatomic distance compared to the one calculated by the 

GGA. 
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Figure 6.1: Spin magnetic moments as a Junction of interatomic distance of Fe 
chain. 
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MAE: Convergence 

Convergence of MAE of the wire with respect to k-points is shown in Fig. 6.2 

for two interatomic distances (2.30 and 2.87 A). The MAE of the chain with 

interatomic distance of 2.30 A is well converged at 200 k-points in the BZ. 

For the wire at 2.87 A, the MAE is already converged at even 100 k-points. 

Wc took a cautious choice of 250 k points for further calculations of MAE at 

various interatomic distances. 

MAE: Size Dependence 

In Fig. 6.3 we show the M.AE of monoatomic Fe chain calculated at vari­

ous interatomic distances with the LDA, along with comparison from two 

references. For very short interatomic distance (1.5 A), the Fc chain loses 

ferromagnetism and the MAE becomes zero. Beyond 1.5 A, the Fe chain 
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Figure 6.2: Magnetic anisotropy energy (in meV per Fe atom) of isolated Fe 
chain at the interatomic distances of 2.3 and 2.87 A with respect to the number of 
k-points in the one-dimensional Brillouin-zone. 
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acquires ferromagnetism (the moment is small though, about 1.3 HB for the 

interatomic distance up to 2.0 A) and at about 1.8 A the easy axis is perpen­

dicular to the chain. For distances larger than 2.0 A the easy axis switches 

to along the chain direction and the magnetic moment becomes large (about 

3.0 HB)- These behaviors agree with the literature [259,261]. It can also 

be seen from Fig. 6.3 that the variation of MAE with interatomic distance 

is nearly unaffected by the exchange functional used (LDA or GO A). The 

MAE keeps increasing until 3.5 A, and the easy axis remains along the wire. 

The MAE starts decreasing beyond 3.5 A. Tung et al. [261] have also found 

this behavior but at a smaller value of interatomic distance: the MAE peaks 

at around 2.75 A and shows a decrease at a higher interatomic distance of 

2.8 A. 
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Figure 6.3: Variation of the magnetic anisotropy energy as a function of in­
teratomic distance for the monoatomic Fe chain. Comparison with two previous 
references (employing different exchange-correlation functional, LDA (Ref [259]) 
and GGA (Ref [261])) is also made. 

10 

> 

O-OOur(LDA) 
C}-aRefI261](GGA) 
0 - 0 Ref[259] (LDA) 

[ Easy axis perpendicular to chain, 

J S _ i I I , I . I . 
"1 1.5 2 2.5 3 3.5 4 

Interatomic distance (A) 

Band Structure and Density of States 

We have done electronic band structure calculations for the Fe chain at two 

interatomic distances (2.0 and 2.86 A) for two directions (perpendicular and 

along the chain axis) (Fig. 6.4). The scalar rclativistic bands near the Fermi 

level can bo grouped into three sets: the (1^2 and d^y bands, the dx2-y2 band 

and the degenerate [d^y, d^z) bands. The (̂ 22 and d^y) bands arc narrow 

because they are perpendicular to the chain and hence do not overlap much. 

The other two sets of bands are formed from the overlapping orbitals which 

have a component of their lobes along the chain direction and hence are 

dispersive. The {d^y, d^z) bands are symmetric along the chain direction 

(hence degenerate) and are most dispersive. This can also be seen from the 

(i-density of states shown in Fig. 6.5. 



6.4 Results and Discussion 188 

Figure 6.4: Electronic band structures of the monoatomic Fe chain at the inter­
atomic distances of 2.0 A (upper panel) and 2.86 A (lower panel). (a) and (d) with 
scalar relativistic calculation; (b), (c), (e) and (f) with spin-orbit interaction taken 
into account. "Parallel and "Perpendicular denote the results from fully relativistic 
calculations with the magnetization parallel and perpendicular to the chain axis, 
respectively. 

6.4.2 Free Standing Square Lattice of Fe atoms 

Wc considered unsupported two-dimensional triangular as well as simple 

square lattices (Fig. 6.6) of Fe at different NN separations. In Fig. 6.7, 

we have shown the convergence of MAE with respect to k-point sampling for 

the square lattice of Fe at its equilibrium NN distance (2.33 A). We found 

that the MAE converges for about 90 x 90 x 1 k-point mesh at this lattice 

constant. The easy axis is perpendicular to the plane and the MAE is 0.51 

meV/atom. We also did an MAE calculation at a very slightly lower lattice 

constant of 2.31 A and the MAE was found to be increased (0.59 mcV/atom), 

showing the high sensitivity of the MAR with the NN distance. 
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Figure 6,5: Projected spin polarized density of states of Fe chains at two inter­
atomic distances. 
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In Fig. 6.8 we show MAE values at different lattice constants. We observe 

that the MAE oscillates with the lattice constant. At 1.5 A the Fe square 

lattice, like the Fc chain, remains nonmagnetic. However, at 2.0 A unlike the 

chain, the square lattice remains almost nonmagnetic with an almost zero 

MAE (0.02 meV/atom). The MAE increases beyond 2.0 A and the easy axis 

becomes perpendicular to the plane. For larger lattice constants, although 

the easy axis remains perpendicular, we do not find a monotonic behavior 

of the MAE with lattice constant. In early calculations by Li et al. [268] 

using the LAPW method, the MAE was found to be about 0.04 meV and 

0.03 meV/atom at Ag and Au lattice constants (2.89 and 2.88 A) respec­

tively, and an in-plane easy axis was obtained. However, later calculations 

by Nakamura et al. [269] using FLAPW (LDA) calculations obtained a MAE 

of 0.24 mcV/atom and an out-of-planc easy axis at the Ag lattice constant 

and 0.30 mcV/atom, and an out-of-planc easy axis at the Cu(OOl) lattice 
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Figure 6.6: Two-dimensional unsupported lattices of Fe. (a) square (b) triangu­

lar. 

(a) (b) 

constant (2.56 A). Our MAE values at the lattice constants of 2.5 and 2.88 

A are 0.61 meV/atom and 0.25 meV/atom respectively. Our MAE value of 

0.25 mcV/atom at 2.88 A is in good agreement with that of Nakamura et 

a/.'s value of 0.24 mcV/atom. 

We have also studied the change in MAE and the direction of easy axis as 

one goes from the square lattice to the ID chain (Fig. 6.9). For this, we 

gradually increased one of the sides of the square. We see in Fig. 6.9 that 

as one of the lateral sides of the 2D lattice increases and consequently the 

2D lattice approaches the ID chain, the easy axis changes from out-of-plane 

to in-plane (along the chain axis). Interestingly, the value of MAE changes 

monotonically. At the perfect square of side 2.31 A the MAE is maximum 

(0.59 meV/atom); it decreases with increasing one of the sides and crosses 

zero when this side becomes about 1.35 times larger. Then apparently the 

geometry becomes more like a ID than a 2D system, and the system behaves 

like a monoatomic chain with the direction of the easy axis along the chain 

axis. 
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Figure 6.7: Magnetic anisotropy energy (MAE) (in meV per Fe atom) of simple 
square lattice (for two values of nearest-neighbor distances: 2.33 and 2.31 A) with 
respect to the size of the two-dimensional k-point mesh. 
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Electronic Band Structure 

Fig. 6.10 shows the band structure of the square lattice at 2.33 A and 2.86 

A for the two directions, perpendicular and parallel to the plane along with 

the scalar relativistic spin-polarized band structures. The band structures 

calculated with the spin-orbit interaction taken into account do not show 

any perceptible difference for the two directions of magnetization for a given 

value of the lattice constant. Fig. 6.11 shows the rf-decomposed density of 

states for the two lattice constants. 

6.4.3 Free Standing Triangular Lattice 

M A E : Convergence 

We also considered a triangular lattice at two lattice constants. Fig. 6.12 

shows convergence of the MvVE for the triangular lattice at 2.31 and 2.86 A. 
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Figure 6.8: Change in MAE as a function of interatomic distance for the 
monoatomic Fe square lattice. 
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The easy axis is found to be out-of-plane, as for the square lattice. Here also 

one can see that the convergence of the MAE is achieved at lower number of 

k-points for a lattice at larger NN distance compared to the one at smaller 

NN distance. The converged values of the MAE for the triangular lattice are 

0.97 and 0.18 meV/atom respectively at NN distances of 2.31 and 2.86 A. 

MAE: Size Dependence 

In Table 6.1 we show the MAE of the triangular lattice for three NN distances. 

Like the square lattice, the triangular lattice also shows a non-monotonic 

behavior of the MAE with respect to the lattice constant. The easy axis is 

always out-of-planc, as found for the square lattice. This is in contrast to a 

free-standing Co monolayer which shows an in-plane anisotropy. In Tabic 6.1 

we have shown also a comparison of the MAE for the free-standing triangular, 

square and monoatomic chain at those lattice constants. This can illustrate 
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Figure 6.9: Change in MAE and the direction of easy axis when one of the lateral 
sides of the square lattice is increased such that the 2D square lattice effectively 
becomes a ID chain. 
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Table 6.1: Comparison of MAEs of chain, square and triangular lattices at three 
lattice constants. 

a{k) 

2.31 
2.33 
2.86 

Triangular 
1.0 
1.0 
0.2 

MAE (meV/atom) 
Square 

0.6 
0.5 
0.3 

Chain 
2.3 
2.6 
8.0 

the effect of coordination number on the MAE. The coordination numbers of 

the triangular, square and chain are six, four and two respectively. Only at 

a large NN distance of 2.86 A do we find a trend in the MAE with respect to 

the coordination number: the lower the coordination, the larger the MAE. 

The MAE of the chain is always the largest among the three. Comparing to 

the square lattice, the MAE values for the triangular lattice at the smaller 

NN distances (2.31 and 2.33 A) have increased. 
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Figure 6.10: Electronic band structure of the square lattice at the lattice constant 
of 2.33 A (upper panel) and 2.86 A (lower panel). In the left column we show 
the scalar relativistic, spin polarized band structure. In the middle and the right 
columns, the band structure for the perpendicular and the in-plane (along the x 
axis) magnetization directions are respectively shown. 

Electronic Band Structure and Density of States 

We also have calculated the electronic band structure of the triangular lattice 

at lattice constants of 2.31 and 2.86 A (Fig. 6.13) for the in-plane (along the 

a;-axis) and out-of-plane directions. The bands can be grouped into three 

sets in this case also: d^2 band, the degenerate (dj3.,dja.) bands and the 

degenerate [dx^-y^, d^y) type bands. The rfj2 band is the least dispersive 

due to less overlap (it is perpendicular to the plane of the lattice). The 

degenerate {d^i^yi, d^y) bands are the most dispersive due to their entirely 

planar overlap. In Fig. 6.14, wo have plotted the spin polarized density of 

states for this system. In this case also, the band structures for the in-plane 

and the out-of-plane directions of magnetization do not show any noticeable 
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Figure 6.11: Projected partial spin polarized density of states of Fe square lattice 
at two lattice constants. 
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difference. 

6.4.4 Fe /Au( l l l ) System 

After studying the magnetic anisotropy of the free-standing monolayer of Fc, 

we deposited it on the Au( 111) substrate to study the effect of the substrate. 

We have taken six layers of Au(lll) and one layer of Fo (Fig. 6.15) and con­

sidered various stacking possibilities, as for the pseudomorphic Co/Au(lll) 

system. The top surface of Aii( 111) has been observed to have regions where 

surface atoms sit on the fee site as well as regions where atoms sit on the hep 

sites. Keeping this in view, we considered in addition to the normal fee (111) 

stacking (denoted as ABCABC), a hep stacking, where only the top layer 

atoms of the substrate occupy hep sites (ABCABA). On both types of the 
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Figure 6.12: Magnetic anisotropy energy (MAE) (in meV per Fe atom) of tri­
angular lattice at lattice constant a= 2.31 and 2.86 A with respect to the size of 
the two-dimensional k-points mesh. 
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substrate stacking, the Fe overlayer can be put on either of the two available 

sites. Thus we have in total four types of stackings of Fe/Au(lll) system de­

noted as case(i) (ABCABCA), case(ii) (ABCABAC), case(iii) (ABCABCB) 

and case(iv) (ABCABAB). In the next section we describe and compare the 

energetics and the magnetic moments for the four cases. 

Stability and Magnetism: Scalar Relativistic Calculation 

The intralayer NN distance is 2.86 A. The interlayer relaxations, magnetic 

moments and relative stabilities of the four configurations considered are 

tabulated in Table 6.2. The hep site is found to be only slightly higher (1 

mRy) in energy than the fee site [284]. We sec that the casc(i) is the most 

stable which corresponds to the fee stacking of both the Au(ll l) and the 

overlayer Fe. The order of stability of Fc/A(lll) is the same as that of the 
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Figure 6.13: (a) The Brillouin zone of a triangular lattice, (b) the scalar rel-
ativistic (first column) and the spin-orbit split electronic band structures (second 
and third columns) of the triangular lattice at the lattice constants of 2.31 A (upper 
panel) and 2.86 A (lower panel). The scalar relativistic bands are calculated for 
both the spin up and spin down channels. The spin-orbit split bands are calculated 
for two directions, one in-plane (along the x-axis) and the other perpendicular to 
the plane (along the z axis). 

(a) (b) 

1 ML pseudomorphic Co /Au( l l l ) : case(i) > case(ii) > case(iii) > case(iv). 

The Fc-Au distance, however, is slightly larger (2.03 A) compared to the 

Co-Au distance (1.97 A). 

M A E : Convergence with respect to Brillouin zone sampling 

The convergence of the MAE with respect to the number of k-points for the 

case(i), case(ii) and case(iii) are shown in Figs. 6.16 - 6.18. The variations of 

the total energy difference taken for the magnetization along two directions: 

(^, (j)) = (0°, 0°) and (90°, 90°) for the case(i) and (0°, 0°), (90°, 0°) for the 
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Figure 6.14: Projected spin polarized density of states of triangular Fe lattice 
calculated at lattice constants of 2.31 and 2.86 A. 
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casc(ii) and casc(iii) respectively with respect to the size of the k-point mesh 

for the Brillouin zone integration are shown in Fig. 6.16 (for ease(i)), Fig. 6.17 

(for case(ii)) and Fig. 6.18 (for case(iii)). It is clear from Fig. 6.16 that there 

are large fluctuations in the energy difference when it is calculated at lower 

number of k-points in the Brillouin zone. It should be noted that although 

the anisotropy energy fluctuates, a change in sign does not happen. For the 

k-point convergence, as given in Fig. 6.16 and Fig. 6.18, we considered dif­

ferent in-plane directions for the case(i) and case(iii): y-axis for case(i) and 

a;-axis for case(iii). The three cases show that the stable direction of magne­

tization is in-plane for the ca6e(i) while it is out-of-plane for the case(ii] and 

case(iii). However, the final knowledge about the direction of easy and hard 

axes can only be ascertained after we do a sampling of total energy with re­

spect to possible orientations of magnetization. The anisotropy energy starts 



6.4 Results and Discussion 199 

Figure 6.15: Side view of the Fe/Au(lll) system. The spheres of red and yellow 
colors correspond respectively to Fe and Au atoms. 

Table 6.2: Interlayer relaxed distance d (in A), magnetic moment (in jJLjj/Fe 
atom) and the stability AE (mcV) of the four configuraUons relative to the most 
stable one (case(i)). 

^Fei — Aui 

^Aui—Au2 

'^Auj —Au3 

Moment 
A £ 

Case(i) 
2.03 
2.36 
2.33 
3.15 
0.0 

Case(ii) 
2.02 
2.36 
2.34 
3.14 
10.07 

Case(iii) 
2.05 
2.38 
2.35 
3.15 

25.77 

Case(iv) 
2.04 
2.39 
2.36 
3.05 
34.16 

converging only beyond a k-point mesh of (80x80x1) for cases (i) and (iii) 

but it has not converged for ca.se(iii) even at a k-point mesh of (130x130x1). 

We have taken for further calculations, a mesh value of (84x84x1), which 

corresponds to 1830 k-points in the irreducible Brillouin zone. 

Angular Dependence of MAE 

As mentioned before, to know the direction of easy and hard axes, one needs 

to sample the total energy at many directions of magnetization and the lowest 

and the highest energies among the sampled set will correspond to the easy 
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Figure 6.16: MAE convergence with respect to k-points for monolayer 
Fe/Au(l 11) for case(i) (fee stacking of Fe). The MAE value is in meV per Fe 
atom. 
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and hard axes respectively. We have studied the MAE as a function of 

magnetization direction for two cases (i and iii) (Fig. 6.19-6.20). We have 

considered seven directions including one normal to the plane (i.e., along the 

z axis, (0°, 0°)) and two in the plane (along the x and y axes) (90°, 0°) 

and (90°, 90°)). The other four directions correspond to the tilted axis of 

magnetization: tilted 30° and 60° from the normal with projection on the 

x-y plane along the x and y directions. We took the converged k-point mesh 

of (84x84x1) for those calculations. 

The results (Figs. 6.19-6.20) are Interesting: for the fee case (case(i)), the 

easy axis is tilted 30° from the normal while for the hep case (casc(iii)) the 

easy axis is along the normal. Even for the hep case, the total energy remains 

very close to the energy corresponding to the easy axis direction, for angular 

tilt of around 30° from the normal (Fig. 6.20). The hard axis, however, lies 
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Figure 6.17: MAE convergence with respect to k-points for monolayer 
Fe/Au(l 11) for case(ii) (fee stacking of Fe, hep stacking of the topmost Au). The 
MAE value is in meV per Fe atom. 
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in-plane (along the y axis) for both the cases. 

The value of the MAE for case(i) is 0.15 meV/Fe atom and for case(iii) is 

0.35 meV/Fe atom. Comparing these values with that of the free-standing 

triangular lattice at the Au lattice constant (2.86 A), we find that the MAE 

is extremely sensitive to the site occupancy and the layer stacking of the 

substrate: For case(i), the MAE has slightly decreased from the free-standing 

value of 0.18 mcV while it has become enhanced for casc(iii). 

Also, the results show that the direction of the easy axis depends on the 

site occupancy (fee versus hep) and layer stacking. As pointed out earlier, 

it has been observed in some experiments |279| that the easy axis was not 

strictly perpendicular but actually distributed in a cone about the normal 

direction. As in the experimental samples, there are always some variations 

in the film morphology with respect to the site occupancy and layer stackings. 
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Figure 6.18: MAE convergence with respect to k-points for monolayer 
Fe/Au(l 11) for case(iii) (hep stacking of Fe). The MAE value is in meV per 
Fe atom. 
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our results can explain the distributed easy axis found in the experiments. 

6.5 Summary 

We have studied magnetic anisotropy energy of Fe systems in low dimen­

sions, namely, the monoatomic chain (ID), free-standing square and triangu­

lar lattices (2D) and pseudomorphic Fe monolayer on Au(lll) . Wc carefully 

checked the convergence of MAE with respect to the number of k-points in 

the Brillouin zone for all the systems. For the free-standing chain, the tri­

angular and square lattices, wc also studied the effect of interatomic spacing 

on MAE and the direction of easy axis. The Fe chain shows a nonmagnetic 

state at very small interatomic spacing of 1.5 A. Increasing the interatomic 

distance, the chain acquires small spin magnetic moments and the easy axis 
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Figure 6.19: Magnetic anisotropy energy (MAE) (in meV per Fe atom) for the 
Fe/Au(l 11) for the case(i) (fee) with the hard direction of magnetization (90°, 0°) 
taken as the reference energy. The dashed lines are spline fits as a guide to the 
eye, and should not be taken to represent mathematical functions. For example, 
the true maximum presumably occurs at 6=90°. 
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gets perpendicular to the chain axis. For interatomic distances larger than 

2.0 A the easy axis switches to along the chain axis and magnetic moment 

also increases. The MAE keeps on increasing with interatomic distance up 

to 3.5 A and thereafter starts decreasing. 

For the free-standing simple square lattice, we find an out-of-planc orienta­

tion of the easy axis at all the considered distances. For very small nearest-

neighbor distances (< 2.0 A), however, the square lattice becomes nonmag­

netic. We do not find a monotonic relation of MAE with lattice constant for 

the square lattice. We also studied the evolution of MAE and the easy axis as 

one goes from the 2D square lattice to effectively ID chain. Interestingly we 

find that the MAE monotonically decreases a.s we increase one of the sides 
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Figure 6.20: Magnetic anisotropy energy (MAE) (in meV per Fe atom) for the 
Fe/Au(lll) for the case(iii) (hep) with the hard direction of magnetization (9=90°, 
(f)=(f) taken as the reference energy. The dashed lines are spline fits. 
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{ly) of the square, crosses zero at about ly/lj; = 1.35, and again increases 

(and the easy axis becomes along the chain axis) as we enter the ID regime. 

For the free-standing triangular Fe lattice also, wc find an out-of-planc easy 

axis and a non-monotonic behavior of MAE with lattice constant (we con­

sidered just three interatomic distances for this lattice). 

The free-standing triangular lattice, square lattice and monoatomic chain 

respectively have a coordination number of six, four and two. We compared 

the MAEs for these three structure at fixed interatomic distances to see if 

there is any trend in MAE with respect to the coordination number (which 

is generally observed in magnetic moments, i.e., magnetic moments increase 

with decreasing coordination). However, we do not find any such trend in 

the MAE (possibly due to the non-monotonic behavior of MAE with respect 

to interatomic distance, in the case of square and triangular lattices). 
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For the Fe/Au(lll) system, we considered four stacking sequences involving 

the six-layer Au substrate and a monolayer of Fe over Au(ll 1). We compared 

stability, interlayer relaxations and magnetic moments for the four cases of 

stacking and found that the stacking in which all the Au layers are arranged 

in fee stacking and the Fe monolayer is put on the fee site on the Au(lll) , is 

the most stable. After ensuring the MAE convergence, we sampled the total 

energies in different orientations of magnetization and determined the easy 

and the hard axis for the Fe/Au(lll) corresponding to two stackings, case(i) 

and casc(iii), the latter corresponds to a stacking in which the ovcrlaycr Fc 

atoms occupy the hep sites on the fee stacked Au(lll) . The easy axis is out-

of-plane for the case(i) and tilted 30° from the normal for case(iii), while the 

hard axis is in-plane (along the y axis) for both the systems. This particular 

finding is very interesting as experiments on Fe/Au(l 11) system indeed reveal 

an easy direction of magnetization which is not just out of plane but rather 

distributed in a cone around the out-of-plane direction. 



Chapter 7 

Summary and Conclusions 

The main motive of this thesis has been to understand the effect of reduced di-

mcnsionahty and reduced coordination on the structural and magnetic prop­

erties of transition metal systems. In addition to studying the changes in the 

magnetic moments, we also investigated the behavior of another important 

magnetic property called the magnetic anisotropy energy, in reduced dimen­

sions. All these properties crucially depend on the electronic structure, a 

detailed and accurate description of which becomes necessary in order to 

obtain the correct picture. The quantum mechanical calculations from first-

principles are the most accurate way of doing studies of structures and mag­

netic interactions at atomic length-scale. We used statc-of the-art density 

functional theory (DFT) in all our calculations. The DFT is currently the 

most accurate approach of dealing with extended materials at the electronic 

level. 

The first-principles studies provide a useful tool to assist and complement 

206 
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the experimental findings. Many issues which remain unresolved in exper­

iments can be resolved in theory by a systematic study of the influences 

of various factors involved. In this way, we could resolve the experimen­

tal uncertainty regarding; the sources of enhanced magnetic coercivity in the 

thiol/Co/Au(lll) system. We predicted that the increased coercivity after 

thiol adsorption on the Co/Au(lll) is not due to the increased magnetic 

anisotropy energy, but may rather be due to the morphological changes in 

the Co/Au(lll) film. We also resolved the experimental discrepancy regard­

ing the easy axis of the Fc/Au(lll) system. Wc showed that how, for a given 

system, a change in the layer stacking and the site occupancy can result in 

a change in the MAE and the direction of the easy axis. 

The magnetic and structural properties depend on the dimensionality and 

coordination. Whereas for some properties such as magnetic moment, a clear 

trend with respect to the dimensionality and coordination is shown, for the 

properties such as the magnetic anisotropy, which arc very sensitive to the 

details of the band structure, it is very hard to make a general statement 

about any trend. Specifically, we find that bond lengths in general decrease 

in low dimensions and in reduced coordinations while the magnetic moments 

show an increase. For the magnetic anisotropy, however, it is difficult to find 

any such trend. 

In the case of surface alloys, although we do not have a direct experimental 

comparison for our systems, we indeed find for the Co-Ag alloys on a very 

similar substrate, viz. Ru(OOOI), that it did not show atomic level mixing. 

Also, the trend in the magnetic moments of the alloys whose components not 

only differ in size but also belong to different rows and columns of the periodic 
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table, we could finally find a nice trend as a function of the number of valence 

electrons. This also highlights the fact that a seemingly complex looking 

pattern (of magnetic moments of surface alloys) can find its explanation in 

something as simple as the number of valence electrons. 

Although our study provides some basic understanding of the structural and 

magnetic properties of systems which are of technological relevance, there 

arc still some questions that need to be addressed before one could arrive at 

a final conclusion about the properties predicted by our work. We did a pre­

liminary study of only small systems in idealized structures. For example, in 

the study of surface alloys wc considered only the pseudomorphic structures. 

In real experimental systems, the presence of a finite temperature and struc­

tural reconstruction may load to altered stability compared to the stability 

predicted by us. This may particularly be the case for the Pb alloys. Also, 

wc considered only small unit cells consisting of a maximum of four surface 

atoms. Taking a larger unit cell may also result in some different preferences 

for structure and magnetism. Also, we studied only the ferromagnetic states 

and did not consider antiferromagnetic or any noncollinear magnetic states 

for our surface alloys. The consideration of these noncollinear states may 

also alter the observed trends in the stability and magnetic moments. 

For the study of methanethiolate adsorbed Co/Au(lll) system, we did not 

take into account the van dcr Waals interaction to relax the geometry. The 

inclusion of this interaction may lead to a different geometry, which in turn 

might modify the magnetic anisotropy results. However, we must note that 

with the current theoretical framework, it was not possible to include this 
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dispersive interaction in our calculations: the current formulations (semi-

empirical dispersion correction, DFT-D [285], and van der Waals density 

functionals, vdW-DF (286]) work only for the nonmagnetic systems. Nev­

ertheless, van der Waals interaction with spin polarization has been imple­

mented in some codes such as VASP, but such calculations carry no theoret­

ical justification. Tt is not implemented in Quantum ESPRESSO. Therefore, 

currently it is not possible to sec the effect of van der Waals interaction on 

magnetic anisotropy. 

Nevertheless, it is known [287] that this interaction becomes important for 

longer chain molecules and at higher surface coverages. Since we considered 

only a small molecule (containing just one carbon atom) and the surface 

coverage is also not very high, wc believe that the inclusion of van der Waals 

interaction would not be very important In our system. 

In the study of magnetic anisotropy energy, wc have considered only the 

spin-orbit contribution. The dipolar magnetic interaction responsible for the 

shape anisotropy, which becomes important for thicker films, is not con 

sidered by us. We also have not studied the correlation of the magnetic 

anisotropy with the orbital moment. Tt would also be Interesting to deter­

mine more precisely the role of the Au(lll) substrate in the determination 

of easy axis and the magnetic anisotropy energy. The change in the magnetic 

anisotropy should be also studied for thicker Co and Fe films on Au(lll). 

In future work we would like to study the magnetic anisotropy properties of 

some suitable surface alloys e.g., Fe-Au/Rh(n 1). Since the MAE calculations 

becorrie prohibitively expensive due to the requirement of a very fine sampling 

of the Brillouin zone and a full self-consistent calculation at each point in the 
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irreducible Brillouin zone, some interpolation schemes (such as the Wannier 

interpolation) which would reduce the cost of these calculation are desirable 

to implement for any future calculation of the magnetic anisotropy energy. 
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Appendix A 

Pseudopotentials Used 

The information about the pseudopotentials (such as electronic configura­

tion, cutoff radii, whether or not the nonUnear core corrections (NLCC) are 

applied, and the type of the functional (LDA or GGA)), are given in this ap­

pendix (see the table on the next page). We used scalar-relativistic as well as 

fully-relativistic pseudopotentials in our calculations. The fully-relativistic 

pseudopotentials are indicated by "rel" in the name of the corresponding PP, 

given in the table. All the pseudopotentials (except the relativistic Fe) were 

taken from the Quantum ESPRESSO website (http://Mww.quantuin-espresso.org), 

The relativistic Fe pseudopotential was provided by Cyrille Barreteau from 

CEA-Saclay, France. All the PPs, with the exception of relativistic one for 

sulfur, are ultrasoft. The cutoff radii are those of the ultrasoft wavefunctions 

(norm conserving in the case of relativistic pseudopotential of sulfur). 
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Table A. l : Pseudopotentials (PP) used in our calculations. "T" or "F" in the 
column of nonlinear core correction (NLCC) stands for whether the nonlinear core 
correction was or was not applied, respectively. 

El. 
H 
H 
C 
C 
S 

s 
Fc 
Fe 
Fe 
Co 
Co 
Co 
Ni 
Rh 
Ag 
Cd 
Pt 
Au 
Au 
Au 
Pb 

PP 
H.pz-rrkjus.UPF 

H.rel-pz-rrkjus.UPF 
C.pz-rrkjus.UPF 

C.rel-pz-rrkjus.UPF 
S.pz-van.ak.UPF 
S.rcl-pz-rrkj.UPF 

Fc.pz-nd-rrkjus.UPF 
Fe.pbe-nd-rrkjiis.UPF 

Fe.reLLDA.RRKJ3.UPF 
Co.pz-nd-rrkjus.UPF 

Co.pbc nd-rrkjus.UPF 
Co.rcl-pz-n-rrkjus.UPF 
Ni.pbc-nd-rrkjus.UPF 
Rh.pbond rrkjus.UPF 
Ag.pbe-d-rrkjus.UPF 
Cd.pbe-n-van.UPF 

Pt.pbe-nd-rrkjus.UPF 
Au.pz-d-rrkjus.UPF 

Au.pbe-nd-rrkjus.UPF 
Au.rel-pz-rrkjus.UPF 

Pb.pbe-d-van.UPF 

Val. clcc. config. ( 
ls^2p° 
Is^ljP 
2s''2 f 
2s''2 f 
3s'3p^ 
3s''3 f 

3(f46-iV 
3(f46'iV 
3(f46'iV 
3dHsHp° 
3d^AsHp^ 
3(PAsHp^ 
3(PAS^^P° 

4(fbs'5p'> 
4d'%s'5p° 
Ad^%s'hp^ 
5(f6s^6p° 
5d^%s^6p° 
bd^°6s^6p^ 
bd'%s'6p° 
bd'%s'6p' 

cutoff radii 
1.2,1 
1.1,1 

(a.u.) 
1 
1 

1.6, 1.6 
1.7, 1.7 
1.7, 1.7 
1.9, 2.1 

2.2, 2.2, 
2.2, 2.2, 
2.2, 2.2, 
2.1, 2.5, 
2.1, 2.5, 
2.1, 2.5, 
2.5, 2.5, 
2.5, 2.3, 
2.4, 2.3, 
2.1, 2.5, 
2.4, 2.6, 
2.4, 2.7, 
2.4, 2.5, 
2.4, 2.7, 
2.3, 2.5, 

Q^o, 1)^ 9?" 
PI:L 

2.3 
2.3 
2.3 
2.6 
2.6 
2.6 
2.6 
2.6 
2.5 
2.5 
2.6 
3.3 
3.3 
3.3 
2.5 

NLCC 
F 
F 
F 
F 
F 
F 
T 
T 
T 
T 
T 
T 
T 
T 
F 
T 
T 
F 
T 
F 
F 

Functional 
LDA 
LDA 
LDA 
LDA 
LDA 
LDA 
LDA 
GGA 
LDA 
LDA 
GGA 
LDA 
GGA 
GGA 
GGA 
GGA 
GGA 
LDA 
GGA 
LDA 
GGA 
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