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Synopsis 

The density variation and the driven flow of a model Uquid interacting via 12-

6 Lennard Jones potential in a nano-sized channel has been studied through 

molecular dynamics simulations. The channel is unbounded in x and y direc­

tions through the use of periodic boundary condition and in the z direction 

it is bounded by walls (lying in the x-y plane) on both sides and the separa­

tion between the walls is of the order of nanometers. Two types of wall have 

been studied - a smooth structureless wall and an atomic wall. The smooth 

wall is modelled by a Lennard Jones 10-4 potential. The atomic wall is com­

posed of layers having 001 fee structure with wall atoms interacting with each 

other through the Lennard Jones 12-6 potential of strength six times that 

of the fluid-fluid interaction strength. Simulations are done for both static 

and moving wall atoms. In the first case, wall atoms are assumed to have 

infinite mass and therefore remain static at their original position through­

out the simulation. In the second case, wall atoms have finite mass and are 

allowed to move about their mean position. The density variation across the 

channel is computed with the static wall. The simulated density profile is 

compared with Koplik & Banavar (1988) and found to match very well. A 

Poiseuille flow is simulated in the same system by imposing a constant body 

force along the x direction on each fluid atom. The flow is simulated over 

a range of the body force for which thermal equilibrium exists between the 

wall and the fluid system. The simulated profiles at different body force are 

fitted with Stokes profiles and viscosity values are estimated from the fitting 

parameters. The viscosity values obtained from the present simulation lie 

within the range estimated by KopUk k Banavar (1988). The shear viscosity 

of the bulk liquid is calculated independently by non-equihbrium molecular 

dynamics methods which yield viscosity values consistent with the estimates 

from fitting the velocity profiles. 
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CHAPTER 1 

Introduction 

1.1 Nanoscience 

Nanoscience is associated with novel physical, chemical and biological phe­

nomena at size scales ranging from individual molecules or atoms to microm­

eters. There has been rapid progress in this area due to its wide range of 

possible technological applications. Research work at the nanoscale in indus­

tries is mainly driven by miniaturization in electro-mechanical devices eg. 

micro or nano pumps, actuators, valves and sensors. Emerging technology 

has propelled a strong interest in understanding the physics involved. 

A typical example of such small scale systems is a fluid confined in a pore 

or slit of diameter or height of the order of nanometers. Many effects, such 

as surface effects which are otherwise negligible become dominant. Conse­

quently there can be differences in flow behavior which we would like to 

study. 

1.2 Why simulation? 

The flow field at macroscopic lengthscales can be described by a set of differ­

ential equations (Navier Stokes and continuity) but it is difficult to formulate 



1.3 Previous studies 

general theoretical equations which cover all the effects that become dom­

inant at small scales. Even if any such theory is formulated, often many 

microscopic effects are neglected and consequently understanding remains 

incomplete. Another way of exploring this domain is by doing experiment, 

which is often difficult due to the complexity, expense, and possible hazards 

involved. The use of numerical techniques to analyze problems at this scale 

have the advantage that many-body effects present in the system can be taken 

into account explicitly through the direct calculation of the interactions be­

tween different entities of the system. Numerical methods not only provide 

efficient benchmarks for theoretical models but can also address details of 

complex phenomena that can be difficult in theory as well as in experiment. 

The results of numerical techniques are however subject to uncertainties that 

arise from e.g. the interaction potential model and the numerical schemes 

used. 

1.3 Previous studies 

There are several interesting and relatively unexplored flow problems in the 

micro and nanoscale regime which are equally appealing from the point of 

view of technology as well as from the stand of basic science. Some examples 

are the slip of simple liquids over smooth surfaces, gas flows in microchan-

nels, two phase flow in microchannels, microelectrohydrodynamics etc. As 

discussed in the previous paragraph simulation and experiment are the main 

tools to study small scale phenomena. The study of flow properties at the 

microscale started with the study of density variation of fluid near a wall. 

The first anal3d;ical potential that describes the smooth structureless wall and 

fluid interaction was given by Steele (1973). Abraham (1978) was the first to 
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study the interfacial density profile of a Lennard Jones fluid in contact with a 

wall and has considered different types of walls. He used the Lennard Jones 

10-4 potential for the structureless wall as given by Steele and also studied 

the {001} fee wall, and a Boltzmann weighted wall in their simulation. In 

the same year Chapela et al. (1977) studied the density profile of a gas liquid 

interface and adsorption properties of a binary mixture through Monte Carlo 

and molecular dynamics simulations. 

The first published work where flow in a microchannel is studied through 

molecular dynamics simulation is by Koplik & Banavar (1988). They have 

studied the density structure in a pressure driven channel flow of height of 

the order of nanometers and boundary conditions for moving contact lines 

in their simulation. They used an atomic wall with fee {001} structure and 

assumed highly massive wall atoms, so that they remain essentially static 

at their lattice sites throughout the simulation. They have done the sim­

ulation for a range of densities starting from typical liquid density 0.8 (in 

reduced units) up to 0.08. They observed the validity of the no-shp bound­

ary condition up to the density 0.6 and a smooth transition to sUp at lower 

densities. Thompson k Robbins (1990) did a thorough study of Couette flow 

in a microchannel and of the density profile. They have studied the boundary 

condition and near-wall density structure with a range of wall-fiuid interac­

tion. The effect of different geometries in a pressure driven flow in nanoscale 

has been discussed in Fan et al. (2002). The study of the boundary condi­

tions of a mixture of two viscous hquids flowing past a solid atomic wall was 

studied by KopHk k Banavar (1989) and they found that velocity of each 

individual species satisfles the no-slip condition. 



1.4 Present study 

An important part of this ongoing research in nanoscale covers the study 

of the structure, properties and frictional effects of thin fihns and interfaces. 

Landmann & Luedtke (1991) have investigated atomistic dynamics of in-

terfacial processes, they have studied films, junctions and nanostructures 

by molecular dynamics simulation employing realistic interaction potentials. 

Zhang & Jiang (2003), studied the nanoscale frictional properties between 

two Si (111) surfaces covered with alkyl monolayers immersed in liquid sol­

vents. A similar system with sheared layer of n-dodacane of thickness of the 

order of nanometers, confined between two mica surfaces is studied by Cui 

et al. (2001). They reported the shear rate at which shear thinning takes 

place in the system under study. The first study of the formation of a jet 

from a nanosized nozzle is done by Landmann &: Luedtke (1991). They have 

done a thorough study of the condition of formation of the nanojet for differ­

ent shapes and geometries of the nozzle, stability and break up phenomena 

by molecular dynamics simulations. They have also modified the lubrication 

equation adding a Gaussian noise term and their equation gives a well enough 

match with MD simulation. Eggers (2002) verified Landmann's equation by 

doing a non-perturbative stability analysis using Landmann's equation and 

reported similar results. 

1.4 Present study 

In the present thesis the density variation and the driven flow of a model 

hquid interacting via 12-6 Lennard Jones potential in a nano-sized channel 

has been studied through molecular dynamics simulations. The channel is 

unbounded in x and y directions through the application of periodic boundary 

condition and in the z direction it is bounded by walls (lying in the x-y 
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plane) on both sides and the separation between the walls is of the order of 

nanometers. Two types of wall have been studied - a smooth structureless 

wall and an atomic wall. The smooth wall is modelled by a Lennard Jones 10-

4 potential. The atomic wall is composed of layers having 001 fee structure 

with wall atoms interacting with each other through Lennard Jones 12-6 

potential of strength six times that of the fluid-fluid interaction strength. 

Simulations are done for both static and moving wall atoms. In the first 

case, wall atoms are assumed to have infinite mass and therefore remain 

static at their original position throughout the simulation. In the second 

case, wall atoms have finite mass and are allowed to move about their mean 

position. The density variation across the channel is computed with the 

static wall. The simulated density profile is compared with Koplik & Banavar 

(1988) and found to match very well. A Poiseuille flow is simulated in the 

same system by imposing a constant body force along the x direction on 

each fluid atom. The flow is simulated over a range of the body force for 

which thermal equihbrium exists between the wall and the fluid system. The 

simulated profiles at different body force are fitted with Stokes profiles and 

viscosity values are estimated from the fitting parameters. The viscosity 

values obtained from the present simulation lie within the range estimated by 

Koplik k. Banavar (1988). The shear viscosity of the bulk liquid is calculated 

independently by non-equilibrium molecular dynamics methods which yield 

viscosity values consistent with the estimates from fitting the velocity profiles. 



CHAPTER 2 

Molecular Dynamics Method 

2.1 Equation of motion for atomic system 

Molecular dynamics provides a reasonable physical description of microscale 

flows predicting all macroscopic averaged properties, hydrodynamics and 

fluctuations. The equation of motions used to describe particle trajectories 

are based on the classical Hamiltonian equations given by 

where H is the Hamiltonian of the system, 

H{p, q) - PkQk - L . (2.3) 

L is the Lagrangian and pk and Qk are the /c"* generalized coordinate and 

momenta respectively. When the potential of the system is independent 

of velocity and time, kinetic energy is only quadratic in velocity, then the 

Hamiltonian can be written as 

H = T + V, (2.4) 



2.2 Discretization 

where T is the kinetic energy and V is the potential energy of the system. 

In Cartesian coordinates Hamilton's equations take the form 

Pk = - V . , F , (2.5) 

r'k = Pk/m . (2.6) 

A system of N interacting particles is described by the above 6N first or­

der differential equations which can be solved with 6N initial conditions to 

generate the trajectories. 

2.2 Discretization 

There are a number of numerical schemes which may be used to integrate 

the above equations of motion. An efficient algorithm is one which ensures 

reasonable numerical precision at each timestep, low computation time and 

low storage. One of the most widely used methods is Verlet method (Allen 

& Tildsley (1987)) which needs only one force calculation per time step. 

Expanding the position vector in Taylor's series gives, 

r(t + 6t) = r(t) + <5tv(t) + l/2{6t^)ai{t) + 0{6t^), (2.7) 

r(t - 6t) = r{t) - Stv{t) + l/2{St^)a{t) - 0{6t^) . (2.8) 

Adding the above two equations we get 

r(^ + 6t) = 2r{t) - r{t - St) + dt'^a{t) + 0{5t^) . (2.9) 



2.2 Discretization 

Also, subtracting 2.8 from 2.7, the velocity is obtained as, 

v(i) = [r(i + 6t) - r(i - bt))\ I25t + 0{6t^) . (2.10) 

The accuracy in calculating the position is of the order of 0{6t'^) whereas 

the accuracy in estimating the velocity is 0(<5t^). This algorithm is exactly 

reversible in time and, given conservative forces, is guaranteed to conserve 

Hnear momentum. However, in calculating the position of the atoms a small 

term 0{5t^) is added to a difference of large terms which gives rise to a 

numerical imprecision at each time step. The velocity in the above scheme 

is not calculated from direct integration of the equation of motion. For the 

calculation of the kinetic energy and good temperature control of the system, 

estimation of velocity needs to be done more accurately. The Verlet scheme is 

modified to a leap-frog scheme for this purpose. The algorithm is as follows, 

v(i + 5t/2) = v(i - 5tl2) + i/m5t + 0{5t^). (2.11) 

where f is the force and m is the mass, and the acceleration 

a - f / m . (2.12) 

The position is updated as 

r(i + 5t) = v{t) + v{t + St/2)St + 0{6t^) . (2.13) 

Half step velocities are used to update the position at time t, both the 

position and velocity updation algorithms are third order accurate. 
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Figure 2.1: 12-6 Lennard-Jones potential. 

3.5 

2.3 Interatomic potential 

The interaction between fluid atoms is modelled here by the 12-6 Lennard 

Jones potential (Allen & Tildsley (1987)) given by 

V{r) = 4e a 
Tij 

12 
a 
rij 

(2.14) 

where e is the strength of the interaction, a is the diameter of an atom and 

Tij is the distance between the z'*'' and f^ atom in a Uquid. The form of the 

potential is shown above. The first term models the strong repulsion between 

two atoms when they come too close to each other and start overlapping. It is 

an empirical term. The 1/r^ term describes the weak attractive interaction 

between the fluid atoms and originates due to the induced dipole-induced 

dipole interaction that comes into play when two atoms come nearer. The 

absolute value of the interaction potential at a distance 2.5a is 1.6% of its 

well depth. Therefore in calculating the interaction between atoms the cut 
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off separation is taken as 2.5a- throughout this work. The force acting on the 

i^^ particle due to the f^ particle is given by 

F = -V,V{r) = 246r,,.(l/4) [(a/r,,.)^^ - {a/uif] . (2.15) 

2.4 Potential model for the smooth wall 

A smooth wall can be modelled by a Lennard-Jones 10-4 potential, (Steele 

(1973)), as a function of the height from the wall. In deriving the potential 

it is assumed that the atomic centers are continuously distributed over the 

infinite horizontal plane which makes the wall surface completely structure­

less and each wall atom interacts through the Lennard Jones 12-6 potential 

with the fluid atom. The form of the potential results from the integration 

over the entire horizontal {xy) plane. The potential felt by a fluid atom due 

to the presence of a single wall layer at a distance z from the atom is given 

by 

V{z) = 27rn,e [2/5(a^V^'°) - i^V^^)] , (2-16) 

where n^ is the surface density, i.e number of atoms per unit area. The 

corresponding force is given by 

F, = 87rn,e [(a^V^") - (aVz^)] . (2.17) 

The derivation of the 10-4 potential is presented below. 

A sohd wall is made up of a series of planes along the z direction, where 

atoms in each of the surface layers are distributed in perfect crystalline order 

and wall atoms are interacting with the fluid atoms through a 12-6 Lennard-

Jones potential. 1 is a two dimensional lattice vector parallel to this layer 
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defined as 

l = Ziai + Z2a2 . (2.18) 

li and I2 are integers and ai and a2 are the unit vectors in two dimensions. 

The periodic surface potential u^ obeys 

Us{r + I) ^ u,{r) . (2.19) 

The potential Us{r) can be expressed in a Fourier series in the following way, 

7 i , ( r ) - 2 ^ g ( z ) e x p ( i g - r ) . (2.20) 
si.92 

r = (T"X, Ty, z), T is the two dimensional translational vector and g is a multiple 

of reciprocal vectors bi and b2 : 

g = 27r [5ibi + 52b2] . (2.21) 

If we consider a series of planes along z direction, for the a*'' plane which is 

at a distance Za from the fluid atom the above expression can be written as 

(̂ ) = S S^9^^") ̂ P̂̂ ĝ • ^)' (2.22) 
51iS2 a 

where 

Wg{za) = l/a, / exp(-ig • T)us(-2a,r) . (2.23) 
J a 

Now the potential at any point r [za, T) on the surface is given by 

Us{za,T) = Y^^egs{zo,,T + \ + Ta.k) . (2.24) 
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1 + ixifc is a vector that gives the location of the A;*'' atom in the unit cell 

and the location of the unit cell is given by 1. Cĝ  is the interaction potential 

between a single fluid and solid atom. We define a vector t = r +1 + nik and 

write 

g{za) = l / a sy]exp( ig • nifc) / exp(-ig • T)eg,{za,t)dt . (2.25) 
k JA 

The interaction potential between each solid wall atom and fluid atom is 

given by 

e,,=^e,s[{a/nif'-{a/n^f], (2.26) 

where r^ = the separation distance between i"* fluid atom and j * ' * solid atom, 

The separation distance can be written as p = {z^+t^y/'^. The above integral 

can be integrated over the orientation of r to obtain 

/-oo 

u;g(2c«) = 27r/a5 Y^exp(2g-mfc) / Jo{gt)egs{p)tdt, (2.27) 

Jo is the zeroth order Bessel Function. Now from the properties of the Bessel 

function, 
f°° 1 
/ Mgm/z' + er^Hdt = -{g/2zTKr.{gzl (2.28) 

Kn is the modified Bessel Function of the second kind. For the smooth 

structureless wall g = 0, and the modified Bessel function is given by. 

lim ^{g/2zrKn{gz) - ^z^^, n > 0 . (2.29) 
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Figure 2.2: The channel is unbounded in x and y directions through the ap­
plication of periodic boundary conditions and in the z direction it is bounded 
by the walls on both sides. 

For 12-6 Lennard Jones potential, the final expression for the surface poten­

tial becomes, 

u,(r) = 27r£,,9/a, J ;(2/5(a, ,) lV(^a) '° - (s . )V(^a) ' ) , (2.30) 

where q is the total number of atoms per unit surface cell and a^ is the surface 

area of a unit cell. 

2.5 Flow geometry 

In the present study we are considering a flow system which is confined along 

the z direction by the walls on both sides and extended infinitely along x and 

y by the appHcation of periodic boundary conditions. The geometry of the 

flow system is shown in Fig. 2.2. The height of the channel along the z 

direction is 3.78nm (ll.lcr). In the present simulation two types of walls are 

considered. 

(i) The smooth structureless wall, which is modelled by the 10-4 Lennard-

Jones potential. 

(ii) Atomic wall with atoms sitting at lattice sites. 
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Atomic wall is made up of atomic planes. Each atomic plane is taken as the 

{001} fee planes. The wall atoms interact with the fluid atoms through the 

Lennard Jones 12-6 potential. Regarding the dynamics of the wall atoms, 

two distinct cases have been studied, firstly the wall atoms are assumed to 

be highly massive and therefore kept static at their respective lattice sites. 

In this case wall on each side is made up of two atomic layers. In the second 

case, the wall atoms are allowed to move about their mean positions in re­

sponse to collisions sufferred with the fluid atoms. Here, 12-6 Lennard Jones 

interaction is considered between the wall atoms and a constant tempera­

ture is maintained at the wall by the appHcation of an artificial thermostat. 

Through the interaction with the wall, the fluid attains thermal equilibrium 

and a constant temperature condition results in the flow system. In this 

case, wall on each side is made up of four atomic layers. The wall atoms in 

outer two layers on both sides are assumed to be highly massive and kept 

static during the simulation. They mimic the presence of the bulk solid. The 

atoms in the inner two wall-layers are interacting with the fluid atoms as 

well as with all other wall atoms and suffer displacements about their mean 

positions. The wall-wall interaction strength is taken as six times of the 

fluid-fluid interaction to prevent melting of the wall layers. 

2.6 Constant temperature molecular 

dynamics 

A constant temperature ensemble can be generated in various ways, e.g., by 

the method of constraint. In this method a friction term is added to Newton's 
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equation of motion. The modified equation of motion is given by, 

p = f - ^ ( r , p ) p . (2.31) 

The quantity C(rp)p is a friction term and ^(r, p) is called the friction coef­

ficient, which is varied so as to keep the mean kinetic energy of the system 

constant. The method is implemented as follows. 

1. Make an unconstrained half step, 

r(i) = r{t - St) + {l/2){{t)6t/m . (2.32) 

2. Calculate x = {T/T') where T is the desired temperature and T' is the 

instantaneous temperature from these unconstrained velocities, x is related 

to ^ through the following relation 

(X)-^ = 1 + il/2)^6t . (2.33) 

3. Complete the full step using 

r{t + 6t) = (2x - l)r(i - 6t) + (l/2)x {{t)6t/m . (2.34) 

The above method is used for the temperature control in the present simu­

lation. 
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2.7 Simulation Procedure 

Simulations are carried out in the following sequence. 

1. Initialization. 

2. Melting and equilibration. 

3. Imposition of flow in the equihbrated system. 

4. Calculation of the desired average properties. 

Initialization 

The initial positions of the atoms are assigned with the constraint that the 

least distance between two atomic centers is 1.0, which defines the diameter 

of an atom. When atoms are given initial positions by random trials, then 

the probabiUty of finding available space for an atomic center decays expo­

nentially with density. Consequently with the higher density of the liquid 

this initialization process becomes even more difficult and taices a lot of com­

putation time. In the present simulation the density used is 0.8. So, to make 

this process more efficient all the atoms are placed on an fee lattice and then 

this system is melted and equilibrated to give a liquid configuration. The 

initial system is unbounded along the x and y directions by the appUcation of 

periodic boundary conditions in these directions, while in the z direction it is 

bounded by the walls on both sides. The initial velocities given are gaussian 

random numbers of zero mean and variance -V/T, where T is the temperature 

of the system. 

Melting eind equilibration 

The initial lattice system is allowed to melt following constant temperature 

molecular dynamics steps. Simple velocity rescaling is used to keep the fluid 
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temperature constant during melting period. Equilibration is tracked by fol­

lowing few order parameters with time. 

Calculation of the desired average properties 

In the equilibrated system required conditions are imposed, such as inclusion 

of the wall potential at upper and lower z position for the smooth wall case, 

imposing a body force on every atom in the equilibrated system to simulate 

the Poiseuille flow etc. After introducing these constraints and conditions in 

the system all the desired time averaged properties such as density profile 

(in the static fluid), velocity profile have been calculated over a reasonably 

long period of time. 

2.8 Unit system 

The mass and diameter of the atom is taken as the unit of mass and length. 

The interaction strength between the atoms is taken as the unit of energy. All 

the other units are derived from these three units. This reduced unit system 

has been used throughout the present simulation. The units of the relevant 

physical variables are evaluated in terms of Lennard-Jones parameters of 

Argon and given in the appendix. 



CHAPTER 3 

Density profile 

3.1 Melting and equilibration of the initial lattice 

structure 

a) IniticJ configuration 

An ordered arrangement of atoms sitting at fee lattice site is taken as an 

initial configuration as discussed in the previous chapter. This system is 

melted and equilibrated through constant temperature MD (molecular dy­

namics) steps which finally gives a disordered spatial distribution of atoms 

characteristics of the liquid state. The initial configuration of the atoms is 

shown in Fig. 3.1. This equilibrated system is the starting point of all the 

simulations carried out in the present study. Volume as well as lattice spac­

ing is calculated from the initial density and total number of particles both 

of which are fixed parameters in this simulation. The density of the system 

is taken as 0.8 and the corresponding lattice spacing is 1.7099(7, and the 

initial temperature is set to 1.2. The initial velocity components are drawn 

from a random gaussian distribution of zero mean and variance \ / T . During 

the melting period the temperature of the system is kept constant by the 

rescahng of the velocities of individual atoms. 

18 
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Figure 3.1: The figure shows the initial configuration of simulation system. 

b) Tracking of equilibration 

To keep track of melting and equilibration a number of properties related to 

the configuration of the system are recorded at each time step during this 

period and plotted as a function of time. The step size in the simulation is 

taken as 0.004. 

c) Potenticil energy of the system 

As seen from Fig. 3.2, the kinetic energy remains constant and the total 

energy follows the potential energy profile. The initial potential energy of the 

system has a large negative value representing the initial close packed ordered 

system. Within the first 200 time steps the potential energy rises smoothly, 
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Figure 3.2: Variation of the total energy, kinetic energy and potential en­
ergy with time is shown. The kinetic energy remains constant, whereas the 
total energy and the potential energy rise with time. The well depth of the 
potential e is taken as the unit of energy here. 

as well. It implies that the system has reached its equiUbrium configuration. 

d) Translational order parameter 

The translational order parameter is defined as 

1 V -
Pfr = — > cosk.ri 

n -̂ —' 

where n is total number of atoms in the system, r̂  is the position vector of 

the center of mass of the i*'' atom, and k is the reciprocal lattice vector of the 

initial fee lattice. The translational order parameter should be of the order 

of unity in a perfect fee lattice system, and fluctuates with an amplitude of 

0{n'~^/'^) around zero due to the random variation of the phase factor k.r^ 

in a disordered system. From Fig. 3.4, the variation of the translational 
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Figure 3.3: The variation of potential energy with time (magnification of 
portion of Fig. 3.2). 

order parameter shows the system has reached a disordered configuration 

approximately after about 500 time steps, beginning from an ordered state. 

e) Structure factor 

The particle density p in a lattice is periodic in space with the periodicity of 

the lattice. Then at any point r inside the lattice the local density can be 

written as 

i 

where ri is the position of the i*'' site. The Fourier amplitude of this density 

distribution is given by, 

Pk = I exp(-ik.r)p(r) = ^exp{-ik.Tj). 
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Figure 3.4: Variation of the translational order parameter as a function of 
time. Starting from an absolute value of 1, translational order parameter 
drops down and reaches near zero, indicating a transition from lattice state 
to disordered state. 

The structure factor (Hansen k Mcdonald (1986)) is defined as 

Hk) = - (plPk) =-YlJ2 exp(-2k(r,. - r,)). 

n is the total number of atoms present in the simulation box and the averaging 

can be either time averaging or ensemble averaging. Here, the instantaneous 

structure factor for a fixed k value is recorded {k is the reciprocal lattice 

vector for the initial lattice) and plotted as a function of time. In Fig. 3.5 

the structure factor goes down to near zero starting from an initial finite 

value within the first few time steps and then fluctuates around a small 

value near zero in subsequent time, indicating a transition from an lattice to 

an disordered state and equilibration of the latter. 
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Figure 3.5: The structure factor as a function of time is shown. The value 
of A; is taken as (27r/I,)(l, —1,1) where L is the boxlength, at this value of k 
the structure factor of the fee lattice has a high value. This value falls down 
to near zero as the liquid state is attained. 

f) Pair distribution function 

The pair distribution function of a system provides information about the 

structure of a system. This quantity can be measured experimentally from 

thermal neutron and X-ray scattering experiment on simple fluids, and light 

scattering experiments on colloidal suspensions, which can be compared with 

the numerical result. In a system of N particles of volume V and tempera­

ture T, the probability that the molecule 1 is between rj and ri + drj, 2 is 

between dr2 and r2 -I- dr2 and so on up to the molecule n, irrespective of the 

configuration of the remaining N — n molecules is given by, 

p"(ri, ...r„) = J .... y exp(-/3f/„)dr"+^..drw. (3.1) 
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Now the probabiUty that any one molecule out of the N molecules is between 

ri and ri + dri, is given by 

p"(ri,...r„) = ^ ^ ^ - ^ p " ( r i , . . . r „ ) . (3.2) 

A correlation function is defined by the following relation, 

p(")(ri,r2,..r„) = /9V(ri,r2,.. .r„), 

5" is called the correlation function since if the molecules were independent 

of each other, p̂ "̂  would simply be p". The factor 5" includes the effect of 

the correlation between the molecules. The two particle correlation function 

is given by, 

p(ri,r2) = p^9^(ri,r2). 

In a liquid of spherically symmetric interactions, ^^(ri, r2) depends only upon 

the relative distance between the molecules 1 and 2, i.e upon r^. So we can 

write, 

9^(ri,r2) =9{r), 

where r is the separation between the two molecules and g{r) is the proba­

bility of finding two atoms separated by a distance r. g{r) is called the pair 

distribution function. Alternatively a normalized pair distribution function 

can be defined as, 

g{r) = n{r)/n\r). 

n{r) is the average particle density at a distance r from a central atom and 

v}{r) is the same for an ideal gas. At large r, n{r) -^ n^{r) and g{r) —> 1 

This is a working definition used to calculate g{r) in a simulation. Now for 
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an ideal gas, there is no interaction between the atoms, so atoms are equally 

probable at all separations from a particular atom, implying p is uniform 

everjrwhere. So the probability of getting one atom at a distance r from the 

central atom is proportional to the fraction of the shell volume between r 

and r + dr oi the total volume V. This fraction is 

AT^r'^dr/V. 

So the number of atoms lying in this shell is given by 

n\r)=ATTr^dr{NIV), 

where A'̂  is the total number of particles of the system. Hence the pair 

distribution function is given by, 

4nr'^pdr 

In the present simulation g{r) is first calculated for the initial lattice con­

figuration before the starting of the run. The Fig. 3.6 shows the initial 

g{r). This plot contains sharply rising peaks at some discrete points on the 

horizontal axis and zero in-between. This well spaced discrete distribution 

is expected for a lattice structure. In the fee structure, peaks should occur 

at a/\/2, a, w | a , V2a, \/Ea/2, y/Sa. Here the lattice constant is 1.709a, 

the peaks in the above figure are at 1.208, 1.7099, 2.101, 2.418, 2.705, 2.95 

etc. which conform to the expected distances. In the present study, the total 

simulation run period is divided into successive blocks and over each block 

of time the pair distribution function is averaged separately to observe the 

change in structure of the system undergoing melting. Smaller blocks are 
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Figure 3.6: Pair distribution function of initial lattice configuration, shows a 
well spaced discrete distribution representative of the lattice state, time step 
used is 0.004. 

taken during the initial transition period. The pair distribution functions 

obtained in successive averages are shown in Fig. 3.7-3.13. 

These figures carry some signature of both solid and liquid phases and 

clearly show the gradual change of the structure during a transition from 

an ordered to a disordered state. We note, firstly, that the pair distribution 

function is always almost zero at separation distances less than unity which 

indicates the fact that the atoms do not penetrate each other below that 

distance. This is due to the highly repulsive nature of the Lennard-Jones po­

tential at short range. The width about the discrete lines in Fig. 3.7 shows 

that the atoms have started fluctuating about their lattice sites. Fig. 3.8 

shows widths are broadened, which impUes large displacements of the atoms 

about their mean positions, which is the onset of the disorder. The next two 

figures show the periodicity of the initial lattice is dying down and a new 

"order", characteristic of a liquid state is establishing gradually. Fig. 3.13 
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Figure 3.7: Pair distribution function averaged over 0-50 steps. The finite 
width around discrete lines arises due to the thermal agitation of the atoms 
around their mean. 
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Figure 3.8: Pair distribution function averaged over 50-100 steps, shows the 
widths are broadening around the peaks. 
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Figure 3.9: Pair distribution function averaged over 100-200 steps. 
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Figure 3.10: Pair distribution function averaged on 200-300 steps, a new 
order is establishing itself. 
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Figure 3.11: Pair distribution function averaged over 300-500 steps. 
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Figure 3.12: Pair distribution function averaged over 500-700 steps. 
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Figure 3.13: Pair distribution function averaged over 700-2000 time steps. A 
short range order typical of liquids is seen. 

is obtained by averaging over a long period of time giving the typical pair 

distribution function of a liquid. Pair distribution function contains peaks 

at a, 2(7,3(7, which show that a short range order exists in liquids and it con­

verges (maximum separation considered here is half the boxlength) to unity 

at large separations. 

3.2 Density profile 

The density variation across a nano-channel with two different kinds of wall-

structured and unstructured, is investigated. The system under study (as 

mentioned in chapter two) is a channel confined by two walls along z direc­

tion and infinitely extended along x and y. To obtain the density profile 

across the channel, the channel is divided into a number of bins along the z 

direction and then the number of atoms per bin is calculated at each time 

step. This quantity is time averaged to give a averaged number density per 
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Figure 3.14: The above figure shows the density profile across the channel 
with smooth walls on the both sides. The upper and lower wall are &t z — 
12.254 and z = 0.0 respectively. The upper and lower peaks in the density 
profile appear at a ^ value of 11.22 and 1.04 respectively. The peak density 
observed is 46.65. The dashed line shows the position of minimum of the 
10-4 potential. 

bin. The density profile shows a sharp well locahzed main peak and a few 

modulations near each wall, whereas in the middle of the channel there are 

only small deviations about a constant value that corresponds to the bulk 

number density. A typical profile obtained with the smooth wall (Lennard 

Jones 10-4 potential) is shown in Fig. 3.14. The height of the channel is 

4.17nm. The upper wall position is at z = 12.254 whereas the lower wall is 

placed at z = 0.0. 

The density profile with an atomic wall (001 fee lattice) on both sides is shown 

in Fig. 3.15. In this simulation a system with 1536 fiuid atoms with 256 wall 

atoms on each side is considered. Each wall is composed of two atomic layers, 

each of which is a 001 fee lattice plane made up of 128 atoms. The lower 

and upper wall positions are at 2 = 0.86 and z = 11.96 respectively. Wall 

atoms are assumed to have a very high mass and hence kept static during the 
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simulation. The wall-fluid and fluid-fluid interaction is taken to be identical. 

The state point used is p = 0.8, T = 1.2. Fig. 3.14-3.15 show the density 

H 

H 
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Number density 
40 

Figure 3.15: Density profile with atomic wall (static), The upper and lower 
wall are at z = 11.96 and z = 0.86 respectively. The upper and lower peak 
appear at 2 = 11.21 and at z = 1.63 and peak density is 39.71. 

profiles with smooth and atomic walls respectively. Both are quaUtatively 

same. However the distance of the first peak from the wall and the ampUtude 

of the first peak differs in the two cases. For the smooth wall the first peak 

forms at a distance 1.03 away from the wall whereas for the atomic wall it 

is at a distance 0.77 away from the wall. The amplitude of the first peak is 

46.65 and 39.46 for the smooth and atomic walls respectively. The presence 

of the wall creates a potential minima causing the observed near-wall peaks 

in density profile. The next few oscillations in the density profile arise from 

the short range order {g{r)) that exists in liquid. 

The minimum of the smooth wall potential (10 — 4 Lennard-Jones) is at 

1.0, consistent with the first peak distance (1.03) from the wall. The po­

tential surface for the smooth wall case is a continuous one, but for the 
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Figure 3.16: Corrugated surface potential at a height of 0.86 from the lattice 
planes. 

atomic wall potential surface is corrugated with local minima and maxima 

distributed periodically. Figure 3.16 shows the top view of such a potential 

surface. A 2D mesh is taken over the lattice planes and the potential due to 

it is calculated at every point. Fluid atoms are found preferentially at these 

minima which explains the peak height (0.77) from the wall. A comparison 

of these potential surfaces again explains the higher number density of fluid 

atoms in case of smooth wall over the atomic wall with the same wall-fluid 

interaction strength (eu,/=1.0). To verify the x — y position of fluid atoms 

with respect to the waU atoms a snapshot of of the x — y postion of near 

wall fluid atoms is taken and projected over the x — y position of wall atoms. 

It shows fluid atoms are preferentially sitting at the local minima and the 

corrugated potential induces a parallel order [x — y) in the fluid layer nearest 
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Figure 3.17: Projection of the x—y position of near wall fluid atom (magenta) 
over the x — y position of the wall (green) atoms, distance of the fluid layer 
from the wall is 0.77, binwidth= 0.111. 

to the wall. 

The density profile for the case of a wall-fluid interaction strength twice that 

of the fluid-fluid strength is shown in the Figure 3.18. The magnitude of the 

near-wall peak increases with a higher strength. Due to the increase of the 

strength of wall fluid interaction local minimum on the potential surface be­

comes deeper and the probabiUty of a near-wall fluid atom of being trapped 

in these wells becomes higher which results increased peaks in the density 

profile. 
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20 40 60 

Number density 
80 

Figure 3.18: Density profile with two different wall fluid interaction strength 
(e^/) is shown. The red sohd line corresponds to e^f = 2.0 whereas the the 
dashed hne is for e^f = 1.0. The number of bins used are 100. 

3.3 Comparison with the results in the Hterature 

The present code is validated with the simulation results obtained by Koplik 

et al. (1988). They considered an identical flow system with 1536 fluid atoms 

and static atomic walls on both the sides, the density and the temperature 

used in their simulation were 0.8 and 1.2 respectively. The present simulation 

is carried out with the same parameters and the scaled (density per unit 

length) density profile is compared with with their profile (scaled similarly). 

Figure 3.19 shows the comparison, the present result matches very well with 

their profile. 
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Figure 3.19: VaUdation of the present code, the solid red hne is the present 
result and and blue dots are the data from Koplik et al. The number of atoms 
used are 1536. The density and temperature are 0.8 and 1.2 respectively. 



CHAPTER 4 

Simulation of plane Poiseuille flow with static 

walls 

4.1 Simulation of plane Poiseuille flow 

Poiseuille flow is simulated in a channel with atomic walls on both sides. 

Wall atoms are assumed to have very high mass and therefore remain static 

during the simulation. Each wall consists of 256 atoms and the number of 

Velocity X 1.58xicf m/s 

Figure 4.1: The figure shows the simulated velocity profile (black circles) 
in the channel at a body force 0.2. The solid Une is a parabohc fit to the 
simulated profile. The channel height is 3.78 nm or 11.la. 

fluid atoms used is 1536. A constant body force along the x direction is 

imposed on each of the fluid atoms. 

37 
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Velocity X 1.58x10 m/sec 

Figure 4.2: The figure shows velocity profiles at different body forces. 

The velocity profile is computed by binning the particles along the z di­

rection and finding the average velocity in each bin, 12 bins are considered 

in the present simulation. A velocity profile simulated for a body force of 

0.2 and a parabolic fit to it is shown in Fig. 4.1. The velocity profile at 

different body forces is shown in Fig. 4.2 which shows the velocity at the 

centerline increases with the body force. The centerline velocities are plotted 

at different body forces separately in (Fig. 4.3). It is seen that the center-

line velocity scales with the body force. A set of velocity profiles has been 

obtained through block averaging over intervals of time of 50000 time steps 

each. Fig. 4.4 shows data points for three such block averages for a body 

force 0.1 and the solid line is a fit from Navier Stokes equation. It is seen 

that the data sets are well defined and distributed around one mean profile 

which indicates flow has reached a steady state. 

Figure 4.5 shows velocity profiles with a higher wall fluid interaction (e^ /̂ = 
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0.3 

Body force x 7.37x10^^ m/s^ 
0.4 

Figure 4.3: The figure shows centerline velocity as a function of the body 
force. It shows centerHne velocity scales with the body force as expected 
from continuum theory. 

2.5). Higher wall-fluid interaction increases the sticking of fluid atoms to the 

wall, the first fiuid layer becomes completely locked to the wall and forms 

an effective wall while the second fluid layer slips over the first. This locking 

is manifested in the "jump" that appears in the velocity profile near the wall. 

4.2 Derivation of Poiseuille flow profile from Navier-

Stokes equation 

The Navier Stokes equation is given by, 

pDv/Dt ^g-\/p + IJV\, (4.1) 



4.2 Derivation of Poiseuille flow profile from Navier-Stokes equation 40 

Velocity X 1.58 X10 m/sec 

Figure 4.4: The figure shows velocity profiles averaged over sucessive intervals 
of time for a body force of 0.1. Each interval consists of 50000 time steps. 
The solid line shows a fit from Navier Stokes equation with lower and upper 
wall positions respectively at zi = 1.28 and Z2 = 11.39. The dashed line 
shows the wall positions (0.86,11.96). 

where g is the body force acting in the system. For a steady laminar plane 

Poiseuille flow Dv/Dt = 0 and in the absence of a pressure gradient the 

above equation becomes 

(4.2) ^d? = -P3-

Integration of the above equation gives, 

dv ^ 
(4.3) 

The velocity profile is symmetric about the center Une, so at 

, . , dv 
Zm = (-21 + Z2)/2, -1- =0, (4.4) 
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Velocity x 1.58 xlO m/sec 

Figure 4.5: Velocity profiles at wall-fluid interaction e^,/ = 2.5 and 1.0. 
The solid lines show the position of the actual atomic walls, blue and black 
dashed line show the position of the first and second peak in density profile 
respectively. 

which gives, 

Cl = pg[Zi + 22)/2/i. (4.5) 

Integrating again we get, 

v{z) = -pgz^/2n + pgz{zi + Z2)/2n + C2. (4.6) 

Now from the no-shp condition at the wall, \.e sX z = zi, v = 0, we get. 

C2 = ~pgziZ2/2ii. (4.7) 

The final expression for velocity is given by 

^(2) = {pg/2n){z - zi){z2 - z). (4.8) 
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Where Zi = effective lower wall position, 

and Z2 = effective upper wall position. 

4.3 Comparison with results in the Hterature 

Velocity X 1.58 X l(f m/s 

Figure 4.6: The velocity profile at a body force of 0.2 is shown. The numbers 
in inset indicates successive averages and each data set is averaged over 50000 
steps. The dashed lines are the wall positions (0.86,11.96) and the sohd line 
shows the fit from the Navier Stokes equation with effective wall positions 
zi = 1.29 and 22 = 11-41. 

The simulated profiles for different body forces are fitted with the profiles 

obtained from Navier-Stokes equation and for each one the value of viscosity 

is estimated. The set of viscosity values obtained in present simulations fall 

within the range estimated by Koplik L Banavar (1989). The table 4.1 shows 

both sets of viscosity values. 

The effective wall positions (zi and Z2, see Eq. 4.8) is found to lie within 

the range 11.35 ± 0.15 and 1.38 ± 0.13 for all values of body forces. The 

table 4.2 shows upper and lower wall positions at different body forces. No 
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Body force 

(7.39 X lO^^m/sec^) 

0.025 

0.05 

0.075 

0.1 

0.2 

0.4 

Viscosity 
(Kophk & Banavar (1988)) 

(/xCTr/m) 

(0.9076 X IQ-^kg/msec) 

1.85±0.5 

2.05±0.5 

1.98±0.5 

1.85±0.25 

1.80±0.15 

1.80±0.15 

Viscosity 
(present study) 

{fiaT/m) 
(0.9076 X IQ-'^kg/msec) 

1.78 

2.3 

1.99 

1.98 

1.85 

1.82 

Table 4.1: Viscosity values at different body forces from present simulation 
and from Koplik & Banavar (1988) are compared. 

systematic variation of the wall positions is observed with the body forces. 

Further analysis has been done to find the velocity of fluid layers locked to 

the wall. The channel is divided into 24 bins to provide a higher resolution. 

Figure 4.7 shows veloctiy profile for a wall-fluid interaction e^f = 2.5 with 

24 bins at a body force of 0.1. It is observed that the veloctiy of the first 

and second locked layer (corresponding to the first and second peak in the 

density profile) is 0.0002 and 0.0240 which is respectively 0.02% and 5% of 

the velocity at center line. So, the first two near-wall fluid layers are almost 

static. 
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Body force 
0.025 

0.05 

0.075 

0.10 

0.20 

0.30 

0.40 

Lower wall position 
1.51 

1.44 

1.49 

1.85 

1.80 

1.37 

1.22 

Upper wall position 
11.32 

11,24 

11.22 

11.32 

11.40 

11.40 

11.54 

Table 4.2: This table contains effective wall positions zi and Z2 at different 
body forces. 
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Figure 4.7: Velocity profile at the body force=0.1 with 24 bins for a wall-fluid 
interaction, e^f = 2.5. The dashed hnes are the wall positions (0.86,11.96). 



CHAPTER 5 

Simulation with walls at finite temperature 

5.1 Thermalization 

The body force imposed in a flow system generates thermal energy and conse­

quently the fluid temperature rises if a dissipation mechanism is not present. 

Figure 5.1 shows the fluid temperature for a body force 0.02 with static wall. 

Most molecular dynamics simulations of microscale flows use some artiflcial 

50000 le+05 1.5e+05 2e+05 

Time step 

Figure 5.1: The figure shows the fluid temperature as a function of time at 
a body force of 0.02. The present simulation is performed with static wall. 
Initially artificial thermostat is applied to the system which gives rise to the 
initial steady part of the temperature profile and after about 10000 time 
steps as the thermostat is switched off, the fluid temperature starts rising as 
seen from the above figure. 

45 
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thermostat to maintain a constant fluid temperature. In the present study 

thermalization is achieved through reaUstic interaction between fluid and 

wall. The mass of the wall atom is taken to be fifty times that of the fluid 

atoms, and they are allowed to move about their mean positions in response 

to the colUsion with a fluid atom. The wall temperature is kept fixed at 1.0 

by applying an artificial thermostat to the wall atoms. When the dissipation 

at the wall at each time step balances the generation of heat produced by the 

body force in the flow system then the fluid is in thermal equilibrium with 

the wall and a constant temperature condition results. Fig. 5.2 shows the 

temperature profile for a thermally equilibrated flow system. The dissipa­

tion rate depends on the collision rate and energy dissipated at each collision. 

Now, multiparticle colHsions occurring in the middle of the channel take part 

in the generation process whereas only fluid atoms which are near the wall 

surface take part in the dissipation process. So, for a given channel width 

beyond a threshold acceleration, the rate of generation of thermal energy 

becomes too high to be completely dissipated at the walls. In the present 

simulation runs are made for different body forces for a fixed channel height 

and the threshold acceleration is found from mean temperature-acceleration 

curve. Figure 5.3 shows average fluid temperature as a function of accelera­

tion. Two observations can be made regarding thermal equihbration in the 

present case. First, up to a body force of about 0.02 the fluid is in thermal 

equilibrium with the wall. Beyond this value of the body force thermal equi­

libration between fiuid and wall is lost and but the temperature profile shows 

a steady state distribution and the average fiuid temperature settles down 

at a higher value. Figures 5.4, 5.5 shows these steady state profiles. The 

average binwise temperature profiles across the channel are computed for the 

flow system under both isothermal and non-isothermal conditions. For the 
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le+05 1.5e+05 2e+05 

Time step 
2.5e+05 36+05 

Figure 5.2; The fluid temperature as a function of time steps in a channel of 
height of 3.78nm and at a body force of 0.02 is shown. The wall temperature 
is kept fixed at 1.0. Thermal equilibrium exists between fluid and wall and 
the mean fluid temperature settles down at 1.0. 

0.04 

Body force x 7.39 XIO^^ mis' 
0.05 0.06 

Figure 5.3: Mean fluid temperature as a function of body force is plotted. It 
is seen that there exists a threshold acceleration, which is 0.02, beyond this 
critical value thermal equilibration between wall and fluid is lost. 
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Figure 5.4: The fluid temperature as a functiun of time steps at a body force 
Of 0.05 is shown. The thermal equihbrium between wall and fluid is lost and 
the mean fluid temperature settles down at a higher value of about 1.1. 
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Figure 5.5: The fluid temperature as a function of time at a body force of 
0.07. In this case fluid temperature settles down at value about 1.2. 
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Temperature x 119.8 K Temperature x 119.8 K 

Figure 5.6: The average binwise temperature profile is shown. Each temper­
ature profile is averaged over 25000 steps. The left figure corresponds to the 
isothermal case (thermal equilibration between wall and fluid exists) and ob­
tained at a body force of 0.02. All the four temperature profiles in this case 
fluctuate about 1.0 (wall temperature). But at a higher body force (0.2) the 
temperature profile becomes a function of 2: as seen from the second figure 
which corresponds to the non-isothermal case. 

isothermal case (where the fluid is in thermal equilibrium with the wall) the 

temperature profiles fiuctuates around the equilibrium value whereas for the 

non-isothermal case the profiles become a function of z, Figure 5.6 shows 

both the cases. In the simulation described in this section, wall atoms are 

allowed to move about their mean position. To check the structural order 

of the lattice walls as simulation proceeds, translational order parameter for 

the first two atomic layers on both sides have been calculated. The variation 

of the translational order parameter with time step for the upper and lower 

wall are shown in Fig. 5.7 and Fig. 5.8 respectively. From a magnitude 

of 1.0 which represents a perfect crystal translational order parameter drops 

down to a lower value within the initial few time steps and then stabilizes 
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Figure 5.7: The variation of the translational order parameter of the upper 
wall as a function of time. The black and blue curves are respectively for the 
first and second upper atomic layer. 
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Figure 5.8: The variation of the translational order parameter as a function 
of time for the lower wall. The black and blue curves are respectively for the 
first and second lower layer. 
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Figure 5.9: Wall-fluid configuration after equilibration, each wall consists of 
four atomic layers, the first two layers (magenta) are allowed to move about 
their mean position, the outward two layers (blue) are kept static. 

at an average value during the rest of the simulation period. This average 

value of the order parameter is about 0.9705 for the first atomic wall layer 

on upper side and 0.9731 for the same on the lower side, and about 0.9844 

for the second layers on both sides. These magnitudes show that the order 

of the wall prevails up to a good extent during the course of the simulation. 

A snapshot of the whole configuration is taken at the end of the simulation, 

which is shown in Fig. 5.9. 
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10000 

Time step 

Figure 5.10: The average z position for the lower wall is shown. The dashed 
Unes show the original wall positions and the solid lines show the the wall 
positions as a function of time. 

In the present simulation, the first two wall-layers on both sides are found 

to shift in outward directions during the initial few time steps. To keep track 

of the wall positions, the average z position of each of the wall layers is plotted 

as a function of time. It is found that within about first 800 time steps, the 

walls on both sides move outward due to the normal hydrostatic pressure of 

the fluid. Then the wall position fluctuate for sometime and gradually settle 

down at a height where the downward pressure due to the presence of the 

static layers balances the fluid pressure. The amount of shift for the first 

wall layer is about 0.31 on both sides. Fig. 5.10, 5.11 shows the average z 

position as a function of time for a body force of 0.02. Navier-Stokes profile 

is fitted with the simulated profiles and the viscosity value is estimated for 

each of the body forces. The velocity profile (for a channel height of 3.78nm) 

across the channel is computed by binning the particles along the z direction 

at threshold and below threshold acceleration, which is shown in Figs. 5.12 -
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Figure 5.11: The average z position for the upper wall is shown. The dashed 
hues show the original wall positions and the solid hues show the wall posi­
tions as a function of time. 

Velocity x 1.58 x 10 m/sec 

Figure 5.12: Velocity profile at a body force of 0.02. Each data set is averaged 
over 50000 time steps. The sohd line shows a fit from the Navier-Stokes 
equation. The viscosity value estimated is 1.45 in reduced unit. 
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Figure 5.13: The figure shows the velocity profile at a body force of 0.01. 
The solid line is a fit from Navier-Stokes equation with effective wall positions 
2i = 4.0 and 22 — 12.6 and viscosity estimated is 1.52. 

0,04 0.06 0.08 

Velocity x 1.58 x 10 m/sec 

Figure 5.14: The velocity profile at a body force of 0.015. The viscosity 
estimated is 1.46. 
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5.14. 12 bins have been used and velocity profile is calculated over different 

blocks of 50000 time steps each after equilibration. 

5.2 Calculation of viscosity by nonequilibrium 

molecular dynamics methods 

Viscosity is independently calculated for the same state point by the method 

of nonequilibrium molecular d5Tiamics. The principle is as follows. The linear 

response theory relates the flux J (of e.g., matter, energy, momentum) to a 

thermodynamic driving force or field E by the following relation. 

J = -KE (5.1) 

where K is the respective transport coefficient. Now if E is the shear field 

and J is the momentum flux, the transport coefficient connecting them is 

shear viscosity. The shear field is the gradient of one component of the fluid 

velocity, say in the x direction, with respect to another direction, say the 

z direction i.e, dv^/dz. The momentum flux jz{Px) is the x component of 

the momentum Px transported in z direction per unit time per unit area. 

Following linear response theory the relation between momentum flux and 

gradient is given by, 

jz = -ridv^/dz. (5.2) 

where rj is the shear viscosity. To calculate viscosity, usually a perturbation 

is applied in the system, the generated flux is measured and from the ratio 

of the two viscosity is estimated. In the present calculation a reverse proce­

dure is employed. Here in an equifibrated liquid system an artiflcial flux is 
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i«<PJ 

Figure 5.15: Geometry of the simulation box. A gradient in Vx is set up in 
the z direction by shearing the liquid. As a result, x momentum flows in the 
z direction, giving rise to a momentum flux j ^ through the xy plane of area 
A. 

imposed along the z direction, which causes a velocity gradient along the z 

direction and this velocity gradient is measured. Details of the simulation 

are given below. A rectangular simulation box is taken where the height in 

the z direction is three times that of the width with periodic boundary con­

ditions along all the three directions as shown in the Fig. 5.15 This system 

is divided into 20 bins along the z direction as in Fig. 5.15 The momentum 

flux is imposed in an unphysical way. In the upper half of the box, the fastest 

moving atom in the negative x direction in the slab z — 1^/2 is found, sim­

ilarly the fastest moving atom in the positive x direction in the slab z = 0 

is determined. The momenta of these two atoms are then interchanged. If 

both atoms have the same mass this unphysical momentum swap conserves 

both momentum and energy. If the amount of total momentum transfer is 
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Figure 5.16: Schematic view of the periodic simulation box. 

Apx then the momentum flux is given by 

ip, = Apj2LH., (5.3) 

where L is the boxlength in a; (or y ) direction and t is the total simulation 

time. This momenta swapping between two bins is carried out periodically at 

a certain interval of time. Simulations are done for 1500 particles, for 150000 

iteration steps, each time step taken as 0.005 and the viscosity is computed 

for a set of time periods of momentum exchange. Temperature of the fluid 

is kept fixed at 1.0 whereas density is taken as 0.8. The velocity gradient 

obtained is shown in Fig. 5.17. 

5.3 Estimation of corrugated space and 

correct density 

During the course of the simulation the wall layers are moving outward which 

changes the initial volume of the system. Consequently, the density of the 
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Velocity X 1.58 xlO mis 

Figure 5.17: This figure shows the velocity profile across the simulation box. 

Fluid atam 

TaBgantial plane 

Figure 5.18: Geometrical construction, which shows the location of a near 
wall fluid atom with respect to the wall atoms. 

system changes. There is a need to calculate the correct density of the 

system which requires a correct estimation of the volume of the initial system. 

Along with the change in volume due to the shift of the wall layers, the 

amount of corrugated space (due to the presence of the projected wall atom 

hemispheres over the surface) is also estimated to obtain the actual volume 

of the simulation box. The lower (or upper) wall position along z direction 

is taken as the z position of the tangential plane touching the projected 

hemispherical part of the wall atoms, as shown in Fig. 5.3. From the density 
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. - Tangential plana 

profile across tlie cliannel tlie first peak is found to form at a distance 0.77 

away from the wall atom centers. Actually the near wall fluid atoms are 

sitting at the local minima of the corrugated potential surface and fluid 

atom centers are dipping down by a distance of 0.23 towards the wall as seen 

in the above figure. This distance is taken as penetration length through 

the above tangential plane and the excess available space for the fluid atoms 

is estimated by calculating the volume of the portion of the fluid atoms 

penetrating through this plane. This volume is in a form of a spherical 

cap of height 0.23 and radius same as a fluid atom (0.5). This volume is 

calculated and it comes out to be 17.92 which is 0.9% of the total volume. 

The density of the system is calculated following the above estimation and 

initial density found to be 0.8015 and considering the shift of the walls and 

the contribution of corrugated space the final density comes out to be 0.7575. 

The least distance between the wall and fluid atom center is 1.0 when one sits 

at the top of the other. According to the geometrical construction, shown in 

Fig. 5.3, of overlapping spheres the minimum distance(a)between wall fluid 

atom centers is calculated and also the excess corrugated space available 

for the fluid atom centers is estimated by monte carlo simulations. The least 

distance ab between wall and fluid atomic centers comes out to be 0.79 which 

is very close to the value obtained from simulation 0.77 (distance of the first 

peak from the wall). The volume of the corrugated space is 25.4087 which 
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is 1.26% of the total volume. The above analysis shows that the amount of 

corrugated space occupies a negligible fraction of the total volume, so does 

not affect the density of the system by an appreciable amount. 

5.4 Comparison of viscosity 

Shear viscosity of bulk fluid for the state point p — 0.7575 and temperature 

T = 1.0 is computed from the NEMD simulations and compared with the 

viscosity estimated from the Stokes fit of the present simulated velocity pro­

files. The viscosity values are also computed for the state point p = 0.8 and 

T — 1.2 which corresponds to the static wall case. Viscosity values for both 

the cases (static wall and wall at finite temperature) are in good agreement 

with the values obtained from NEMD simulations. Both the viscosity values 

are shown in the following tables. 
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Time 
Period 

40 

50 

60 

70 

80 

90 

100 

Viscosity 

1.4926 

1.4667 

1.4490 

1.5004 

1.5142 

1.4640 

1.5159 

Table 5.1: Viscosity data at a state point p = 0.7575 and T = 1.0, from 
NEMD simulations at different time periods of momentum swapping. 

Body force 

0.01 

0.015 

0.02 

Viscosity 

1.52 

1.44 

1.45 

Table 5.2: Viscosity values at the state point p = 0.7575 and T = 1.0 from the 
Navier-Stoke's fit at different body forces at threshold and below threshold. 
Wall temperature is kept fixed at a value of 1.0. 
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Time 
Period 

40 

50 

60 

80 

90 

100 

Viscosity 

1.8712 

1.918 

1.8377 

1.8006 

1.994 

1.987 

Table 5.3: Viscosity values for the state point p = 0.8, T = 1.2, with static 
walls from NEMD simulations. Viscosity values are calculated for different 
time periods given in the left column. 

Body force 

0.025 

0.05 

0.075 

0.1 

0.2 

0.4 

Viscosity 

1.78 

2.3 

1.99 

1.98 

1.85 

1.82 

Table 5.4: Viscosity values at different body forces with static wall on both 
sides. The state point is p = 0.8 and T = 1.2. 



CHAPTER 6 

Conclusion 

In the present study, the density variation of a liquid and its flow in response 

to an externally applied force in a nano-sized channel has been studied by 

molecular dynamics simulations. 

It is found that as a result of confinement the fluid density is no more 

uniform but displays modulations along the direction of confinement. The 

simulated density profiles across the channel show two distinct peaks near 

each wall, which indicate layering of the fluid atoms near the wall. The 

profiles are qualitatively the same for smooth as well as atomic wall, but 

the number density in the first peak is higher for the smooth wall. This is 

expected since the near-wall potential surface for the smooth wall is contin­

uous whereas for the atomic wall it is corrugated with local minima, causing 

a lower number density. The density profile for the atomic wall agree well 

with Kophk Sz Banavar (1988). With the higher wall-fluid interaction the 

magnitude of near-wall peak increases and it becomes more localized. 

Poiseuille flow is simulated in the system by imposing a constant body 

force on the fluid atoms along x direction. Thermostatting has been done 

in two ways, by (i) the use of an artificial thermostat with static walls (ii) 

allowing reahstic wall-fluid interaction with walls at a fixed finite tempera­

ture. No appreciable difference in the flow properties has been observed in 

the two cases. In the second case, there is an upper cut off of the body force 

up to which the generation of heat due to the external body force is com-
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pletely dissipated at the walls and thermal equiUbration between wall and 

fluid is obtained. Beyond this value of body force thermal equilibration be­

tween wall and fluid is lost, but the mean fluid temperature reaches a steady 

state settling down at a higher value than the wall temperature. Khare et al. 

(1997) did a similar study with a shear driven flow, where the conflning walls 

are kept at a constant temperature. They have observed significant viscous 

heating beyond a certain shear rate as well as the existence of non-isothermal 

steady temperature profiles. In the present study the binwise temperature 

profile for the non-isothermal case is found to be a function of z, it is higher 

in the center of the channel and gradually decreases from the center to the 

wall. 

Velocity profiles are simulated for the two wall-fluid interaction strengths 

e^f = 1.0 and e^y = 2.5. It has been observed that the fluid layers imme­

diately next to the walls get locked to the wall for both the cases and the 

average velocity is almost zero in these layers. In the rest of the channel a 

parabohc velocity proflle is observed. 

The Navier Stokes profile is fitted with the simulated velocity profiles and 

the value of the viscosity is calculated from the fitting parameters. Effective 

wall positions where the average velocity vanishes are obtained from such fits, 

and recorded as a function of the body forces. No systematic dependence of 

the effective wall positions on the body forces has been found. The viscosity 

values, for the static wall and the wall at finite temperature, estimated from 

the simulated velocity profiles match well with the shear viscosity value of 

bulk fluid calculated independently from nonequilibrium molecular dynamics 

simulation. The above agreement in viscosity values shows consistency with 

the Navier-Stokes equation. 

Recently, Landman et.al studied the formation and break up of a nanojet 
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through molecular dynamics simulations for a range of exit orifice diameter 

between 2-6 nm. Their simulations show deviation from the Navier Stokes 

equation. The presence of the walls could have an effect in the present case. 

It can be inferred that more extensive study is required for the complete 

understanding of the flow behavior at molecular dimensions. 



APPENDIX I 

Reduced Unit System 

The reduced unit system used in the present study and the units of all rel­

evant physical variables in terms of M.K.S units (evaluated in terms of L-J 

parameters of Argon) are given in the following tables. 

Basic Units 

Length 

Energy 

Mass 

Symbol 

u 

e 

m 

Argon parameters 

3.405 X 10-i°meter 

167 X 10-23 joules 

6.626 X 10-26 kg 

Variables 

Density 

Temperature 

Viscosity 

Pressure 

Time 

Force 

Velocity 

Acceleration 

Reduced units 

p*=p(T^ 

T*=kBT/e 

H*—fj.aT/m 

P*^Pu^le 

\m 1 

r=/f 
j_l/2 
m 

a/r 

In M.K.S Units 

1680 kg/m^ 

119.8K 

9.076 X 10-^ poise 

41.9 Mpa 

2.14 X 10-12 

4.9 X 10-1^ 

1.59 X 102 m/sec 

7.39 X lO^^m/sec^ 
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