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Preface

The thesis presents the results of investigations on supercritical carbon dioxide (scCO2)

and its binary mixture with solutes under varied conditions of density and tempera-

ture. Classical molecular dynamics (MD) as well as density functional theory based

Car-Parrinello molecular dynamics (CPMD) simulations were employed to characterize

the microscopic structure, electronic properties, and the dynamics of these systems.

The importance and characteristic features of environmentally benign solvents in gen-

eral, and of scCO2 in particular are introduced in Chapter 1. This chapter reviews knowl-

edge of scCO2 and also provides a brief summary of the simulation methods and analyses

employed in subsequent chapters.

Comparative studies between CPMD and MD simulations performed on pristine scCO2

under constant temperature and volume conditions are described in Chapter 2. In search

of the specific characteristics of scCO2 that makes it attractive for the solvation of a wide

range of solutes, investigations on the near neighbour solvent structure and its dynamics

are studied. Three dimensional spatial density maps of oxygen atoms around a central

CO2 shows them to preferably occupy positions in the equatorial plane around the cen-

tral molecule. Data on the dynamics of CO2 such as mean squared displacement and

reorientational time correlation functions are reported. The CPMD calculations show the

possibility of CO2 molecules exhibiting instantaneous geometries that deviate more from

linearity than what is expected from simple harmonic vibrational considerations. The

chapter also provides probability distributions of molecular induced dipole and quadrupole

moments in the supercritical state.

Chapter 3 describes CPMD calculations to probe the effect of system density on the

microscopic properties of neat scCO2 along an isotherm. Intermolecular positional and

orientational ordering are found to be enhanced with increase in density. Comparisons

have been drawn between the intermolecular arrangement at the highest density in the

supercritical state and that in the crystal. The effect of density was also observed in the

distributions of intramolecular angle of CO2, and in the development of a cage rattling

vibrational mode in the far infra red region.
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Chapter 4 presents a study on the solute-solvent interactions in a system containing one

perdeuterated ethanol molecule solvated in scCO2 using classical and CPMD simulations.

The formation of a electron donor-acceptor (EDA) complex as well as a hydrogen bonded

one have been observed. Apart from simulations of the bulk system, CPMD simulations

have also been carried out for ethanol-CO2 clusters in order to compare the extent of

these two types of interactions in bulk and gas phases. The calculated vibrational density

of states of the bulk system has been compared with experimental data, and the reasons

for the splitting in the bending mode of CO2 are discussed.

Chapter 5 provides the outcome of investigations on the structural, electronic, and

dynamical properties of a solution containing a solitary heavy water soaked in scCO2 over

a wide range of solvent densities using CPMD simulations. The formation of a hydrogen

bond between D2O and CO2 is found to be significant at higher densities, while an electron

donor-acceptor complex is stable at all densities. Through a Wannier centre analysis, the

effective dipole moment of D2O was found to increase with increasing density. Spectral

shifts in the vibrational density of states of D2O as a function of density are observed.

These shifts are consistent with the change in the behaviour of D2O from a ‘free molecule’

to one that interacts well with carbon dioxide.
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Nomenclature

• BOMD : Born-Oppenheimer molecular dynamics

• CPMD : Car-Parrinello molecular Dynamics

• CFC : Chlorofluorocarbon

• η : Viscosity

• EDA : Electron donor acceptor

• EPM2 : Elementary physical model

• 4G : Change in Gibbs free energy

• GGA : Generalized gradient approximation

• h : Planck’s constant

• H : Hamiltonian

• HOMO : Highest occupied molecular orbital

• HFT : Hellmann-Feynman theorem

• kB : Boltzmann constant

• KS : Kohn-Sham

• LUMO : Lowest unoccupied molecular orbital

• LDA : Local density approximation

• MD : Molecular Dynamics

• MI : Mass of Ith ion
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• MC : Monte Carlo

• MPI : Message Passing Interface

• MSD : Mean square displacement

• NSC : Non-self-consistent

• NMR : Nuclear Magnetic Resonance

• NVT : Isothermal simulations

• ψi : ith Kohn-Sham orbital

• P : Pressure

• PC : Critical pressure

• ρC : Critical density

• ri : Position vector of ith grid in charge cloud

• RI : Position vector of Ith ion

• R : Universal gas constant

• RDF : Radial distribution function

• RTIL : Room temperature ionic liquid

• scCO2 : Supercritical carbon dioxide

• SCF : Supercritical fluid

• T : Temperature

• TC : Critical temperature

• Te : Electronic kinetic energy

• TCF : Time Correlation Function

• V : Volume

• VDOS : Vibrational density of states

• XC : Exchange-Correlation
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Chapter 1

Introduction

1.1 Solvation

A solution is the homogeneous mixture of two or more components dispersed at molecular

length scales. Solvent is the component of a solution that is present in the greatest amount

and can dissolve solid, liquid, or gaseous solutes depending on its chemical properties. In

particular, solvation is the association of solvent molecules around an ion or a solute.

Some common examples of the application of solvents in our daily life are in food (water),

dry cleaning (e.g. tetrachloroethylene), as paint thinners (e.g. toluene, turpentine), glue

solvents (e.g. acetone, methyl acetate, ethyl acetate), spot removers (e.g. hexane, petrol

ether), detergent (citrus terpenes), perfume (ethanol), and so on. Solvents are generally

classified as polar and non-polar, depending on the magnitude of molecular dipole mo-

ment. Polar solvents can solvate ions or polar compounds mainly through electrostatic

interactions.

Highly polar solutes, for example inorganic salts and sugar (e.g. sucrose), can be

dissolved in polar solvent like water whereas non-polar compounds such as oil and wax

can be dissolved in a non-polar solvent like hexane. Solute-solvent interactions include

hydrogen bonded, electron donor-acceptor, electrostatic, and van der Waals interactions.

A schematic description of the near neighbour solvent reorganization around a solute is

1



2 Chapter 1.

illustrated in Figure 1.1. Shown here, is the first solvation shell of solvent molecules

(water) when a positively charged aluminum ion (solute) is dissolved in water.

Figure 1.1: Arrangement of water molecules around aluminum ion (blue
sphere) in an aqueous medium. Adapted from Dr. A. Kohlmeyer’s homepage
(http://www.theochem.ruhr-uni-bochum.de/∼axel.kohlmeyer/cpmd-
vmd/index.html).

The change in Gibbs free energy (4Gmixing) upon mixing two or more components

compared to the total free energy when they are separated, is a governing parameter

for solubility. Eqn. 1.1 relates this energy change with the chemical potentials of the

components [1],

4Gmixing = G−G
′

=

r∑

i=1

ni(µi − µ
′

i) (1.1)

where, ni is the number of moles of component i; G
′

and µ
′

refer to free energy and

chemical potential for pure substance, respectively. The solvation becomes spontaneous

when Gibbs free energy is reduced in the mixture, i.e. 4Gmixing is negative.

When a solute is added to a solvent, the sudden change in the solute charge distribution

influences the neighbouring solvent molecules to reorient in such a way that the whole

system comes back to equilibrium. This reshuffling of the molecular arrangement and

distortion in the solute charge cloud affects the time dependent response of the solvent

molecules. A number of theoretical models [2–7] have been developed which can describe
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this solvent response in terms of solute-solvent interactions. Some of the models consider

the solvent as a linear responding field [8, 9], a Gaussian field, where the field maxima

originates from the region of space that is occupied by the solute. On the other hand, as

the molecular relaxation time depends on the macroscopic viscosity of the fluid, dielectric

relaxation involves a collective process rather than the rotation of a single molecule [10,11].

The solute molecule which is trapped in a partially structured environment may lose its

orientation either by rotation of the whole region or by the rotation of individual molecules.

Dielectric relaxation is also found to be guided by the size of both solute (radius,

aM), solvent (radius, aS), and the radius of the structured region (aR) surrounding the

solute molecule. In general, the dielectric relaxation time (τ) of the solute is a non-linear

function of solvent viscosity (η) [12] (as shown in Figure 1.2) and can be written as,

τ =
4πa3

MηM

kT

η

η + η′
(1.2)

with η
′

= ηM(aM/aR)3, and ηM = ηO(aM/6aS). Note that, when the size of solvent

molecule is much smaller than the solute, aS � aM, then τ = 4πa3
Mη/kT . Thus, relaxation

time is linearly dependent on the solvent viscosity, i.e. Debye behaviour is obeyed. For the

reverse situation when aM � aS, τ tends to zero which means that there is no frictional

force to the solute and its rotational relaxation rate is inertially controlled. From the

above analysis it is evident that the size and shape of solvent as well as solute molecules

control the relaxation of a solute in a particular solvent.

Let us consider a situation where the solute and solvent are in equilibrium. An instan-

taneous excitation of the solute from ground electronic state to the excited state will force

the surrounding solvent molecules to relax to a new equilibrium with the excited state

of solute molecule. Ultrafast spectroscopic experiments [13–15] can probe this solvent



4 Chapter 1.

Figure 1.2: Plot for dielectric relaxation time (τ) against viscosity for the ni-
trobenzene solutions. The solid line is derived from the eqn. 1.2. Adapted
from Ref [12].

relaxation which measures the relaxation correlation function, S(t),

S(t) =
ω(t) − ω(∞)

ω(0) − ω(∞)
(1.3)

}ω(t) = }ω(0) + 4E(t) (1.4)

where, ω(t) represents the time dependent fluorescence frequency and 4E(t) is the change

in solvation energy caused by the change in charge distribution between ground state and

excited electronic state due to insertion of solute molecule. 4E(t) =
∫

drP(r, t)·4D(r, t)

relates the extent of solute-solvent interactions in the induced polarization (P(r,t)) of

solvent and the change in electric field (4 D(r,t)) due to change in charge distribution

in solute.

Apart from the relaxation correlation functions, spectroscopic measurements efficiently
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Figure 1.3: Simulated power spectra of azide ion in anti-symmetric stretching
region in two environments, D2O (solid line) and carbonic anhydrase (dashed
line). Adapted from Ref [16].

probe the environmental effect on the fundamental vibrational modes of a particular

molecule. In some molecules, the formation of a hydrogen bonded complex influences blue

shift in the bending mode of a molecule with respect to that in the monomeric phase. This

phenomenon has been observed in the case of water which is reported to be due to the

relative weakening of intramolecular covalent bond upon formation of hydrogen bond [17].

With the advent of computer simulation techniques, the experimental observables can be

calculated by molecular dynamics (MD) or Monte Carlo (MC) methods. Figure 1.3 shows

the simulated vibrational density of states of azide ion in two different solvents, water and

carbonic anhydrase [16]. The electronic structure of azide ion in gas phase is the mixture

of three resonance structures and it falls into D∞h symmetry group. This resonance

structure gets perturbed due to formation of hydrogen bond with the solvent (H2O or

D2O) in aqueous medium which causes a blue shift in the anti-symmetric stretching mode

of water. The simulated results compare well with experiment where the anti-symmetric

stretching modes appear at 1987 cm−1 in gas phase and 2049 cm−1 in aqueous medium [18].

A reverse spectral shift is observed due to the formation and dielectric enrichment of

the solvation shell around solute molecules instead of hydrogen-bonded interactions. In
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Figure 1.4: Effect of electron-donor acceptor interaction on the dipole moment
vector (m) of a polar solute in binary solvent mixture. Gray region represents
first solvation shell formed by more polar solvent molecules with the radius ‘b’
around the cavity (black region) of radius ‘a’ which contains solute molecule.
Adapted from Ref [20].

the case of binary mixtures of solvents those strongly differ in their dielectric constants,

the more polar solvent molecules replace the less polar solvent around a polar solute

(Figure 1.4). The solute-solvent electron-donor acceptor interaction results in the shift of

solute vibrational frequency towards lower frequency (red-shift) compared to its pristine

state [19, 20].

Thus, the above mentioned experimental and theoretical techniques are useful in un-

derstanding solvation.

1.2 Role of solvent in environmental pollution

Chemical industries are the most responsible for environmental pollution for their smoking

chimneys, drainage of the hazardous wastes in rivers, and the risk of fire or explosion.

Water is the ‘universal’ solvent that is commonly used in industries. The aqueous affluent

from industries are drained into river or local stream without being treated which in

turn causes water pollution. In addition, the fibrous materials like poly(amides), cotton

and polyesters absorb a huge amount of water restricting the recycling of the solvent.
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Generally, the extraction of dissolved solutes from water becomes difficult due to its high

boiling point and also this is expensive.

Removal and extraction of solvent from the products is relatively easier for volatile

solvents though evaporation leads to the environmental pollution. Organic solvents are

used in paints, varnishes, lacquers, industrial cleaners, printing inks, etc. The alarming

disadvantage of the use of organic solvents is that they contaminate our air, soil, and

water as most of these solvents are toxic and flammable. For the purpose of dry cleaning,

a compound namely perchloroethylene is used which can damage the nervous system,

liver and kidneys. Some organic solvents that are used for coatings and cleaners are

toxic [21–24] and air pollutants, with very low vapour pressure. For example, methylene

chloride is used for the extraction of caffeine from coffee beans and also in the production

of photographic film. This is a hazardous substance [25] which may cause even skin

cancer. The alternative solvent which is more promising for caffeine extraction [26–29],

retaining the flavour of coffee intact, is supercritical CO2 which is a ‘green solvent’.

In recent years hydrochlorofluorocarbons (HCFCs) are employed as alternatives to

CFCs (Chlorofluorocarbon) because chlorofluorocarbons are toxic, carcinogenic, and im-

plicated in the depletion of the earth’s ozone layer [30]. These substances possess proper-

ties similar to CFCs, e.g. high density, high dielectric strength, thermal stability, chemical

stability, and non flammability. Although HCFCs are less hazardous than CFCs, they are

expensive which restricts the use of these solvents in large scale industrial applications as

industries also demand ‘practical benefits and economic viability’. Thus, a more effective

solvent is needed to fetch success in this area.

1.3 Green solvents

The growing need for more environmentally benign chemical processing has focused at-

tention on the search for ‘green’ or ‘sustainable’ solvents [31–35]. An useful measure of a

‘green’ solvent would be the efficiency with which it can replace toxic/hazardous organic



8 Chapter 1.

solvents, its ability to process industrial wastes before rejecting to environment, extrac-

tion of useful chemicals, and, last but not the least, the capacity to recycle the solvent.

Currently, two classes of ‘green’ solvents [36–38] are known: (1) Supercritical CO2 and

(2) Room temperature ionic liquids (RTIL). Ionic liquids, combining organic cations and

inorganic anions, are molten salts at or near room temperature. This class of solvents

are useful in biphasic catalysis [39, 40], liquid/liquid extraction [41, 42], fuel and solar

cells [43–45], and so on. The physical properties of ionic liquids such as density, melting

point, viscosity, and hydrophobicity can be adjusted by the variation of cations and anions

that lead to dissolve a solute depending upon the concentration of ions.

Substance Tc (K) Pc (bar) ρc (g/cc)

Ar 150.9 48.98 0.536

CH4 190.5 46.04 0.162

Kr 209.4 55.0 0.919

C2H4 282.3 50.41 0.214

Xe 289.7 58.4 1.11

C2F6 293.0 30.6 0.622

CO2 304.1 73.7 0.468

N2O 309.6 72.5 0.452

H2O 647.1 220.6 0.322

Table 1.1: Critical parameters for some substances. Adapted from [52]

Another class of ‘green solvents’ is ‘supercritical CO2’. Supercritical CO2 is currently

being realized as environmentally friendly, non-toxic, abundant, and tunable solvent in a

variety of purposes [46,47] starting from polymer processing and production [48], cleaning
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protocols in microelectronics [49], extraction [27] of different solutes, chemical and mate-

rials processing [50], catalysis [51] to nanotechnology. Beyond a certain temperature (Tc)

and pressure (Pc), a substance can exist in a supercritical state that possesses properties

of both a liquid and a gas. This is the state in which the density of the substance is

higher than that of the gas with enhanced diffusivity and reduced viscosity than liquid.

The liquid and gas first order transition line ends at a ‘critical’ point and the state be-

yond critical point is ‘supercritical state’. For some substances, the potential to dissolve

the solutes increase in supercritical state than in liquid state. Critical parameters for

few substances which are useful as supercritical fluids are listed in Table 1.1. In order to

understand the properties of supercritical fluids and also to enhance the solvation capabil-

ities for a wide range of solutes, molecular level studies are necessary. Various techniques

have been employed to investigate the molecular structure and dynamics of these fluids by

experiments [52] as well as by computer simulations. Let us now discuss the microscopic

description of a fluid beyond critical point.

1.4 Supercritical Fluids (ScCO2)

Attractive forces between two molecules in a low density system can cause the association

of molecules when their relative velocity is low. This association of molecules is known as

condensation which can be enhanced at high densities. However, density is not the only

variable that drives condensation. At high temperatures the relative velocities between

molecules are also high, and condensation can not occur in such a situation, irrespective

of the density of the system. Thus, for every system there lies a particular temperature

and pressure above which system can not be condensed. This temperature and pressure

are known as ‘critical temperature (TC)’ and ‘critical pressure (PC)’ respectively. The

existence of critical temperature was first demonstrated by Baron Charles Cagniard de la

Tour in 1822. He heated a liquid in a closed container and observed that the vapour-liquid

interface vanishes after a particular temperature was reached (as shown schematically in
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Figure 1.5: Conceptually simplistic representation of the gradual transforma-
tion from liquid to supercritical state of a substance in a confined vessel with
increasing temperature. The liquid-gas interface is shown by white line. Phase
(A) symbolizes pure liquid and upon heating, the molecules (gray circles) from
liquid diffuses to the vapour (B, C) giving rise to ‘supercritical’ phase in (D).

Figure 1.5), i.e. boiling of a liquid does not occur in a closed vessel. Figure 1.6 shows

the schematic representation of the phase diagram of a substance. pressure increases

the density of vapour. Under certain pressure and at a fixed temperature, the interface

between the two phases vanishes. This is the ‘supercritical state’ of a system. The

disappearance of meniscus is known as ‘opalescence’. Along the liquid-vapour coexistence

Liquid Supercritical state Gas
Density (g/cc) 1 0.05 - 1 10−3

Viscosity (Pa.s) 10−3 10−4 to 10−5 10−5

Diffusion coefficients (cm2/s) 10−5 10−3 10−1

Surface tension (mN/m) 20 - 50 0 0

Table 1.2: Comparison between physical properties of a substance at gas, liquid, and
supercritical state. Adapted from ref. [53]

curve, the pressure of the system increases when temperature increases. The thermal

expansion of the liquid decreases its density and the resulting higher pressure increases

the density of vapour. Under certain pressure and at a fixed temperature, the interface
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Figure 1.6: Schematic phase diagram of a substance showing triple point, critical
point and supercritical phase (shaded region).

between the two phases vanishes. This is the ‘supercritical state’ of a system. The

disappearance of meniscus is known as ‘opalescence’. The shaded region in the phase

diagram (Figure 1.6) is the ‘supercritical region’. Supercritical fluids exhibit important

D
en

si
ty

 (
kg

/m
 )3

1000

500

0

50 100 150 200 250

Pressure (bar)Pc

330 K

310 K

320 K

Figure 1.7: Density vs pressure curves for scCO2 along three isotherms.
Adapted from Ref. [54].
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properties like compressibility, diffusivity, homogeneity, and a continuous change from gas-

like to liquid-like properties. The comparison of different physical properties of a substance

in gas, liquid, and supercritical state is given in the Table 1.2. Note that the density of the

substance in supercritical state is much higher than that in gas and can even be doubled

by a moderate increase in system pressure. Tunability of the properties of these fluids with

temperature and pressure is one of the most attractive features for solvation. Figure 1.7

shows this behaviour of carbon dioxide in supercritical state along three isotherms. On the

other hand, intermolecular radial distribution function (RDF) sheds light on the change

in molecular arrangement due to varying thermodynamic quantities of the system. The

progressive evolution of RDFs obtained from X-ray scattering experiments for CO2 while

going from liquid to supercritical state is shown in Figure 1.8. Oscillation of the RDF for

liquid CO2 around the zero line implies a pseudocrystalline structure in the local region

around a central molecule whereas, the same shows long-range correlation in supercritical

state.

1.5 Supercritical CO2

In its electronic ground state, carbon dioxide is a linear molecule with D∞h symmetry.

In atmosphere, CO2 is present in a small quantity (0.033%) and plays a vital role in the

earth’s environment as a necessary ingredient for life cycle. At normal temperature and

pressure, this compound is a gas and its phase diagram is shown in Figure 1.9. Beyond

the critical point at Tc = 31.1oC, Pc = 73 bar, and a critical density ρc of 0.467 g/cc, in

the supercritical phase this compound gains some interesting properties which makes it

useful as a solvent for various purposes. One of the applications of supercritical CO2 is

in nanomaterial synthesis [53, 55–58] where the size of the nanocrystals can be changed

by regulating solvent density which in turn tunes the steric repulsion between particle

cores. ScCO2 is also used in asymmetric catalytic hydrogenation reactions [59,60] for the

manufacture of trimethyl cyclohexanone [61]. Relative to conventional solvents, higher
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Figure 1.8: (i) Radial distribution functions of the form 4πr2(g(r) - 1) of liquid
and supercritical CO2 obtained from X-ray scattering experiments. (ii) Phase
diagram of CO2 where the line of maximum fluctuation is shown by the gray
dashed lines on the P-ρ diagram. These lines start from the critical points
(CP) and extends upwards. The fluctuation contours are shown in dotted
lines. The index of the plots A-E in (i) are state points indicated in the phase
diagram of CO2 in (ii) along a isotherm at 308K. Adapted from Ref. [62].
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Figure 1.9: Phase diagram of CO2. Adapted from Ref [63]

enantioselectivities can be achieved in scCO2 due to the miscibility of this solvent with

hydrogen which results in high diffusion rates providing enhanced reaction rates. Another

important utility of this solvent lies in the area of bioconversion [64–68] as some enzymes

are more stable in scCO2 than in water. It has been shown that enantioselectivity in

scCO2 can be tuned by adjusting the temperature and pressure [69].

In comparison to the liquid medium, scCO2 is much more compressible with large

free volumes which enables the attractive forces in the solvent to push the solutes in

energetically minimized positions. As a consequence, the local environment around a

solute molecule in scCO2 comes to be distinct in density and composition than that of bulk.

This enhanced solvent density around the solute reduces the solute-solute interactions

giving rise to the ‘cage effect’ [70, 71]. Some liquid phase reactions can be explained by

this effect.

Analytically, the solvatochromic effect can be interpreted by dielectric continuum

model. In some systems, where site specific solute-solvent interactions play crucial role,

this model is not sufficient enough to capture the microscopic details of the solvation

process. Although CO2 is a nondipolar compound due to its molecular symmetry (D∞h),

the partial charges on the individual atoms result in non-zero bond dipole moments which



1.5 Supercritical CO2 15

produce a significant quadrupole moment, making scCO2 a ‘quadrupolar’ solvent [72,73].

Raveendran and Wallen have demonstrated [74,75] that CO2 can be considered as a charge

separated polar molecule to its near neighbours while the resultant dipole moment is zero

for distant molecules. This can be well understood from an analysis of its electronic po-

larizability (α), which is a measure of the ‘softness’ of the charge cloud around a molecule.

Typical polarizabilities of different molecules are given in Table 1.3.

Molecule α (Å3) α‖ − α⊥ (Å3)

H2 0.819 0.314
D2 0.809 0.299
N2 1.77 0.70
CO 1.98 0.53
O2 1.60 1.10
HCl 2.60 0.311
CO2 2.63 2.10
NH3 2.22 0.288

Cyclopropane 5.64 -0.81
Benzene 10.4 -5.6
CH3Cl 4.53 1.55
CHCl3 8.50 -2.68

Table 1.3: Polarizabilities and anisotropies of polarizabilities of neutral
molecules in their ground states [1, 76].

The polarizability of neutral CO2 (2.63 Å3) in its ground state is much higher than

that of CO (1.98 Å3) and is comparable with that of HCl (2.6 Å3). The overall higher

anisotropy in polarizability of CO2 with respect to CO and HCl indicates the possibility

of distortion in its geometry due to solvent-solvent and solute-solvent interactions. The

absence of a permanent dipole moment in CO2 makes it Raman inactive in the isolated

state despite the strong Fermi-coupled ν1 (symmetric stretching), 2ν2 (first overtone of

bending mode) doublet. Interestingly, this doublet can be observed in pressurized CO2 [77]

due to collision induced absorption (CIA). Based on the CIA spectra of CO2, Vigasin et

al. [78–80] have demonstrated that the thermally averaged rotational constants in CO2
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dimer are different from the ground state. In other words, a thorough study of CIA

spectra can provide insights into molecular interactions.

There have been a large number of experimental [81–83] studies on the viscosity (η) of

CO2 along different isotherms and isobars. Figure 1.10 shows that the viscosity increases

rapidly near critical point (Tc = 31.1oC) whereas beyond the critical point it decreases

with increase in temperature at a constant pressure. In contrast, the same has T1/2

dependency in low density gas phase. Although the density of scCO2 is much lower than

that in liquid, some solid solutes [84–86] can be dissolved in scCO2.

Figure 1.10: Dependence of viscosity with (a) pressure and (b) density of carbon
dioxide along different isotherms. Adapted from ref. [83]

The dynamics of a molecule is characterized by the kinematic viscosity (η/ρ) which

is the ratio of viscosity to the density of the fluid. As fluid density in supercritical state

is two orders of magnitude higher than that of gas, the kinematic viscosity of the fluid

is much lesser than the gas phase. Thus, in supercritical region the fluid attains higher

diffusivity than in liquid. This specific property can be attributed to accelerate the mass

transfer reactions under supercritical region. Supercritical CO2 acquires higher thermal

conductivity than in gas phase which results in easier heat removal in highly exothermic

reactions where temperature control is imperative for selectivity and product stability [60].
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1.6 Binary mixtures

The major disadvantage of supercritical CO2 as a solvent is its lesser potential to dissolve

polar compounds including water [87]. One way to address this issue is through the use

Substance Tc (K) Pc (bar) Characteristics

Methanol 513 81 Increases the polarity

Ethanol 514 61 ”

2-Butanol 536 42 Chirality

Acetone 508 47 Increases the polarity [88]

Acetonitril 546 48 Totemerism [89]

Acetic acid 593 58 Extraction [90]

Chloroform 536 54 Totemerism [hydrogen bond] [89]

Table 1.4: List of modifiers that are used in supercritical carbon dioxide [91]

of binary mixtures of supercritical CO2 (component 1) with polar co-solvents (component

2). Depending on the molar mass and critical temperature of component 2, the binary

mixtures are classified into two types : when both the properties of component 2 are

(i) slightly higher than the component 1, and (ii) much higher than the component 1.

The first type of mixture is used as reagent and also to enhance the solvation properties

of supercritical fluid. Thus, the co-solvents in this category are known as ‘modifiers’.

Whereas, the second type of mixtures are applicable mostly for dissolving solutes of

high molar mass in the process of extraction, separation, and chemical reactions. The

substances that are used as modifiers are listed in Table 1.4. The asymmetry in the

physical properties of the solvent and co-solvent, such as size, shape, interaction strength,

and polarity gives rise to interesting characteristics of the supercritical binary mixtures.

These compressible fluids are very sensitive to the change in composition and it has been
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shown that above the critical point of the mixture, the solubility of a solute increases with

pressure along an isotherm and it decreases with temperature along an isobar [92].

Typical co-solvents are alcohols, acetone, water, small chain fluorocarbons, and so

on. For example, the chemically homogeneous anionic phosphate fluorosurfactants enable

the uptake of water in CO2, forming Water/CO2 microemulsions [93–95]. Polar solutes

with very less solubility in pure CO2 can be dispersed into these water-rich regions of

the microemulsion. Specific intermolecular interactions such as hydrogen bonding and

the attractive forces due to dipole-quadrupole coupling between the co-solvent and solute

molecules trigger higher solvation of the polar compounds. Following this concept, binary

mixtures of scCO2 and chelating compounds, e.g. acetylacetone and dithiozones, can even

be extended to extract heavy metals from a solution [96]. On the other hand, addition of

Figure 1.11: Extraction of highly polar guests from a solution by the aid of
fluorinated dendrimer dissolved in scCO2. Adapted from Ref [97]

fluorinated dendritic polymers in scCO2 enhances [48] the solubility of polar compounds.

These dendrimers are highly branched and non-polar. Although they are soluble in scCO2,

the inner core of this micelle is polar in nature and can trap the polar guests from the

aqueous solutions. Figure 1.11 is a cartoon of this process in simplified manner. Along

with the ‘smart’ molecules, this supercritical fluid mixture can replace environmentally

damaging solvents such as freons or chlorinated organic solvents in various purposes.
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Several experimental evidences illustrate the local solvent density enhancement around

a solute. The local environment gets more denser when a polar co-solvent has been added

in small concentration to the solvent [98]. It is known that Gibbs free energy (4G) gives

Figure 1.12: Dependence of (a) solubility (of solute), and (b) enthalpy (of the so-
lution) of 1,4 napthaoquinone in scCO2, CO2/CHClF2 (R22), and CO2/acetone
at 308.15K [98] on the solvent densities.

the measure of solubility [1]. The thermodynamic condition between Gibbs free energy,

enthalpy (4H), and entropy (4S) is as follows,

4G = 4H − T4S (1.5)

4S =
4H −4G

T
(1.6)
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The calorimetric studies [98] of binary mixtures in scCO2 show that the solubility of a

solute and the absolute enthalpy of a solution increase with the addition of co-solvent.

For example, an order of magnitude increase in solubility of 1,4 napthaoquinone in bi-

nary mixture of acetone/scCO2 can be observed in comparison to that in pristine scCO2

(Figure 1.12). Thus, analyzing the experimental results and the above equations, one can

conclude that increase in solubility with the addition of co-solvent is due to the enhance-

ment of entropy. As the solute-solvent and solute-co-solvent interactions are stronger than

solvent-solvent interaction [99,100], the solvent and co-solvent density around a solute can

even be factors of magnitude higher than the bulk density [101]. The increase in entropy

is caused by the replacement of CO2 molecules by the co-solvents molecules in the solva-

tion shell. The stepwise rearrangement of these components in the solution is shown in

Figure 1.13.

Figure 1.13: Conceptually simplistic representation of ‘clustering’ in a binary
supercritical fluid mixture; solvent (open circle), co-solvent (blue cricles), so-
lute (red circle). Adapted from ref. [98]

Among the binary mixtures of CO2/Acetone, and CO2/CHClF2, acetone is more effi-

cient in solvation than the other due to its higher dipole moment. Spectroscopic measure-
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ment [99] suggests that significant contribution to solubility also comes from the hydrogen

bonding network between solute, solvent, and co-solvent in the vicinity of the solute.

In summary, supercritical CO2 is treated to be an efficient solvent due to the following

characteristics,

1. It is an environmentally friendly solvent as scCO2 is non-toxic, non-flammable, and

recyclable. In some situations this solvent is more useful with added modifiers than the

pure substance.

2. ScCO2 posses favourable physical properties for solvation.

3. It is highly sensitive to the change in temperature and pressure. The density of the

solvent can even be doubled by minute change in pressure [54].

The above mentioned interesting properties and applications of supercritical CO2 have

motivated the investigation of a molecular level description of this solvent. This thesis

discusses the solvent structure and dynamics in supercritical CO2 and the effect of pressure

on its physical properties. Binary mixtures of ethanol/CO2 and water in CO2 have also

been studied. Results reported in this thesis have been obtained by using both ab initio

and classical molecular dynamics simulations. In the following section, a brief description

of the Car-Parrinello molecular dynamics technique [102] is presented for the sake of

completeness.

1.7 Car-Parrinello Molecular Dynamics

There exists several excellent reviews of this technique [103–117]. Here, the basic princi-

ples are discussed. Condensed matter systems can be well studied using classical molecular

dynamics simulations [118–131]. The interactions between different species in a system

can be divided into two-body, three-body, and many body, long range and short range

contributions. In most of the cases, these potential parameters are ‘predefined’ depending

on experimental studies or independent electronic structure calculations. Generally, the
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total potential energy [132] can be written as,

U(−→r ) =
∑

bonds

Kb(b− b0)
2 +

∑

angle

Kθ(θ − θ0)
2 +

∑

dihedrals

Kχ(1 + cos(nχ− δ))

+
∑

nonbond

4εij

[(
σij

rij

)12

−
(
σij

rij

)6
]

+
∑ qiqj

4πε0rij
(1.7)

where, i, and j are particle indices; b0, and θ0 are equilibrium bond length and bend

angle respectively; Kb, Kθ, and Kχ denote bond stretching, bending, and dihedral angle

force constants respectively; ε0 is the permitivity of free space; and rij is the distance

between ith and jth particles with corresponding partial charges qi, and qj, respectively.

Lennard-Jones and Coulomb terms represent the external non-bonded interactions.

In spite of the overwhelming success, this method cannot be used for ‘complex chemical’

systems where realistic bond breaking and formation and in general where transferability

of the potential between different chemical systems and studies of systems under varied

thermodynamic conditions are demanded. Thus, an advanced technique is needed to study

the system where the electronic structure and bonding pattern changes in the course of the

molecular dynamics trajectory. The extended technique which couples traditional molecu-

lar dynamics and electronic structure method is “ab initio molecular dynamics” [103–117].

Ab initio molecular dynamics (AIMD) is also known as Car-Parrinello (CP), Hellmann-

Feynman, first principles, quantum chemical, on-the-fly molecular dynamics.

Such ab initio calculations involve quantum part dealing with the electronic degrees of

freedom and another, classical dynamics of the ions. The foundation of AIMD is the

Born-Oppenheimer approximation, also known as adiabatic approximation, which sepa-

rates the electronic degrees of freedom from that of ions, exploiting the mass difference

between the two. Due to the large mass difference between the electron and ions, their

time scales for evolution are also well separated. In CPMD, both the electronic and

ionic parts are evolved with respect to time using Newton’s equations of motion. Time
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evolution of ions keeping the electrons at its ground state is the main feature of AIMD

simulations. CPMD [102] simulation is based on the Hohenberg-Kohn-Sham density func-

tional theory [133–135] (DFT) for electronic structure within a plane wave pseudopoten-

tial [136–144] implementation. The details of CPMD approach will be discussed in the

following sections.

1.7.1 Simulated annealing

Figure 1.14: Schematic representation of simulated annealing and the evolution
of the Kohn-Sham energy functional E[{C}] from an initial higher energy state
(Einitial) to its ground state E0.

Bloch’s theorem [145] states that in a periodic system each electronic wave function

can be expanded in terms of plane wave basis sets,

ψi(~r) =
∑

k

Ci
ke

~k·~r (1.8)
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where, C i
k’s are the coefficients of expansion. A particular set of these co-efficients rep-

resent a state point in the multidimensional space. According to the Born-Oppenheimer

approximation, the electrons must be maintained at the ground state with respect to ions,

i.e. electronic wave function should be optimized accurately to nuclear position, as the

nuclear configuration evolves in time. If electronic wavefunction is not optimized up to

a desired accuracy, energy will continuously flow between electrons and nuclei which will

lift electrons to excited states. In such a situation, the adiabatic nature of electronic and

nuclear dynamics will be violated. Simulated annealing (see Figure 1.14) is a methodology

by which the energy of a system is minimized starting from a higher energy state. Anneal-

ing means slow decrease or increase in temperature. Here, temperature is synonymous to

fictitious kinetic energy of electrons.

The rate at which the coefficients will scroll through the configuration space is denoted

as ‘coefficient velocity’, Ċi
k =

dCi

k

dt
.

Here, ‘t’ is not the usual time rather it is some variable on which C i
k’s are dependent. The

kinetic energy term in Lagrangian can be written as,

T = 1
2
µ

∑
i

∑
k(Ċ

i
k)

2, µ is arbitrary inertia of mass that controls the speed and character

of the motion through coefficient space. And,

V = EKS{Ci
k}, EKS is the Kohn-Sham energy functional

also, wave functions must satisfy the orthonormality constraint equations,

σij =
1

V

∫

v

d~rψ∗
i (~r)ψj(~r) − δij (1.9)

where, V is the cell volume.

The time evolution of electronic degrees of freedom are governed by the following Lagrange

equations of motion,

d

dt

∂L

∂Ċi
k

−
(
∂L

∂Ci
k

)
= 0 (1.10)

Thus, combining equation 1.9 and 1.10 we get,
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µC̈i
k = −∂EKS

∂Ci
k

−
∑

j

λij
∂σij

∂Ci
k

(1.11)

where, λij is Lagrange multiplier. The first term on the right hand side is the force acting

on Ci
k’s to minimize the energy of the wavefunction, and the second term is that due to

constraints. Convergence of the wave function can be controlled by choosing appropriate

values of µ, and time step [146] and the coefficients, Ci
k, can be time evolved using the

velocity Verlet alogorithm [147].

1.7.2 CP equations of motion

The CPMD method is a parametric propagation of the electronic ground state with the

displacement in the ionic position rather than solving the self consistent equation, i.e.

optimization of the wavefunction at each time step. The adiabatic approximation fails in

systems where the gap between conduction and valence bands is such that the lowest elec-

tronic transition frequency is comparable or smaller than the highest phonon vibrational

frequency. For example [105], in a system consisting of eight silicon atoms, the lowest

occurring frequency in vibrational density of states for the electronic degrees of freedom

is much higher than the highest-frequency phonon mode of ions, which satisfies the cri-

teria for the application of the CPMD method. Figure 1.15 shows comparison between

these two density of states. Finally, for a chosen set of parameters the electronic and ionic

subsystems should be dynamically well separated.

The ionic potential energy within the pseudopotential implementation of the local

density approximation (LDA) [134] in the Kohn-Sham (KS) scheme can be written as,
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Figure 1.15: Vibrational density of states of the electronic degrees of freedom
compared to the highest-frequency phonon mode (triangle) for a model sys-
tem. Adapted from Ref [105].

EKS[{ψi(
−→r )}] =

∑

i

fi

∫
ψ∗

i (
−→r )

(−1

2
∇2

)
ψi(

−→r )dr

+
1

2

∫ ∫
ρ(−→r1 )ρ(−→r2 )

|−→r1 −−→r2 |
dr1dr2 +

∫
εXC{ρ(−→r )}ρ(−→r )dr

+EeI([ψi(
−→r )], {−→RI}) + UO

I ({−→RI}) (1.12)

where, on the right hand side, the first term is the electronic kinetic energy, second

term represents electron-electron Coulomb energy, electron exchange correlation energy is

represented by the third term, the fourth term is electron-ion interaction energy and the

last term represents ion-ion interaction. Ionic potential energy for the electrons in ground

state can be obtained by minimizing EKS with respect to single particle wave function ψi.

In Born-Oppenheimer molecular dynamics (BOMD) method, EKS is minimized at each

molecular dynamics step which can be time consuming.

On the other hand, Car-Parrinello technique provides a parametric evolution of the
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electronic and ionic degrees of freedom through classical equations of motion with differ-

ent time scales for electrons and ions. The CP Lagrangian (LCP) can be written as,

LCP = µ
∑

i

∫
|ψ̇i(

−→r )|2dr +
1

2

∑

I

MI
−̇→
RI

2

− Eks[{ψi},
−→
RI ]

+
∑

i,j

Λij

(∫
ψ∗

i (
−→r )ψj(

−→r )dr − δij

)
(1.13)

In the right hand side of the above equation, first and second terms are kinetic energy of

electrons, and ions respectively, and the third term is Kohn-Sham energy functional, while

the last term ensures orthonormality of the wave functions. The parameter ‘µ’, also known

as ‘fictitious’ electronic mass, is a mass-like quantity having the units of energy×time2.

The resulting equations of motion for electronic and ionic parts with holonomic constraints

are,

d

dt

∂LCP

∂ṘI

=
∂LCP

∂RI

(1.14)

d

dt

δLCP

δψ̇∗
=
δLCP

δψ∗
(1.15)

Thus, the time evolution of ions and electrons in CP dynamics are found to be of the

form,

MIR̈I(t) = − ∂

∂RI

EKS +
∂

∂RI

{constraints} (1.16)

µiψ̈i(t) = − δ

δψi
EKS +

δ

δψi
{constraints} (1.17)

Solving these equations, the unknown variables such as ψi(r,t), RI(t), and λij(t) can be

estimated from the initial conditions on RI(0), ṘI(0), ψi(0), ψ̇i(0), and λij(0).

Let us now compare the dynamics generated from CP equations of motion with that of

from BOMD. In BOMD, the Kohn-Sham energy functional is minimized at each molecular

dynamics time step in order to get the ground state wavefunction of the electrons with
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Figure 1.16: Schematic representation of the BO and CP molecular dynamics
trajectories. For simplicity, the Kohn-Sham energy functionals are displayed
as harmonic oscillator potential energy surfaces where black circles imply to
the ground state wave functions for electronic orbital at a particular set of
ionic coordinates. The red-line shows the small oscillation in the CP dynamics
around the true BO trajectory. (adapted from Prof. S. Scandolo’s lecture)

respect to the instantaneous ionic positions. Thus the force exerted on ionic and as

well as on electronic degrees of freedom keeps the system to be adiabatic. On the other

hand, in case of CPMD the optimization of electronic wave function is performed only

at the beginning of MD simulation which implies the ionic force calculated in the CP

method is different from the BO force. This discrepancy gives rise to different dynamical

trajectories. Only when the deviation of the CP trajectory is negligibly small from that

of BO trajectory, one can get the true ionic time evolution. In Figure 1.16, the time

evolution of BO and CP dynamics has been shown schematically.

1.7.3 Constants of motion

The study of constants of motion along a CP trajectory provides the information on the

accuracy of the calculations. For a time independent Lagrangian, the apparent constant

of motion is,

Econs =
∑

i

1

2
µi〈ψ̇i|ψ̇i〉 +

∑

I

1

2
MIṘ

2
I
+ 〈ψ0|HKS|ψ0〉 (1.18)
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Here, the first term represents the fictitious kinetic energy (Te) of electrons. The physical

energy (Ephys) of the system is thus the sum of ionic kinetic and the total potential (EKS)

energies.

Te =
∑

i

1

2
µi〈ψ̇i|ψ̇i〉 (1.19)

EKS = 〈ψ0|HKS|ψ0〉 (1.20)

Ephys =
∑

I

1

2
MIṘI

2
+ 〈ψ0|HKS|ψ0〉 = Econs − Te (1.21)

In Figure 1.17 these energy parameters are shown for a model system (a periodic diamond

lattice of eight silicon atoms with local density approximation to density functional theory,

norm conserving pseudopotential for core electrons, 6 Ry plane wave cut off, fictitious

electronic mass, µ = 300 a.u. with 0.3 fs time step and 6.3 ps molecular dynamics

trajectory [105] ) as a function of time. The total energy, Econs is a conserved quantity

Figure 1.17: Different energy parameters from Eqn. 1.21 obtained for a model
system. Adapted from Ref [105]

with 10−6 standard deviation from the mean value of energy. Oscillatory behaviour in the

fictitious electronic energy ensures that there is no energy transfer from the ‘hot’ nuclei

to the ‘cold’ electrons. As mentioned earlier, Te is the extra term introduced in the CP

Hamiltonian from that of exact BO calculations. Thus, this term reproduces the deviation

of the CP dynamics from the true BO energy surface. A closer inspection of the forces
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calculated from CP and BO methods are shown in the Figure 1.18, and Figure 1.19

Figure 1.18: . X-components of the force on an atom obtained from Car-
Parrinello (FCP , solid line) and well-converged Born-Oppenheimer (FBO, dots)
simulations in a model system. Adapted from Ref [105]

Figure 1.19: Deviation of FCP from FBO. Adapted from Ref [105]

One can notice two different time scales of oscillations in Figure 1.19. The high

frequency part is due to the intrinsic fast electronic motion and the low frequency part

arises from a weak coupling between electronic and ionic modes. Indeed, the instantaneous

CP force is different from the exact BO force but in average this deviation is negligible

which is of the order of one part in 104.

Another important aspect of the CP method is the choice of the value for fictitious

electron mass, µ. In the limit of infinitesimally small value of µ, the first term in the
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right hand side of Eqn. 1.18 reduces to 0 which leads to the exact Born-Oppenheimer

molecular dynamics trajectory. In order to achieve adiabaticity, the separation between

minimum electronic frequency (ωmin
e ) and the maximum phonon frequency (ωmax

n ) should

be large [104, 105, 117]. The analytical expression for ωmin
e is given by,

ωmin
e ∝

(
EHOMO−LUMO

µ

)1/2

∝
(
Egap

µ

)1/2

(1.22)

The crucial point is, however, the adiabaticity of the system depends on occupied and un-

occupied band gap as well as on the value of µ. Decreasing µ value kicks up the electronic

minimum frequency resulting in the decrease in simulation time step. That is, lower µ

value reproduces more accurate result. As CPMD simulations are computationally time

consuming, there has to be the balance between accuracy and speed of the calculations.

It has been proved by Schutte et. al [148] that if the energy gap is greater than zero, the

difference between the trajectories generated from CP (RCP
I ) and BO (RBO

I ) methods is,

|RBO

I
(t) − RCP

I
(t)| < C

√
µ (1.23)

where, C is some constant. On the other hand, for Egap = 0, i.e. for metallic system, the

electronic energy increases unresistingly. In those cases, electronic thermostats [149–152]

can be used to keep the electrons in BO energy surface.

1.7.4 Hellmann-Feynman Force

The important aspect of any dynamical system is the calculation of forces on the ions.

In the Hellmann-Feynman scheme [153–159], the force on a particular configuration of

nuclear positions can be derived by taking the derivatives of the total energy of the system

with respect to parameters dependent on nuclear position. The force on a nucleus is thus

the electrostatic forces by other nuclei and the charge distribution in the system. Let
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the nuclear position be dependent on a variable λ which could be internuclear distance,

a semi-empirical parameter in an approximate theory, a nuclear coordinate, and so on.

Thus the force, Fλ, which is the negative slope of the potential energy surface can be

defined as,

Fλ = − ∂

∂λ
〈ψ|HKS|ψ〉 (1.24)

Now, the expansion of the above equation gives,

∂

∂λ
〈ψ|HKS|ψ〉 = 〈ψ|∂HKS

∂λ
|ψ〉 + 〈∂ψ

∂λ
|HKS|ψ〉 + 〈ψ|HKS|

∂ψ

∂λ
〉 (1.25)

If ψ is an exact solution of HKS, HKS|ψ〉 = EKS|ψ〉. Thus we can write,

∂

∂λ
〈ψ|HKS|ψ〉 = 〈ψ|∂HKS

∂λ
|ψ〉 (1.26)

When the wavefunction is exact and expressed by complete basis sets, the force calculated

from Hellmann-Feynman theorem (HFT) can be written as,

FHFT
λ = −〈ψ|∂HKS

∂λ
|ψ〉 (1.27)

As discussed earlier, the one particle wave function ψi is expressed by a sum of plane wave

basis functions multiplied by some coefficient.

ψi =
∑

k

Ci
kfk(r; {RI}) (1.28)

Differentiation of the above equation with respect to λ gives,

∂ψ

∂λ
=

∑

k

∂Ci
k

∂λ
fk +

∑

k

Ci
k

∂fk

∂λ
(1.29)
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By substituting Eqn. 1.29 in Eqn. 1.24,

Fλ = FHFT
λ −

∑

i,ν,µ

(〈∂C
i
ν

∂λ
fν|He|Ci

µfµ〉 + 〈C i
ν

∂fν

∂λ
|He|Ci

µfµ〉

+〈Ci
νfν |He|

∂Ci
µ

∂λ
fµ〉 + 〈C i

νfν|He|Ci
µ

∂fµ

∂λ
〉)

= FHFT
λ −

∑

iνµ

(〈∂fν

∂λ
|HNSC

e − εi|fµ〉 + 〈fν|HNSC
e − εi|

∂fµ

∂λ
)

−
∫
dr
∂ρ

∂λ
(USCF − UNSC) (1.30)

where, ρ is charge density, ρ(r) =
∑

i ψ
∗
i (r) ψi(r). The second term in the right hand side

of the above equation is called as ‘incomplete-basis-set-correction’ (IBS) [160,161] and εi

is the single particle eigen value from the Hartree equation.

F IBC
λ = −

∑

iνµ

(〈∂fν

∂λ
|HNSC

e − εi|fµ〉 + 〈fν|HNSC
e − εi|

∂fµ

∂λ
) (1.31)

USCF is the ‘self-consistent’ (SCF) potential whereas UNSC is the complement of it that

is ‘non-self-consistent’ (NSC) corresponding to HNSC
e . Total force acting on a nucleus due

to λ parameter is,

Fλ = FHFT
λ + F IBC

λ + FNSC
λ (1.32)

Finally, Fλ turns out to be equal to FHFT
λ only when ψ is the exact solution of HKS and

also is expanded in a complete plane wave basis set. Note that, there is an extra term

in the total force which arises due to incompleteness of the basis set. Thus at each time

step, 〈ψ|HKS|ψ〉 has to be minimized up to a certain tolerance. Car-Parrinello molecular

dynamics method does not really depend on the exact minimization of {〈ψ|HKS|ψ〉},

which in turn implies that non-consistency correction to the force, FNSC , is irrelevant in

CPMD. Whereas, NSC correction is mandatory in BOMD due to its method of operation.

The more extended and generalized [162–165] version of Hellmann-Feynman theorem

assumes the classical movement of nuclei while the electrons move quantum mechanically.
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This method is also known as ‘dynamical Feynman theorem’ which has not been discussed

here.

1.8 Codes developed and Used

All the results reported in this thesis have been obtained from computer simulation tech-

niques. Bulk systems were simulated in two steps. Initially, the system under consider-

ation was generated with random positions of the molecules at the appropriate density

with meaningful intermolecular minimum separations. Such a system was equilibrated

employing classical interaction potentials. The PINY-MD [166] package was used for this

purpose. The final configuration is used as the starting configuration for first principle

MD simulations. Bulk ab inito studies were performed using the CPMD [167] code. In

some situations, the geometry optimization of small molecular clusters were carried out

using Gaussian 98 [168] code. For the calculation of molecular multipole moments from

electronic charge density, a code was developed to obtain the appropriate electrostatic

integrals. For the calculation of time correlation functions of the bulk system over a very

large number of time steps, we have developed MPI based codes. Other codes to study

the structure, dynamics, and electronic properties were developed during the course of

this research work. The CPMD simulations were performed on Beowulf clusters in our

group, on the Centre for Development of Advanced Computing’s IBM-SP based cluster,

and in the Centre for Modeling and Simulation, University of Hyderabad’s IBM SMP

machines.
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[164] P. O. Löwdin, J. Mol. Spec. 3, 46 (1959).

[165] E. F. Hayes, R. G. Parr, J. Chem. Phys. 43, 1831 (1965).

[166] M. E. Tuckerman, D. A. Yarne, S. O. Samuelson, A. L. Hughes, G. J. Martyna,

Comp. Phys. Comm. 128, 333 (2000).



46 Chapter 1.

[167] CPMD, Copyright IBM Corp 1990-2001, Copyright MPI fur Festkorperforschung

Stuttgart 1997- 2005.

[168] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.

Cheeseman, V. G. Zakrzewski, J. A. Montgomery, R. E. Stratmann, J. C. Burant,

S. Dapprich, J. M. Millam, A. D. Daniels, K. N. Kudin, M. C. Strain, O. Farkas, J.

Tomasi, V. Barone, M. Cossi, R. Cammi, B. Mennucci, C. Pomelli, C. Adamo, S.

Clifford, J. Ochterski, G. A. Petersson, P. Y. Ayala, Q. Cui, K. Morokuma, D. K.

Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. Cioslowski, J. V. Ortiz,

B. B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. Gomperts, R.

L. Martin, D. J. Fox, T. Keith, M. A. Al-Laham, C. Y. Peng, A. Nanayakkara, C.

Gonzalez, M. Challacombe, P. M. W. Gill, B. G. Johnson, W. Chen, M. W. Wong,

J. L. Andres, M. Head-Gordon, E. S. Replogle, J. A. Pople, Gaussian 98, revision

A.9; Gaussian,Inc.: Pittsburgh, PA, 1998.



Chapter 2

First Principles Studies of Pristine

Supercritical Carbon Dioxide at T =

318K and P = 130 atm with local

density approximations

2.1 Introduction

The structure and dynamics of scCO2, its interface with water, and ternary microemul-

sions of scCO2, water and fluorinated surfactants have been studied extensively using

experiments [1, 2] and by computer simulation methods [3–5]. These simulations em-

ployed an empirical interaction model for the constituent molecules which was based on

both quantum chemical calculations as well as on equation of state data. Independent

validation of such simulations come from neutron and x-ray diffraction experiments [6–8].

It is crucial that such simulations are also verified by molecular dynamics calculations that

do not depend on empirical potentials. We employ the CPMD approach here in order to

understand the microscopic structure and dynamics of neat scCO2. CPMD calculations

47
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are relatively free of empiricism and can thus validate empirical potential models. How-

ever, one pays for the increased fidelity in atomic interactions with a limit in the size of

the systems and in the time span that can be studied. Such simulations can also be used

to fine tune interaction parameters of empirical potentials [9] which can then be employed

to study systems of larger sizes which are more relevant for the supercritical state [10].

More importantly, CPMD simulations can shed light on the molecular structure and sol-

vation dynamics of the solvent and are thus essential in their own right [11]. This is the

primary purpose of our study.

Carbon dioxide is a textbook example of a linear, symmetric molecule with zero dipole

moment in its electronic ground state. The leading non-zero multipole moment is thus

the quadrupole that couples with the gradient of the electric field. As a consequence, the

interaction strength of CO2 with solutes is expected to be relatively weaker than for a

solvent whose molecules possess a permanent dipole moment. This fact, coupled with the

relatively low density in the supercritical state seemingly makes scCO2 a less attractive

choice as a solvent. Neutron [6,8,12] and x-ray [7] diffraction experiments on scCO2 have

shown significant structural correlations in the first coordination shell. These experiments

and MD simulations using empirical potentials have shown the presence of T-shaped

near-neighbor configurations of CO2 molecules in the supercritical state, particularly at

high densities [12]. This arrangement is believed to arise out of the non-zero quadrupole

moment of the CO2 molecule and is supposed to compete against a relatively less probable,

parallel configuration of nearest neighbors. A proper understanding of the local structure

and reorientational dynamics of neat CO2 in the supercritical state is thus required in

order to understand its ability to solvate a variety of species.

Here, we offer some microscopic reasons for the solvation capacity of scCO2, and thus

its widespread use. (i) A structured first coordination shell that prefers an equatorial

configuration, and (ii) a non-zero instantaneous molecular dipole moment and an enhanced

quadrupole moment. With this aim, we report results of ab initio MD calculations of
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scCO2. For comparison, we have also performed MD calculations using an established

empirical potential. Our larger aims are to study the solvation of small molecules and

chemical reactions in scCO2. As a first inquiry, we are interested in characterizing the

pristine solvent.

In the following section, we describe the details of the calculations performed, followed

by a presentation of the results. Conclusions drawn from this work are discussed later.

2.2 Simulation Details

The CPMD and the classical MD calculations were performed at a temperature of 318.15K

and at a density of 0.703 g/cc (or 9.57 molecules nm−3), one of the state points studied

in Ref. [13]. The former were carried out using the CPMD code [14], for a system of 32

CO2 molecules in a cubic box of edge length 14.956Å in the canonical (NVT) ensemble.

Three dimensional periodic boundary conditions were employed to obtain bulk behavior.

The initial configuration of the system for the CPMD run was obtained from a well

equilibrated run of classical MD using empirical potentials. The CPMD calculations were

performed using density functional theory within the local density approximation (LDA)

and employed Vanderbilt ultrasoft pseudopotentials [15] for core electrons while valence

electrons were considered explicitly. The k=0 point of the Brillouin zone was used in

these simulations. A plane wave basis set with an energy cutoff of 25 Ry was found

to be sufficient in obtaining converged energies and geometry for a CO2 monomer, and

was thus used for the bulk CPMD calculations as well. Given the rather large system

size of 512 valence electrons, and a box edge of around 15Å for the scCO2 system, the

choice of the ultrasoft pseudopotential is justified. Similar CPMD calculations have been

successful in predicting properties of liquid water, methanol and a host of other molecular

liquids [11, 16, 17]. The fictitious electronic mass was chosen to be 400 a.u. Its kinetic

energy and that of the ions were controlled using Nosé-Hoover chain thermostats [18].

The equations of motion were integrated with a time step of 5 a.u. (around 0.12 fs) over a



50 Chapter 2.

total run length of 12 ps (excluding an initial, equilibration time of 3 ps). The electronic

degrees of freedom were quenched to the Born-Oppenheimer surface at the start of the

CPMD run. The total energy was monitored during the entire CPMD trajectory, and

was found to be conserved to 4 parts in 106. Atomic configurations and velocities were

stored every time step, which were later used for analyzing the structure and dynamics.

The classical MD simulations were performed using the EPM2 potential, which has

been used earlier in simulations of liquid CO2 [19] as well as in studies of the water-CO2

interface [20]. Here the C-O bond length was constrained to 1.149Å, and a harmonic

bending interaction for the intramolecular O-C-O angle was applied. Other details of the

potential were identical to those reported earlier [19]. These classical MD simulations

were performed under NVT conditions for a system of 100 molecules in a cubic box

with three dimensional periodic boundary conditions. The MD equations of motion were

integrated with a time step of 0.5 fs. Long range interactions were treated using the

Ewald summation method. A distance cutoff of 10.7Å was employed for truncating the

nonbonded interactions.

Intermolecular partial structure factors were calculated using the following relation,

Sαβ(k) = δαβ + 4π(ραρβ)
1

2

∫ ∞

0

[gαβ − 1]
sin kr

kr
r2dr. (2.1)

The total neutron weighted structure factor was obtained as [21],

S(k) = b2αSαα + b2βSββ + 2bαbβSαβ. (2.2)

where ρα = Nα/V is the number of atoms of the αth component per unit volume and the

neutron scattering lengths (bα) for carbon and oxygen atoms are 6.646 fm and 5.805 fm

respectively.
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14.956 A
o

Figure 2.1: Snapshot of a configuration of 32 molecules of CO2 in the supercrit-
ical state obtained from the CPMD simulations. Oxygen atoms are shown in
white, and carbon atoms are in black.

2.3 Results and Discussion

2.3.1 Molecular Structure

In order to gain confidence in the use of this method with these approximations, we

performed a calculation for optimization of the geometry of an isolated CO2 molecule.

Excellent agreement with the structure and vibrational spectrum reported experimentally

was obtained. Specifically we obtained the C-O bond length to be 1.167Å, and the O-

C-O bond angle to be 180o, compared to the experimental value for the bond length of

1.162Å [22]. CPMD calculations of the system containing 32 molecules in the supercritical

state yielded an average C-O bond length of 1.169Å. A snapshot of the configuration of

32 molecules studied using CPMD is shown in Figure 2.1. An observation of the total
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energy of the system during the course of the CPMD run did not indicate the disruption

of any intramolecular C-O bond as expected at these state conditions. This is also borne

out by the visualization presented in Figure 2.1

2.3.2 Pair Correlation Functions

We have studied the pair correlation function between the sites of different CO2 molecules

in order to understand the structural features of this system. These are shown in

Figures 2.2 where a comparison is made between the results obtained from CPMD and

from classical MD. The essential features of the pair correlation functions such as the

position of the first peak, its minimum, the number of near neighbors, are summarized in

Table 2.1.

Figure 2.2a displays gCC(r). The first neighbor C-C distance in the CPMD calculation

is around 3.9Å, as compared to a value of 4.3Å from the MD calculation. The first peak in

gCC(r) of MD is shifted overall relative to the CPMD result. In addition, the first peak in

this function for CPMD is marginally narrower than the corresponding MD result. Thus,

the MD calculation overestimates to some extent the thickness of the first coordination

shell. At the respective minima of the first peaks the coordination numbers are around

6.3 for the CPMD calculation, as compared to a value of around 9.5 for the MD run.

Quantity gCC gCO gOO

CPMD MD CPMD MD CPMD MD

First peak (Å) 3.9 4.3 3.1,4.1 4.3 3.1 3.5

First min (Å) 5.5 6.3 5.7 6.1 4.3 4.5
Coordination number 6.3 9.5 13.8 17.3 5.2 5.9

Table 2.1: Summary of structural features.

The intermolecular C-O pair correlation functions obtained from CPMD and MD are

shown in Figure 2.2b. The CPMD distribution exhibits two well defined peaks one at

3.1Å and the other at 4.1Å. Although it is likely that these two peaks arise from the two

oxygens of the same CO2 neighbor, a part of the contribution particularly to the second
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Figure 2.2: Intermolecular radial distribution functions in supercritical carbon
dioxide. (a) gCC(r), (b) gCO(r), (c) gOO(r).
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Figure 2.3: Partial structure factors and neutron weighted total structure factor
of scCO2. (a) SCC(k), (b) SCO(k), (c) SOO(k), and (d) Stot(k).
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peak could come from CO2 neighbors who share only one oxygen atom within a distance

of 5.7Å (the first peak minimum in gCO(r) from the carbon atom of the central molecule.

In the following discussion, we denote the oxygen atom that falls within the first hump of

gCO(r) as Oa, and the one falling under the second hump as Ob. The number of oxygen

neighbors at the first peak minimum of 3.3Å is around 1.4. The nominal number of oxygen

atoms at the minimum of the second hump (at 5.7Å) is 13.8. Since the number of carbon

neighbors (from gCC(r)) is 6.3, we can expect that twice the number of oxygens in the

first coordination shell. The value of 13.8 obtained from gCO(r) is reasonably close to this

expectation, suggesting that the two humps in gCO(r) probably arise from the same CO2

neighbor. The difference is likely to come from those neighbor molecules that do not have

both their oxygen atoms within a distance of 6Å of the carbon atom of the central CO2

molecule. The pair correlation function obtained from MD is shifted to larger distances

by about 0.2Å relative to that from CPMD, quite similar to the observations in gCC(r).

Also note that the prominent first hump (denoted as Oa above) present in the CPMD

data of gCO(r), is absent in the classical MD result. In the absence of a clear hump in

gCO(r) obtained from the classical MD run, Oa for the MD results was defined through

the change in slope of the pair correlation function that occurred at 3.2Å. Although a

hump or a peak is not clearly visible at this distance, an underlying feature at 3.2Å is

likely to be the cause for the change in slope. Hence one can suppose that the MD data

agrees qualitatively with the CPMD result on the existence of a shorter near neighbor

oxygen around a central carbon atom. The intermolecular gOO(r) (Figure 2.2c) obtained

from CPMD exhibits a first peak at 3.1Å, with a minimum at 4.3Å. The coordination

number at the minimum is around 5.2, in good agreement with the value expected from

the preceding discussion on gCO(r). Again, we observe a marginal shift of about 0.4Å in

the function obtained from MD, relative to the result of CPMD. The structure factors

obtained from these pair correlation functions are shown in Figure 2.3.
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2.3.3 Intermolecular Angle Distributions

As discussed in the Introduction, at higher densities of scCO2, near neighbor CO2 molecules

are possibly oriented in a distorted T-shaped geometry. Recently, Cipriani et al [12] have

predicted an arrangement in which the molecule in the first neighboring shell lies in the

equatorial plane of the central molecule. We have examined this aspect by studying

the distribution of the angle between molecular backbones of neighbors. We proceed by

displaying a schematic of the near neighbor configuration in Figure 2.4.

C

O
C

O1 

2

a

b

O

O

Figure 2.4: Schematic of the arrangement of near neighbor molecules in scCO2.
Oa is the oxygen atom of the neighboring molecule that is closest to the carbon
atom (C1) of the central molecule.

Here, Oa is an oxygen atom that is within a distance of 3.1Å from the carbon atom

of the central CO2 molecule. C2 is the carbon atom that is bonded to Oa and Ob is the

second oxygen atom in this neighbor molecule. We show in Figure 2.5, the distribution

of angles made by the backbone vector (the OC1 vector) of the central molecule with the

vectors, C1Oa, C1C2, and C1Ob. In all the three cases, a preference for perpendicular

orientation is observed. However, the OC1C2 and the OC1Ob distributions are relatively

flatter as compared to the distribution of OC1Oa angles. Thus, our data indicates that

although a T-shaped near neighbor configuration is preferred, a significant fraction of

neighbors could be oriented such that the Oa atom of the neighbor and its carbon (C2)

are in the equatorial plane of the central CO2 molecule, while the Ob atom exhibits a

tendency to be out of this plane.
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Figure 2.5: Angular distribution of molecules in the first coordination shell. (a)

ÔC1Oa, (b) ÔC1Ob, (c) ÔC1C2.
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However, when a near neighbor condition based on the C-C distance is imposed (based

on the minimum of the first peak of the gCC(r), i.e., 5.7Å), the distribution of OCC angles

shows no preference (not shown). One obtains a featureless distribution that indicates

an isotropic distribution of carbon atoms around the central molecule. We believe that

these results are not inconsistent with each other; rather they indicate that molecules in

the closest shell (as defined by the C-O distance cutoff) exhibit orientational preferences

which die rather quickly as one increases the shell envelope. It should also be noted that

this closest shell is not defined well as the minimum of the first peak in the gCO(r) has

a value of around 0.88. This result explains the loss in orientational preferences of near

neighbors with increasing distance.

2.3.4 Probability density map

Figure 2.6: Density isosurfaces of oxygen atoms that belong to molecules in
the first coordination shell of CO2 in supercritical carbon dioxide. The data is
ensemble averaged over all the molecules in the system and through the entire
CPMD trajectory. a) View along the back-bone axis of the central CO2, b)
Side view: Black line represents CO2 backbone axis. The different shades are
in units of number of oxygen atoms per Å3. Black sphere denotes the oxygen
atom of the central molecule.

Probability density maps of intermolecular configurations have enhanced our under-
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standing in a large number of liquid systems, including liquid water [23, 24]. We have

obtained the density map of the first coordination shell in scCO2 as an average over the

entire trajectory of the CPMD run, and over all the molecules. In Figure 2.6, we present

the arrangement of oxygen atoms which are within 3.3Å from the carbon atom of the

central CO2 molecule. The equatorial ring indicates the absence of neighbors along both

the poles. The greater probability for T-shaped intermolecular configurations in the equa-

torial plane arise from the interaction of the lone pairs on oxygen with the partial positive

charge on the central carbon atom. We examine the first coordination shell further by

studying the distribution of the coordination number around a molecule.

2.3.5 Coordination number distribution

Figure 2.7 shows the probability of finding a molecule with a coordination number n,

of oxygen atoms and of carbon atoms in the first shell. These plots were obtained with

distance cutoffs of 3.2Å and 5.0Å which correspond to the first minimum in the respective

pair correlation functions those are presented in Figure 2.2. We notice a wide distribution

in the number of molecules in the coordination shell, which is likely to determine the

extent of charge polarization of a central molecule.

2.3.6 Intramolecular geometry

In the previous chapter we discussed that although the resultant dipole moment of an

isolated CO2 molecule is zero, its ‘bond dipole moments’ [25–27] are significant as a

result of partial charges on individual atoms. The molecule is also highly polarizable.

In other words, the geometry and charge density of a central CO2 can be distorted due

to near-neighbor interactions. The extent of this effect on its instantaneous geometry,

i.e. intramolecular O-C-O angle (φ), has been demonstrated in Figure 2.8 using both

CP and classical MD simulations. The distribution from classical MD simulation shows

high probability at Cos(φ) = -1 and decays rapidly to zero at around Cos(φ) ∼ -0.985.
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Figure 2.7: Probability distribution of the number of oxygen (circles) and car-
bon (triangles) atoms in the first neighbor shell of carbon dioxide in scCO2.
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Figure 2.8: Distribution of instantaneous intramolecular ÔCO angle of CO2 in
supercritical state using (a) CPMD (black), (b) classical MD (gray) simula-
tions. The bending coefficient for CO2 in the classical EPM2 model [19] is, kθ

= 1236 kJ/mol/rad2.

In contrast, the same from CPMD calculation with long tail depicts lesser probability

at Cos(φ) = -1 than that obtained from simulation with empirical potential parameters.
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Thus, the CPMD distribution indicates higher tendency towards non-linear instantaneous

geometry of CO2.

CPMD calculations of small clusters of CO2 molecules at 318.15K (one to four molecules)

show a progressive distortion of the linear backbone with increasing cluster size. We are

thus led to believe that the nonlinearity in the OCO angle in scCO2 is a consequence of

the formation of a first neighbor shell. This distortion will manifest as a small deviation

of less than 0.01Å in the intramolecular O-O distance from what is expected for a linear

molecule. Such a nonlinear molecular geometry has also been observed earlier in charged

clusters of CO2 [28], in CO2 clusters containing halide molecules or ions [29, 30], and in

high pressure phases [31]. We also note that the time averaged structure of any molecule

is linear, as expected. There could be two possibilities for this non-linearity in the in-

stantaneous geometry; (1) thermal contribution, and/or (2) intermolecular interactions.

In the following chapter, this question has been addressed in details by suppressing one

of these variables.

2.3.7 Multipole moment calculation

The deviation from linearity includes a dipole moment to the molecule. At any instant,

the dipole moment of a molecule can have two contributions. Firstly, an instantaneous

difference in the two C-O bond lengths creates an imbalance of charge distribution on

either end of the molecule and leads to a dipole moment that is oriented along the molec-

ular axis. Secondly, the bending of the O-C-O angle, away from the value of 180o can

create a dipole moment and this is a more important contribution. We have calculated the

cumulative effect of these contributions by analyzing the instantaneous values of dipole

moment and quadrupole moment of individual molecules in the supercritical state. Such

calculations of molecular multipole moments have been performed earlier by Silvestrelli

et al in liquid water [32] using the maximally localized Wannier orbital method [33, 34].

The calculation of Wannier orbitals in the CPMD program employs the Boys’ localization
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criterion [34]. For CO2, this method leads to a structure that contains two triple bonds

between carbon and oxygen atoms and a lone pair on each oxygen, instead of the Lewis’

two double bonded structure [35]. Hence, in our work, the electrostatic molecular mul-

tipole moments have been calculated by integrating the charge density distribution in a

region centered around each molecule, much in the spirit of Laasonen et al [17]. In the

present study, the partitioning of electron charge cloud corresponding to a particular CO2

molecule is shown schematically in Figure 2.9. For these calculations the coordinates of

each molecule were transformed such that their O-O vector was aligned with the z-axis

(see Figure 2.10). The molecular dipole moments were calculated as,

Figure 2.9: Snapshot of a scCO2 simulation box. The white background
represents continuous electron cloud throughout the system. In order to
roughly isolate the concentrated charge distribution around a particular sol-
vent molecule, cylindrical box (black contour) has been described around each
molecule satisfying the condition that the total charge inside this box should
be around -16e.
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µi = 2π

∫ rc

r=0

∫ zc

z=−zc

ρ(~r − ~Ri)~rrdrdz (2.3)

where µi is the dipole moment vector of i-th molecule, and ~Ri is the position of the carbon

atom of this molecule. ρ(~r) is the charge density at ~r that contains contributions from

the positive ions and the negative electronic density. The expression for the molecular

quadrupole moment tensor,
↔

Q is given by,

Qi
mn = 2π

∫ rc

r=0

∫ zc

z=−zc

(3rmrn − r2δmn)ρ(~r − ~Ri)rdrdz (2.4)

where δmn is the Kronecker delta function and m,n denote Cartesian axes.

Figure 2.10: Description of different parameters involved in the multipole mo-
ment calculations. The gray region represents electron cloud around a single
CO2 and the cylindrical box has been approximated to accommodate total
-16e valence electronic charge belonging to this molecule. rc and zc denote the
cut-off radius and height of the cylinder, respectively.

The integrals in Equation (2.3) and Equation (2.4) are calculated in cylindrical coor-
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dinates, as the electronic density around each molecule is nearly cylindrical. rc and zc

denote the cutoff in the radial and the axial directions respectively. In the choice of these

parameters, we were guided by the following criteria; (i) the full electronic charge of -16e

that is associated with each molecule must be nearly retrieved by integrating the negative

charge density within this cylinder, and (ii) the dipole moment vector for an isolated,

artificially bent CO2 molecule calculated using this procedure should nearly coincide with

the vector that bisects its two C-O bonds. We have employed cutoff values of 1.3Å and

2.8Å for rc and zc respectively. The molecular multipole moment distributions were not

much altered with slight changes from these cutoff values.

The ensuing
↔

Q matrix is nearly diagonal, as the molecule is quite close to being

linear. In the discussion that follows, we report Qzz whose magnitude is twice that of

the other two diagonal components. The distributions of the magnitude of dipole and

quadrupole moments in scCO2 are displayed in Figures 2.11a and 2.11b respectively.

They are asymmetric and exhibit long tails. The mean dipole and quadrupole moments

are calculated to be 0.85 Debye and 6.1×10−26 esu respectively. The latter should be

compared to the value of 4.26×10−26 esu that is obtained for a geometry optimized isolated

CO2 molecule in CPMD, and a value of 4.1×10−26 esu that is obtained in experiments [36].

The long tail in these distributions could arise from the asymmetry in the distribution

of the number of neighbors around a given CO2 molecule (Figure 2.7). The lack of

a complete second neighbor shell, a consequence of the small system size studied here,

could also contribute to this tail, apart from the errors involved in apportioning electronic

density to each molecule. These need to be checked in calculations of a larger system that

employ a localization method to obtain the multipole moments. Thus, we expect the

mean value of these moments to decrease to some extent and their magnitudes reported

here could be regarded as best estimates.
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Figure 2.11: Probability distribution of instantaneous electrostatic multipole
moments of CO2 molecules. a) Magnitude of dipole moment, µ . b) zz com-
ponent of quadrupole moment, Q. (1 esu=3.3356 X 10−14 C.m2).

2.3.8 Reorientational Dynamics

The timescales of reorientation of a CO2 molecule in scCO2 are crucial to understanding

its ability to solvate other species. We examine this quantity through the time correlation
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function of the vector ~R [37], that connects the two oxygen atoms of the molecule, as

C`r(t) =
〈P`(~Ri(0) · ~Ri(t))〉
〈P`(~Ri(0) · ~Ri(0))〉

(2.5)

where the angular brackets denote averaging over molecular index i, and over the initial

time value 0. P` is the Legendre polynomial of order `. The time correlation function for

`=1 is related to the infrared spectrum and that for `=2 relates to the depolarized Raman

spectrum of the system. We show the TCFs for `=1 and `=2, for the systems simulated

using CPMD and using MD in Figure 2.12.

The TCF obtained from CPMD, for ` = 1 exhibits a plateau region between 1 ps

and about 2 ps, after an initial fast decay, which is absent in the function obtained from

MD. The average time constants of this relaxation can be obtained by integration of these

functions over time, as,

τ`r =

∫ ∞

0

C`r(t)dt (2.6)

These values obtained from MD and CPMD are compared in Table 2.2. The CPMD result

Quantity CPMD MD Experiment
τ1r (fs) 620 520 –
τ2r (fs) 268 246 250a

D (10−4 × cm2/sec) 2.29 (MSD) 2.17 (MSD) 2.02b

2.50 (VACF) 2.62 (VACF)
Vibrational 1228 (ν1) 1281c (ν1)

frequencies (cm−1) 1319 (ν1) – 1387c (ν1)
628 (ν2) 667d (ν2)
697 (ν2) –
2309 (ν3) 2318e (ν3)

Table 2.2: Dynamical properties of scCO2.

aEstimate from Ref. [38]. bRef. [41]; cRefs. [44,45]; dfor isolated CO2 molecule. eEstimate
from Refs. [42, 43].

for τ2r of 268 fs is in close agreement with the value of 250 fs obtained by 17O relaxation

rate (1/T1) measurements by Holz et al [38], of Umecky et al [39], and the classical MD

results of Adams and Siavosh-Haghighi [40]. The time constants obtained from MD for
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Figure 2.12: Reorientational time correlation functions, Cr
`(t), of CO2 for (a)

` = 1, and (b) ` = 2. Insets show the short-time decay in logarithmic scale.

both the functions are smaller than that obtained from the CPMD simulations. Although

the TCFs are quite close to each other for times less than 500 fs, they tend to differ at

longer times. The initial decay is likely to arise from inertial rotation and classical MD

captures it well, while at the intermediate timescales of 1-2 ps, it decays faster than the
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CPMD result. The entire length of the CPMD and of the MD analysis trajectories (12 ps

and 20 ps respectively) were employed for these calculations. These run lengths are longer

than the relaxation times of the TCFs. Thus it is unlikely that the difference between

the CPMD and the MD result arises from the shorter run length of the former.

2.3.9 Translational Dynamics

We characterize the translational motion of the CO2 molecules in the two simulations by

the usual quantity, i.e., by their mean squared displacement (MSD). We compare these
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Figure 2.13: Mean square displacement of CO2 molecules in supercritical state.

results in Figure 2.13. Firstly, although the time scales of investigation are small (few

picoseconds), the values of displacements are healthy as the system is in the supercritical

state. Experience in MD simulations have taught us that the MSD data can exhibit quite

different slopes for different blocks of the MD trajectory in a generic liquid. However,

in this case since the values of MSD are large, it is possible to trust the data obtained

from limited run lengths. The functions for CPMD and for MD are nearly identical. The

diffusion coefficient obtained from CPMD calculations is found to be 2.29×10−4cm2/s,
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while that from MD is 2.17×10−4cm2/s. The results are in good agreement with the

value of 2.02×10−4cm2/s, obtained from the 17O NMR spin-lattice relaxation time mea-

surements [41].

2.3.10 Velocity Correlations and Vibrational Spectrum

The normalized velocity auto time correlation functions of carbon and oxygen atoms are

shown in Figure 2.14. The integral of the unnormalized function for carbon atoms is
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Figure 2.14: Normalized velocity autocorrelation functions obtained from
CPMD and MD simulations.

related to the diffusion coefficient of the molecule. The value calculated thus from the

CPMD run, is found to be 2.50× 10−4 cm2/sec and compares well with the estimate

obtained from the MSD data that used the Einstein relation. These velocity correlation

functions can be Fourier transformed to obtain the power spectrum or the vibrational

density of states. We show this data in Figure 2.15. Three distinct features are evident;

the asymmetric stretch frequency (ν3) is observed at 2309 cm−1, in comparison to the

experimental value of 2318 cm−1 for scCO2 (estimated from Refs. [42], [43]), and a value
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Figure 2.15: Vibrational spectrum of supercritical CO2 obtained as the Fourier
transform of velocity autocorrelation function from the CPMD calculation.
The region around the symmetric stretch mode (ν1) and the bending mode
(ν2) are shown in an expanded scale in the inset.

of 2349 cm−1 for the isolated CO2 molecule. The bending mode (ν2) is two-fold degenerate

and is observed at 667 cm−1 for the case of an isolated, linear CO2 molecule. In the CPMD

calculations of scCO2, this peak appears at 628 cm−1.

The symmetric stretch (ν1) in isolated CO2 is infrared inactive but is Raman active.

Usually, this mode is observed as a split peak, the splitting arising from the combination

of the fundamental of the symmetric stretch mode and the first overtone of the bending

mode, a process called the Fermi resonance. The CPMD vibrational spectrum shows two

peaks in this region, one at 1228 cm−1, and the other at 1319 cm−1, probably arising from

the same combination. Experimentally, these are observed at 1281 cm−1, and 1387 cm−1

respectively in the supercritical state [44,45] and at 1388 cm−1 for the isolated molecule.

It is important to note that all the vibrational features observed for scCO2 through the

CPMD calculations, show a red shift in the peak frequencies relative to the experimental

data for an isolated CO2 molecule, the shift arising out of intermolecular interactions.
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Such a red shift is observed in the experimental vibrational spectrum of scCO2 as well [43],

although to a lesser extent than what is observed in these CPMD calculations. The

differences between experiments and the current simulations could also be due to the

local density approximation employed in our study. At zero frequency, the VDOS obtained

from CPMD has a non-zero value, due to the presence of rigid body translational and

rotational modes in the system.

2.4 Conclusions

We have performed ab initio MD calculations of supercritical carbon dioxide and have

compared these results with experiments and against conventional MD simulations that

employ empirical potentials. Our calculations used the local density approximation; their

accuracy for this system needs to be checked against functionals that are dependent

on the gradient of the charge density as well, such as the recently proposed X3LYP

functional [46]. Preliminary calculations using the BLYP functional [47] on small clusters

of CO2 show essentially similar intramolecular geometrical features as that reported here.

This allows us to place some degree of confidence in our results on scCO2. Expectedly,

CPMD calculations agree quite well with experiments both in terms of the structure, and

in dynamics. These CPMD calculations could form a baseline for future analyses and

comparisons to both theory and to experiment.

The ability of scCO2, despite its low density, and its supposed lack of a molecular dipole

moment, to solvate a wide variety of substances has long been a puzzle. Our calculations

reveal that (a) the CO2 molecule possesses an induced dipole moment, however small,

that arises out of a change in the internal geometry of the molecule due to a polarization

of charge density from intermolecular interactions, and (b) a reasonably ordered near

neighbor molecular structure exists at the state point studied here. The combination of

these two observations along with the molecular quadrupole moment may partially explain

the capacity of scCO2 to solvate other species. Isolated CO2 has a quadrupole moment
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of 4.1×10−26 esu [36]. As remarked earlier, the presence of T-shaped near neighbor

configurations has been attributed to the non-zero quadrupole moment [12]. The relative

strengths of the dipole and quadrupole moments in mediating scCO2-solute interactions

needs to be studied further.

We observe a well defined near neighbor structure in the supercritical state. The

pair correlation function of intermolecular C-O pairs, exhibits two clear peaks which

enabled us to study in detail, the arrangement of molecules around a central CO2. We

find the molecules in the first coordination shell to be arranged in a distorted T-shaped

geometry. Although intermolecular distances were found to be marginally larger in the

MD calculations, the intermolecular angle distributions from MD were found to be in

good agreement with CPMD data.

The reorientational dynamics of CO2 plays an important role in its ability to solvate

other species. In this respect, the CPMD calculations were found to match very well the

rotational timescales obtained from NMR experiments. The rotational time constants

for relaxation of the first order and the second order reorientational TCFs were found

to 620 fs and 268 fs respectively. The MD results for the same agreed with the CPMD

data for timescales less than a picosecond, but they do not reproduce the plateau found

in the CPMD results between 1 and 2 ps. Hence the time constants obtained from MD

calculations were, smaller than that obtained from CPMD. The vibrational density of

states obtained from the velocity auto correlation functions of the atoms reproduced the

key observations of experiments – a red shift in the frequencies of the modes relative to

that for an isolated molecule was observed, and the splitting of the symmetric stretch

peak due to Fermi resonance was reproduced in the CPMD calculations. Needless to

state, the MD calculations involving no internal degrees of freedom cannot be expected

to capture the vibrational modes of the molecules in scCO2.

The results of the present CPMD simulations could be used to refine the interaction

parameters of carbon dioxide for use in classical MD simulations. Specifically, the rele-
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vance of retaining the linear structure of the molecule in the supercritical state in such

simulations, could be examined. In an interesting study on the vibrational relaxation

of I−2 ions in carbon dioxide clusters, Ladanyi and Parson [48] have observed a sponta-

neous solvent polarization for an artificially constructed hyperflexible solvent model. The

marginal differences observed between the CPMD and the MD calculations could also

arise from system size effects [10]. Our CPMD calculations involve only 32 molecules –

this could influence the results, by artificially suppressing density heterogeneities of length

scales larger than 7.5 Å, which is around half of the simulation box length used in the

CPMD study. However, we wish to point out that a box of about 15 Å itself is quite large

by CPMD standards, and tremendous resources are required to study systems of larger

sizes. We had performed MD calculations at two system sizes, one with 32 molecules and

the other with 100 molecules and found the structural and dynamical data not to be too

dependent on the size of the system. This makes us believe that the CPMD calculations

involving 32 molecules are likely to be converged with respect to the size of the system

and thus to be realistic of bulk behavior.

Dispersive forces have long been an issue in DFT, and efforts have been made re-

cently to treat van der Waals interactions more accurately [49, 50]. In light of this, the

excellent agreement obtained by our CPMD simulations with experiments could be due

to a fortuitous cancellation of minor errors, or could point to the dominance of electro-

static interactions in supercritical carbon dioxide. This needs to be studied further. One

needs to also compare the results obtained within the local density approximation with

that obtained using a functional that includes gradient corrections. The former has been

shown to underestimate intermolecular bond lengths [16]. High pressure solid phases of

carbon dioxide have been studied using gradient corrected functionals [51], and their use

in predicting the properties of scCO2 could be explored.

The enhanced instantaneous electrostatic multipole moments and the solvent structure

offer a microscopic explanation for the ability of supercritical carbon dioxide to dissolve a



74 Chapter 2.

variety of solutes. The quadrupole moment of CO2 has been shown to diminish the activa-

tion barrier and influence the kinetics in isomerization and charge transfer reactions [52].

Thus, its enhancement in scCO2 over the value for the isolated molecule is significant.

The existence of an induced dipole moment could be probed using the method of dielectric

relaxation. Such experiments have been performed for scCO2-methanol mixtures [53] and

not for pure scCO2. Based on our simulations, we expect a dielectric loss peak in scCO2

to be present at frequencies of the order of 1012Hz. Earlier spectroscopic studies have

indicated the interaction of the lone pairs on a carbonyl oxygen in poly(methyl methacry-

late) with the carbon atom of carbon dioxide molecule [54]. Our results on the existence

of equatorial near neighbor configurations agree with these observations and point to the

importance of electrostatic interactions in this green solvent. Successive chapters of this

thesis probe these interactions as a function of solvent density and in the presence of

solutes.
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Chapter 3

Evolution of Intermolecular

Structure and Dynamics in

Supercritical Carbon dioxide with

Pressure: An Ab Initio Molecular

Dynamics Study

3.1 Introduction

We have mentioned in the Chapter 1, that one of the characteristic features of supercritical

CO2 (compressed fluids in general) is its density tunability. Unlike the normal fluids, the

density of this solvent can even be doubled by doubling the pressure [1]. The solubility

of solid solutes in scCO2 has been shown to increase with increasing pressure of the

solvent [2]. Despite being such a facile experimental tool that is employed to tune the

properties of the fluid, the effect of pressure on the molecular and intermolecular structure

and dynamics in this system remains not well studied. Motivated by this aim, we report

79
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here results of ab initio molecular dynamics simulations of scCO2 based on the Car-

Parrinello (CPMD) approach [3]. This method has been applied to study a wide variety

of liquids and processes therein [4].

Neutron diffraction measurements on high pressure supercritical CO2 [5, 6] show that

the intermolecular structure factors depend primarily on the density of the solvent and are

insensitive to temperature, in the ranges studied. It is reported that the T-shaped near

neighbor configuration [7] around a solvent molecule becomes more structured at higher

pressures due to electric multipole interactions. Our earlier works [8, 9] on pristine CO2

(318.15 K and 130 bar), showed that oxygen atoms of CO2 molecules surround a central

molecule in a plane perpendicular to its backbone. Similar near neighbor arrangements

have also been reported by other classical MD simulations [10–12]. The near neighbor

structure in scCO2 is highly sensitive to its density. In the gas phase, the ‘slipped par-

allel’ geometry between two neighboring CO2 molecules is energetically more favorable

than the T-shaped geometry [13, 14]. The preference appears to be reversed in the liq-

uid [15]. It was also speculated that CO2 molecules could adopt non-linear geometries

in their instantaneous configurations due to polarization by neighboring molecules in the

coordination shell [9]. Thus, although under isolated conditions in its electronic ground

state carbon dioxide is a non-dipolar molecule, an induced dipole moment could arise

through interactions with near neighbors.

Here, we aim to obtain a microscopic picture of the changes in the intermolecular

structure and dynamics of scCO2 that are brought upon by an increase in the pressure.

The work can also enable us to distinguish between the contributions from thermal factors

and induced polarization due to near-neighbors on the deviation from a linear geometry

in the instantaneous configurations of carbon dioxide. In pursuit of these aims, we report

here results obtained from extensive ab initio molecular dynamics simulations carried out

at four different densities along an isotherm at 318.15K. Anticipating our results, we

find a marginal, but systematic effect of density on the intramolecular structure, while
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the intermolecular structure shows significant changes with increasing pressure. Data on

the rotational dynamics of CO2 molecules are also provided. We present the details of

simulation in the next section followed by a description of the results.

3.2 Simulation Details

CPMD simulations [16] have been carried out along an isotherm at 318.15K and at den-

sities of 0.80444, 1.1, 1.216 and 1.4 g/cc. These densities correspond to experimentally

observed pressures of 190, 1034, 2000, and 5025 bar respectively [17]. Each simulated

system contained 32 CO2 molecules. The simulations were performed in cubic supercells

in the NVT ensemble. In order to obtain a reliable estimate of pressure in ab initio MD

simulations, one is required to employ larger values of the plane wave energy cuto than

what is used here. Our simulations are carried out under constant density conditions,

and the pressure values referenced in the discussion are obtained from experiments [17].

Three dimensional periodic boundary conditions were applied. The box lengths at these

densities were 14.27, 12.86, 12.43, and 11.86 Å respectively. Our earlier work [18] had

shown that the near neighbor structure is unchanged for systems consisting either 32 or

64 molecules. Hence a smaller system size was employed here.

The CPMD simulations at each state point were started from configurations which

were equilibrated by classical MD simulations employing the EPM2 [19] potential model.

The equilibration runs in these classical MD simulations were of 100 ps duration each.

At the start of each CPMD run, the electronic wavefunctions were quenched to the Born-

Oppenheimer surface. CPMD calculations were carried out within the density func-

tional approximation. The exchange and correlation functionals were from the works

of Becke [20], and Lee, Yang, and Parr [21] respectively. The electronic orbitals of va-

lence electrons were expanded in a plane wave basis set with an energy cutoff of 70Ry

for the orbitals. Norm conserving pseudopotentials of the Troullier-Martins form [22]

were employed for the treatment of the core electrons. CPMD simulations using similar
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procedures as described here, but of reactive forms of carbon dioxide at much higher

temperatures and pressures have been carried out recently [23]. The fictitious mass of

electrons was set to 500 a.u. and the equations of motion were integrated with a time

step of 4 a.u. (around 0.096fs). Temperature control for the ions was achieved by the

use of a Nosé-Hoover chain thermostat [24]. The fictitious electronic kinetic energy was

seen to be conserved throughout the molecular dynamics trajectory without the use of

a electronic thermostat. In order to achieve better ensemble averaged properties of the

solvent, the analysis run lengths at 1.216 and 1.4 g/cc were higher than that at lower

densities. Leaving a short span of 2 ps for equilibration at all the densities, the results at

0.80444, 1.1, 1.216, and 1.4 g/cc were analyzed over 13, 13, 18.6, and 21.3 ps respectively.

The value of the mean squared displacement of CO2 molecules in the densest system was

found to be 55Å2 at 7 ps. Hence, we are satisfied that the molecules are labile and that

the structural data reported here are well averaged.

3.3 Results and Discussion

3.3.1 Structure

Pair correlation function

The intermolecular structure of pure carbon dioxide in the supercritical state has been

studied by neutron diffraction measurements [5, 15] at densities ranging from 11 to 15

molecules/nm3 over a wide variety of temperatures. Our work reported here consists

of systems at densities varying between 11 to 19 molecules/nm3. Hence a comparison

between our ab initio results and the neutron data is possible.

The partial radial distribution function, gCC(r) shown in Figure 3.1 exhibits a mono-

tonic shift in the position of the first peak towards lower distances with increase in pres-

sure. In addition, the peak gets narrower indicating a better definition of the first coor-

dination shell.
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Figure 3.1: Intermolecular partial radial distribution functions between C-C
pairs of CO2 molecules at densities of 0.80444 (solid black), 1.1 (thick solid
gray), 1.216 (dashed black), and 1.4 (dashed gray) g/cc under supercritical
conditions at 318.15K. The thin gray vertical lines are the same function for
crystalline CO2. The latter are not completely shown along the y-axis

Significant changes in the solvent structure can be observed however, in the inter-

molecular gCO(r) which is shown in Figure 3.2. The first peak at the lowest density is

present at 4.2Å and it shifts to shorter distances with increasing density, as expected. In-

terestingly, a hump develops in the first peak at moderate pressures and transforms into

a distinct pre-peak at the highest density studied, at 1.4 g/cc. This feature is present at

around 3.1Å . These observations are found to be consistent with the radial distribution

functions obtained from neutron scattering measurements [15]. In order to investigate the

origin of this new feature at 3.1Å , we have examined the crystal structure of α-CO2, in

its Pa-3 form [25,26]. In a unit cell of the crystal, CO2 molecules occupy the face centered

cubic sites and the orientations of the molecular backbone axes are parallel to the body
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Figure 3.2: Intermolecular partial radial distribution functions between C-O
pairs of CO2 molecules, with the same description as in Figure 3.1

diagonals.

Shown in the same figure are the pair correlation functions obtained from the crystal.

One can observe the presence of a strong peak at 3.0Å for the crystal which is quite close

to the pre-peak observed in scCO2 at 1.4 g/cc. It is worthy to point out here that the

density of the crystal is 1.76 g/cc. Despite the difference in the density between scCO2

at 1.4 g/cc studied in our simulations and that of the crystal, the distance from the

nearest oxygen to a central carbon is approximately the same. This comparison is further

validated by an examination of the second peak in thegCO(r) which is present at 3.9Å and

4.05Å in the high density fluid and the crystalline phases respectively. Figure 3.3 shows

the running coordination numbers of intermolecular oxygen atoms around a carbon in

scCO2 at 1.4 g/cc and in the crystal. The curve for the former closely follows the data

for the crystal, indicating that near-neighbor spatial correlations in scCO2 at the highest
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Figure 3.3: Comparison between running coordination numbers NCO(r), of oxy-
gen atoms surrounding a central carbon atom in the crystal (solid black) and
in the supercritical fluid at 1.4 g/cc (dashed black). The corresponding pair
correlation functions are also shown in solid gray and dashed gray lines respec-
tively. The gCO(r) for the supercritical fluid has been multiplied by a factor
of 10, and that for the crystal is incompletely shown.

density studied here possesses features which are comparable to that in the crystal.

Atomic probability density map

In order to identify the location of the near neighbor oxygen atom around a central CO2

molecule in scCO2, we have calculated the three dimensional atomic probability density

map. Shown in Figure 3.4(a) is this data for the system at 1.4 g/cc, where isosurfaces in

two shades are seen.

The isosurface values for both are the same, 0.07 atoms/Å3, which is about twice the
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Figure 3.4: (a) Probability density map for the occurrence of neighboring oxy-
gen atoms around a central CO2 molecule with two different conditions on
the intermolecular C-O separation, rCO : (i) rCO < 3.4Å (gray isosurface) and
(ii) 3.6 < rCO < 4.3Å (red isosurface). The isosurface values for both the
surfaces is 0.07 oxygen atoms/Å3 which is about twice the mean density of
oxygen atoms in the system. (b) First coordination shell of CO2 molecules in
the crystal, where the C-C distance is 3.9Å . The six closest oxygen atoms
which are located near the equatorial plane are shown as black spheres. The
ellipse is a caricature of this plane. Carbon atoms are shown in white and
oxygen atoms are in gray.

mean density of oxygen atoms in this system. The surface in gray exhibits the location

of oxygen atoms of neighboring CO2 molecules which fall within a distance of 3.4Å from

a central carbon atom, while that in black are for oxygens present at distances between

3.6 and 4.3Å. We can thus infer that the oxygen atoms which contribute to the new

pre-peak at 3.1Å in the gCO(r) are mostly located on the equatorial plane around a

central carbon dioxide molecule, while those which contribute to the primary first peak

present at 3.9Å are predominantly located in the polar regions around a central CO2.

This interpretation is further aided by a comparison of the near neighbor structure in

crystalline carbon dioxide. Shown in Figure 3.4(b) is the configuration of the closest

twelve neighbors i.e., the first coordination shell (based on intermolecular C-C distance)
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around a central CO2 in the crystal. Around a molecule which is aligned along the z-

axis, six molecules lie in or near the equatorial plane. Six oxygen atoms from this group,

one from each molecule, form the first oxygen coordination shell around the carbon of a

central molecule, at a distance of 3.02Å. Six other molecules are present near the poles

of the central molecule. Their oxygen atoms form the second oxygen shell, at a distance

of 4.05Å. The parallels between the crystal structure analyzed in this fashion, and the

intermolecular structure in the fluid at the density of 1.4 g/cc is striking and lends further

credence to our interpretation of the intermolecular structure in scCO2 at high densities.

We shall now examine the orientational order of near neighbor molecules and its

evolution with density.

Figure 3.5: Schematic depicting a typical near neighbor arrangement, which
also defines the nomenclature used in the discussion. C1 is the carbon of the
central molecule and Oa is the intermolecular oxygen atom closest to it.
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Figure 3.6: Probability distributions of ÔpOq · Ĉ1Oa (a, and d), ÔpOq · Ĉ1C2 (b,

and e), and ÔpOq · Ĉ1Ob (c, and f) with C1Oa cut-off (i) within 3.4Å (a, b,
c); (ii) between 3.6 and 4.3Å (d, e, f). The distributions correspond to the
following density values: 0.80444 (solid black line), 1.1 (solid gray line), 1.216
(dashed black line), and 1.4 g/cc (dashed gray line).
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In order to proceed further, we illustrate a typical near neighbor configuration in Fig-

ure 3.5. C1 is the central carbon atom bonded to Op and Oq. The intermolecular oxygen

atom closest to a carbon is denoted as Oa and the farther one as Ob. We are interested in

finding out the orientation of near neighbor pairs of molecules in scCO2. The analysis has

been divided into two parts, based on the C1-Oa distance : (i) within the first pre-peak

of gCO(r), i.e., within 3.4Å, and (ii) between 3.6-4.3Å. Figure 3.6 exhibits the probability

distributions of angles between the unit vector, ÔpOq and various intermolecular vectors

at all the densities. The distributions in Figure 3.6a-c exhibit a preference for cosθ values

around zero for a distance cut off of 3.4Å, indicating that the closest neighboring molecules

prefer a T-shaped or to be more precise, a distorted T-shaped configuration. This feature

in the near neighbor arrangement is present irrespective of the system density and only a

marginal effect of pressure on these distributions is observed. On the other hand, P(Cos θ)

plots for C1-Oa distances between 3.6 and 4.3Å show (Figure 3.6d-f) a pronounced effect

of pressure on intermolecular orientation. At the lowest density, 0.80444 g/cc, the distri-

bution is almost isotropic in nature, whereas two distinct peaks at around 140 and 40o

angles appear at higher densities. Thus, a pair of CO2 molecules separated by distances

between 3.6 and 4.3Å favor the ‘slipped parallel’ configuration at high pressures.

CO2 geometry

Having studied the intermolecular ordering as a function of pressure, we now examine the

intramolecular geometry of CO2 with increasing pressure. We have learnt that increas-

ing pressure decreases intermolecular distances. In Figure 3.7, we show the probability

distributions of intramolecular O-C and O-O distances in scCO2.

Although the distributions narrow down with increasing pressure, the mean values

of O-C and O-O distances decrease only negligibly, by about 0.002 to 0.003Å. Shown in

Figure 3.8 are the intramolecular angle distributions calculated at different densities. The

pressure dependence of the tail region of the O-C-O angle distribution clearly shows that
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Figure 3.7: Probability distributions of the intramolecular C-O (rCO) and O-O
(rOO) distances. The distributions correspond to the following density values:
0.80444 (solid black line), 1.1 (solid gray line), 1.216 (dashed black line), and
1.4 g/cc (dashed gray line).

increasing density tends to make the molecules closer to linearity.

The angle distributions obtained from the CPMD simulations are compared with those

obtained from classical MD simulations which employed rigid bond lengths and a har-

monic potential governing the O-C-O angle (kθ = 1236 kJ/mol/rad2). The distribution

of instantaneous angles obtained from the classical simulations exhibits a much higher

propensity for a linear geometry than the one from CPMD. This contrasting behavior

between the classical and CPMD simulations and the pressure dependence observed in

the CPMD angle distributions can be rationalized as due to polarization effects induced

by a changing near neighbor environment.

We believe that the deviation from linearity in the instantaneous geometry of CO2
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Figure 3.8: Probability distributions of the intramolecular OCO angle θ, of CO2

molecules at the following densities: 0.80444 (thick black line), 1.1 (thick gray
line), 1.216 (thin black line), and 1.4 g/cc (thin gray line). The corresponding
classical MD result with a harmonic bending potential for the system at a
density of 1.4 g/cc is shown in black circles. Inset shows the full distributions,
and the main body highlights the tail regions.

could have two underlying causes: (i) thermal fluctuations and (ii) the geometric distri-

bution of near neighbors on or close to the equatorial plane around a central CO2 molecule.

Thermal effects are identical for all the four systems studied as the simulations have been

conducted at the same temperature, 318.15K. Hence any differences in the intramolecular

angle distributions between the systems, however marginal, must be ascribed purely to

an increase in density. Inhomogeneities of molecular density in the instantaneous near

neighbor environment are likely to polarize a central CO2, causing it to deviate away from

a linear geometry. This is more likely to happen at lower densities than at higher den-

sities. At lower densities in the supercritical state, a molecule is likely to be surrounded

by fewer neighbors, leading to an anisotropic environment which in turn, can polarize a
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central CO2. At higher densities, the polarization effects from neighbors are likely to can-

cel each other, due to a progressively increasing homogeneous neighborhood. Our results

on the intramolecular distance and angle distributions can thus be rationalized. Needless

to state, in the crystalline PA-3 structure, the molecules are linear. Thus the trend to-

wards an instantaneous linear geometry with increasing pressure in the supercritical state

observed here is reasonable.

3.3.2 Dynamics

Rotational relaxation

Increasing solvent density can have a marked effect on solvent dynamics. A crucial quan-

tity to study in this regard is the rotational relaxation of carbon dioxide molecules, which

can be investigated through NMR experiments [27, 28]. In particular, these experiments

probe the 17O quadruple relaxation time of carbon dioxide, from which the reorienta-

tional relaxation time can be derived. Figure 3.9 depicts the calculated orientational

correlation functions for CO2 at different solvent densities. Consistent with earlier obser-

vations [29, 30], the rotational correlation functions are found to be quadratic in nature

at low time scales at all densities.

The orientational correlation function is defined as,

Cr
` (t) =

〈P`(ui(0) · ui(t))〉
〈P`(ui(0) · ui(0))〉 (3.1)

where ui represents the unit backbone vector of ith CO2 molecule and ` represents the

order of Legendre polynomial. The integral correlation time can be calculated as,

τ r
` =

∫ ∞

0

Cr
` (t)dt (3.2)

The Cr
1 correlation functions at 0.80444, and 1.1 g/cc decay to zero within 4 ps. τ r

1 at
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Figure 3.9: Reorientational time correlation functions of CO2 backbone at the
following values of density: 0.80444 (solid black line), 1.1 (solid gray line),
1.216 (dashed black line), and 1.4 g/cc (dashed gray line). (a) First order
time correlation function (Cr

1), (b) Second order time correlation function
(Cr

2).

these densities are 0.816 and 1.06 ps respectively while the same at 0.7 g/cc had earlier

been calculated to be 0.62 ps [8]. At higher densities, Cr
1(t) decays much slower. τ r

2 has

been calculated by integrating Cr
2(t) (Figure 3.9b). We compare τ r

2 obtained from our

simulations with experiment [28] in Figure 3.10.

One finds a remarkably good agreement between experiment and our ab initio simu-

lations. Although the experimental data at 319K is available only up to a density around

0.957 g/cc, our simulation results appear to match well with its extrapolation. For den-

sities higher than 0.8 g/cc, the rotational relaxation time increases steeply with increase

in CO2 density.
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Figure 3.10: Comparison of the relaxation times τ r
2 between experiment (dark

circles) [28] and that obtained from our simulations (gray circles), as a function
of density of scCO2.

Vibrational density of states

The density dependence of infrared [31, 32] and Raman [33] spectra of supercritical

carbon dioxide have been studied extensively by several experiments. We report here the

vibrational density of states that depict both intra- and intermolecular modes in scCO2.

The power spectrum at each density has been obtained as a Fourier transform of the

velocity auto time correlation function of the atoms. The resolution in wavenumber is

around 5 cm−1 at 0.80444 and 1.1 g/cc and around 3 cm−1 at 1.216 and 1.4 g/cc.

In the range of pressures examined here at 318.15K, no significant effect of pressure

was observed on the frequencies of the fundamental modes of CO2. Figure 3.11 shows
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Figure 3.11: Vibrational density of states of supercritical CO2 obtained from the
Fourier transformation of velocity auto-correlation functions of all the atoms
at the following densities: 0.80444 (dashed black line), 1.1 (dashed gray line),
1.216 (solid black line), and 1.4 (solid gray line) g/cc. (a) Cage rattling, (b)
Bending, (c) Symmetric stretching, and (d) Asymmetric stretching mode.

the vibrational density of states of CO2 at different state points. We do not observe

any noticeable change in the peak positions of bending (ν2) (Figure 3.11b), symmetric

stretching (ν1) (Figure 3.11c), and asymmetric stretching (ν3) (Figure 3.11d) modes except

for a relative contraction of the band width with increase in system pressure. These bands

have been discussed in detail in our earlier work [8].

Crucial changes in the vibrational spectra of scCO2 with pressure are observed in the

external or intermolecular modes. Figure 3.11a shows the power spectra in the far-infrared

region, between 0-200 cm−1. With increasing density, we observe the emergence of a mode

whose frequency shifts from around 15 cm−1 at 1.1 g/cc to 50 cm−1 at 1.4 g/cc. The blue

shift is discernible with increasing pressure. This mode is likely due to the rattling of
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molecules within cages formed by their neighbors. Cardini et al [34] had observed this

broad mode in liquid-like clusters of CO2 modeled using an empirical potential. Our

results agree quantitatively with the frequency range in which they observed this mode.

The non-zero value of the power spectrum at zero frequency is due to molecular diffusion.

Note the decrease in its magnitude with increasing density, as expected.

3.4 Discussion and Conclusions

We have presented the results of ab initio molecular dynamics simulations of supercritical

CO2 performed under high pressures at T = 318.15K. As stated in the section on simula-

tion details, the pressures reported here are experimental data [17] which correspond to

the state conditions of our simulations. The main aim of this work was to elucidate the

effect of pressure on the structural and dynamical properties of this solvent. Analysis of

the local environment of a CO2 molecule shows: (i) the progressive reorganization of first

coordination shell with increasing pressure, (ii) that the distorted T-shaped arrangement

of the closest neighbors around a central molecule changes gradually to a ‘slipped paral-

lel’ like arrangement at farther distances. The distributions of the instantaneous O-C-O

intramolecular angle shows a marginal preference towards linear geometry with increas-

ing pressure. At higher densities, an increase in the coordination number can cause the

polarization of a central molecule to cancel out which may explain this observation. In

an interesting report, Ladanyi and Parson [35] had studied the polarization of iodide ions

embedded in a CO2 cluster. They observed a strong polarization of the solute when the

bending force constant of CO2 was reduced, i.e., in a hyperflexible model. Our ab initio

results on the pressure dependence of the induced polarization in CO2 molecules is thus

relevant. The emergence of a pre-peak in the gCO(r) at a distance of around 3.1Å at high

densities is an important finding from our study. We have rationalized its presence by a

detailed comparison with the intermolecular structure in crystalline CO2. This compari-

son also enabled us to understand the orientational preference exhibited by intermolecular
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oxygen atom neighbors.

As regards the dynamics of the system, rotational relaxation times have been calcu-

lated from our simulations and an excellent agreement with experiment has been observed.

As expected, the relaxation time τ r
2 derived from the second order reorientational corre-

lation function increases with pressure. The vibrational density of states calculated from

the simulations demonstrate negligible changes in the peak frequency of intramolecular

modes. Interestingly, a blue shift in the low frequency intermolecular mode which occurs

due to cage rattling, is observed, consistent with earlier MD calculations on CO2 clus-

ters [34]. At the highest density studied here, i.e., 1.4 g/cc, this mode is observed at

52cm−1.

The current work offers microscopic details on the intra- and intermolecular structure

and dynamics of scCO2 with pressure. It would now be interesting to study the pressure

dependence of solvent organization around solutes [36]. This issue and its relevance to the

calculation of chemical reaction rates in this solvent are likely to be topics of our future

investigations.
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Chapter 4

Electron Donor-Acceptor

Interactions in Ethanol-CO2

Mixtures: An Ab Initio Molecular

Dynamics Study of Supercritical

Carbon dioxide

4.1 Introduction

Although scCO2 is being used widely as a solvent for non-polar solutes such as fluorocar-

bons, its ability to solvate polar solutes is limited. Despite the reported enhancement of

induced molecular multipole moments in the supercritical phase [1], scCO2 is less capa-

ble to dissolve polar solutes. This disadvantage can however be circumvented by using

other polar compounds as cosolvents [2–7]. The most commonly used cosolvents are short

chain alcohols [8–11], and water [12, 13]. The addition of small amounts of cosolvents

such as methanol or ethanol in scCO2 can enhance the solubility of moderately polar
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compounds [14] and solid solutes [15]. This experimental observation has not yet been

explored from a microscopic perspective. In this work, we attempt to study such a sol-

vent mixture and provide molecular level details on the interactions between the solvent

species.

The carbon atom in a CO2 molecule is electron deficient, while the oxygen has two lone

pairs of electrons. Thus depending on its environment, CO2 can act either as a Lewis acid

or base [16,17], conditions which can induce a dipole moment in CO2 [1,18]. In the former

situation, the carbon atom behaves as an electron acceptor (partial charge transfer) from

another molecule in the vicinity while in the latter, the oxygen atom acts as an electron

donor. The miscibility of cosolvents such as alcohols in CO2 is closely linked to this

aspect of the carbon dioxide molecule. The earliest quantitative data on the association

between an alcohol and carbon dioxide was established by King and coworkers [19, 20],

who determined large negative values for the cross second virial coefficient. However,

alcohols are also known to aggregate in scCO2 due to the stronger alcohol-alcohol [21]

hydrogen bonding that can prevail over the weak association between alcohol and the

solvent [22, 23]. In a pioneering study, Smith and coworkers [24, 25] carried out infrared

spectroscopic measurements identifying such hydrogen bonds through a red shift in the

stretching frequency (ν1) of the functional group relative to that in gas phase. On the

other hand, static dielectric constant data [26] suggests favourable interaction between

ethanol and CO2 under supercritical conditions. The variation in the dielectric constant

upon mixing is found to be lesser than what is expected from an ideal, linear dependence

on the mole fraction of ethanol. This can be understood as due to the disruption of the

orientations of the linear ethanol molecules present in the electric field by CO2 molecules.

More recently, the interaction between ethanol and CO2 in scCO2 has been studied using

vibrational spectroscopy that probe the O-D stretching in the alcohol as well as by ab initio

calculations in the gas phase by Besnard and coworkers [27,28]. Han and co-workers [29]

have studied the phase diagram of ethanol-CO2 and CO2-n-pentane mixtures. They have
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found that as the solvent pressure tends towards criticality, the local density of solvent

molecules reduces whereas the specific heat at constant volume increases.

There is astrophysical interest as well in the interaction between carbon dioxide and

alcohols. Recent experiments carried out by the infrared space observatory have identi-

fied large amounts of CO2 ice and methanol in protostellar environments [30–33]. The

observed spectra have been interpreted based on vibrational spectroscopic experiments

carried out on mixtures of methanol and CO2 in the laboratory under different thermal

conditions. These experiments were augmented by quantum chemical calculations on iso-

lated complexes of the two molecules. The results show that while the bending mode of

an isolated CO2 molecule is doubly degenerate, it is split into two peaks in the complex.

The lifting of the degeneracy in the associated complex is a consequence of CO2 becoming

non-linear. The interaction is surmised to be of Lewis acid-base type wherein the elec-

trons belonging to the interacting lone pair of the ethanol oxygen repel the oxygen atoms

of the CO2, causing it to bend. The intramolecular O-C-O angles have been calculated to

be around 177o [33]. These results confirm the original gas phase calculations of Jamroz

et al [34] on EDA complexes of CO2.

Numerous computer simulation studies have been carried out to understand the prop-

erties of pristine scCO2 as well as mixtures of CO2 with other cosolvents/solutes. Most

of these studies are simulations that employ an empirical potential [35,36] looking at var-

ious bulk properties of the solvent as well as its miscibility with solutes [37,38]. Recently,

Stubbs and Siepmann have performed Monte Carlo calculations [38] of methanol-CO2

mixtures with empirical potentials, in order to examine its phase behavior and to study

the formation of methanol aggregates in scCO2. They observed the formation of hydrogen

bonds between methanol molecules and more importantly, the formation of a hydrogen

bond between the hydroxyl hydrogen and the carbonyl oxygen. Configurations indicating

the presence of EDA interactions between the carbonyl carbon and the alcohol oxygen were

not reported. Earlier, we have studied pure scCO2 at 140 bar and 318.15K using the Car-
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Parrinello molecular dynamics (CPMD) method [1, 39]. Our calculations examined the

evolution of the intramolecular bond angle in CO2 and its deviation from linearity due to

(i) thermal fluctuations and (ii) charge polarization from near neighbor interactions. The

polar attributes of carbon dioxide molecules in its interaction with other molecules have

attracted much attention recently [4]. The ab initio MD (AIMD) work on scCO2 [1, 39]

has spurred researchers to find better interaction models for carbon dioxide [40], a salient

feature of which is the requirement of a flexible CO2 in order to reproduce the experimen-

tal values of the dielectric constant as a function of pressure. It is thus crucial that such

AIMD calculations, that inherently include flexibility and polarizability are performed for

cosolvent mixtures as well.

In this article, we study a mixture of carbon dioxide and ethanol under supercritical

conditions. Our ab initio MD calculations employ only one ethanol molecule in a bath of 64

carbon dioxide molecules. Thus, our simulations cannot be used to study the phenomenon

of alcohol aggregation in scCO2, by construction. AIMD calculations of alcohol aggregates

present in solvent would require very large system sizes and are beyond the scope of the

current work. Thus, we limit this study to the investigation of microscopic interactions

between alcohol and carbon dioxide molecules in scCO2. Hence despite its widespread

use as a cosolvent in scCO2, we call ethanol as a “solute” within this paper. Calculations

with larger mole fractions which include the effects of aggregation are planned to be

performed in future. The AIMD trajectory provides us data on the structure around

the ethanol, the dynamics of the molecules, and solute-solvent interactions. Inherently

devoid of adjustable parameters, these calculations enable us to obtain an insight into the

microscopic organization of carbon dioxide molecules around ethanol. Anticipating our

results, we find strong evidence, both in terms of structure and as well as in dynamics for

Lewis acid-base type of interaction between CO2 and ethanol in this bulk mixture. We

follow this Introduction by providing details of the simulation and discuss the results of

our analyses.
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4.2 Simulation Details

Car-Parrinello MD simulations [41] were performed using the CPMD program [42], while

the classical MD calculations were carried out using the PINY MD code [43]. The system

consisted of one ethanol molecule soaked in a bath of 64 carbon dioxide molecules at a

temperature of 318.15K and a density of 0.699 g/cc (system A). This thermodynamic

condition is well above the critical point of carbon dioxide and that of the mixture as

well. The mole fraction of ethanol in the solution is 0.0154. CPMD calculations were

carried out within the density functional approximation. The exchange and correlation

functionals were from the works of Becke [44], and Lee, Yang, and Parr [45] respectively,

and thus fall into the category of generalized gradient approximated (GGA) functionals.

Such functionals have been used in ab initio MD studies of proton transport in methanol

earlier [46]. The electronic orbitals of valence electrons were expanded in a plane wave

basis set with an energy cutoff of 70Ry for the orbitals. Norm conserving pseudopotentials

of the Troullier-Martins form [47] were employed for the treatment of the core electrons.

In order to elucidate the influence of the ethanol molecule on the solvent structure, and

to compare the structure of pure scCO2 obtained using the BLYP functionals against

our earlier LDA calculations, we have also carried out a bulk CPMD simulation of pure

scCO2 (32 CO2 molecules, system B) at the same state point using the same procedures

as described above, for a total run length of 10ps with 2.9 ps for equilibration.

Two types of interactions are possible between ethanol and CO2:

i. Hydrogen bonding between the hydroxyl hydrogen of ethanol and the oxygen of CO2

ii. Lewis acid-Lewis base (LA-LB) interaction between the oxygen of ethanol and the

carbon of CO2.

These were investigated using gas phase calculations on isolated dimers of CO2 and a

ethanol-CO2 complex. Different initial configurations that varied in the locations of CO2

with respect to ethanol were investigated. Calculations on the optimization of geometry

of CO2 clusters as well as the energy of dimerization using the functionals described above
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yielded results that are in good agreement with results reported in the literature using

other methods. These are summarized and compared with data obtained from quantum

chemical calculations in Table 4.1. The latter were carried out using the Gaussian [48]

Species Angle Method Bond length Dimerization
(Å) energy

(kcal/mol)
CO2 Monomer 180.0 (O=C=O) CPMD 1.176 -

180.0 (O=C=O) Gaussian98 1.169 -
CO2 Dimer 78.9 (O1-C2-O2) CPMD ∼1.176 -0.170

(slipped 100.9 (C2-O2-C1)
parallel)

84.1 (O1-C2-O2) Gaussian98 - -
138.5 (C2-O2-C1) Ref. 29

- Gaussian98 - -0.290
Ref. 12

ethanol-CO2 123.1(θ1) CPMD 2.833 (Oe-CC) -2.627
EDA complex 128.5(θ2)

120.9(θ1) Gaussian98 2.746 (Oe-CC) -2.720
129.7(θ2)

114.7(θ1) Gaussian98 2.754 (Oe-CC) -2.417
Ref. 23

ethanol-CO2 179.4 (O=C=O) CPMD 2.212 (OC-He) -0.840
h-bonded
complex

Table 4.1: Geometry and energetics of optimized clusters. The subscripts ’1’ and ’2’ in
the angle representation of CO2 dimer represent molecular indices.

suite of programs with 6-31++g* basis set and electron correlations have been included

according to density functional theory using Becke’s three-parameter hybrid formalism [49]

and Lee-Yang-Parr functionals [45] (B3LYP). These calculations show that the complex

with Lewis acid-base interaction between ethanol and CO2 is energetically more favourable

than the one with hydrogen bonded interaction between them. In order to aid further

discussion, we provide in Figure 4.1, a schematic of atom nomenclature and parameters
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which are used to characterize the geometry of the EDA complex. For the study of

vibrational spectra of such clusters, CPMD trajectories of these systems present in a

cubic box of edge length 13Å were generated, in the absence of periodic boundaries.

Figure 4.1: The nomenclature of atoms and angles for a typical EDA geometry
of a ethanol-CO2 complex.

The 1:64 ethanol-CO2 bulk system was equilibrated for around 40ps using classi-

cal CHARMM all-atom potential model for ethanol [50] and the EPM2 model for CO2

molecules [51]. Lorentz-Berthelot combination rules were employed for the cross inter-

actions. The CPMD calculations were performed starting from the final configuration

obtained from this classical MD simulation. All the hydrogen atoms in ethanol were re-

placed by deuterium in order to be able to use a larger time step in CPMD calculations.

The electronic wavefunctions were initially quenched to the Born-Oppenheimer surface.

The fictitious dynamics of the electronic degrees of freedom was carried out with an elec-

tron mass of 500 a.u. which maintained the electrons at that surface. The equations of

motion were integrated with a conservative time step of 4 a.u. (around 0.096fs). Three di-
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mensional periodic boundary conditions consistent with a simple cubic box of edge length

18.843Å were employed. In all, the system consisted of 201 atoms and 1044 valence

electrons. Although the system contained only 64 CO2 molecules, the box size is quite

large when compared to a system of 64 molecules of say, liquid water under ambient con-

ditions (a well studied case). The latter requires a cubic box of edge length of only 12.4Å,

and possesses only 512 valence electrons. Thus, in comparison to a CPMD calculation

of liquid water at the same system size, the current calculations are far more computa-

tionally demanding. Temperature control was achieved by the use of two Nosé-Hoover

chain thermostats [52], one for the ions and another for the electrons. The target kinetic

energy for the electrons was set to 0.04 a.u., a value determined from preliminary NVE

runs. The total run length was around 9.5 ps that included a 1.85 ps trajectory devoted

for equilibration. As the system is in the supercritical phase, the diffusion coefficients of

molecules are rather large [39], and hence these run lengths are large enough to obtain

meaningful properties. The fluctuation in the total energy was around one part in 105.

Classical molecular dynamics simulations of this binary mixture at the same state point

and composition as in the CPMD run were performed using the TraPPE-UA potential [53]

for the sake of comparison. The TraPPE-UA potential is an united atom model for

ethanol, in which the CH3 and CH2 groups are replaced by pseudoatoms. In these runs,

the system was equilibrated for 240ps followed by a productive run of 360ps during which

the coordinates were stored at a regular interval of 40 fs. The non-bonded interactions were

truncated at 9.25 Å. Note that the TraPPE-UA potential model prescribes an interaction

cutoff of 14Å, which could not be accommodated in the 1:64 classical MD run due to the

smaller box size. In order to check if the decreased interaction cutoff leads to any changes

in the intermolecular structure, we performed MD simulations of a large system, that of

1 ethanol molecule soaked in a bath of 240 CO2 molecules. For these latter simulations,

an interaction cutoff of 14Å was employed. The radial distribution functions obtained

for the smaller system were compared to those obtained from the 1:240 system. The only
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marked difference was that the first hump (which signifies hydrogen bonding) as well as

the first peak in the g(r) of the ethanol hydrogen to carbon dioxide’s carbon was found

to be marginally smaller in the larger system. Radial distribution functions (RDF) were

calculated using a bin width of 0.2Å.

In a seminal work, Stubbs and Siepmann [54] have provided a microscopic interpre-

tation of the vibrational spectra of alcohol aggregates in a hydrocarbon solvent, using ab

initio MD methods. We draw inspiration from their work in the analyses of vibrational

spectra of the bulk ethanol-CO2 mixture. The vibrational density of states (VDOS) of CO2

and ethanol were determined using regularized resolvent transformation (RRT) [54,55] of

the velocity autocorrelation function of atoms. The RRT method enables one to obtain

the spectrum at a higher resolution than a discrete Fourier transform. All spectra derived

by RRT were compared against those obtained from a discrete Fourier transform to guard

against numerical artifacts. Features in the VDOS spectra of the bulk 1:64 mixture have

been interpreted by examining the VDOS of three clusters: (i) CO2 monomer at 10K, (ii)

CO2 dimer [17,56] in slipped parallel geometry at 10K, (iii) CO2 and ethanol forming an

EDA complex maintained at a temperature of 10K. Each of these systems was studied by

generating CPMD trajectories of duration around 8 ps.

4.3 Results and Discussion

4.3.1 Structure

Isolated Molecules and Complexes

The carbon atom in a CO2 molecule can act as Lewis acid and can accept partial electronic

charge. This charge could come from another molecule possessing a lone pair on any one

of its atoms so that the pair of molecules could form a weak EDA complex. In the present

study, we deal with the ethanol-CO2 system where CO2 can be treated as a Lewis acid

(while forming an EDA complex with ethanol) as well as a Lewis base while forming a
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hydrogen bonded complex with ethanol. Even in the absence of a solute, such LA-LB

interactions are possible between CO2 molecules themselves. The optimized configurations

of isolated ethanol-CO2 complexes obtained from CPMD are exhibited in Figure 4.2.

Figure 4.2: Snapshots of cluster configurations. (a) ethanol-CO2 EDA complex
obtained by geometry optimization within CPMD. (b) ethanol-CO2 hydrogen
bonded configuration obtained from geometry optimization within CPMD.
(c) An EDA complex containing two CO2 and one ethanol molecule, obtained
as a snapshot from the CPMD trajectory of the bulk ethanol-CO2 mixture.
Oxygen atoms are shown in black, carbon atoms are in white, and hydrogen
atoms are in gray.

In Table 4.1, we compare the geometry and energetics of these clusters with earlier

investigations and that obtained from our Gaussian98 calculations. Although the binding

energy and Oe-CC distance for the EDA complex are in good agreement with the work of

Tassaing et al [27], the angle θ1 is slightly different. This difference may arise due to the

different basis sets used for the optimization. It can be noticed that in the CPMD method,

the EDA complex with ethanol is energetically more stable than the hydrogen bonded one.

Note that the difference in the binding energies between the EDA and hydrogen bonded

states are accessible to thermal fluctuations at and near ambient conditions. However rare,

it is also possible for two carbon dioxide molecules to be simultaneously proximal to the

ethanol oxygen in an EDA-like geometry, as oxygen possesses two lone pairs of electrons.

A snapshot of an occurrence of such a kind observed in the bulk ethanol-CO2 system is

shown in Figure 4.2c. We isolated such a complex of one ethanol molecule associated
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with two CO2 molecules from the bulk system, and used it as a starting configuration

for geometry optimization. This run did not converge, and we noticed large separations

between the molecules of the complex at the end of the run. Hence it is possible that

such a double EDA complex could be stabilized by entropic factors alone.

Bulk Calculations

3.1.2.1 Pair Correlation Functions

The purpose of this work is to provide a molecular level insight into the solvent structure

around the solute. The radial distribution function is an important tool to investigate

the arrangement of near neighbor molecules around a central one. Figure 4.3 compares

the partial intermolecular RDFs between CO2 molecules in the solution, obtained from

both ab initio and classical MD calculations. All the RDF curves are observed to nearly

reach their uncorrelated value of unity within half boxlength, which indicates that the

system size studied here is probably large enough for a proper simulation of the fluid

phase. The first minima of gCC(r) (Figure 4.3a) are observed at 6.15Å and 5.90Å for

the CPMD and MD calculations, with corresponding coordination numbers of 9.5 and

8.4 respectively. Figure 4.3b shows the gCO(r). Here too we observe a higher population

of oxygen atoms around carbon in CPMD than in MD simulations. In Figure 4.3c, we

compare the CO pair correlation functions obtained from systems A and B. The two

curves are nearly identical which indicates that the influence of ethanol on the solvent

structure is negligible in its present concentration. It also indicates that a system size of

32 molecules is large enough to capture the crucial features of intermolecular structure in

scCO2, at this state point. The hump at 3.2Å that was observed in our earlier work on

pure scCO2 [39] is present only as a weak shoulder in the current ethanol-scCO2 system.

It thus appears that the LDA calculation generates a fluid that is more structured than

the current simulations that employ the BLYP functionals. Results from the classical

simulations using empirical potentials lie in between the data obtained from LDA and
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Figure 4.3: CO2-CO2 intermolecular pair correlation functions obtained from
the 1:64 system. Solid lines represent CPMD results, lines with open circles
represent classical MD results, and line with open triangle in (c) represents
result from system B.
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BLYP based simulations. Similar differences between LDA and GGA functionals have

been well documented in the literature, specifically for the case of liquid water [57]. The

same trend has been observed in gOO(r) (Figure 4.3d), where the first maxima is less

peaked than in neat CO2.
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Figure 4.4: Ethanol-CO2 intermolecular pair correlation functions obtained
from the 1:64 system. Solid lines represent CPMD results and lines with
open circles represent classical MD results.

The distribution of CO2 molecules around a central ethanol molecule has been inves-

tigated by two partial radial distribution functions shown in Figure 4.4. The first hump

at around 2.5Å in the RDF for CO2’s oxygen around a central hydroxyl hydrogen of

ethanol obtained from both CPMD and classical MD data, indicates hydrogen bonded

interaction between these two species (Figure 4.4a). The same has been observed in the

Monte Carlo work of Stubbs and Siepmann [38] in the methanol-CO2 system. However,
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hydrogen bonding between the species is found to be much weaker in the corresponding

CPMD results. The coordination number for the two g(r)s integrated up to the stan-

dard hydrogen bond length of 2.5Å is around 0.28 and 0.64 obtained from CPMD and

MD calculations respectively. It may be pertinent to confirm the relative weakening of

the hydrogen bonded configuration in CPMD by studies using other exchange-correlation

functionals. If the current results are validated, the interaction potential for classical MD

may have to be refined so as to reproduce the ab initio results. The radial distribution

function of CC with respect to Oe (Figure 4.4b) is peaked at around 4.1Å in CPMD and

at 3Å in MD simulations. The first minimum of this g(r) is at 4.3Å. The coordination

number upto the first minimum is around 2.0 and 3.0 from CPMD and classical MD

simulations respectively. We choose this distance as the upper limit for CC -Oe separation

in the formation of EDA complexes in bulk.

3.1.2.2 Characterization of electron donor-acceptor and hydrogen bonded

complexes

Probability density map : An idea of the geometry of the EDA complex can be obtained by

studying the atomic probability density map (also called the spatial distribution function).

Figure 4.5 shows the probability distribution for the location of carbonyl carbon (Cc)

situated within 4.3Å of the oxygen(Oe) atom of ethanol, the data averaged over the full

trajectory. The two shades represent different probabilities of finding Cc around the

central Oe. The two distinct lobes of high probability point to the directional nature of

the EDA interaction between the lone pair of ethanol’s oxygen with CO2’s carbon. Note

that the lobes appear to be along the direction of the central oxygen’s lone pairs.

Hydrogen bonds are often identified in molecular simulations using a set of geometric

criteria that limit the oxygen-oxygen distance to 3.5Å, the donor hydrogen-oxygen dis-

tance to 2.5Å, and the oxygen-oxygen-donor hydrogen angle to be greater than 140o [38,

58]. Since the EDA interactions reported here are also quite directional just as hydrogen

bonds are, we could develop a similar set of conditions. As mentioned earlier, we choose a
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Figure 4.5: Probability density map for the location of CO2’s carbon atom
within a distance of 4.3Å from Oe, obtained from CPMD data of the bulk
mixture. Gray and black regions represent low and high probability respec-
tively. Oxygen atoms are shown in black, carbon atoms are in white, and
hydrogen atoms are in gray. The OH vector of the hydroxyl group points
along the normal to the paper. The density values are in units of Å−3.

4.3Å cutoff for the distance between ethanol oxygen and carbonyl carbon. This distance

corresponds to the first minimum in the corresponding pair correlation function. In addi-

tion, two angle conditions need to be employed, as the EDA interaction is directional – a

part of the lone pair electrons of the ethanol oxygen being donated to the acidic carbon

of CO2. In the following, we provide a rationale for the choice of these angle conditions,

by studying their probability distributions.

The probability distribution of cosines of Cc-Oe-He (θ1) and Cc-Oe-C2e (θ2) angles for

carbon dioxide molecules that satisfy the Cc-Oe distance cut-off (of 4.3Å) are shown in

Figure 4.6. The distribution for θ1 exhibits a rather weak preference for the tetrahedral

angle and that for θ2 shows a peak at a cosine value of -0.33. Thus, carbon dioxide

molecules are seen to have a preferred orientation with respect to the oxygen atom of the
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Figure 4.6: Probability distributions for the angles θ1 and θ2 obtained for Cc-Oe

pairs present within a distance of 4.3Å. Solid lines represent CPMD results
and lines with open circles represent classical MD results.

ethanol molecule, a consequence of the Lewis acid-base interaction between them.

In order to arrive at reasonable angular limits to define the EDA complex, we have

analyzed the Oe-Cc pair correlation functions with different angular ranges of θ1 and θ2.

We have obtained these functions for Cc atoms which fall within a given angular range in

both θ1 and θ2, around the ethanol molecule. The volume element required for normal-

ization of the function was estimated numerically by generating uniform random numbers

which fall within the spherical shell of the required radius, a procedure akin to the numer-

ical calculation of the value of π using an elementary Monte Carlo procedure [59]. Pair
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correlation functions of those Cc atoms which do not satisfy the two angular conditions

were also obtained for purposes of reference. These are compared in Figure 4.7 for three

different angular limits placed on θ1 and θ2. Note the presence of sharp peaks in the
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Figure 4.7: Radial distribution functions of Oe-Cc pair obtained from the CPMD
calculation. Solid lines represent gCO(r) within the angular range defining the
EDA complex and lines with open circles represent outside the angular range.
90O ≤ θ1, θ2 ≤ 130O (thick black), 80O ≤ θ1, θ2 ≤ 140O (thin black), 100O ≤ θ1, θ2 ≤
120O (gray).

functions that satisfy the angular conditions relative to the ones that do not satisfy them.

This behavior shows the presence of a preferred window of angle in the formation of the

EDA complex. The intensity of the first peak in the g(r) that satisfies the angular condi-

tion, upon increasing the angular limits, is gradual and not dramatic. This implies that

the EDA interaction is only weakly angle dependent (in these ranges of angles). In the

following discussion, we choose the range of θ1 and θ2 angles for the existence of a LA-LB

complex to be between 90o and 130o. The results to be discussed on the concentration

of EDA complex in bulk and its properties do depend on this choice. We have provided

results on sensible alternate choices of these angular limits as well, in order to provide a

perspective.

Armed with this set of criteria for defining the EDA complex (and a similar well estab-

lished one to define the hydrogen bond), we proceed to calculate the ratio of occurrence of
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these types of configurations in the ethanol-CO2 mixture. Within our trajectory of length

7.7 ps, the signatures of the EDA complex were observed in several segments together

spanning a length of 3.0ps, while the hydrogen bonded configuration was observed for a

total duration of around 0.6ps. In the remaining duration of the trajectory, the ethanol

molecule did not satisfy either the EDA criteria or the hydrogen bond criteria. The EDA

interaction is thus favored even in the bulk phase at finite temperature, consistent with

our observations on the energetics of these complexes in the gas phase. We can assume

that these two states exist in a dynamical equilibrium along with another state in which

the ethanol and the carbon dioxide are not associated either through a hydrogen bond

or through a EDA type arrangement. In the rest of the discussion, we ignore the “dis-

associated” state. The equilibrium constant, K between the EDA arrangement and the

hydrogen bonded complex is equal to the ratio of their concentrations, and thus of the ra-

tio of the durations that they were observed for. K is related to the free energy difference

between these two states, ∆A as,

∆A = −RTlnK (4.1)

where R is the universal gas constant. ∆A is determined to be -0.88 kcal/mol, for the

choice of angular domain of 40o (with limits on θ1 and θ2 being 90o and 130o). This free

energy difference changes to -0.24 kcal/mol and -1.36 kcal/mol for the angle choices of

100o-120o and 80-140o respectively. Note that the energy difference between the EDA and

hydrogen bonded complex in gas phase is -1.79kcal/mol. Thus, irrespective of the choice

of the angle limits, relative to the hydrogen bonded moiety, the EDA complex is more

stable in gas phase than in the bulk system, as the free energy difference is found to be

smaller than the energy difference between the gas phase (zero Kelvin) complexes.

Earlier investigations [33, 34] on the ethanol-CO2 complex have shown that the CO2

molecules prefer two possible orientations with respect to the ethanol: “parallel” (or hor-

izontal) and “perpendicular” (or vertical) arrangements. In the “parallel” orientation,
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the plane of CO2 lies parallel to the He-Oe-C2e plane of ethanol while it is perpendicular

in the “perpendicular” orientation. Based on quantum chemical calculations of isolated

EDA complexes, the “parallel” configuration has been reported to be more stable than

the perpendicular one [33]. In Figure 4.8, we show the probability distribution of the
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Figure 4.8: Probability distribution of Cos(φ), where φ represents the angle
between the instantaneous OC-CC-OC and C2e-Oe-He planes. Solid line rep-
resents CPMD results and line with open circles represents the classical MD
result.

cosine of the angle (φ) between the He-Oe-C2e plane of ethanol and the plane of CO2

during instances in the CPMD trajectory when the EDA complex is formed. Such distri-

butions obtained from both CPMD and classical MD exhibit peaks at cosφ = ±1 which

is consistent with the gas phase work of Dartois and coworkers [33].

Linearity of CO2 : As discussed in the Introduction, interactions with ethanol can influ-

ence the carbon dioxide molecule to assume a non-linear geometry. Our earlier work [1,39]

showed that instantaneous non-linear CO2 configurations are possible at high enough pres-

sures, due to interactions between CO2 molecules themselves. This could be caused both

by thermal fluctuations, as well as by instantaneous anisotropic distributions of neighbors

in the first coordination shell. The latter would polarize the electron density of a central
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CO2 molecule leading to deviations from a linear geometry, as well as imparting a molec-

ular dipole moment to the instantaneous configuration [1]. It would thus be interesting to

investigate the geometry of the carbon dioxide molecule(s) which interact favorably with

ethanol. We provide results on the intramolecular OC-CC-OC angle of CO2 in various

contexts in Figure 4.9. The probability distribution for the instantaneous value of the
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Figure 4.9: Probability distribution for the intramolecular OC-CC-OC angle of
CO2 molecules for ‘free’ CO2 (dashed line), CO2 while forming an EDA com-
plex with ethanol (solid line), CO2 while forming a hydrogen bond with ethanol
(open circles). Inset: The same for CO2 while forming an EDA complex with
ethanol (solid line, same as in the main body), and two CO2 molecules simul-
taneously forming an EDA complex with ethanol (line with open circles). The
data are obtained from the CPMD run of the bulk 1:64 mixture.

intramolecular angle of CO2 molecules which satisfy the conditions of the hydrogen bond

(with ethanol) is marginally narrower than that for molecules interacting with ethanol via

the EDA interaction. The latter forces the CO2 molecule to adopt a more bent geometry.

Note that, a value of −0.985 in cosine of the angle implies that the OC-CC -OC angle is

170o, a deviation of 10o from linearity. This is significant and may not be entirely cap-

tured in zero Kelvin quantum chemical calculations of isolated ethanol-CO2 dimers. The

distribution for molecules that neither form a hydrogen bond with ethanol nor interact
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via the EDA interaction, i.e., free CO2 is also shown. This distribution is again narrower

relative to the one for EDA interaction. As discussed earlier, it is also possible for two

CO2 molecules to simultaneously interact with the two lone pair electrons on the oxygen

of the ethanol molecule. Such configurations are however rare. In the inset to Figure 4.9,

we show the distribution of the intramolecular OC-CC-OC angle for such CO2 molecules.

This distribution appears to be quite similar to that for a single EDA complex, although

slightly narrower.

4.3.2 Vibrational Dynamics

Experimentally, ethanol-CO2 interactions in the supercritical phase have been explored

by examining the O-H stretching mode in ethanol. This mode is known to undergo a red

shift in frequency relative to its value in gas phase [24]. Besnard and coworkers [28] have

observed a red shift in the OD stretching frequency νOD as a function of increasing pressure

for deuterated ethanol present in scCO2. The νOD stretching mode of the ethanol monomer

was observed to be at 2700 cm−1 at 120oC. The spectral shift with increase in pressure

was attributed to an attractive interaction between ethanol and carbon dioxide. Early

spectroscopic experiments focused on the aggregation of methanol molecules themselves in

scCO2 at high concentrations [25]. Thus the shifting of the OH stretching mode to lower

frequencies in these samples could also be due to the formation of hydrogen bond between

alcohol molecules themselves. Here, we study the effect of the interactions between the

single alcohol molecule and CO2 in the supercritical phase on their vibrational spectra.

First, we discuss the spectral features associated with the bending mode of carbon dioxide,

and follow it up with those observed for the stretching of the hydroxyl group of d-ethanol.

CO2 in bulk

Figure 4.10 compares the ν2 bending mode of CO2 in the bulk mixture and in the gas

phase. It can be clearly observed that both the curves are peaked at 613 cm−1. CO2
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Figure 4.10: Power spectrum of CO2 molecules in the bending region. Total
bending mode in the bulk mixture (black solid line), In-plane (black dashed
line) and out-of-plane (gray/brown solid line) modes in bulk, and for the CO2

monomer (gray/brown dashed line) at 318.15K.

in bulk shows an additional peak at 633 cm−1 and a shoulder at 589 cm−1. In contrast,

the isolated CO2 monomer does not show any split in the bending mode, consistent with

its D∞h symmetry. Thus the CO2 bending mode is doubly degenerate under isolated

conditions. This degeneracy gets lifted due to near neighbour interaction with other

molecules, as will be discussed in sections 3.2.2 and 3.2.3.

A recent study on Raman spectroscopy of CO2-acetone and CO2-ethanol binary mix-

tures [60], shows that the removal of degeneracy in the bending mode of CO2 is due to

charge transfer interactions between the two species. A similar kind of spectral behaviour

of CO2 has been observed by Kazarian et al [61] for molecules of CO2 gas interacting with

the carbonyl side group of poly(methyl methacrylate) (PMMA), and by Dartois et al [32]

at low temperatures in CO2-methanol mixtures. The PMMA-CO2 work shows a change in

the behavior of the bending mode of CO2 under three different conditions – when CO2 is

in gas phase, when the PMMA film is impregnated with CO2, and after removal of gaseous

CO2 from the system. For the second case, three peaks in this mode were assigned to
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free CO2 (at 667 cm−1), in-plane mode (654 cm−1), and out-of-plane (662 cm−1) mode,

the last two arising due to the EDA interaction between the polymer and CO2 molecule.

Our calculations agree with experiments on the fact that multiple peaks are observed for

the CO2 part of the infrared spectrum [62]. However the calculations consistently predict

lower values for these peak positions relative to the experiments. This red shift could

arise due probably to the nature of the exchange and correlation approximations as well

as due to the lower value of the energy cutoff employed here. Determination of exact

frequencies of vibration would require calculations with probably a 120Ry cutoff, which

is beyond the scope of this work. In addition, the state point of our calculations is 45oC

and 140 bar, while the experimental data is at 40oC and 400 bar.

We delve further into the microscopic origin of these multiple peaks. In order to

accomplish this task, we have decomposed the total CO2 bending mode into two parts: in-

plane and out-of-plane modes which are defined with respect to the instantaneous OC-CC-

OC plane of each CO2 molecule. The in-plane bending mode of CO2 in the ethanol-CO2

supercritical fluid shows two distinct peaks at around 589 cm−1 (present as a shoulder

in the total CO2 spectra) and at 636 cm−1. The out-of-plane mode is peaked at 613

cm−1 which corresponds to the fundamental ν2 mode of CO2 in the ethanol-CO2 mixture.

Experimental studies on mixtures of CO2 and Lewis bases using FTIR spectroscopy reveals

the splitting of the CO2 bending mode with red shifted in-plane and blue shifted out-of-

plane bending modes where the definition of plane was different [63] from ours.

We can infer two reasons for the splitting of the in-plane bending mode of CO2. These

are: (i) the formation of an EDA complex between CO2 and ethanol, and (ii) the formation

of an EDA-like complex between CO2 molecules themselves. In order to understand this

further, we have compared the CO2 spectrum of the bulk ethanol-CO2 solution with those

obtained from a ethanol-CO2 EDA cluster, and a CO2 dimer cluster. The latter spectra

are obtained once again from individual MD runs at a low temperature of 10K, each of

length around 8ps. The low temperature was employed in order to prevent the EDA
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complex from disintegrating as well as to obtain sharp spectral features.

Isolated ethanol-CO2 EDA complex

The spectrum for the ethanol-CO2 EDA complex shows two clear peaks (Figure 4.11), one

at 604 cm−1 and another at 618 cm−1. Importantly, the spectrum has no feature at 612
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Figure 4.11: ν2 bending mode of ethanol-CO2 EDA complex and of CO2

monomer at 10K obtained as power spectrum from CPMD runs. Total EDA
bending mode (black solid line), in-plane (black dashed line) and out-of-plane
(gray/brown dashed line) modes, and for the CO2 monomer (gray/brown solid
line).

cm−1, the frequency of vibration observed for an isolated CO2 molecule. In the isolated

ethanol-CO2 EDA complex, the in-plane bending mode is present at 604 cm−1 and the

out-of-plane mode is at 618 cm−1.

Isolated CO2-CO2 EDA complex

We now examine the vibrational spectrum of a dimer cluster of CO2 in Figure 4.12. Here,

the in-plane modes are present at 592, 611, and 625 cm−1 while the out-of-plane bending

mode is present at 614 cm−1 with a small hump at 596 cm−1. The in-plane bending

mode of CO2 in the dimer and in bulk exhibit similar behaviour leaving aside the thermal

broadening in the bulk data. It is thus confirmed that the lone pair on the donating oxygen
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atom of a CO2 molecule interacts with the carbon atom of an acceptor CO2 molecule, thus

giving rise to the distorted T-shaped EDA complex. From these spectral analyses one can
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Figure 4.12: ν2 bending mode of CO2 dimer at 10K. Total bending mode (black
solid line), in-plane (gray/brown solid line) and out-of-plane (black dashed
line) modes.

conclude that the character of Lewis acid-base interaction between the two categories of

EDA complexes are likely to be different. In the CO2-CO2 EDA complex the out-of-plane

mode remains unaffected by LA-LB interaction and in the ethanol-CO2 EDA complex it

gets shifted to 618 cm−1.

Thus the ν2 mode of the CO2 dimer exhibits a close resemblance to that in bulk. This

is to be expected as the concentration of ethanol in our solution is small. In conclusion,

one can argue that the major reason for the splitting in the bending mode of CO2 in

the 1:64 system is due to CO2-CO2 LA-LB interaction, and the minor contribution is the

Lewis acid-base interaction between ethanol and CO2.

Ethanol spectrum

The vibrational density of states of d-ethanol in this 1:64 bulk solution as well as in the

isolated configuration are shown in Figure 4.13. The inset shows the same in the region

of the OD stretching in expanded scale. The stretching frequency is observed at 2536
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cm−1 for the isolated ethanol which is found to be shifted to around 2400 cm−1 in 1:64

bulk mixture. This is to be compared to the experimental value of 2690 cm−1 [28]. Note
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Figure 4.13: Total vibrational spectrum of d-ethanol in the bulk mixture at
318.15K (black line) and as a monomer in gas phase (gray/brown line) at
10K. Inset shows vibrational spectra of hydroxyl oxygen of ethanol molecule
for both the cases in the OD stretching region. In the inset, the intensity of
the monomer spectrum has been scaled by an order of magnitude for the sake
of comparison.

that the concentration of ethanol in the recent experiments of Besnard and coworkers [28]

is 6×10−3 mol.L−1, while it is 0.248 mol.L−1 in our simulations. Also, the experiments

were conducted at a temperature of 120oC, while our simulations were performed at 45oC.

These differences in the state conditions of the sample could also explain the difference in

OD stretching frequency between our calculations and experiment, apart from the DFT

approximation. However, crucially we agree with experiments in the observation of a red

shift in the OD stretching frequency upon complexation.
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4.4 Conclusions

We have carried out Car-Parrinello molecular dynamics simulation studies of a system

containing one ethanol molecule soaked in 64 molecules of carbon dioxide, under super-

critical conditions. The current calculations improve upon our earlier work on pure scCO2

in two aspects: (i) the system size is twice as large, and (ii) the use of exchange and corre-

lation functionals which include correction terms in the gradient of the electronic density

in lieu of the local density approximation. The increase in system size is expected to ad-

dress issues related to the absence of a clear second neighbor shell in our previous work,

while the gradient corrections enhances the accuracy of weak interactions in this solvent.

The focus of this work is to shed light on microscopic interactions prevailing in a mixture

of carbon dioxide and ethanol – the latter is widely used as a cosolvent to enhance the

solubility of polar solutes in scCO2. The important observations from our study are as fol-

lows: Carbon dioxide and ethanol can favorably interact with each other by either forming

an electron donor-acceptor complex or through the formation of a hydrogen bond. Both

interactions are directional. In the EDA complex, the oxygen atom of ethanol acts as an

electron donor and the carbon atom of CO2 acts as an acceptor. Our observations on both

isolated (gas phase) complexes as well as on the bulk mixture at finite temperature show

that the EDA interaction is favored more than hydrogen bonding. The EDA complex is

thus the preferred one both in terms of potential energy as well as in free energy terms.

The ratio of their occurrence in bulk solution is around 4:1. The dependence of this ratio

as a function of increasing ethanol concentration needs to be explored.

The directionality of the EDA interaction is such that the preferred orientation of the

carbon atom of an approaching CO2 molecule is along the direction of the lone pair of

electrons on the ethanol oxygen. This Lewis acid-base interaction leads to a considerable

deviation from linearity of the carbon dioxide molecule. We have also found evidence for

the occurrence of two CO2 molecules simultaneously interacting with ethanol via LA-LB

type of an arrangement. However, their population is relatively rare, and only 10% of
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EDA complexes are of such a variety. The non-linearity in the backbone angle of CO2

lifts the degeneracy of its ν2 bending mode. Thus in this region of frequency, several

spectral features are observed. These have been interpreted through our simulations

on isolated complexes as well as by projection of atomic velocities on the OC-CC-OC

plane, as due to in-plane and out-of-plane bending vibrations. The distinction between

these bending vibrations are caused by the association of a central CO2 molecule with

other carbon dioxide molecules or with ethanol. The current calculations have provided

a microscopic perspective to ethanol-CO2 interactions in the bulk, supercritical phase.

Further simulations on higher mole fractions of ethanol need to be performed in order

to complete this understanding. It may also be pertinent to employ other exchange-

correlation functionals such as the PBE [64] to verify and augment the current results.

Modeling of industrially relevant solutes such as caffeine in such solvent mixtures are also

being pursued.
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Chapter 5

Ab initio Molecular Dynamics

Investigations of Structural,

Electronic, and Dynamical

Properties of Water in Supercritical

Carbon dioxide

5.1 Introduction

In the previous chapter, we have characterized the nature of specific interactions between

ethanol and carbon dioxide in ethanol/scCO2 mixtures, where ethanol has been treated

as a solute, using Car-Parrinello molecular dynamics (CPMD) simulations. The present

chapter presents an extended study on the water/scCO2 mixture. This binary mixture

increases the solvation of organic molecules such as natural oil and waxy materials [1] due

to enhanced interactions between the cosolvent (here, water), solvent, and the solute.

The solubility of water [2] in compressed CO2 at various temperatures has been stud-
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ied experimentally by measuring the second cross virial coefficients. The large negative

values of these coefficients suggested chemical association between water and CO2. Apart

from conventional measurements of solubility [3], Fourier transform infrared (FTIR) spec-

troscopic measurements [4, 5] have demonstrated that water is less soluble in scCO2 (<

2.0 mol%). Three types of intermolecular interactions exist in a binary mixture : (i)

solute/solute, (ii) solute/solvent, and (iii) solvent/solvent. Our recent work discussed

in Chapter 3 has addressed the nature of solvent-solvent interactions in scCO2 at dif-

ferent pressures [6]. In addition to the attractive forces due to induced dipole/dipole,

and induced dipole-induced dipole interactions, dipole-quadrupole interactions can also

contribute in water-CO2 solutions. Danten et al. [7] have characterized the interaction

of a solitary water in supercritical CO2 through molecular dynamics simulations using

empirical potentials. The results obtained from experiments and simulations show that

electron donor-acceptor (EDA) interaction (where the oxygen of water is the donor and

the carbon of carbon dioxide is the acceptor) plays a crucial role in the red shift and the

broadening of the mid-infrared profiles associated with the ν1 symmetric and ν3 asymmet-

ric OD stretching modes of D2O. In a characterization of the water-CO2 interface using

MD simulations, Rossky and coworkers have demonstrated the existence of attractive in-

teractions between the two molecules [8]. In this study, we employ ab initio molecular

dynamics (AIMD) simulations to understand EDA and hydrogen bonded interactions in

water/scCO2 mixture.

AIMD simulation is a powerful tool that provides atomistic details of chemical pro-

cesses and plays a major role in enabling the interpretation of experimental data of dis-

ordered systems [9]. Unlike classical MD simulations with empirical force fields, AIMD

captures the effects of polarization due to a changing environment. Here we report results

of AIMD simulations of a solitary water molecule solvated in supercritical carbon dioxide

at three densities. Anticipating our results, we find significant changes in the molecular

properties of the water molecule and its interaction with carbon dioxide with increasing
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density. We follow this Introduction by providing the details of simulation. Subsequent

to a discussion of the results, conclusions are drawn.

5.2 Simulation Details

Ab initio molecular dynamics simulations using the Car-Parrinello method [10] have been

carried out for a system containing one molecule of heavy water (D2O) in supercriti-

cal carbon dioxide (W/C). The structural, electronic and dynamical properties of this

W/C mixture were obtained at densities, 0.84, 1.03, and 1.33 g/cc along an isotherm at

305.15K. As the convergence of pressure in such ab initio simulations would require the use

of very large plane wave energy cutoffs, we use the experimentally determined equation

of state [11], in order to estimate the pressure of the simulated system. Thus, the simu-

lated systems would correspond to state points with pressures of 141, 612, and 3330 atm

respectively. The concentration of water is 3.1 mol%. At such low concentrations of the

solute, the critical properties of the binary mixtures with different solutes [12,13] remain

nearly the same as that of pure scCO2. The box length of each cubic supercell has been

determined from the experimental density [11] of CO2 at the corresponding temperature

and pressure. All these systems were initially equilibrated by classical molecular dynam-

ics simulations using the PINY-MD code [14] with model force fields for both CO2 [15]

and water [16]. The final configurations were then fed into density functional theory

based Car-Parrinello molecular dynamics (CPMD) [10] simulations performed using the

CPMD package [17]. Generalized gradient approximated functional for the exchange en-

ergy part in the form proposed by Becke [18], and a correlation functional of Lee, Yang,

and Parr [19] (LYP) have been employed. In order to be able to use a larger time step,

the hydrogen nuclei were treated as classical particles with the use of the mass of the deu-

terium isotope [20]. Other specifications for the CPMD calculations are similar to that

of previously studied scCO2 systems [6] (Chapter 3). Using this set of parameters, the

adiabaticity between electronic and ionic part of the system was maintained throughout
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the MD trajectory. Productive run lengths at 0.84, 1.03, and 1.33 g/cc were around 20,

20, and 21 ps respectively, leaving 2 ps of trajectory for equilibration at each density.

The main goal of this work is to characterize the solute-solvent interactions and orga-

nization in W/C binary mixtures. The properties of the solitary water molecule in these

systems has been compared with liquid water. As a reference system, we generated a 15

ps CPMD trajectory for bulk liquid water consisting of 32 D2O molecules at 305.15K in

a cubic supercell of box length 15Å. In addition, for the sake of completeness, properties

of molecular clusters of water have also been compared.

5.3 Results and Discussion

5.3.1 Structure

Pair Correlation Function

The density dependence of the intermolecular radial distribution functions between CO2

molecules in the solution is similar to that in pure scCO2 [6] (Chapter 3). This result is

also consistent with our previous work on binary mixtures of scCO2 at infinite dilution

of solute [21] (Chapter 4). The pair correlation functions (rdf) between water and CO2

molecules provide insights into the nature of interactions between these two molecular

species. These are shown in Figure 5.1. The rdf, gOWCC
(r) (Figure 5.1a) between the

oxygen (OW) atom of water and the carbon (CC) atom of CO2 exhibits a broad peak

at 4.0Å at the lowest density along with a hump around 3.1Å. With increasing density,

one can observe a shift in the peak positions to shorter distances and a formal pre-peak

developing at 3.1Å. Using an empirical potential, Danten et al [7] have observed similar

features, although weaker, under different thermodynamic conditions. We now investigate

the origin of the two distinct peaks at the highest solvent density which appear at 3.1 and

4.0Å respectively. As reported in gas phase studies [22], the most stable configuration of

a water-CO2 molecular complex is planar and T-shaped, wherein the protons are directed
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Figure 5.1: Intermolecular partial radial distribution functions between D2O
and CO2 for (a) oxygen atom (OW) of D2O and carbon atom (CC) of CO2, (b)
oxygen atom (OC) of CO2 and hydrogen (D) of D2O, (c) oxygen atom (OC)
of CO2 and oxygen atom (OW) of D2O at solvent densities 0.84 (thick blue),
1.03 (thick red), and 1.33 g/cc (thick black). Also shown are probabilities
of distances P(r) (thin lines), between the same pair when they satisfy the
criteria for hydrogen bond.

away from CO2. This result is also supported by several experiments, the earliest being

matrix isolation infrared spectroscopy [23]. The distance between CC and OW for this
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electron donor-acceptor configuration in gas phase is around 2.9Å. Although the intensity

of the first pre-peak in gOWCC
(r) at the lowest density is less, its position suggests the

possibility of EDA type interaction even in the fluid mixture.

In order to identify the peak at 4.0Å, we employ the standard geometric criteria [24]

to define the hydrogen bond between D2O and CO2. These include conditions on the

distance between the oxygen atoms, between DW and OC, as well as on the hydrogen

bond angle. Shown in the same Figure 5.1a is the probability distribution of OW -CC

distances when the molecules satisfy the hydrogen bond criteria. A comparison of this

data with the gOWCC
(r) indicates that the second peak in the radial distribution function

at 1.33 g/cc arises due to a hydrogen bonded arrangement between CO2 and D2O.

FTIR spectroscopy investigations [23,25] on the role of hydrogen bonding in the water-

CO2 complex show that there is no marked difference in the OH stretching frequency in

this complex from that of the water monomer. Thus, experimentally no hydrogen bond

was found in this complex, under the conditions studied. In our simulations, the rdfs

gDWOC
(r) (Figure 5.1b) were studied at different densities of the solution. We notice

similar effect of pressure on these pair correlation functions as has been observed in

gOWCC
(r). Interestingly, a weak shoulder appears around 2.5Å at the lowest pressure. Its

position decreases and intensity increases with increasing density. The position of the

first peak at all densities is between 3.5 and 3.9Å.

The enhanced local arrangement of solvent molecules around heavy water can also be

noticed in gOWOC
(r) (Figure 5.1c) in which the position of the first peak decreases from

a value of 3.3Å at 0.84 g/cc to 2.9Å at 1.33 g/cc. The positions of the weak shoulder

in gOCDW
(r) and the first peak in gOCOW

(r) closely resemble the conditions [24] for the

presence of a hydrogen bonded complex. Thus, the local ordering of CO2 molecules

around heavy water indicates the possibility of existence of both EDA and hydrogen

bonded moieties. An elaborate discussion on these interactions is provided in the following

sections.
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Intermolecular Angle Distribution

To characterize the intermolecular orientational preferences in the formation of a D2O-

CO2 EDA complex, we define three parameters, dOC, θ, and φ which are defined in a

schematic, Figure 5.2. The cut-off distance (dOC) between OW and CC for the EDA

molecular complex was chosen to be 3.1Å, which is slightly larger than the first peak

position in gOWCC
(r).

Figure 5.2: Schematic illustration of D2O-CO2 EDA complex. φ represents the
angle between the molecular planes of D2O and CO2; θ is the angle between
CO2 backbone vector and the vector (dOC) connecting OW and CC.

Figure 5.3a illustrates the distribution of the angle between the normal vectors to D2O

and CO2 planes within this dOC distance cut-off. At all solvent densities, these distribu-

tions show a preference for Cosφ = ±1, i.e., the most probable φ value is around 180, or

0o. The probability of water and CO2 molecules to be coplanar decreases marginally with

increasing density. At higher densities, a solute molecule gets surrounded by more number

of solvent molecules. Thus, it is reasonable to visualize having two acceptor atoms (CC)

along the lone pair directions of OW rather than a single CC atom along the direction of

D-OW-D bisector vector. The deviation from coplanarity can thus be rationalized. For

the representative configuration of the T-shaped EDA complex with C2v symmetry, the
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Figure 5.3: Probability distribution of (a) Cos φ and Cos (b) θ at system den-
sities: 0.84 (black dashed), 1.03 (gray), and 1.33 (black solid) g/cc for dOC <
3.1Å . The cut-off value for dOC was chosen from the position of first pre-peak
in gOWCC

(r).

range of the angle (φ) between water and CO2 planes was chosen to be |Cos(φ)| > 0.87.

The intermolecular angle distribution, P(Cosθ), satisfying the constraints on dOC and φ

is shown in Figure 5.3b. The distributions are centered around cos(θ)=0, exemplifying

the coplanarity of the EDA complex.
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Hydrogen Bond

As discussed in the previous section, gOCD(r) enables one to identify the formation of a

hydrogen bond. In general, h-bonds are identified using one angle (OW-D...OC) and two

distance (dOWOC
and dDWOC

) constraints [24] between the participating molecules. In this

paper, the hydrogen bond has been defined by: (i) dDOC
< 2.5Å, (ii) dOWOC

< 3.5Å, (iii)

angle OW −D · · ·OC > 140O.

In the bulk W/C mixture, a water molecule could be singly or doubly hydrogen bonded

to carbon dioxide molecules at a particular instant in time. This occurrence is sensitive

to system density. The total occurrence of hydrogen bonded neighbors at the lowest

and highest densities were found to be 32% and 64% respectively. Among these, around

4 and 13% are situations where the water molecule was found to be doubly hydrogen

bonded. Similar to our earlier observations on the ethanol-CO2 system [21], it is possible

that the doubly hydrogen bonded species is at least partly entropically stabilized. Efforts

to optimize its structure, hoping to preserve both its hydrogen bonds, under isolated

conditions were futile.

D2O-CO2 Cluster

Figure 5.4: Geometry optimized structure of D2O-CO2 EDA complex.

Gas phase studies of D2O-CO2 complexes show that the T-shaped (Figure 5.4), planar

geometry with the water hydrogen atoms directed away from the CO2 molecule, is most

stable [22,26–28]. The equilibrium distance between OW and CC in this structure is 2.63Å.
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Our gas phase calculations within CPMD, shows that this structure is more stable over a

hydrogen bonded one by 3.25 kcal/mol, in agreement with earlier work [22]. The experi-

mentally observed induced dipole moment [22] of a CO2 molecule upon complexation with

water is 0.175 D. Also, ab initio calculations [29] of H2O-CO2 dimers report a non-linear

geometry of CO2 molecule in the T-shaped structure with a backbone angle of 177o [29].

Our results on the electrostatics of the solute as well as on the geometry of the solvent

molecules through simulations of the bulk system add support to these observations.

D2O Structure

In Figure 5.5, we show the probability distributions of O-D bond distances and the D-O-D

angle for the solitary water solvated in CO2 at each density. The bond length distribution

shows a unimodal behavior at the two lower densities, and a bimodal one at 1.33g/cc.

The longer distance corresponds to that O-D bond in which the proton forms a hydrogen

bond with carbon dioxide. It is remarkable that even a simple quantity such as the

distribution of bond lengths in water can serve as a signature of molecular association.

Such a transition from a state that is essentially like a free molecule to one that interacts

strongly with the solvent can also be noticed in the distribution of D-O-D bond angles,

shown in Figure 5.5b. Here, the distribution changes from a bimodal one at lower densities

to a unimodal one at the highest density. The former behavior is also seen in CPMD

simulations of an isolated water molecule, while the latter is seen in calculations of bulk,

liquid water. The two peaks in the angle distribution for the isolated water or water in

CO2 at low densities, signifies the turning points of the oscillator. The damping of the

amplitude of motion at higher densities (or in general, at higher strengths of interaction)

leads to merging of the two peaks. Again, the behavior of the angle distributions is

consistent with the conclusions drawn from the bond length distributions.
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Figure 5.5: Probability distributions of intramolecular (a) bond length and (b)
angle of D2O. Line descriptions are same as in Figure 5.3.

CO2 Structure

Figure 5.6 shows the intramolecular angle distributions (O-C-O) of CO2 at two different

conditions: when rOWCC
is (i) less than 2.9Å, the distance between OW and CC in the

optimized EDA complex and (ii) beyond this distance cut-off. A careful examination of

these distributions for the first condition shows an increasing trend for attaining instanta-
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Figure 5.6: Intramolecular O-C-O angle distributions of CO2 in two environ-
ments depending upon the separation between OW and CC at 0.84 (black
dashed line), 1.03 (gray line), and 1.33 (black solid line) g/cc.The distance
cut-off has been chosen from the optimized geometry of electron-donor ac-
ceptor complex of D2O-CO2 under isolated conditions. Main body: For an
interacting pair of D2O and CO2 with dOWCC

< 2.9Å. Inset: Non-interacting
CO2, i.e. dOWCC

> 2.9Å.

neous CO2 geometries away from linearity. On the other hand, the intramolecular angle

distributions of non-interacting CO2 molecules shows negligible change with density. To

summarize, with increasing solvent density, CO2 polarizes the solute (water) and in turn,

exhibits stronger deviations from its gas phase structure.

5.3.2 Electrostatics

D2O Dipole Moment

We use the maximally localized Wannier function [30, 31] method to study the effect

of solute-solvent interactions on the dipole moment of water.This representation of the

electronic ground state of periodic systems by the localized Wannier orbitals has been

used to investigate the bonding properties in amorphous silicon [32], hydrogen bonding in
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water [33] and many other systems. In particular, we show in the following discussion that

the knowledge of the positions of Wannier function centers (WFC) captures the effect of

EDA and hydrogen bonded interactions between different molecular species. Eight valence

electrons per water molecule accounts for four doubly occupied WFCs, two along the O-D

covalent bonds, and the other two along the lone pair directions of the oxygen atom.
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Figure 5.7: Probability distributions P(µ) of the magnitude of D2O dipole mo-
ment at densities 0.84 (dashed black line), 1.03 (gray line), and 1.33 (black
solid line) g/cc.

At each density in our simulations, one hundred configurations were collected from the

productive trajectory at equal intervals. The electronic contribution to the dipole moment

(~µ) of the water molecule obtained through WFC analyses and the ion contributions from

their coordinates were used in the calculation of the molecular dipole moment. Figure 5.7

shows the probability distribution of µ (the magnitude of the dipole moment) at the three

densities. A progressive shift of the peak position towards higher values can be seen with

increasing system density. The most probable values for these distributions at densities

of 0.84, 1.03, and 1.33 g/cc are around 1.88, 2.0, and 2.13 Debye respectively. The value

at the lowest density is in good agreement with the gas phase experiments [34]. First
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principle calculations on pure water clusters [35] show that the change in the geometry of

hydrogen bonding between water molecules with the increase in cluster size is one of the

causes for enhancement in the molecular dipole moment.

The weakening of the D2O covalent bond upon formation of a hydrogen bond with

near neighbors is a well known phenomenon. This observation can explain the enhanced

dipole moment of water in this solution by two ways : (i) out-of-plane inclination (θ1) of

the dipole vector (~µ), (ii) deviation (θ2) of ~µ from the D-OW-D bisector vector. Figure 5.8

compares the probability distributions of the cosines of these angles in the water-CO2

mixtures with that in pure, liquid water. Note that in the binary mixtures, the dipole

vector of water is almost coplanar to its molecular plane (Figure 5.8a) although at the

highest density, deviations of ~µ away from this plane are not as forbidding as at lower

densities. With increasing density, one finds a gradual change towards the behavior in

neat water in these distributions. The deviation of the orientation of ~µ from the vector

that bisects the two O-D bonds (Figure 5.8b) also increases with solvent density. This is

likely due to the formation of a hydrogen bond with one of the protons of water which

will cause the molecule to lose its C2 rotation symmetry, in a strict sense. Thus, in water-

scCO2 binary mixtures, the deviation of the dipole angle (θ2) from the bisector plays a

crucial role in the enhanced dipole moment of water.

Our simulation results indicate that water in scCO2 is almost immiscible in the lowest

solvent density, as the value of the most probable dipole moment is close to that of a

monomer. Despite the peak position, the distribution of the dipole magnitude shows a

long tail up to 2.6 D which indicates the presence of weak interactions with the surround-

ing environment. Not only the hydrogen bond, but the EDA interaction also plays a

prominent role in the solvation of D2O.
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Figure 5.8: Probability distributions of (a) Cos(θ1) where θ1 is the angle between
the D2O dipole vector and the normal to its plane (b) Cos(θ2) where θ2 is the
angle between the dipole and bisector vectors of D2O at densities 0.84 (dashed
gray), 1.03 (gray), 1.33 (black solid) g/cc and for liquid D2O (dashed black).
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5.3.3 Dynamics

Vibrational Density of States

We have reported the vibrational density of states of pure scCO2 at different pressures

along an isotherm, elsewhere [6] (Chapter 3). Our investigations showed that under the

conditions studied, the effect of pressure on the bending, symmetric, and asymmetric

stretch modes of CO2 was almost negligible, except in the far-IR region. Thus, we re-

port here only the effect on the vibrational density of states of the solitary heavy water

upon increasing the density of the solution. A large number of experimental [36–38] and

theoretical [39] studies have been performed on the vibrational spectrum of liquid water.

The spectrum is characterized by four major features: libration-translation, bending, and

OH stretching modes. The experimentally [40] obtained peak positions for heavy water

corresponding to these modes appear at 165, 505, 1220, and 2500 cm−1, respectively.
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Figure 5.9: Vibrational density of states (VDOS) of D2O in the far infra-red
region for W/C mixtures at 0.84 (thin black line), 1.03 (thick black line), and
1.33 (gray line) g/cc and for liquid D2O (line with gray circle).
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The spectra in the low frequency region (Figure 5.9) at different densities (for ν < 300

cm−1) are almost identical, with the peak position around 168 cm−1 and are red shifted

with respect to the spectrum of bulk water. This spectral aspect has been shown to signify

specific solute-solvent interaction [41–43] wherein water is dissolved in a hydrophobic

solvent.
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Figure 5.10: VDOS in the stretching mode region of D2O. Line descriptions
are same as in Figure 5.9. The gray and black arrows represent the posi-
tions of symmetric and anti-symmetric stretching mode frequencies for a D2O
monomer, respectively.

Figure 5.10 highlights the OD stretching region in heavy water under different con-

ditions. The simulated profile of OD stretching mode in liquid water exhibits two broad

bands between 2412-2553 cm−1. These two peaks correspond to the symmetric and asym-

metric OD stretching frequencies. In comparison with the liquid spectrum, the symmetric

stretch mode in the water-CO2 mixture at the lowest solvent density shows a sharp peak

at 2500 cm−1 which is equal to the corresponding frequency in isolated D2O [40]. In

general, we observe a marginal red shift in these vibrational modes with respect to that

of an isolated D2O molecule, particularly in the asymmetric stretching mode. A blue
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shift is observed for the spectra of the W/C mixture with respect to the liquid spectrum.

These observations are consistent with expectations of molecular association. Tassaing et

al. [44] have studied the shift in vibrational frequency with system pressure using infrared

spectroscopic measurements. The red shift with increasing solvent density has been at-

tributed to the attractive forces between the water-CO2 pair. They observed a steeper

frequency shift at lower densities, and an asymptotic behavior at higher solvent densities

for reduced density values greater than 2.0 (or density around 0.93 g/cc). In comparison,

our work corresponds to reduced system densities of 1.8, 2.24, and 2.84 at 32OC. Our

observation on the lack of a shift in the frequencies of the O-D stretching modes as a

function of solvent density is not inconsistent with the experimental finding.
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Figure 5.11: VDOS in the bending mode region of D2O. Line descriptions are
same as in Figure 5.9. The gray and black arrows represent the bending mode
vibrational frequencies for an isolated D2O and a D2O which is hydrogen
bonded to CO2 under isolated conditions, respectively.

The vibrational density of states in the D-OW-D bending (ν2) region of the D2O

molecule in pure liquid, gas, and the D2O-CO2 mixtures are reported in Figure 5.11.
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The nature of the spectral line shapes with increasing fluid density appears similar in

the mixtures. In contrast to the observed red shift in the OD stretching frequency of

D2O in the mixture relative to an isolated molecule, an opposite behavior was noticed in

the bending mode. In the mixture, the bending mode is present at around 1155 cm−1

whereas the same for isolated D2O molecule appears at 1140 cm−1. The ν2 mode for

the bulk liquid is even further shifted towards higher frequency with a peak at 1168

cm−1. This blue shift in the ν2 bending mode [45] with respect to the D2O monomer is

a common feature in water and is interpreted as due to the formation of hydrogen bonds

with neighboring molecules [46]. To obtain a better understanding of the contribution

from this type of interaction, an isolated hydrogen bonded D2O-CO2 molecular cluster

maintained at T=5K has been studied using CPMD simulations. The hydrogen bonded

dimer cluster exhibits a peak at precisely the same wavenumber as the water-CO2 solution

at the highest density, unequivocally identifying the cause for the blue shift (with respect

to the gas phase value) as due to hydrogen bonding. We also observe a marginal, but

significant blue shift in the bending mode of D2O with increasing density. This shift

signifies the hardening of the potential energy surface for this mode, and is likely due to

the higher propensity for the formation of a hydrogen bond between D2O and CO2 at

higher densities. The bending vibration of the water molecule distorts the hydrogen bond

and the intermolecular geometry which causes the blue shift in this mode, with increase

in density.

Rotational Relaxation

The rotational motion of water molecule has also been used to understand the specific

interaction between water and surrounding CO2 [41]. The influence of local solvent en-

vironment on the solute molecule can be measured by the study of reorientational time

correlation functions. At short times, an inertial (free rotor) motion is expected for a so-

lute molecule which gets hindered by its collision with the surrounding molecules. Here,
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Figure 5.12: Reorientational time correlation functions of D2O bisector vector
obtained from Eqn 1. We show here correlations for (a) first, and (b) second
order Legendre polynomials in W/C binary mixtures at densities of 0.84 (thin
black), 1.03 (thick gray), and 1.33 (thick black) g/cc and in liquid D2O (dashed
gray). Insets display initial decay.

we report the first and second order Legendre polynomial reorientation correlation func-
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tion (Cr
`) of D2O (Figure 5.12) which are defined as follows,

Cr
` (t) = 〈P`(u(0) · u(t))〉 (5.1)

where, u(t) is the D2O bisector vector and ` represents the order of Legendre polynomial.

Both Cr
1 (Figure 5.12a) and Cr

2 (Figure 5.12b) correlation functions indicate overall faster

decay at lower densities. With increasing pressure, the time correlation functions (TCF)

decay slower, an observation that is in agreement with the data of Tassaing et al [13]. The

oscillations in the first order correlation function at shorter times are more prominent at

the lowest density and the peak arises around 200 fs. Although the initial decay of the

TCF in the 1:31 W/C solution and in liquid water [47] are similar, Cr
1(t) decays much

faster in the hydrophobic environment of scCO2 than in the hydrogen bonded network

neighborhood present in liquid bulk water.

Interestingly, the peak positions of the oscillations at short times are similar in both Cr
1

and Cr
2 although Cr

2 decorrelates much faster. In view of Fecko et al.’s [47] work on liquid

water, we assign the peak that occurs around 200 fs in the water-CO2 systems to the oscil-

latory motion of the intermolecular hydrogen-bond coordinate. Another investigation on

OD oscillatory motion [13] of D2O in supercritical CO2 shows that the rotational motion

along the C2 symmetry axis of D2O gets specifically perturbed by the local environment

due to electron donor-acceptor type interaction between these molecular species.

5.4 Conclusions

We have carried out ab initio MD simulations of a solitary water existing in supercritical

carbon dioxide at three densities, in order to understand the microscopic structure and

dynamics. Such a study is important both from the point of view of practical uses of scCO2

where it is employed along with water, as well as from the point of view of studying water

in a hydrophobic medium under varied thermodynamical conditions [48].
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Let us summarize our main conclusions. An electron donor-acceptor interaction me-

diates water and carbon dioxide, where the oxygen atom of water is the electron donor

(Lewis base) and the carbon atom of CO2 acts as the electron acceptor (Lewis acid).

With increasing density, signatures of hydrogen bonding between the two species is also

observed as a pre-peak or hump in the DW -OC g(r). The existence of the latter has also

been identified through the observation of two distinct peaks in the OW -CC pair corre-

lation function. The geometry of the water-carbon dioxide EDA complex is planar with

the water oxygen lying in the equatorial plane around a carbon dioxide molecule. We also

observe an increase in the dipole moment of the dissolved water molecule with increasing

density of the solvent. At low densities, the mean dipole moment is found to be around

1.85D, similar to the gas phase value. However, at the highest density studied, this value

increases to 2.15D, which is to be compared to the effective dipole moment in liquid water

of 2.65D [49, 50]. A significant part of the increased dipole moment must come from the

creation of a hydrogen bond through one of the protons of the water. This would increase

the corresponding O-D covalent bond length, thus increasing the dipole moment of water.

Earlier, we had shown [6] (Chapter 3) that non-linear instantaneous geometries of

CO2 in the supercritical state are more likely to occur at lower densities (Chapter 3).

The increasing density in the water-CO2 solution influences the geometry of those carbon

dioxide molecules which are present in the immediate neighborhood of water, in a non-

negligible fashion. Such CO2 molecules tend to exhibit a larger deviation from linearity

at higher densities. The geometry of the water molecule too exhibits subtle changes with

density. The distribution of O-D bond length splits at the highest density, the longer bond

being identified with the proton that forms a hydrogen bond with CO2. Interestingly, the

distribution of the D-O-D angle exhibits two peaks at lower densities, and a single peak

at the highest density. The change in the nature of this angle distribution signifies the

transition of D2O in this solution from a “free molecule” to a strongly interacting one.

The formation of a weak hydrogen bond between D2O and CO2 affects the vibrational
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modes of water along expected lines. The O-D stretching frequency is red shifted with

respect to the gas phase data, while the D-OW-D bending mode is blue shifted. The former

is consistent with the lengthening of the O-D intramolecular bond, while the latter results

from the stronger near neighbor interaction present at higher densities in the solution.

In essence, the structure and dynamics of water in this moderately hydrophobic solvent

spans the range of properties between a water molecule in the gas phase and one that is

present in low density, liquid water. Studies on the other end of the phase diagram, i.e.,

carbon dioxide dissolved in water, leading to the possible formation of carbonic acid [51]

are likely to be taken up in future.
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