
Aromaticity, Transport and Spin Filter 

Properties of A Few Molecular Systems

A thesis submitted in partial fulfilment for the degree of

Master of Science
as a part of the

Integrated Ph.D. Programme

(Materials Science)

By

Dibyajyoti Ghosh

Molecules to Materials Laboratory
Theoretical Science Unit

Jawaharlal Nehru Centre for Advanced Scientific Research
(A Deemed University)

Bangalore, India.





i 

 

 

 

 

 

 

 

Dedicated to My Family 



ii 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iii 

 

Declaration 

I hereby declare that the matter embodied in the thesis entitled “Aromaticity, Transport 

and Spin Filter Properties of a Few Molecular Systems” is the result of investigations 

carried out by me at the Theoretical Sciences Unit, Jawaharlal Nehru Centre for 

Advanced Scientific Research, Bangalore, India under the supervision of Prof. Swapan K. 

Pati and that it has not been submitted elsewhere for the award of any degree or diploma.    

 

_______________ 

Dibyajyoti Ghosh  

         

 

 

 

 

 

 

 

 

 

 

 

 

 



iv 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



v 

 

Certificate 

I hereby certify that the matter embodied in this thesis entitled “Aromaticity, Transport 

and Spin Filter Properties of a Few Molecular Systems” has been carried out by Mr. 

Dibyajyoti Ghosh at the Theoretical Sciences Unit, Jawaharlal Nehru Centre for 

Advanced Scientific Research, Bangalore, India under my supervision and that it has not 

been submitted elsewhere for the award of any degree or diploma.    

 

__________________ 

Prof. Swapan K. Pati 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vii 

 

Acknowledgments 

   “In three words I can sum up everything I've learned about life: it goes on.” 

                                                                                                                 Robert Frost. 

   

Probably, we can't define life better. And in our journey of life we come across 

some special people who influence us in more ways than one and help us to go ahead by 

overcoming the hardships. I want to thank them all for being beside me and I take the 

M.S. thesis as an opportunity to acknowledge their support. 

Of all, I want to express my wholehearted love and respect to my parents, without 

whom I wouldn't have been who I am. They are the constant source of inspiration and 

motivation for me and helped me in being a good human being.  I am fortunate enough to 

get my elder sister as my best friend, who knows me more than anyone else. From her I 

learnt to handle problems of life with a smiling face. 

This thesis could not have been written without my supervisor Prof. Swapan K. 

Pati, who not only guided me through the scientific problems but have also been of 

constant support, encouragement and enthusiasm whenever I needed. His deep love for 

science motivates me to serve science throughout my life. He has taken pain to go 

through the project and make necessary correction as and when needed. I also thank 

Anusooya Ma'am for her love and affection. Sir and Ma'am never allowed me to feel that 

I am far away from home. I will always remember the weekend parties at their place. 

I thank all my course instructors in JNCASR for the brilliant teaching. 

I am grateful to my high school and undergraduate teachers to help me in 

understanding the basics of science and clarifying my doubts. 

It is an honor for me to thank Prof. Anna Painelli for her guidance during a month 

long project in Italy. I also acknowledge her student Dr. Cristina who tried her best to 

make our stay in Italy comfortable.      

I am thankful to all my present and past lab mates, Dr. Sasmita, Prakash, Arun, 

Alex, Ershaad, Pralok, Dr. Siam, Dr. Ganga, Dr. Meera, Sharma, Wasim Aftab, Wasim 

Raja, Pallavi, Somananda, Swastika, Arkamita, Bradraj, Nabanita, Divya and Anisha for 

creating a scientific atmosphere in the lab. Scientific discussions with them really helped 

me a lot to learn many basic things. I owe my special thanks to Dr. Ganga and Prakash 



viii 

 

from whom I learnt how to tackle scientific problems and move forward in the field of 

research.  

I would like to thank my Integrated PhD batch mates Prashant, Anindita, Ajmala 

and Darshana for their constant support and encouragement.  

 Thanks to all my friends, Migfar Bhai, Himadri, Sabyasachi, Pranab, Prakash K., 

Sudip, Partha, Arup, Gautam, Sananda, Debabrata, Suman, Sutapa, Arpan, Ritesh, Rana, 

Sudeshna, Gayatri, Chidambar, Sisir, Kaushik, Anirban, Ramana, Babru, Bivas, Amrit, 

Bharath, Dhanya, Srinu, Soumik, Jia, Sougata with whom I really enjoyed my stay here. I 

would like to thank all my college friends who made my college-life memorable. Special 

thanks to my closest friends, Javed, Sabina and Mostafizur who gave me moral support 

when I needed it the most.   

I am also grateful to JNCASR for providing a world class environment to peruse 

research. I am thankful to all the administrative, technical, security, Complab and CCMS 

staff who try their best to make our life smooth at the campus. 

Thank You All.                

 

 

 

 

 

 

 

 

 

 

 

 

 



ix 

 

Synopsis 

As low dimension materials exhibit a number of interesting phenomena, they have 

attracted huge attention of physicists, chemists, material scientists and nanotechnologists. 

Small aromatic organic molecules and organometallic sandwiched complexes are two 

important classes of these materials. Aromaticity is a key concept of physical organic 

chemistry but the main problem with this property is that it is a virtual quantity, not an 

observable one. Enormous efforts have been given to measure it based on several criteria, 

which arise essentially due to the presence of cyclic delocalization of π-electrons in the 

molecular structure. Presently, a considerable interest has been given to study the 

isoelectronic substitution effect in these aromatic molecules. As boron, nitrogen 

substituted polyaromatic hydrocarbon molecules can have a huge application in the field 

of optoelectronic and chemosensor materials, the study related to the effects of B, N 

substitution in these molecules have massive industrial importance. On the other hand, 

organometallic sandwiched complexes are quasi-one-dimensional compounds which can 

be used as an active component of spintronic devices. Half-metallicity which arise in 

some of these complexes, is a key property for a spintronics material. This thesis is 

mainly focused on three studies: firstly, boron and nitrogen substitution effects in four 

six-membered ring containing polyaromatic hydrocarbons, secondly, the nature of spin 

transports in iron-polyacene and in its BN-analogues and lastly, the structural, magnetic 

and transport behavior of lanthanide-based organometallic sandwiched complexes. 

 In this thesis, first chapter begins with a brief discussion about the materials under 

study. Here, a general introduction about polyaromatic hydrocarbons (PAHs), 

organometallic sandwiched complexes and lanthanide-based sandwiched complexes have 

been given. Next, various aromaticity criteria and their corresponding indices are 

explained briefly. After that, an overview about transport in nanoscale devices has been 

given. Next in line are the methods such as Density Functional Theory (DFT), quantum 

transport theory, which are used to calculate various properties of the materials, have 

been explored. This chapter is concluded with the outline of the rest part of thesis. 

 In the next chapter, we have studied the topological and local aromaticity of B, N 

substituted benzene, pyrene, chrysene, triphenylene and tetracene molecules. We have 

calculated nucleus-independent chemical shift (NICS), harmonic oscillator model of 
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aromaticity (HOMA), para delocalization index (PDI) and aromatic fluctuation index 

(FLU) to quantify aromaticity in terms of magnetic, structural and electronic criteria, 

respectively. We find that charge separations due to the introduction of heteroatoms not 

only reduce the local delocalization in the six member ring but also affect strongly the 

topological aromaticity. In fact the relative orders of the topological and local aromaticity 

strongly depend on the position of the heteroatoms in the structure. In general, more ring 

shared B, N containing molecules are less aromatic than the less ring shared B, N 

molecules. In addition, our results provide evidence that the structural stability of the 

molecule is dominated by the  bonds rather than the  bonds. 

 In the third chapter, using density functional theory (DFT), we have investigated 

the structural, electronic and magnetic properties of infinite chain of Fen-bis(n-acene), and 

BN-analogue of it (Fen-bis(n-BNacene)). Our band structure calculations show that, the 

electronic structure of these two systems are quite dissimilar, i.e., [Fe-bis(polyacene)] 

shows metallic behaviour while its BN-analogue  is a  robust half-metal. We have also 

studied the transport characteristic of finite size Fe3-bis(3-BNacene) when coupled to gold 

electrodes on either side. From transport calculations, we predict that Fe3-bis(3-BNacene)  

shows efficient spin filter behaviour, which possibly can have a huge application in 

spintronic devices. 

 In the last chapter, using density functional theory, the structural, electronic, 

magnetic and transport properties of [Er(COT)(CpMe5)] have been investigated for its 

possible applications in molecular spintronic devices. Systematic studies show that 

methyl (CH3) groups in the Cp ring induce the tilting in the structure. Computed tilting 

angle and 
1
H NMR values are in good agreement with the corresponding experimental 

values. The charge transfer nature of this complex has proven by using localized natural 

orbital analysis, where charge transfer occurs from ligands to metal. This molecule is 

highly stable with paramagnetic spin-ground state of S=3/2, where three unpaired 

electrons are located at three Er f-orbitals, which remain deep inside the energy level. 

Focusing on transport property, when this molecule gets attached to gold electrodes 

through appropriate anchoring groups, explicitly shows spin polarized transport behavior 

in both zero and finite bias limit.  
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Chapter 1 

Introduction 

Low-dimensional materials have attracted a huge attention of chemists and physicists in 

recent years.
[1, 2]

 The appearance of anomalous novel properties in these materials has 

made them very interesting to investigate. The main reason behind these properties is 

quantum confinement effects in the low dimension.
[3-9]

 Actually, the motions of 

microscopic degrees of freedom such as electrons, phonons get constrained due to the 

reduced length scale for these materials. In such condition, electronic correlations and 

restricted boundary conditions introduce various exotic properties in these materials.
[10-14]

 

To explain these special features of low dimensional systems, one needs some approaches 

of physics which is different from the three dimensional one. In general, low dimensional 

systems are treated in fully quantum mechanical way to explain various effects such as 

Aharonov-Bohm effect
[15]

, persistent currents
[16]

, phase-coherent transport
[17]

 etc. Very 

recently, metal-insulator transitions,
[18]

 high temperature superconductivity
[19, 20]

 and 

Kondo effect
[21-24]

 in low dimensions also have created a huge curiosity among the 

scientists. 

 Researches on low-dimensional materials have got a huge acceleration with the 

advancement in the experimental techniques. Improvement in various experimental tools 

such as molecular beam epitaxy (MBE), scanning tunneling microscopy (STM)
[25-27]

, 

mechanically controlled break junction
[28, 29]

, atomic force microscopy (AFM)
[30-34]

, 

transmission electron microscopy (TEM)
[35, 36]

 and angle resolved photoemission 

spectroscopy (ARPES)
[37, 38]

 have introduced highly sophisticated ways to fabricate and 

characterize the low-dimensional materials. In this thesis, we have focused on various 
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types of low-dimensional systems and explored a number of exciting properties which 

arise due to various kinds of interactions in low-dimensions. 

 In this general introductory chapter, we briefly discuss about various low-

dimensional materials, characteristic properties of which are studied in this thesis. We 

also include a brief overview of the theoretical and computational methods which are 

used to study the typical properties of these materials. In this thesis, we mostly focus on 

the aromatic, electronic, magnetic and transport properties of different types of low-

dimensional systems. In the following section, we provide a brief description of the low 

dimensional systems such as polyaromatic hydrocarbons (PAH), organometallic 

complexes and lanthanide-based sandwiched complexes, various properties of which have 

been explored in the thesis. In the following section, we have discussed several criteria of 

aromaticity and ways to calculate these. Next section is mainly devoted to a brief 

introduction of transport phenomena in low-dimensional systems. We conclude this 

chapter by giving a general introduction about the various methods used to calculate the 

desired properties.   

1.1 Low Dimensional Systems 

1.1.1 Polyaromatic Hydrocarbons (PAH) 

According to National Research Council, “PAHs are neutral, nonpolar organic molecules 

that comprise two or more benzene rings arranged in various configurations.”  These 

compounds are usually hazardous for general health, which is found in petroleum and 

produced as by-products during fossil fuel utilization and conversion processes. Anxiety 

about PAHs firstly focused on their toxicity to cause cancer
[39]

, but more recently, it has 

been discovered that they also interfere with hormone systems and cause fatal effects on 

reproduction as well as in immune systems.
[40-42]

 

PAHs are pure hydrocarbons i.e. they do not contain any substituent or 

heteroatoms in their aromatic rings. Therefore, these are lipophilic in nature. Usually, 

PAHs consist of four-, five-, six- or seven-member rings, but those with five or six are 

most common
[43]

. PAHs, having up to six fused aromatic rings are considered as small 

PAHs while those with more number of rings one called as large PAHs. Although, PAHs 



19 

 

evidently are aromatic compounds, the degree of aromaticity can be different for each 

ring segment.
[44-47]

 As an example, for anthracene, where three benzene rings are linearly 

fused, middle ring is far less aromatic than the terminal benzene rings.
[48]

 Such kind of 

observations about aromatic nature of these compounds can‟t be explained using well-

known Hückel‟s (4n+2) rule as this is strictly valid for monocyclic conjugated systems. A 

number of modifications to this rule have been done to extend it for PAHs.
[49]

 A most 

successful rule among them is Clar‟s aromatic π-sextet rule 
[50-53]

 which states that “the 

Kekulé resonance structure with the largest number of disjoint aromatic π-sextet, i.e. 

benzene-like moieties, is the most important for the characterization of the properties of 

polyaromatic hydrocarbons (PAHs).”
[53]

 Recent experimental studies on the 

delocalization of π-electrons in PAHs
[54-56]

, valance bond-based calculation
[57]

, theoretical 

magnetic shielding values
[52]

 etc. extensively support the robustness of Clar‟s rule for 

PAHs. The isoelectronic substitutions in these molecules have a huge application in 

optoelectronics and chemosensing properties 
[58-62]

. 

1.1.2 Organometallic Sandwiched Complexes 

 Organometallic sandwiched complexes are a special type of low-dimensional 

organometallic complexes, where metal atoms remain coordinated to two or more arene 

ligands. The heptacity (i.e. the number of contiguous atoms of the ligand that are bound to 

the metal) of these ligands can vary depending upon the metal atom sandwiched in the 

complex. Generally, d-block and f-block elements are used as metal-center for these 

complexes 
[63-65]

. In the early 1950s, the discovery of ferrocene [Fe (η
5
-C5H5)2]  

 

Figure 1.1: Structure of ferrocene molecule, the first discovered organometallic complex. 
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(see figure 1.1) is considered as the beginning of this field.
[66]

 After that, a number of 

monometallic, dimetallic, multidecker complexes have been synthesized and 

characterized successfully.
[67-71]

 One of the difficulties to grow pure cluster of these 

compounds was incorporation of solvent molecules in the structure. The advancement in 

laser vaporization, molecular beam methods provides a gentle solution to this problem by 

introducing gas-phase synthesis process of these complexes.
[72-74]

 

 The unique electrical, structural, magnetic and transport properties of these 

complexes created a considerable interest to explore these materials both experimentally 

and theoretically.
[75-83]

 The appearance of half-metallicity (i.e. metallic behavior in one 

spin orientation and semiconducting/insulating in the other) in some of these clusters 

opens a huge possibility to use these materials as an active component in spintronic 

devices.
[84-87]

 In spintronic device, spin dependent effects are used for information 

processing.
[88, 89]

 These devices need materials where one should be able to control and 

manipulate spin degrees of freedom effectively.
[90, 91]

 As half-metals have very large spin 

polarization at the Fermi level, it can be used as promising candidates for this purpose.  

 Another interesting property of these materials is spin-filter property.
[90, 92-94]

 

Theoretical investigations have shown that when these half-metallic sandwiched 

compounds are placed between two non-magnetic electrodes, only one type of spin 

(majority or minority spin) can migrate from one electrode to another at finite bias.
[95-101]

 

Interestingly, experimentally spin-filtering property has been demonstrated only at a very 

low temperature. But recent advancements in this field are quite promising to increase 

this critical temperature even up to room temperature.
[93, 102]

 

1.1.3 Lanthanide-based Sandwiched Compounds 

In these compounds, lanthanide atoms form coordination bonds with polyhapto anionic 

organic rings.
[103-107]

 Lanthanides are 4f-block elements with electronic configuration 

[Xe]4f
1–14

5d
0–1

6s
2
. Due to the large size of lanthanides and presence of bulky groups in 

the cyclic organic ligands, some of these form bent structure rather than proper stacked 

parallel structure.
[103, 107-110]

 These compounds are dissimilar than the transition metal-

based sandwiched compounds in many aspects. Unlike transition metal based compounds, 

lanthanide-based one shows high ground state magnetic moment and high magnetic 

anisotropy value at low temperature.
[111-113]

 Due to these phenomena, some of the 
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lanthanide-based compounds possess long magnetic relaxation time at very low 

temperature, demonstrating single-molecular magnetic (SMM) properties.
[114-119]

 As these 

molecules have high spin ground state, they can also be used as dynamic components of 

spin-polarized transport devices.
[120-123]

 

1.2 Aromaticity 

Aromaticity comes from the word “aroma” (means pleasant fragrance), used in 1855 by 

Hoffman, to represent a phenyl radical containing compounds.
[124]

 Since then, it became 

one of the key concept and popular word in physical organic chemistry. Aromaticity is 

strictly a virtual quantity rather than an observable quantity and very hard to accurately 

define.
[125-128]

 Generally, it arises from the cyclic delocalization of electrons which results 

in extra stabilization of a system.
[129-132]

 Researcher defines aromaticity using many 

criteria such as structural, magnetic, energetic, electronic, reactivity etc. As per Schleyer 

et.al, 
[126]

 “Aromaticity is a manifestation of electron delocalization in closed circuits, 

either in two dimensions or in three dimensions. This results in energy lowering, often 

quite substantial, and a variety of unusual chemical and physical properties. These 

include a tendency toward bond length equalization, unusual reactivity and characteristic 

spectroscopic features. Since aromaticity is related to induce ring currents, magnetic 

properties are particularly important for its detection and evaluation.” 

Aromaticity is not a directly measurable quantity; one should concentrate on some 

particular criteria which are sensitive to the amount of delocalization of electrons in the 

molecule. A number of criteria have been put forward in attempts to give a quantitative 

picture of aromaticity. Among all these criteria, mostly five categories of criteria have 

been explored.
[44, 48, 132, 133]

 Those are as follows: 

 Energetic (improved stability) 

 Structural (all bond equalization)  

 Magnetic (particular shielding and deshielding) 

 Electronic (π-electron delocalization) and  

 Reactivity (inertness towards addition reaction). 
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Among these five types of properties, first four are based on its own nature, while the last 

one depends on the complete reaction mechanism.
[44, 129]

 As a result, it is not easy to give 

a quantitative idea about aromaticity based on reactivity criteria. A brief discussion over 

all these criteria is given below.  

1.2.1 Energetic Criterion 

The aromatic molecules possess extra thermodynamic stability with respect to structurally 

analogous chain model system. Cyrański has defined as 
[44]

 “The thermodynamic stability 

of the system is enhanced with respect to a structurally analogous model system (most 

often an acyclic system), which has no cyclic π-electron delocalization”. This quantity 

can be calculated using both experimental and theoretical methods, which is an advantage 

of this criterion. 

Initially, this criterion had been introduced to understand the enhanced stability of 

benzene. Pauling et.al 
[134]

and Kistiakowsky et.al 
[135]

 numerically estimated this extra 

thermodynamic stabilization and presented an index called resonance energy (RE). 

Resonance energy is calculated as the energy difference between the resonance structures. 

For example, in benzene, RE was calculated as the energy difference between a model 

Kekulé benzene structure and the real benzene structure. The computed value was 36 

kcal∙mol
−1 

and was in good agreement with the experimental enthalpy of formation or 

hydrogenation energy value.
[136-138]

 But in RE index, the effect of strain, 

hyperconjugation, differences in types of bonds are not taken into account. With the 

advancement of computational chemistry methods, other developed indices based on this 

criterion have been employed. Among this, aromatic stabilization energy (ASE) 
[125, 129, 

139, 140]
 has been explored and used for a wide range of systems. 

Aromatic Stabilization Energy (ASE)  

ASE is based on assessments of energy relative to the reference systems such as olifins, 

polyacenes etc. Depending upon the reference systems, two types of reactions are 

considered
[141]

 (isodesmic
[142, 143]

 and homodesmic
[144, 145]

) to calculate ASE.  Herein, we 

have considered benzene as an example to show two types of methods. 
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Isodesmic reaction for Benzene 

An isodesmic reaction is a hypothetical chemical reaction and mainly considered in 

thermodynamic cycle, in which the type of chemical bonds broken in the reactant are the 

same as the type of bonds formed in the product.
[146]

 

 
C6H6 + 6CH4→ 3H2C=CH2 + 3H3C-CH3 

 

Isodesmic Stabilization Energy (ISE) for benzene is 64 kcal∙mol
−1

,
[146]

which is higher 

than their corresponding experimental value.  The reference systems considered for this 

model does not preserve local bonding pattern of carbon atoms in benzene, which is a 

major drawback of this criterion. In order to overcome this, we considered homodesmic 

reactions. 

Homodesmic reaction for Benzene 

Homodesmic reactions retain the local hybridization of carbon systems or maintain the 

same number of each type of bonds in the reactant and product. 

 
C6H6 + 3H2C=CH2→ 3H2C=CH−CH=CH2 

 

Homodesmic Stabilization Energy (HSE) for benzene comes out as 21.49 kcal∙mol
−1

. 
[147]

 

As for this type of reactions, purely conjugated π-electron delocalization stabilizes more, 

HSE turns out to be lesser than ISE for most of the time.
[141]

  

The main drawbacks of the ASE indices are that its value depend largely on the 

type of reaction scheme (i.e. homodesmic, isodesmic etc.), chemical reaction (i.e. 

reference system) under consideration and level of theory used to calculate the energies of 

the chemical species. 

1.2.2 Structural Criterion 

The aromatic systems try to remain planar with all the cyclic bonds equal, value of which 

typically remain in between the values corresponding to single and double bonds.
[48, 130]

 

 The construction of these criteria essentially arises from the idea that one of the 

main reasons of aromaticity is π-electron delocalization. For a planar molecule, this type 

of delocalization is highest as in this geometry, pπ-orbitals which are responsible for 

delocalization, achieve maximum overlap among them.
[48]

 And as a consequence of the π-

electron delocalization in cyclic structure, all the cyclic bonds try to be equal in length. 

Geometrical indices of aromaticity describe these effects quantitatively. Just like 
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energetic criteria, these indices are also not independent. They are defined and calculated 

on the basis of some parameters which are obtained from reference structures, where the 

π-electrons are completely localized or completely delocalized. The most reliable 

geometry-based index among all is Harmonic Oscillator Model for Aromaticity 

(HOMA).
[148-151]

 

Harmonic Oscilator Model for Aromaticity (HOMA)  

HOMA can be defined as a normalized sum of squared deviations of the individual 

experimental or calculated cyclic bond lengths from a reference bond length, which is 

derived from a fully π-electron delocalized structure. It can be formulated as: 

        
 

 
∑         

  (1.1) 

where n is the number of bonds taken into the summation and α is an empirical constant 

chosen in such a way that HOMA becomes equal to 0 for the model nonaromatic systems 

(e.g. the Kekule´ structure) and equal to 1 for a system with all bonds equal to the 

reference value Ropt. The individual bond lengths are given by Ri. 

 This model also can be used for the structures including heteroatoms (i.e. atoms 

other than carbon),
[150]
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(1.2) 

here X and Y are denoted as heteroatoms. The HOMA can be divided analytically into 

two parts where one term takes care about the bond elongation (termed as EN) and 

another term corresponds to bond alteration (termed as GEO) in the structure; 

        [ (         )
  

  
 

  
∑        

 ]           (1.3) 

here Rav is taken as the mean bond length. The modified version of this formula can also 

be extended to hetero-π-electron systems. But this index can‟t be used as the only 

criterion to decide the aromaticity in a molecule, because, some nonaromatic or weakly 

aromatic molecules (e.g. borazine) can have all bonds equal in length, giving a HOMA 

value (i.e. ~ 1; for example HOMA=0.94 for borazine
[152]

 ) which would theoretically 
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correspond to aromatic systems. The other drawback of this index is the dependence of it 

over the reference bond length for a particular bond. The choice of reference structure is 

not unique.
[126]

  

1.2.3 Magnetic Criterion 

When an external magnetic field is applied perpendicular to the molecular plane of a 

planar aromatic molecule, it induces a diamagnetic ring current which gives rise to a 

secondary field in the system. This secondary field remains antiparallel with respect to the 

externally present field, giving rise a magnetic shielding or deshielding for some part of 

the molecule.
[126, 129]

  

 The figure 1.2 given below demonstrates the magnetic shielding very clearly. 

Here the middle of the benzene ring is being shielded from the external magnetic field. 

 

 

 

The concept of ring current was first introduced by L. Pauling.
[153]

 It can be expected that 

this aromatic molecules possess free rotation of π-electrons along the closed contour 

which is in ring plane. In presence of external magnetic field, these freely rotating π-

electrons generate diamagnetic ring current which act in opposite direction of the external 

magnetic field.  This ring current (I) can be quantified as follows:
[154]

  

Figure 1.2: Internal ring current induced by external magnetic field (H0). 
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     (1.4) 

where β is resonance integral for CC π-bond, S is area of the ring, H0 is external magnetic 

field, e is the charge of an electron, ħ is h/2π where h is Plank‟s constant.  

The main problem with this ring current is that it can‟t be measured 

experimentally. However, this ring current model can be validated by comparing the 

experimental values with the ring current-based calculation values of various quantities, 

like, magnetic susceptibility, exaltation, anisotropy, 
1
H NMR chemical shift etc. But as 

ring current is not the only factor which controls these properties, one has to identify all 

other effects and has to remove them from considerations.  

Magnetic Susceptibility Anisotropy 

This quantity (∆χ) is a characteristic feature of the aromatic molecules. Therefore, an 

aromatic index can be introduced based on this quantity. This susceptibility anisotropy 

can be represented as follows:
[155-157]

  

           ⁄           (1.5) 

where χaa, χbb and  χcc are the diagonal elements of the magnetic susceptibility tensor and c 

is assumed to be the out-of-plane axis for the planar molecule. Experimentally, ∆χ can be 

obtained from various experiments, like, high-resolution Zeeman microwave 

spectroscopy
[156]

, high-field NMR spectra of fully deuterated compounds
[158]

 etc. This 

quantity can be divided into two terms ∆χ
local

 and ∆χ
nonlocal

, where the first term takes into 

account about the local contributions (e.g. local paramagnetic currents, anisotropy of ζ-

bonds of CC and CH etc.) to the susceptibility anisotropy and the last term considers the 

effect of global ring current. Thus, here it is very important to separate the two terms and 

to use only ∆χ
nonlocal

 term as aromatic index. 
[157, 159]

    

Magnetic Exaltation 

This is another index where molar susceptibility has been used to quantify 

aromaticity.
[133, 160]

 This index can be represented as follows, 

 
        

 

where χm and χa are the measured magnetic susceptibility of a conjugated system and of a 

hypothetical cyclic system where double bonds are fully localized ( i.e. the ring current is 
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zero). A molecule can be considered as aromatic when Λ> 0; antiaromatic when Λ<0 and 

nonaromatic when Λ≈0. 
[129, 160, 161]

 

Nuclear Magnetic Resonance Chemical Shift 

The chemical shift can be defined as “The fractional variation of the resonance frequency 

of a nucleus in nuclear magnetic resonance (NMR) spectroscopy in consequence of its 

magnetic environment.”
[162]

 In fact, when an atom is placed in an external magnetic field, 

its electrons start circulating (called diatropic circulation) in such a manner that a small 

magnetic field is generated around nucleus.
[163]

 This newly induced field opposes the 

external magnetic field causing a shielding for the nucleus. Therefore, the effective 

magnetic field (Bi) experienced by particular nucleus i is  

             
 

where B0 is the applied magnetic field and ζi is shielding constant of that nucleus. These 

shielding constant values of a particular nucleus can change a lot for different chemical 

environments. Therefore, depending on the chemical environment, an identical nucleus 

(hydrogen for 
1
H, carbon for 

13
C) resonates with external magnetic field of different 

strength.
[163]

 Therefore, if in a molecule, a particular nucleus remains in dissimilar 

chemical environments, they will resonate in different value of external magnetic field. 

This separation between the peaks is called chemical shift. Generally, the chemical shift 

is represented as fraction of the applied external field. To compare the various chemical 

shifts values which indicate different environment around the nucleus, some reference 

shift value is needed. So, the chemical shift (δ) can be calculated using the following 

formula, 

   
          

    
  

where νcomp and νref are the resonating frequencies for a particular compound and 

reference compound respectively. Usually, for 
1
H and

13
C NMR, the tetramethylsilane is 

used as reference system. 
[163]

    

1
H NMR chemical shift is probably the most widely used criteria for 

characterizing aromatic and antiaromatic compounds, both experimentally and 

theoretically.
[129]

 The deshielding of outer protons and shielding of inner protons of an 

aromatic ring is basically a demonstration of molecular ring current induced by an 
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external magnetic field. Generally, inner protons face stronger effect of field than that of 

outer protons. In 
1
H NMR data of an aromatic ring, inner protons are shifted more 

upfield, whereas outer protons are shifted more downfield with respect to the reference 

acyclic conjugated system. 
[163]

 Essentially, the magnetic shielding value does not merely 

depend on the ring current. There are several other local effects also which have 

prominent contributions to the shielding value. 
[164-166]

   For heteroatomic ring system, 

these local effects have very important role and for some of the systems, these effects 

become the governing factors for aromaticity. 
[167, 168]

 Therefore, this index is also not 

unique to describe about the aromatic character of a ring system quantitatively. 

Nucleus Independent Chemical Shift (NICS) 

NICS is defined as the negative of magnetic shielding value calculated at some interesting 

points in the neighborhood of the molecules.
[126, 169]

 Here negative sign is introduced just 

to get correspondence with well-known NMR chemical shift. It was originally “computed 

at ring centers (nonweighted mean of the heavy atom coordinates)” 
[169]

, but with the 

advancement of the concept, now it can be calculated in some points located above or 

below the ring or even can be calculated forming some grids in the vicinity of the 

molecule.
[126, 151]

 A ring with negative, positive and near to zero NICS value is considered 

as aromatic, antiaromatic and non-aromatic rings, respectively.
[169]

The magnitude of the 

NICS directly corresponds to the intensity of aromatic nature of a system i.e. more 

negative NICS indicates stronger aromaticity than a lesser one. To avoid the local effects 

originated from ζ-electron structure at the ring plane, it is better to calculate the NICS at 

1Å above or below the ring, where the local effects are almost negligible.
[126, 170, 171]

  

More recently, it has been advised to consider the susceptibility tensor component 

corresponding to the principle axis perpendicular to the ring plane (NICSzz if the molecule 

is in xy-plane) to have a better characterization of π-electron systems.
[126, 172]

 This index 

has several advantages over the other indices, generally used to quantify aromaticity. The 

one of the main advantage of it is that it can give a quantitative idea about aromaticity 

without involving any reference structures or increment scheme or calibrating reactions. 

Unlike Λ, NICS shows only a little dependence on the ring size. It can also be correlated 

with the other aromatic indices based on energetic or geometric or other aromatic 

criterion.
[126, 169]
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 The one of the main disadvantage of NICS is that it is a local descriptor of 

aromaticity. So, it can‟t predict anything about global aromaticity in the structure. Other 

drawback is that this index is completely theoretical, experimental verification is not 

possible for most of the cases. Despite of these drawbacks, NICS is considered as one of 

the most successful index to quantify aromaticity in various types of systems.  

1.2.4 Electronic Criterion      

The cyclic delocalization of π-electrons in an organic system is the most basic criteria for 

a molecule to show aromaticity. 
[46, 130]

 This criterion is principally the foundation of all 

other criteria mentioned above.  

The most well-known rule based on this criterion to determine the aromatic nature 

of cyclic molecules is Huckel‟s rule.
[173-175]

 It states that monocyclic, planar and fully π-

conjugated molecule that contains (4n+2) π–electrons will exhibit aromatic nature. On the 

other hand, molecule having 4n π-electrons will be antiaromatic.  This rule generally 

works fine for n=0 to 6.
[176]

 Although the Huckel‟s rule has demonstrated the importance 

of electronic criterion long back, there were very few indices based on this. The main 

drawback to use this criterion as an aromaticity index is that like NICS, it can‟t be 

measured experimentally.
[130]

 Recently, a new door in this field has been opened up with 

the introduction of concept called localization and delocalization indices (δ)
[177-179]

by 

Bader et.al. These indices can be calculated by performing double integration of the 

exchange correlation density over the atomic basins which are created based on Bader‟s 

atoms in molecules (AIM) theory.
[180, 181]

 After this breakthrough, several indices have 

been demonstrated to quantify aromaticity based on this criterion. Among all these 

indices, aromatic fluctuation index (FLU) 
[182]

 and para-delocalization index (PDI) 
[46]

 are 

the two mostly used indices. 

Delocalization Index (DI) 

This is defined as the number of electrons delocalized or shared between two atoms in a 

molecule.
[177-179]

  This can be calculated from AIM theory, using the following equation, 
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(1.6) 

where δ(A,B) represents the delocalization index between atoms A and B, ΓXC is the 

exchange-correlation density over the A and B atomic basins as defined by AIM theory. 

[181]
    

 

Para-delocalization Index (PDI) 

It is defined as the average of delocalization indices of atoms situated in para-position to 

each other in a six-membered ring.
[46]

 The idea of this index arises from Bader‟s 

observation that in a six-membered ring, electron delocalization is more between para-

positioned atoms than that of meta-positioned one.
[180, 181]

 Therefore, PDI for a six-

membered ring can be formulated as,  

     
                    

 
 (1.7) 

For an aromatic ring, PDI will show positive value whereas for non-aromatic ring, it will 

be almost zero. More positive the value of PDI more is the aromatic nature of the ring. 

The main disadvantage of this index is that as it needs only para-positioned atoms, it is 

applicable for only six-membered rings.
[46]

 And also, as it is entirely a local index of 

aromaticity, it can‟t be used to measure the global aromaticity of a system.  

Aromatic Fluctuation Index (FLU) 

This aromatic index demonstrates the fluctuation of the electronic charge between the 

adjacent atoms in a ring.
[182]

 FLU value depends on the electron delocalization in some 

typical aromatic reference molecules. Therefore, essentially FLU measures the 

divergence in the electron sharing with respect to some typical aromatic systems. It can 

be calculated using following formula,  
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where the summation includes all adjacent pairs of atoms in the ring, n  denotes the 

number of atoms of the ring and Flu(A→B)  gives the amount of electronic charge 

transferred from A to B via A−B bond.  For an aromatic molecule, amount of electron 

transfer from A to B and B to A will be almost same. Therefore, first term of the equation 

(1.8) will be almost 1. Here, α is a number just to ensure that the first term of FLU is 

always greater or equal to 1 i.e. α=1 if Flu(A→B) > Flu(B→A)  or α=−1 if Flu(A→B)  ≤ 

Flu(B→A); and δ(A,B) and δref(A,B) are the delocalization indices for atoms A and B and 

their reference values, respectively. A typical aromatic system used as reference system 

here. Therefore, an aromatic system will have FLU value near equal to zero when the 

electronic charge is homogeneously distributed over all the bonds.  

 The main advantages of this index over other electronic criteria-based indices are 

(1) this index can be used for any ring or group of rings; (2) it can measure local as well 

as global aromaticity of a system.
[46, 182]

 But just like HOMA index, the main 

disadvantage of it is the involvement of reference structure in the calculation. The value 

of FLU depends strongly upon the choice of reference structure and this choice is not 

unique.  

1.2.5 Reactivity Criterion 

Aromatic molecules are generally more intent for substitution reaction than the addition 

reaction.
[44, 133, 176]

 In other words, these systems always try to retain their initial π-

electron structure during chemical reactions. The reason behind this is quite 

straightforward. As the π-electron delocalization gives extra stability to the aromatic 

systems, systems will always try to keep this delocalization nature intact, which is 

possible if systems get involved in a substitution reaction.
[133, 176]

 

 However, this criterion depends on the reaction pathways. As a result, it is too 

difficult to construct a reactivity-based index which can give a quantitative idea about 

aromaticity in the system. Although a few attempts have been taken to quantify 

aromaticity using these criteria, success has been achieved mostly up to simple benzenoid 

hydrocarbons and small heterocyclic rings.
[183, 184]

  

 Almost all indices of this criterion are based on the hardness of the system. There 

can be different types of hardness like absolute hardness
[185, 186]

 (half of the 

HOMO−LUMO gap) or relative hardness (difference between the hardness of a molecule 
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and some acyclic conjugated hypothetical reference structure)
[187]

 value of which show 

direct correlation with the resonance energy of the system. The main reason of this type 

of correlation is that with the increment of hardness, the systems become more and more 

stable and less reactive, which is in other way satisfy the criterion to be a strong aromatic 

system.
[188]

  

  All the criteria mentioned above prove unambiguously that aromatic nature of the 

molecules can be emphasized by computing more than two or three (minimum energetic, 

magnetic and geometric) criteria. In this thesis, we have considered maximum criteria to 

prove the aromatic nature of the molecules. 

1.3 Electron transport through nanoscale devices 

Last decades has experienced a revolutionary development of nanoelectronics. A careful 

look can reveal that this advancement has just follows the famous “Moore‟s law” stated 

by Intel‟s co-founder Gordon Moore.
[189]

 In 1965, he predicted that number of 

components in integrated circuits would be doubled by every 18-24 months. This 

unbelievable advancement has been achieved through the incredible improvement of „top 

down‟ lithography approach where the existing silicon-based chips have been 

miniaturized in size.
[190-197]

 However, this „top down‟ approach undoubtedly will reach its 

ultimate limit very soon owing to several fundamental difficulties such as leakage of 

current via direct tunneling through oxide layer, interconnecting delays, excessive power 

dissipation etc.
[198-200]

 In addition, it is also very difficult to control fabrication procedure 

via conventional lithography in nanometer scale. Although some of the problems can be 

solved by developing sophisticated instruments, increment of cost to do so motivates 

researchers to find alternative direction.  

 One of the optimistic ways to tackle this problem is to construct integrated circuit 

at an atomic or molecular level. In 1959, Richard Feynman, in his famous speech “There 

is Plenty of Room at the Bottom” first introduced the concept of “bottom-up” 

nanoelectronics.
[201]

 Enormous experimental and theoretical efforts which are continuing 

for past three decades have made this concept a promising alternative for conventional 

silicon-based electronics.
[202-209]

 The basic goal of this notion is to replace „top-down‟ 

lithographic approach with „bottom-up‟ synthetic chemical approach where nanodevices 
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and circuits are directly assembled from their molecular ingredients. As this next 

generation electronics use molecules as basic building block, it is rightly named as 

„molecular electronics‟.
[203, 210]

  

Certainly one should be inquisitive about the distinctive advantages of molecular 

electronics over conventional one to believe that molecules can really replace silicon-

chips. The typical benefits of using molecules are as follows
[211]

: 

 Molecules are small, of the order of nanometer, which is a desired scale for 

functional nanodevices.  

 Selective recognition ability and favourable thermodynamically controlled self-

assembling process provides a cheap fabrication method to produce molecular 

building blocks. 

 Optical and electronic properties of the molecule can differ a lot for various 

geometric isomers of it. 

 Conformational flexibility in some molecules may result in interesting change in 

transport phenomenon. It gives an opportunity to control the current through the 

molecule by controlling the external factors such as temperature, pressure, electric 

field etc. 

 One can also tune molecular binding, optical and electronic properties by altering 

the composition and geometries during synthesis process. 

In 1974, Ratner and Aviram‟s theoretical prediction about the usage of a single molecular 

structure as molecular rectifier is considered as the first major breakthrough of this 

field.
[212]

 Therefore, molecular electronics is a newly emerging field, having a history of 

38 years. But the enormous efforts of scientists of several interdisciplinary fields such as 

synthetic and quantum chemistry, physics, electrical engineering etc. have produced an 

unbelievable development in this field. As a consequence, in this short period of time, 

several new molecular-electronic systems have been reported demonstrating various 

electronic functionalities such as transistors,
[213, 214]

 switches, 
[215, 216]

 interconnects, 
[217]

 

memories, 
[218]

 photovoltaics, 
[219]

 sensors
[220]

 etc. 

 A sharp advancement in the field of molecular electronics has confirmed its 

potential to be used as an alternative of conventional electronics.  But at the same time, 

one needs to work on the several road-blocks which limit the application of molecular 
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electronics to large-scale. Some of the factors which extremely hinder the growth of this 

field are as follows; 

 The temperature effect on stability and robustness of the systems is a major 

drawback for reliable applications. 

 Due to the small size of molecules, it is too difficult to control the molecule-

electrode coupling nature in the devices.  

To overcome these difficulties, new experimental techniques as well as improvement of 

existing techniques are desired.   

Molecular electronics is receiving vast interest not only for its technological 

application but also for a number of fundamental issues it possess. It‟s really challenging 

to understand the quantum transport of electrons in a device where two large macroscopic 

electrodes sandwich a nanoscale conductor such as single molecule.
[221, 222]

 At the very 

beginning, one should ask “What exactly is changing when we go from macro to 

nanoscale regime?” The most obvious answer is length scale. Some characteristic length 

scales have been defined to determine the border between two transport regimes (i.e. 

classical and quantum transport regimes). And these are the Fermi wavelength λF, 

momentum relaxation length Lm and phase relaxation length Lφ.
[221]

 

Fermi wavelength: The confinement of the conductors in one or two direction makes the 

quantum modes discredited in the directions normal to the electron propagation. The ratio 

of the width of the two dimensional wire to the de Broglie wavelength (λF) of conduction 

electrons at Fermi energy, EF, represents number of quantum modes of that 2-D wire. If 

W is the width of the wire, the number of modes N can be formulated as N= Int(2W/λF) 

where right hand side is the integer that is just smaller that (2W/λF). According to 

Landauer, transmission probabilities of electrons through these modes only can regulate 

the conduction properties in nanoscale devices, showing a quantized nature of 

conductance in these systems.
[223]

 

Momentum relaxation length: It is defined as the average distance an electron can 

travel maintaining its initial momentum. It can be formulated as Lm= vF×ηm where vF is 

Fermi velocity and ηm is momentum relaxation time. Generally, electrons lose their initial 

momentum due to the collisions with other electrons, impurities or defects present in the 

sample. The order of this length is of μm or nm and depends on various factors.   
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Phase relaxation length: It measures the average distance travelled by electron where it 

retain its phase. Interaction with fluctuating scatterers such as, phonons, electrons and 

magnetic impurities causes the randomization of the phase of electrons in the solids. 

When this length is greater than the sample length, various quantum effects like 

interference appears in the system. 

 To study spin transport in the nanoscale devices, one has to consider some other 

length scale called as spin diffusion length.  

Spin diffusion length: The main concept of spintronics is to use the intrinsic spin 

degrees of freedom which are not considered in conventional electronics.
[88, 224, 225]

 

Fundamentally, for spin based electronics, one needs to apply a method to generate and 

manipulate spin-polarized population of electrons (i.e. there should be an unequal 

distribution of spin up and spin down electrons) near to Fermi level. The period of time 

that such a non-equilibrium population can be maintained is known as the spin lifetime, η. 

For a diffusive conductor, the distance travelled by spin within spin lifetime, is called as 

spin diffusion length (λ). Among several mechanisms, spin-flip scattering and spin 

dephasing are dominating processes for decay of a spin polarized populations.  

1.3.1 Factors affecting Transport in nanoscale 

There are several factors which extremely affect the transport in nanoscale devices. Some 

of these factors are discussed here
[221]

: 

Effects of molecule-electrode coupling:  Basic difficulty to understand the transport in 

these systems is to handle the interaction nature between the molecules and macroscopic 

metallic electrodes, which contain discrete energy levels and possess continuous band 

structure, respectively.
[222]

 When a molecule is attached to electrodes, depending on the 

strength of coupling, the discrete levels of molecule would get broadened. This 

broadening occurs due to the hybridization among the molecular orbitals and delocalized 

metal wave functions. The lifetime of an electron in the molecular energy level is 

inversely associated with the broadening of the levels. The rate of electron at which it can 

escape from molecular level to the contacts, strongly depends on this broadening factor. 

Therefore, for strong coupling, a higher amount of current can be transported than that for 

weak coupling.
[226]

 As different experimental set-ups produce metal-molecule coupling of 

different strengths, the transport characteristics get influenced in different ways.  
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Position of the contact Fermi energy: For electrode-molecule system, the Fermi energy 

of electrodes falls somewhere in the HOMO-LUMO gap of the connected molecule. 

Because of broadening in the molecular states, fractional charge transfer may occur from 

contact to molecular level, making the molecule charged. The energy level shift in the 

molecules on injecting the fractional charge greatly depends on the value of charging 

energy per electron. This provides an idea about the arrangement of energy levels of 

electrons with respect to Fermi energy of the metal. Generally, the shape of the current-

voltage (I-V) characteristics of molecular conductor has huge dependence over this factor.   

Electronic structure of the molecule: Molecular orbitals of conductor play a key role 

for the transport in the molecular electronic devices. Hence, a precise description of 

electronic structure of molecules is necessary to understand transport in these systems. 

Effects of inelasticity and thermal fluctuation: For the nanoscale transport, where a 

small molecule is attached to the macroscopic electrodes, electron-electron correlations 

become very dominating factor. To have a complete idea about the transport, one has to 

consider non-equilibrium situation including electron-molecular vibration, scattering and 

electronic many-body effects.   

1.3.2 Mechanism of molecular transport 

With the advancement of electronic devices in nanoscale regime, the conventional 

theories of electrical transport, applicable for macroscopic system has been improved a 

lot. Based on the two characteristic lengths, momentum (Lm) and phase relaxation length 

(Lφ), electron transport can be divided into three regimes, namely, ballistic, diffusive and 

classical regime.  

Ballistic transport regime: When the length of the conductor is much smaller than both 

of the above mentioned lengths, the electrons can propagate freely from one electrode to 

another electrode without scattering. As in this regime, the energy of the tunneling 

electrons resonates with the conduction band of the wires and does not face any scattering 

process; it is known as coherent resonant tunneling regime. In this regime, rate of electron 

transport obeys Landauer‟s formula which states that conductance depends over the 

transmission probability and is independent of the length of the molecular bridge. The 

conductance through the wire linearly increases with the increase in transmission 

probability and number of eigenmodes in it. Due to the resistance at the junction of the 
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nanoscopic conductor and macroscopic electrodes, conductance for this regime always 

remains finite. Generally quasi-1D structures such as metallic nanowires, carbon 

nanotubes show ballistic conductance with quantized conductance (G=2e
2
/h, where e is 

the electronic charge and h is Plank constant).
[227-229]

 However, for most of the systems as 

the molecular eignestates are not delocalized fully, transmission probability through these 

channels appears less than 1.  

Diffusive or Coherent nonresonant tunneling regime: The device where tunneling 

electrons do not resonate with the energy levels of molecular states, the conduction 

happens through non-resonating process. 
[230]

 Generally, for this case Lφ>>Lm i.e. 

electrons retain their initial phase for a long distance although the momentum of them get 

completely randomized within such a distance. Here, the transport occurs in diffusive 

manner. The rate of electron transfer for this regime depends strongly on the length of the 

system. This rate can be formulated as G=A exp(−βN) where A is associated with contact 

conductance and takes into account the electrode-molecule interactions, β is electronic 

structure related decay parameter and N is the number of sites in the molecular bridge. 

This mechanism can be seen for short bridges with large HOMO-LUMO gaps, such as, 

oligoalkanes. 

Classical or Incoherent transfer regime: When the length of the molecular bridge is 

much larger than both of the characteristic lengths, i.e. L>>Lφ>>Lm, then the electrons get 

involved into inelastic and incoherent scattering processes losing their interference effect 

completely. For this case, electronic levels in the molecular bridge use to couple with the 

vibrational or rotational degrees of freedom. At this point, the molecular system behaves 

as normal electrical bridge where its resistance is directly proportional to its length. 

Basically, in this regime, the resistance of molecular bridge changes according to Ohm‟s 

law.  

 These are the general mechanisms; most commonly occur in the molecular 

electronics. Several parameters such as electronic structure, metal-electrode coupling, 

environment effects etc. can influence the nature and mechanism of conduction. 
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1.4 Methods 

In this section, we will discuss the theoretical backgrounds of the methods we have used 

in this thesis. We will first introduce the density functional theory (DFT) –a revolutionary 

theory to calculate electronic structures of materials. Next, we will briefly describe two 

approaches: Landauer method and non-equilibrium Green‟s function (NEGF) method 

which have been widely used to study transport problem.  

1.4.1 Density Functional Theory (DFT) 

DFT is one of the most widespread quantum mechanical approaches for calculating the 

ground state properties of wide range of systems; from molecules to bulk materials, from 

insulators to metals, from diamagnetic to ferromagnetic materials. DFT can predict 

various ground state properties such as optimized geometry, vibrational frequency, 

atomization energy, ionization energy, electronic properties, one-particle magnetic states, 

optical properties, reaction pathways etc. very reliably. With the advancement of this 

theory, it has also been modified successfully for several kinds of studies including 

molecular dynamics, spin dependent study, investigation at non-zero temperature, time 

dependent phenomena etc.  

 From elementary quantum mechanics, we know that all the information about a 

system is stored in its wave function, ψ. The total energy of a system having interacting 

electrons and nuclei, can be calculated by solving Schrödinger equation, 

         (1.9) 

where E denotes the total energy eigenvalue and Ĥ is the many-body Hamiltonian 

operator. This operator can be formulated as,  
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(1.10) 

where first two terms are kinetic energies of electron and nuclei, respectively; third term 

takes into account of the electron-electron interactions; fourth terms gives electron-
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nucleus interactions and last term is for nucleus-nucleus interactions. Here, ħ is Planck‟s 

constant, ZI is atomic number of I
th

 atom, ri and RI are the position of i
th

 electron and I
th

 

nucleus, m and M are the mass of electron and nucleus, respectively. It‟s very 

complicated to solve this many-body Schrödinger equation. To simplify the equation, we 

can use Born-Oppenheimer approximation which states that as the nuclei are heavier than 

electrons and also move much slower than the electrons, the motion of electron and 

nucleus can be separated. It can be assumed that nuclei are fixed in particular positions, 

while the electrons are moving in a charged field created by nuclei. Now, entire wave 

function can be divided into two parts, electronic and ionic part. Therefore, the 

Schrödinger equation corresponding to electronic part can be written as, 

 
                  

(1.11) 

where electronic Hamiltonian is given as,  
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|     |   

   ̂    (1.12) 

Here Ṽext denotes the potential acting on the electrons induced by the nuclei and any 

externally applied field. 

After introducing Born-Oppenheimer approximation, the total number of degrees 

of freedom can be reduced, however still it‟s very difficult to handle electron-electron 

interactions part. And also electronic wave function depends on the positions of all 

electrons. A smart way to treat this situation is to use electron density instead of many-

body wave function to describe the system of interest. DFT demands much lesser 

computational effort and gives a considerably good description of ground state properties 

of materials.  

The Hohenberg-Kohn theorem
[231, 232] is the soul of the DFT. As mentioned 

earlier, the fundamental concept of DFT is to use electron density as an alternative of 

complicated many-body wave function to handle interacting systems. In 1964, pioneering 

work by Hohenberg and Kohn considers as the beginning of DFT. 
[231]

 There they stated 

two basic theorems;  

 The ground state electron density, ρ0, of a many electron system can uniquely 

determine the external potential, Vext ,which is acting on the system. It can be 
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stated in other way also: the external potential, Vext, can exactly calculate the 

ground state electron density ρ0 of the system. Moreover, ρ0 can uniquely 

determine the ground state expectation values of any observables. 

 To be the true ground-state electron density, it has to minimize the total energy 

functional of the system. And it can be achieved by following variational 

principle.  

According to this, now one can express the Schrödinger equation in the following way; 

       ̂     ∫               (1.13) 

where F is universal functional of ρ. One can find the ground state density by minimizing 

the functional, E[ρ], with respect to ρ. But the minimization of the explicit energy 

functional is still difficult to solve exactly. In 1965, Kohn and Sham proposed an efficient 

way to replace original many-body problem into an auxiliary one-electron problem. In 

this approach, interacting electrons are treated as non-interacting electrons which are 

moving in the effective potential. The many-body effects are included in this through 

exchange-correlation functional. According to this approach, the total energy functional 

can be expressed as, 
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(1.14) 

where Ts[ρ(r)] is the kinetic energy functional for non-interacting electrons, second term 

is electrostatic energy, third term is exchange and correlation energy and last is the energy 

due to external potential caused by nuclei and other externally applied potentials. Among 

these, first and third terms can‟t be solved in this form. However, if wave functions Ψi(r) 

constructs the electron density, ρ(r), then the first term i.e. the kinetic energy term can be 

calculated as follows; 
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   (1.15) 

From equation (1.14) we can get a set of differential equations called as Kohn-Sham 

equations, 
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(1.16) 

where, VH is Hartree potential, Vxc is exchange-correlation term, Vext corresponds to 

external potential and Ψi(r) are the special orbitals called as Kohn-Sham orbitals. The 

general process to solve these equations is the iterative method and it does continue until 

self-consistency is reached. Now, we should concentrate on the exchange-correlation 

potential which can‟t be found exactly and should be approximated. From equation 

(1.16), Vxc can be expressed as;  

 
     

          

     
 

(1.17) 

With the advancement of DFT, several approximations came forward to approximate the 

exchange-correlation functional more and more accurately. Here, we will discuss about 

two approximations which are used most extensively in the literature.  

Local Density Approximation (LDA): First and simplest approximation of exchange-

correlation potential is LDA.
[233]

 It can be defined as; 

    
           ∫       (    )      (1.18) 

where εxc(ρ(r)) denotes the exchange and correlation energy per electron of the 

homogeneous electron gas with electron density, ρ(r). Here, the electron density smoothly 

varies in space. Therefore, any area of space can be locally treated as homogeneous 

electron gas of density, ρ(r). Now, to obtain the total exchange-correlation energy, one 

has to perform summation of local exchange-correlation energy for all the electrons in 

every region of space. These functional works nicely for bulk solids but have a poor 

performance for the systems where the electron density does not vary smoothly in space. 

General Gradient Approximation (GGA):  In this approximation, the standard LDA 

has been extended to inhomogeneous systems where electron density varies non-

uniformly. This improved approximation not only considers the local charge densities but 

also more physical parameter i.e. their gradients. Fundamentally, there are three kinds of 

GGA: 

a. Ab-initio based: These functionals are derived from exact results. Here exchange 

and correlation parts are calculated individually. The typical examples of this are 

PBE (Perdew-Burke-Ernzerhof) 
[234]

, PW91 (Perdew-Wang 1991) 
[235]

 etc. 
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b. Atom-based: It has some basic similarities with the previous one such as, these 

are also based on some exact results and exchange and correlations are treated 

separately. But for this type, the functional parameters are fitted on close-shell 

atom properties. Becke‟s GGA for exchange
[236]

 and Lee Yang and Parr functional 

for correlation
[237]

 are some example of this.  

c. Empirical: In this case, exchange and correlation terms are treated as a whole. 

Functional parameters are obtained by fitting the results on a set of atomic and 

molecular properties. Well-known example of this is HCTH (Hamprecht-Cohen-

Tozer-Handy) functional.
[238]

  

The one of the most important steps to achieve accurate results for electronic 

structure calculation is to choose suitable basis sets. One needs to expand the one-particle 

wave functions in the following manner: 

 
       ∑    

  

   

      
(1.19) 

where Ci,j denotes the coefficients of expansion, gi(r) is the basis functions and Nb is the 

size of the basis. In this way, the Kohn-Sham equations convert to one-particle matrix 

equations. Now, one has to diagonalize this one particle Hamiltonian matrix to obtain the 

eigenvalues and eignevectors. Here, the Kohn-Sham equations are solved in self-

consistent manner. The procedure is to begin with some initial guess of density and keep 

on improving density and potential in each iteration until the self-consistency is achieved.  

 Next, we will focus on another vital concept of DFT, called pseudopotential. 

Usually, it is quite normal to assume that the core electrons remain unaffected during any 

kind of change in chemical environments of the system. Using this analogy, one can 

freeze all the core electrons of an atom and can construct an effective external potential 

which acts on the valance electrons on each atom. Consequently, the oscillatory nature of 

valance wave function in the core region can be substituted by a smooth wave function. 

[239, 240]
 Pseudo wave function and all electron (where core electrons are free) wave 

function should match exactly with each other beyond a specific value of radial distance, 

called “cutoff radius”. This “cutoff radius” should be chosen in such a way that the value 

will be greater than the distance where last node of all electron wave function appears. A 

good pseudopotential should give accurate results of studies for various systems, having 



43 

 

different chemical environment. This particular property is called transferability of 

pseudopotential.      

 In the past few decades, a number of packages have been developed where self-

consistent calculations for electronic structure using various methods such as Hartree-

Fock, post Hartree-Fock and DFT have been implemented. Among all these, some of the 

packages like Gaussian,
[241]

 General Atomic and Molecular Electronic Structure System 

(GAMESS),
[242]

 Amsterdam Density Functional (ADF)
[243]

 are used extensively for 

molecular systems. As these packages use localized orbital basis functions, it can‟t handle 

large systems. However, the concept of numerical orbitals and pseudopotential come into 

play to study large periodic systems. Spanish Initiative for Electronic Simulations with 

Thousands of Atoms (SIESTA)
[244]

 is an example of such kind of packages, where 

combination of numerical orbitals and norm-conserving pseudopotentials have been 

implemented successfully. Another way is to use plane augmented wave basis sets for 

calculations. Examples of this approach are Quantum-Espresso (PWscf), Vienna Ab-

initio Simulations Packages (VASP)
[245-247]

 etc.  

1.4.2 Quantum Transport Theory 

In this section, we will focus on the Landauer approach to describe non-interacting 

electron transport which corresponds to the transport at ballistic regime. Next, we will 

briefly discuss Non-Equilibrium Green Function (NEGF) approach, a more sophisticated 

method to study electron transport in low-dimensional system.    

Landauer approach 

In 1957, Landauer in a seminal paper asked the question: Is the conductance of a ballistic 

wire with a finite width infinite? 
[223]

 To give a reasonable answer to this question, he 

derived the conductance of a ballistic conductor and showed that the conductance is 

actually finite. In the late 80‟s onwards, there have been many experiments which clearly 

showed Landauer‟s prediction to be correct.
[206, 248]

      

It is one of the most promising approaches to describe the transport through low-

dimensions. Fundamentally, the transport in nano-junctions differ from macro-junctions 

in two aspects: (1) here interface resistance which is independent of sample length 

dominates over the resistance of the conductor, and (2) the conductance does not increase 

linearly with the width of the sample.
[221]
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According to this approach, the total system consists of three regions, central 

region, left and right regions. The central region which is basically made up of various 

types of low-dimensional conductors such as molecules, conducting polymer, remains in 

a sandwiched condition between two macroscopic leads (see figure 4). In this system, 

leads act as electron reservoirs. The leads remain in two electrochemical potentials, μL  

 

and μR. At zero-bias, these potentials remain same i.e. μL= μR. The electrochemical 

potentials differ under finite bias and this difference is the driving force for current flow 

through the system. In such condition, the transport problem can be treated as scattering 

problem. 
[221]

 To give a physical picture of this process, we can consider that leads are 

having infinite number of modes to transport electrons but conductors have a finite 

number of channels through which electrons can transmit to the other lead. Therefore, the 

electrons with its wave function propagate through the leads and get scattered when it 

reaches the contact region of lead and device conductor. According to Landauer, the 

current through this conductor can be expressed as the probability of an incident electron 

to transmit through it. In this thesis, we will derive the Landauer formula in a simple way.  

Let us assume that two leads are connected through an ideal one-dimensional wire 

of length L (see figure 1.3). It is assumed that the transport through this wire is ballistic in 

nature. In this 1D-wire, the transmitting states are discrete in the direction normal to the 

propagation of electrons. For a uniform electron gas, current carried by electrons is I=env 

where n is the number of electrons per unit length and v is the velocity of moving 

 

Figure 1.3: A ballistic conductor is sandwiched between two contacts. External bias is 

applied across this device. Adopted from Electronic Transport in Mesoscopic Systems by 

Supriyo Datta. 
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electrons with charge e. Now, the electron density per unit length for transverse state in 

the momentum range between k and k+dk can be formulated as, 

          
 

 
 
 

  
      

 

  
       (1.20) 

Here, the total function has been multiplied by 2 to consider spin. f(k) denotes Fermi 

distribution function. When bias is applied, the leads develop chemical potential and the 

device goes into non-equilibrium situation. When current flows through the device a 

steady state is reached. Now, the flow of current through the system can be viewed as, 
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 (1.21) 

where, fL(k) and fR(k) are the Fermi distribution functions for the left and right leads 

respectively, me is the electron effective mass. At zero temperature, as the Fermi 

functions become step functions, the equation (1.21) can be written as, 
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   (1.22) 

Here, μL and μR are the electrochemical potential of the left and right electrodes, 

respectively. VB represents the voltage created due to the difference in electrochemical 

potentials of leads, μL− μR =eVB. 

Now, from equation (1.22), we can calculate the maximum conductance of one 

conduction channel with two spin states, G0. 

    
 

  
  

   

 
             (1.23) 

This is called quantum of conductance. Therefore, in ballistic regime, conductance for a 

conductor is never infinite and it shows discrete nature under finite bias (see figure 1.4). 

This is because of the presence of contact resistances arising in the nano-junctions. 

Landauer expressed the conductance of a low-dimensional system in terms of the 

transmission probability for this scattering phenomenon. In general, it can be formulated 

as, 

 
   

   

 
   (1.24) 



46 

 

 

where, T is the average of probability of transmission of electrons from one lead to 

another lead and M is the number of transverse modes which are transport-active. 

Generalized form of the Landauer formula for bias-induced current can be written as, 

      
  

 
∫                           

 

  

 (1.25) 

In 1988, Buttiker extended the Landauer formula for multiple terminals by demonstrating 

the current Ii as 

   
  

 
 ∑    

 

[     ] (1.26) 

where, Ti,j is the average transmission when current transmit from terminal j to i.     

Therefore, from the above equation, it is clear that to compute current at any bias, 

one has to calculate energy dependent transmission function. One way to derive this is to 

use Green‟s function of the central region which is connected to both leads.  

Non-equilibrium Green’s Function (NEGF) 

 For a nano-dimensional study of electron transport, the combination of DFT and NEGF 

demonstrate a much more efficient method than others.
[221]

 In this section, we briefly 

discuss the NEGF formalism. At first, we will describe screening approximation, where 

 

Figure 1.4: Conductance vs. Gate voltage plot for 2-D electron gas, showing quantization 

of conductance. Adopted from Phys. Rev. Lett. 60, 848 (1988).     



47 

 

the whole system can be divided into three parts: left and right leads and central region. 

Then we will focus on the self-energy and NEGF formalism.  

Screening Approximation: In this thesis, we will consider two-probe setup as our 

system of interest. As we mentioned earlier, in this setup two semi-infinite leads remain 

connected through a contact region. There is no direct coupling between the orbitals of 

atoms present in two different leads (see figure 1.5(a)). Now, the situation is bit tricky; as 

the semi-infinite leads are periodic in the transport direction, the Hamiltonian becomes 

infinite-dimensional. We can handle this situation applying screening approximation. 

Considering this approximation, we can separate the effective potential and density into 

three parts: left lead (L), central region (C) and right lead (R) (see figure 1.5(b)). The 

atoms in L/R only interact with the C. The L and R have all the electronic properties same 

as bulk materials. Therefore, C and two contact regions i.e. C-L and C-R only have 

different Hamiltonian, overlap matrices and density than the bulk system. On the other 

hand, various surface effects such as charge transfer, atomic relaxation and disturbance in 

potential appear due to the perturbation of the central region, making the situation 

complicated to handle. To eliminate these surface effects, a few layers of atoms of the 

leads can be included in the central region which now effectively gets screened from the 

bulk of electrodes.     

 

Figure 1.5: Schematic of model for transport calculation. (a) Contact region (C) coupled 

to two semi-infinite left (L) and Right (R) electrodes. (b) Infinite electrodes are 

considered as finite system; the Hamiltonian matrixes of L and R have bulk electrodes 

value. Outside of it i.e. B is not directly taken into account for calculation. The transport 

direction is assumed to be z-direction. Adopted from Phys. Rev. B, 65, 165401 (2002).     



48 

 

Now, using the screening approximation, the total Hamiltonian can be represented 

as, 

 (

     

  
     

 

     

) (1.27) 

where HL, HC and HR represent the Hamiltonian matrix for left, central and right part, 

respectively. ηL and ηR denotes the matrices which include the interaction terms between 

leads (left and right respectively) and central region. Next step to proceed is to solve the 

Schrödinger equation using Non-equilibrium Green‟s function. 

Green’s functions and self-energies: To continue according to this approach, we have to 

introduce Green‟s function of Hamiltonian. The retarded Green‟s function, G, for this 

problem can be expressed as, 

              (1.28) 

where, E
+
=limη→0+ E+iη, S denotes overlap matrix and I is an infinite dimensional 

identity matrix. Now, substituting equation (1.27) to equation (1.28), we obtain the 

equation, 
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 (1.29) 

Considering the three equations in the second column, the Green‟s function for the 

molecule can be expressed as,  

               ∑  ∑  
   (1.30) 

where, ΣL and ΣR are the self-energies of the left and right leads respectively. These can 

be formulated as,  

 ∑     
           ∑     

         (1.31) 

where, GL and GR are Green‟s functions for the isolated leads. Fundamentally, the 

interaction between the leads and molecule are taken into account by these self-energies. 

It is interesting to notice that this matrix dimension is in molecular basis only. But still the 

Green‟s function of the leads formulated as the inverted form of an infinite-dimensional 

matrix. This quantity can also be derived analytically. For example, if the metallic leads 
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are denoted by a continuous spectrum of states m and n, the Hamiltonian can be written 

as, 

        (

         
   
         

) (1.31) 

Clearly it‟s a diagonal matrix which can be manipulated to express self-energies as, 

 ∑      ∑
      

       
 

 

  
   (1.32) 

This total term can be split into two parts, one will be real and another will be imaginary. 

It can be expressed as, 
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(1.33) 

For this separation, we have used identity, lim ε→0 1/(b+iε) = 1/b – iπδ(b). These real 

and imaginary parts represent energy level shift and the energy level broadening, 

respectively. Additionally, the lifetime of electronic states on central region is associated 

with the broadening of its level. The lifetime of a state is inversely proportional to the 

broadening of the particular state.  For an isolated system, the electronic states are 

discrete in nature giving an almost infinite lifetime. When it is coupled to electrodes, the 

electron can go to the electrodes with a certain probability with a finite lifetime. 

Using NEGF formalism, the density matrix can be expressed as follows: 

    
 

  
 ∫               

             
   

 

  

 (1.34) 

here, total number of electrons can be given as N=Tr[ρS]. And the total current through 

the device can be formulated as  

    
  

 
 ∫             

  
 

  

                     (1.35) 

where, ΓL,R represent the imaginary part of the self-energies. As mentioned earlier, these 

imaginary parts correspond to the broadening of the energy levels. In the absence of 

incoherent scattering processes, this formalism is exactly merged with Landauer‟s 
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formalism which we have discussed earlier. Therefore, for coherent transport, we can 

compare equation (1.25) and (1.35) and obtain the expression for transmission coefficient 

as, 

       [  
       ]  (1.36) 

These equations are the building blocks of NEGF formalism and can be solved in a self-

consistent manner with the potential profile which gets improved by the charge 

distribution in the device region. The real benefit of using NEGF formalism is that, it can 

successfully demonstrate some of the scattering processes.  

 To obtain the current-voltage characteristics of devices, NEGF formalism has 

been combined with Hartree-Fock methods. With the advancement of DFT, a number of 

packages have been developed which combine NEGF with the DFT method. Some of the 

examples of these packages are TranSIESTA,
[249]

 Smeagol,
[250]

 Atomistix Toolkit (ATK), 

McDCal
[251]

 etc.  

 In TranSIESTA, SIEATA is the DFT code which has been combined with the 

NEGF formalism. It can treat full spin-polarized systems. All the transport calculations of 

this thesis have been done using TranSIESTA code.   

 1.5 Outline of Thesis  

As discussed so far, reduction in dimensions of materials impose a number of interesting 

properties. The experimental developments in this field of research have demonstrated 

various unique phenomena. In this thesis, we have mostly focused on aromatic and 

electronic properties of a few molecular systems. 

 In the next chapter, we have investigated the aromatic nature of boron and 

nitrogen substituted four benzene ring containing polyaromatic hydrocarbons. In this 

study, we have shown that the aromatic properties in these molecules can vary 

significantly by substituting carbon with heteroatoms in appropriate position. In the third 

chapter, we have discussed the electronic and magnetic properties of [Fe(polyacene)2] 

and boron-nitrogen analogous of it. Our calculations evidently demonstrate metallic and 

half-metallic properties for [Fe(polyacene)2] and [Fe(BNpolyacene)2], respectively. We 

have also explored transport property of finite cluster of [Fe(BNpolyacene)2] which 

under finite bias comes out as an efficient spin-filter. In the chapter 4, we have explored 
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the structural, electronic, magnetic and transport properties of a lanthanide-based 

organometallic sandwiched molecule. The presence of unpaired electrons in the ground 

state of this molecule gives rise to spin polarized electronic structure. It also shows spin 

polarized transport when attached to two non-magnetic gold electrodes.     
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  Chapter 2

The aromatic nature of the BN substituted Benzene 

and four ring polyaromatic hydrocarbons 

2.1 Introduction 

Quantum mechanical approaches have proved extremely valuable to understand the 

electron delocalization
[252-254]

 or aromatic nature of various organic
[151, 255-262]

 

inorganic
[263-267]

 and hybrid systems
[268-272]

 from lower dimensions
[273]

 to higher 

dimensions
[45, 274-277]

. Various computational tools have been proposed to define 

aromaticity based on structural,
[48, 130]

 magnetic,
[132, 278, 279]

energetic
[44]

 and reactivity 

criteria
[280]

. However, as mentioned in the introductory chapter, all methods have its own 

limitation to predict the degree of aromaticity, since there is no single definition for this 

concept.  Hence, this is necessary to prove the aromatic nature of the molecule by 

computing more than one aromatic criterion. In addition, the delocalization nature of the 

molecules could be studied by analyzing the similarities (or dissimilarities) between 

related systems that enhance the connections of this approach with general concepts. In 

this chapter, we present investigations of the delocalization nature of polyaromatic 

hydrocarbons (PAHs) and also how it get affected due to the presence of electron rich 

nitrogen and hole rich boron heteroatoms. 

          Boron and nitrogen substituted PAHs have attracted huge attention recently, since 

they have shown wide applications as optoelectronic materials and colorimetric 

chemosensors.
[58-62, 281-290]

 Thus, the replacement of carbons in PAHs by B and N 

heteroatoms might significantly alter the electronic and photophysical properties, while 
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maintaining the existing structural features. For example, the experimental studies have 

shown that the electron poor p-type semiconductor material of all-carbon triphenylene 

core can be switched to electron rich n-type material by replacing one C-C by 

isoelectronic B-N unit.
[59]

 The bond polarization due to B-N units in the molecule can 

affect the delocalization of the ring as in the inorganic benzene B3N3H6.
[268, 283, 284, 286]

 

These natures make the new classes of hybrid organic/inorganic-based PAH materials 

interesting. Previous experimental and theoretical studies suggested that the number of B 

and N atoms and their positions (internal/periphery) in PAH ring are important to 

determine its electronic nature.
[60]

 However, till now, only a very few computational 

studies
[61, 152, 283, 284, 288, 291, 292]

  are devoted to understand the effect of various B, N 

substitution towards the periphery (topological) and local aromaticity of the PAH 

molecules. In addition, there exists a number of possibilities of having B-N at different 

positions of the PAH ring, which can affect both local and topological aromaticity. 

Therefore, it is necessary to understand electronic, delocalization nature of the various 

BN substituted PAHs molecules using computational tools.  

In this chapter, the Nucleus Independent Chemical Shift (NICS),
[126, 132, 169, 278]

 

Harmonic Oscillator Model of Aromaticity (HOMA),
[48, 148]

, Para Delocalization Index 

(PDI)
[46, 293]

 and Fluctuation Index (FLU)
[130, 182]

 were used as tools to compute the 

electron delocalization nature of the all-carbon and BN substituted PAHs. Among these, 

NICS and PDI values can predict only local aromaticity of the six member ring in PAH‟s, 

while HOMA and FLU values measure both the local and topological/periphery aromatic 

nature of the systems. The HOMO-LUMO gaps 
[294-296]

 are also considered in order to 

understand the kinetic stability of the systems. 

All the four methods have been applied for the series of all carbon and BxNy (x 

and y =0-3) substituted benzene, pyrene, chrysene, triphenylene and tetracene compounds 

and their relative aromatic nature were compared in order to avoid any discrepancy in the 

methods. These four six member ring PAHs have wide application in organic light 

emitting diodes (OLEDs), solar cells and organic field-effecting transistors due to their 

low concentration excimer formation ability and high charge carrier mobility.
[297]

 In 

addition, these molecules can be a good model to describe the effect due to BN 

substitution in the 2D
[277]

and 3D
[275, 289]

 aromatic systems. Few computational and 

experimental studies have been reported on pyrene
[60, 284, 287]

 and triphenylene
[59]
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molecules with one B, N atom pair. Up to our knowledge, there are no report on the BN 

substituted chrysene and tetracene. This is a first report, which explains both 

periphery/topological and local aromaticity of the complete series of these molecules. 

Specifically, the topological aromaticity is necessary to compute, since it has a 

fundamental influence on its physical and chemical properties.
[48]

 

2.2 Computational studies 

All the geometry optimizations were performed with the Density Functional Theory 

(DFT) using three–parameter hybrid functional B3LYP (Becke exchange with Lee, Yang 

and Parr correlation)
[298-300]

 with 6–31+G(d,p) basis set for all the atoms as implemented 

in the Gaussian 03 program package.
[301]

 We choose the B3LYP functional, because, it 

has been found to be one of the most appropriate functional for the prediction of 

electronic structure for the PAH systems.
[136, 152, 259, 262, 282, 285, 286, 302]

 Stationary structures 

are characterized as minima on the basis of the calculations of their harmonic vibrational 

frequencies. The zero point corrected energy values are reported in this paper. The 

HOMO-LUMO gaps are calculated using the equation, 

                (2.1) 

NICS values are calculated using Gauge Including Atomic Orbital (GIAO) method
[303-

306],[307]
 at the same level of theory. NICS proposed by Schlyer et.al.,

[169]
 is the magnetic 

indices of aromaticity and defined as the negative value of the absolute shielding 

computed at the ring centers or at some other interesting point of the system. Herein, 

NICS values have been calculated at the ring center (NICS(0)) and 1.0 Å above 

(NICS(1)) the ring that one is probing. HOMA, which is the structural based measures of 

aromaticity,
[148]

 rely on the equalization of the bond lengths and symmetry. HOMA term 

is analytically divided into two terms, EN and GEO, where EN expresses the spread of 

the bond lengths between the atoms in the aromatic system and GEO expresses the bond 

length alteration calculated as in the equation: 
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(2.2) 

where N is the number of bonds taken into summation,  is an empirical constant chosen 

to give a value of HOMA=0 for a nonaromatic system and 1 for aromatic system with all 

bonds equal to an optimum value ropt and ri is the computed bond length. The ropt and  

values used in this thesis are shown in the table 2.1. Para Delocalization Index (PDI) 

proposed by Poater et.al.,
[46]

 is based on the Bader et.al.,
[293]

 delocalization index (A,B) 

where the average of delocalization indices of para related atoms in a given six member 

ring is calculated. This can be formulated as: 

     
                    

 
 (2.3) 

where (A,B) is calculated using atom in molecule (AIM) package and (1,4), (2,5) and 

(3,6) are para positions of the six member ring.
[293, 308]

 The wave function file has been 

created at the Hartree-Fock (HF) level of theory with 6-31+G(d) basis set for the 

optimized geometry using B3LYP with 6-31+G(d,p) functional as implemented in the 

Gaussian 03 package. The aromaticity fluctuation index (FLU),
[130, 182]

 which is also 

calculated from the δ(A,B)  values, describes the fluctuation of electronic charge between 

adjacent atoms in a given ring. The FLU is based on the comparison of cyclic electron 

delocalization of typical aromatic molecules and calculated using the equation:  

     
 

 
∑ (

        

        
)

  

 
                

         
   

 

   

 (2.4) 

where n is the number of the atoms in the ring. Flu(A→B) gives the amount of electronic 

charge gets transferred from A to B via A−B bonds and δ(A,B) and δref(A,B) are the 

delocalization indices for atoms A and B and their reference values, respectively. The 

reference values of some typical bonds are given in table 2.1.  
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Table 2.1: The (Å
-2

) and Ropt(Å) values used for the HOMA calculation and ref(A,B) 

values used for FLU index calculation for the respective bonds. 

„*‟  and Ropt values are calculated based on H3B-CH3 and (
i
Pr)2N=B=C(SiMe3)2 

molecules. „
#
‟ ref values are taken from C2B2N2H6 molecules. 

2.3 Results and discussion 

In order to understand the effect of isoelectronic B, N substitution in tetracyclic PAH‟s, 

the well-known benzene ring was studied first with various B and N ratio (figure 2.1). 

Although 1,2-dihydrido-1,2-azaborine derivatives are experimentally synthesized,
[283]

 

very little is known about its aromatic nature. All the aromatic index calculations were 

performed in ground state equilibrium geometry of all the systems. 

 

2.3.1 Six member rings 

Replacement of two carbon atoms in a benzene ring by one boron and one nitrogen atoms 

can produce three isoelectronic structural isomers. They are 1, 2-dihydrido-1, 2-azaborine 

(b), 1, 4-dihydrido-1, 4-azaborine and (c) 1, 3-dihydrido-1, 3-azaborine (d) (see figure 

2.1). The studies of these isomers provide clear correlation between the charge separation 

and electron delocalization. The delocalization differences among these three isomers 

were calculated using NICS, HOMA, FLU and PDI criteria (see table 2.2 and figure 2.1) 

and compared with the benzene molecule. Computed HOMA, NICS, PDI and FLU values 

for benzene is in good agreement with the already reported values at various level of 

theory.
[291]

 All computed aromatic index values (see table 2.2) clearly show that the 

benzene is more aromatic than B, N containing molecules 1, 2-dihydrido-1, 2-azaborine 

(b), 1, 4-dihydrido-1, 4-azaborine (c) and 1, 3-dihydrido-1, 3-azaborine (d). Among the B, 

N substituted benzene isomers, d (1, 3-dihydrido-1, 3-azaborine) is most aromatic with – 

24.9 ppm NICS(1)zz , 0.74 HOMA, 0.07 PDI and 0.014 FLU values (aromatic order d > b 

S.No Bonds  Ropt ref(A,B) 

1. 

2. 

3. 

4. 

5. 

C–C  

C–N 

C–B 

B–N  

N–N 

257.70
[48]

 

 93.52
[48]

 

138.06* 

 72.0
[152]

 

130.33
[48]

 

1.388
[48]

 

1.334
[48]

 

1.561* 

1.564
[152]

 

1.309
[48]

 

1.40
[182]

 

1.20
[182]

 

0.44
#
 

0.40
#
 

0.90
#
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> c).  The charge separations at three isomers and their corresponding orbital nodal plane 

changes are clearly reflected in three occupied  MO‟s (see figure 2.2). The predicted 

aromaticity order is in good agreement with the aromatic order reported using isodesmic 

equation.
[291]

 In addition, this is clear that the less aromatic 1, 2-dihydrido-1, 2-azaborine 

(b) is energetically more stable than 1,4-dihydrido-1, 4-azaborine (c) 

 

and 1, 3-dihydrido-1, 3-azaborine (d) by 22 and 29.6 kcal∙mol
−1

 respectively. The 

computed relative energy differences for these isomers are in good agreement with the 

already reported values (c) 23.1 and (d) 29.9 kcal∙mol
−1

 at MP4 level,
[291]

 which validates 

the functional and the basis set that we have used. The energetic stability of the molecule 

is referred in the HOMO –LUMO gap. The low negative NICS(0)zz (see table 2.2) values 

of BN-substituted six member rings (see figure 2.1) provide the evidence for the larger  

contribution at the molecular plane. This   contribution dominates to determine the 

structural stability order of various isomers.  

To elaborate these studies, four carbon atoms in benzene ring were swapped by 

two boron and two nitrogen atoms which results in B2N2C2H6 molecule (see figure 2.1e). 

The replacement increases NICS, FLU values, decreases PDI and HOMA values than the 

benzene, which reflect its less aromatic nature. In addition to very low negative -2.72 ppm  

 

Figure 2.1: Optimized geometry of six member (a) C6H6, (b)1, 2-dihydrido-1, 2-

azaborine,(c) 1, 4-dihydrido-1, 4-azaborine and (d)1, 3-dihydrido-1, 3-azaborine (e) 

C2B2N2H6 and (f) B3N3H6 rings. 
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NICS(0) at molecular plane and its positive 3.73 NICS(0)zz components expose the 

considerable amount of  orbital contribution. These  orbital contributions are more 

prominent in the inorganic benzene B3N3H6, which has very large positive NICS(0)zz 

value (+12 ppm) (see table 2.2). These results provide evidence that increase in the 

number of charge separated B and N hetero atoms in the benzene ring enhance its  

contribution. However, larger HOMA value, less FLU value and negative NICS(1)zz  

Table 2.2:  Computed NICS (ppm) at the plane and 1 Å above the plane, HOMA, ∆ (eV) 

,PDI (e) and FLU aromatic indices for six member (a) C6H6, (b)1, 2-dihydrido-1, 2-

azaborine,(c) 1, 4-dihydrido-1, 4-azaborine and (d)1, 3-dihydrido-1, 3-azaborine (e) 

C2B2N2H6 and (f) B3N3H6 molecules (figure 2.1). 

 molecule NICS(0) NICS(0)zz NICS(1) NICS(1)zz HOMA ∆ PDI FLU 

a -8.20 

-8.07[309] 

-14.51 -10.25 

-10.21[45] 

-28.85 0.97 

0.979[48] 

6.59 

6.55[283] 

0.10 0.00 

b -5.08 

-5.62[283] 

-4.28 

 

-7.00 

-7.27[283] 

-20.08 0.71 5.33 

5.32[283] 

0.06 0.015 

c -4.85 -3.54 -7.24 -19.46 0.51 5.93 0.04 0.019 

d -6.36 -9.86 -8.55 -24.90 0.74 4.69 0.07 0.014 

e -2.72 3.83 -4.81 -12.22 0.69 5.36 0.04 0.022 

f -2.06 

-2.02[283] 

12.04 -2.78 

-3.01[283] 

-5.07 0.94 

0.942[152] 

7.81 

7.91[283] 

0.01 0.000 

The values in italic are reported using DFT method. 

 

Figure 2.2:  The occupied  molecular orbitals (MO‟s) of (a) benzene, (b) 1, 2-dihydrido-

1, 2-azaborine, (c) 1, 4-dihydrido-1, 4-azaborine and (d)1, 3-dihydrido-1, 3-azaborine. 

The charge separations due to the B, N positions are clearly reflected in the 2 and 3 

molecular orbitals. 
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values (see table 2.2) proves the aromatic nature of the B3N3H6 molecule. The computed 

value for inorganic benzene is comparable with already reported value
[152]

 (see table 2.2) 

which again certifies our method for B, N containing molecules. 

 

2.3.2 Polycyclic aromatic hydrocarbons 

Following the monocyclic molecules, tetracyclic PAHs, which are attractive because of 

their structural simplicity and high symmetry, were studied. Six molecules are possible in 

the 4 ring arrangement and among these, four molecules; pyrene, chrysene, tetracene and 

triphenylene are highly stable and have been well characterized. The four molecules are 

unique and could mimic wide range of 2D material because of their different shapes. All 

these four molecules have been studied in detail using both experimental and theoretical 

methods.
[48, 126, 182, 259, 295, 297, 306]

 Previous computational studies 
[126, 131, 259]

 have shown 

that the chrysene is most stable and tetracene is least stable among these four. The above-

mentioned properties make them fascinating and comparison between pyrene, chrysene, 

triphenylene and tetracene and also with the various BN substituted analogues will be 

informative. Among these, pyrene is known for its distinctive nature that the aromatic 

molecule with 4n   electrons. 

Pyrene 

Pyrene is the PAH with C16H10 molecular formula and 16  electrons. The computed 

NICS, HOMA, FLU and PDI values of pyrene are in good agreement with the already 

reported values,
[126, 131, 259, 295]

 where R2 and R4 are more aromatic than R1 and R3 (see 

figure 2.3 and table 2.3). Substitution of two carbon atoms by one boron and one nitrogen 

leads to five different isomers as shown in the figure 2.3(p-b to p-f), which strongly 

refrain their local six member ring and topological 14 member ring delocalization nature. 

The five different isomers lead to five different topologies, which are all-carbon with 

internal BN entity (p-b), one B (p-c), one N (p-d), o-BN (p-e) and p-BN (p-f) in the 

topological rings (see figure 2.3). Topological aromaticity is the one, which determines 

the electronic, chemical and physical nature of the molecules. The computed HOMA and 

FLU values show the trend as p-b > p-d > p-f > p-c > p-e for topological aromaticity. The 

HOMA values are dominated by EN rather than GEO (see table 2.3), which provide 

evidence for the bond elongation due to BN substituent making the structures less  
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aromatic. The studies show that all-carbon topologies (pyrene (p-a) and BN-pyrene (p-b)) 

are more aromatic in nature than the substituent containing topologies. Moreover, 

comparing with all-carbon pyrene (p-a) (0.96 HOMA and 0.013 FLU), the internal 

heteroatom containing structure p-b (see figure 2.3), decreases (0.93 HOMA and 0.014 

FLU) its topological aromatic nature (see table 2.3). The electron rich N alone in 

topological ring (p-d) is more aromatic than electron deficient B (p-c) in topological ring. 

This is due to the empty p-orbitals in the B atom, which contribute less to the  molecular 

orbitals. Both B and N atoms in topological rings (p-e and p-f) lead to two isomers, which 

are B, N hetero atoms at the adjacent position and B, N at the opposite position of the 

topological ring. First isomer is less aromatic than another one. This is similar to the trend 

observed for 1, 2-dihydrido-1, 2-azaborine (b) and 1, 4-dihydrido-1, 4-azaborine (c) 

molecules (see figure 2.1). In addition, the MO pictures undoubtedly show that the clear 

correlation between the orbital shapes and aromaticity. The  MOs of internally 

substituted pyrene (p-b) is similar to the all carbon pyrene (see figure 2.4), which explains 

its more aromatic nature. However, the MOs of p-e molecule (containing both B and N 

heteroatoms in the topological ring) have a completely different orientation due to the 

charge separation within heteroatoms which is the reason for its less aromatic nature (see 

 

Figure 2.3: Optimized geometry of pyrene and BN substituted pyrene. Ball sticks 

represent a periphery ring which is used to compute topological aromaticity and R1, R2, 

R3 and R4 are the labels of six-membered rings of which local aromaticity is been 

calculated.   
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figure 2.4). The effect of BN charge separation in pyrene is similar to that in o-,p-,m- BN 

substituted benzene ring (see figure 2.2). However, like benzene, topologically more 

aromatic BN-substituted pyrene is energetically less stable. The energetic stability order 

of BN-substituted pyrene isomers are p-e (0) > p-c (17.68) > p-d (20.51) > p-b (21.55) > 

p-f (56.70 kcal∙mol
−1

), which is also reflected in their ∆ values (see table 2.3). This 

follows similar trend as in the six member heterocyclic systems, where the less aromatic  

1, 4-dihydrido-1, 4-azaborine (c) is energetically more stable than more aromatic 1, 3-

dihydrido-1, 3-azaborine (d) isomer (see figure 2.1). To understand the change in local 

aromaticity of each ring due to BN substitution in the structure, NICS, HOMA, PDI and 

FLU have been calculated for four rings separately. The labeling scheme of the pyrene 

molecules are shown in figure 2.3. The order of local aromaticity based on NICS(1), 

NICS(1)zz, HOMA, PDI and FLU are, (p-b) R4 >R2> R3=R1; (p-c) R2 > R4 > R1 > R3; 

 

Figure 2.4:  The occupied eight  molecular orbitals (MO‟s) of all carbon and BN 

substituted pyrene isomers shown in the figure 2.3. The charge separation due to the B 

and N position reflects in the MOs. 
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(p-d) R2 > R4 > R1 > R3; (p-e) R4 > R2 > R3 > R1 and (p-f) R4 > R1=R3 > R2 . The 

general observations from these orders are as follows: 

 Computed values clearly show that all the rings are aromatic 

 Increase or decrease in the degree of aromaticity for BN-substituted molecule 

depends on the position of heteroatoms in the structure. The ring which contain 

only one three-ring-shared heteroatom is less aromatic than the other rings (R3 of 

p-b and p-e are more aromatic than R3 of p-c and p-d, figure 2.3). 

  Ring which solely contain two heteroatoms are less aromatic than other rings (R1 

of p-e, figure 2.3). 

 However, one electron rich or electron poor hetero atom containing single ring is 

more aromatic than other rings in the same molecule (R2 and R4 of p-f, figure 2.3). 

 

Table 2.3: Computed NICS (ppm) at the plane and 1 Å above the plane, HOMA, ∆ (eV), 

PDI and FLU aromatic indices for pyrene (p-a) and BN pyrene (p- b – p-f).   

Molecules NICS(0) NICS(0)zz NICS(1) NICS(1)zz HOMA(EN/GEO) ∆ PDI FLU 

p-a  R1 

       R2 

       R3 

       R4 

      TP 

-3.92 

-11.28 

-3.92 

-11.28 

3.13 

-20.00 

3.13 

-20.00 

-7.01 

-12.92 

-7.01 

-12.92 

-16.7 

-35.41 

-16.7 

-35.41 

0.70(0.28/0.02) 

0.86(0.12/0.02) 

0.70(0.28/0.02) 

0.86(0.12/0.02) 

0.96(0.03/0.01) 

 

3.79 

 

0.04 

0.07 

0.04 

0.07  

0.022 

0.005 

0.022 

0.005 

0.013 

p-b  R1 

       R2 

       R3 

       R4 

      TP  

-7.09 

-11.83 

-7.09 

-13.42 

-5.97 

-19.29 

-5.05 

-28.39 

-9.05 

-12.51 

-9.05 

-14.80 

-23.22 

- 35.36 

-23.22 

-41.33 

0.65(0.30/0.05) 

0.78(0.22/0.00) 

0.65(0.30/0.05) 

0.64(0.27/0.09) 

0.93(0.07/0.00) 

 

3.56 

 

 

0.03 

0.06 

0.03 

0.05  

0.051 

0.002 

0.051 

0.066 

0.014 

p-c  R1 

       R2 

       R3 

       R4 

      TP 

-2.18 

-10.35 

1.17 

-8.11 

8.85 

-15.00 

20.56 

-9.72 

-4.89 

-11.31 

-2.11 

-9.60 

-10.92 

-30.62 

-3.46 

-25.85 

0.49(0.45/0.06) 

0.90(0.10/0.00) 

0.68(0.31/0.01) 

0.59(0.33/0.08) 

0.64(0.31/0.05) 

 

3.67 

0.03 

0.08 

0.03 

0.05  

0.074 

0.005 

0.092 

0.074 

0.048 

p-d  R1 

       R2 

       R3 

       R4 

      TP 

-3.16 

-9.72 

-1.02 

-8.83 

6.31 

-16.11 

7.88 

-12.38 

-5.16 

-11.6 

-4.02 

-10.11 

-12.43 

-32.6 

-10.07 

-27.55 

0.72(0.24/0.04) 

0.89(0.11/0.00) 

0.61(0.34/0.05) 

0.73(0.2/0.07) 

0.80(0.18/0.02) 

 

3.70 

 

0.03 

0.08 

0.02 

0.05 

0.059 

0.002 

0.022 

0.036 

0.038 

p-e  R1 

       R2 

       R3 

       R4 

      TP 

-0.08 

-10.78 

-4.4324  

-10.14 

16.07 

-16.44 

1.53 

-16.56 

-2.78 

-11.55 

-7.05 

-12.19 

-5.04 

-31.92 

-18.00 

-33.08 

0.48(0.45/0.07) 

0.87(0.12/0.01) 

0.69(0.30/0.01) 

0.86(0.12/0.02) 

0.61(0.36/0.03) 

 

4.09 

 

0.02 

0.07 

0.04 

0.08 

0.027 

0.007 

0.021 

0.003 

0.056 

p-f  R1 

       R2 

       R3 

       R4 

       TP 

-4.75 

-10.38 

-4.73 

-9.31 

1.5 

-20.44 

1.55 

-8.20 

-7.43 

-13.48 

-7.42 

-9.60 

-18.29 

-36.27 

-18.28 

-25.35 

0.68(0.32/0.00) 

0.51(0.44/0.07) 

0.65(0.32/0.03) 

0.84(0.14/0.02) 

0.72(0.24/0.04) 

 

3.27 

 

0.03 

0.03 

0.03 

0.04 

0.022 

0.094 

0.023 

0.022 

0.020 

R1, R2, R3 and R4 indicate the local aromaticity of the mentioned ring in the figure 2.3. TP represents topological 

aromaticity. 
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Chrysene 

 Chrysene is second example of four rings containing PAH and having chemical formula 

C18H12, with 18 electrons. For chrysene, NICS, HOMA, FLU and PDI values predict 

that R1 and R4 as more aromatic than R2 and R3 (see figure 2.5 and table 2.4). The 

computed NICS, HOMA, PDI and FLU values indicate that chrysene is less aromatic 

than the pyrene molecule, which is in good agreement with the already reported results 

using 6-311++G(d,p).
[126, 131, 259, 295]

 Five isomers are possible for one boron and one 

nitrogen substituted chrysene (see figure 2.5, c-b to c-f). Unlike the pyrene molecule, all 

the carbons contribute to the topological ring, which makes both substituents important. 

According to HOMA and FLU values, the order of topological aromaticity is c-b > c-f > 

c-c ≈ c-e > c-d, where the energetic order is c-d >c-c >c-b >c-f >c-e. Comparatively, 

substitution of the B and N atoms in more aromatic R1 or R4 ring (c-b) of chrysene 

results in more aromatic topology. Similar to pyrene,  bonds have more effect than  

bonds to determine the stability order of BN substituted chrysene isomers. Like pyrene, of 

the ring makes all carbon six member rings more aromatic than the BN substituent 

containing ring of this molecule (R4 in figure 2.5, c-b - c-f).  The local aromaticity orders 

for six member rings are as follows: c-b (R4 > R1 > R3 > R2) > c-f (R4 > R3 > R1 > R2) 

>c-c (R4 > R3 > R1 > R2) ≈ c-e (R4 > R3 > R1 > R2) > c-d (R4 > R1 > R3 > R2). 

 

 

Figure 2.5: Optimized geometry of all carbon (c-a) and BN (c-b – c-f) substituted 

chrysene. Ball stick is a periphery ring used to compute topological aromaticity and R1, 

R2, R3 and R4 used to calculate the local aromaticity. 
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Table 2.4:  Computed NICS (ppm) at the plane and 1 Å above the plane, HOMA, ∆ (eV), 

PDI and FLU aromatic indices for chrysene (c-a) and BN chrysene (c-b – c-f). 

Molecules NICS(0) NICS(0)zz 
ICS(1) NICS(1)zz HOMA 

(EN/GEO) 

∆ PDI FLU 

c-a       R1 

           R2 

           R3 

           R4 

          TP 

-8.79 

-6.40 

-6.40 

-8.79 

-11.85 

- 3.38 

-3.38 

-11.85 

-10.7 

- 8.78 

-8.78 

-10.7 

-28.31 

-22.38 

-22.38 

-28.31 

0.89(0.09/0.02) 

0.67(0.28/0.05) 

0.67(0.28/0.05) 

0.89(0.09/0.02) 

0.85(0.1/0.03) 

4.20 0.078 

0.051 

0.051 

0.078 

 

0.007 

0.017 

0.017 

0.007 

0.014 

c-b       R1 

           R2 

           R3 

           R4 

          TP 

-6.83 

-2.67 

-6.91 

-8.44 

-6.71 

8.416 

-4.10 

-10.85 

-8.76 

-5.63 

-9.19 

-10.93 

-23.31 

-12.50 

- 22.90 

-28.71 

 

0.78(0.15/0.07) 

0.50(0.43/0.08) 

0.74(0.25/0.00) 

0.90(0.1/0.01) 

0.83(0.15/0.02) 

3.58 0.058 

0.036 

0.057 

0.077 

 

0.031 

0.029 

0.015 

0.007 

0.028 

c-c       R1 

           R2 

           R3 

           R4 

          TP 

-5.55 

-4.09 

-6.69 

-8.76 

 

-3.2 

3.70 

-5.17 

-11.77 

-7.42 

-6.38 

-9.34 

-10.67 

-19.71 

-15.13 

-24.18 

-28.37 

0.60(0.29/0.11) 

0.49(0.43/0.08) 

0.74(0.26/0.00) 

0.89(0.1/0.01) 

0.58(0.38/0.4) 

4.19 0.054 

0.034 

0.059 

0.077 

 

0.046 

0.052 

0.014 

0.008 

0.111 

c-d      R1 

           R2 

           R3 

           R4 

          TP 

- 8.02 

- 2.97 

- 3.23 

- 9.36 

-11.09 

7.1 

6.52 

-11.55 

- 10.39 

- 5.36 

- 5.66 

- 10.50 

-28.12 

-11.96 

-12.55 

-27.48 

 

0.91(.08/.01) 

0.39(0.46/0.14) 

0.43(0.44/0.12) 

0.93(0.07/0.00) 

0.46(0.48/0.05) 

4.32 0.088 

0.029 

0.031 

0.083 

 

0.002 

0.062 

0.078 

0.005 

0.159 

c-e       R1 

           R2 

           R3 

           R4 

          TP 

- 5.87 

- 7.37 

- 2.20  

- 7.95 

-6.73 

- 6.95 

11.78 

- 8.44 

- 8.13 

- 9.02 

-  4.68 

- 10.08 

-21.81 

-23.37 

-10.17 

-25.70 

0.59(0.33/0.07) 

0.56(0.36/0.07) 

0.66(0.26/0.07) 

0.92(0.07/0.00) 

0.58(0.38/0.04) 

3.40 0.053 

0.044 

0.034 

0.083 

\ 

0.015 

0.024 

0.081 

0.004 

0.129 

c-f       R1 

           R2 

           R3 

           R4 

          TP 

- 3.74 

- 7.66 

- 3.42 

- 8.10 

4.3 

- 7.25 

3.13 

-9.94 

- 6.06 

- 9.34 

- 6.28 

- 10.17 

-15.64 

-24.08 

-14.50 

-26.85 

0.59(0.33/0.8) 

0.56(0.36/0.07) 

0.66(0.27/0.07) 

0.93(0.07/0.00) 

0.57(0.39/0.04) 

3.40 0.056 

0.044 

0.032 

0.082 

 

0.044 

0.06 

0.035 

0.004 

0.029 

R1, R2, R3 and R4 indicate the local aromaticity of the mentioned ring in the figure 2.5. TP represents topological 

aromaticity. 

 

Triphenylene 

Triphneylene (C18H12) is the third member of this family, where one extra benzene ring is 

attached to the central ring of phenanthrene. This makes the central ring shared by all 

three other benzene rings. Computed NICS, HOMA, PDI and FLU values provide 

evidence that the central ring (R4 of tr-a) is much less aromatic than the other rings (R1, 

R2 and R3 of tr-a, figure 2.6). HOMA and FLU values clearly indicate that topologically 

triphenylene is less aromatic than pyrene and chrysene. (see table 2.5). Isoelectronic BN 

substitution in the triphenylene ring, gives six isomers. Among these isomers, the order of 

topological aromaticity is as follows tr-d > tr-f ≈ tr-g > tr-e > tr-c > tr-b. This order can 

also be explained considering the position of substituent atoms in the structure, which 
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dramatically affects the bond distances. Herein, we have studied the aromaticity change 

due to the BN substitution at the more aromatic ring. On that way, three different isomers 

(see figure 2.6, tr-d - tr-f) are possible.  Among these, the tr-d is topologically more 

aromatic (see table 2.5), due to the less effect of BN substitution to the other three rings 

(R2-R4 of tr-d, figure 2.6). However, in tr-e and tr-f, the R4 ring is directly coordinated to 

heteroatom which makes them topologically less aromatic than tr-d.  Similarly, tr-c for 

which BN-substituents are shared by R1, R3 and R4 rings, become topologically less 

aromatic and it reflects in the HOMA and FLU values (see table 2.5). Similar to chrysene, 

the six member ring with more substituent are locally less aromatic than all carbon six 

member ring. The local aromaticity orders for the BN substituted molecules are, tr-d (R2 

> R3 > R1 > R4) > tr-f (R2 > R3 > R1 > R4) ≈ tr-g (R3> R2> R1 > R4) > tr-e (R2 > R3 > 

R1 > R4) > tr-c (R2 > R3 > R1 > R4) > tr-b (R2 > R3 > R1 > R4). 

  

 

 

Figure 2.6:  Optimized geometry of all-carbon (tr-a) and BN (tr-b – tr-g) substituted 

triphenylene. Ball sticks represent a periphery ring which is used to compute topological 

aromaticity and R1, R2, R3 and R4 are the labels of six-membered rings of which local 

aromaticity is been calculated. 
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Table 2.5:   Computed NICS (ppm) at the plane and 1 Å above the plane, HOMA, ∆ 

(eV), PDI and FLU aromatic indices for all-carbon (tr-a) and BN (tr-b – tr-g) substituted 

triphenylene. 

Molecules NICS(0) NICS(0)zz NICS(1) NICS(1)zz HOMA(EN/GEO) ∆ PDI FLU 

tr-a      R1 

            R2 

            R3 

            R4 

            TP  

-7.83 

-7.83 

-7.83 

-2.25 

-8.90 

-8.90 

-8.90 

12.35 

-9.76 

-9.76 

-9.76 

-5.65 

-25.84 

-25.84 

-25.84 

-10.07 

0.92(0.06/0.02) 

0.92(0.06/0.02) 

0.92(0.06/0.02) 

0.15(0.83/0.02) 

0.81(0.14/0.05) 

4.83 0.054 

0.087 

0.091 

0.017 

 

0.001 

0.003 

0.072 

0.077 

0.015 

tr-b      R1 

            R2 

            R3 

            R4 

            TP 

-4.05 

-8.35 

-7.07 

-0.52 

-1.12 

-8.81 

-8.26 

16.07 

-6.69 

-9.08 

-9.80 

-3.51 

-16.71 

-24.05 

-26.05 

-5.63 

0.62(0.28/0.10) 

0.94(0.06/0.00) 

0.93(0.06/0.01) 

0.22(0.72/0.06) 

0.46(0.50/0.04) 

4.53 0.054 

0.087 

0.091 

0.017 

 

0.001 

0.003 

0.072 

0.077 

0.111 

tr-c      R1 

            R2 

            R3 

            R4 

            TP 

-6.68 

-7.01 

-4.75 

-5.12 

-7.46 

-6.36 

 0.89 

 0.41 

-8.51 

-9.18 

-7.12 

-7.24 

-22.74 

-23.90 

-18.53 

-18.20 

0.64(0.24/0.12) 

0.88(0.11/0.01) 

0.87(0.11/0.02) 

0.41(0.55/0.04) 

0.60(0.37/0.03) 

2.98 0.062 

0.073 

0.068 

0.027 

0.065 

0.104 

0.009 

0.038 

0.118 

tr-d      R1 

            R2 

            R3 

            R4 

            TP 

-5.46 

-7.11 

-7.15 

 0.07 

-2.15 

-6.28 

-6.83 

20.22 

-7.54 

-9.17 

-9.39 

-3.54 

-19.82 

-23.68 

-24.35 

- 3.20 

0.8(0.13/.07) 

0.94(0.06/0.00) 

0.93(0.07/0.00) 

0.00(1.00/0.00) 

0.82(0.15/0.03) 

4.04 0.058 

0.087 

0.088 

0.018 

 

0.026 

0.002 

0.033 

0.007 

0.034 

tr-e      R1 

            R2 

            R3 

            R4 

            TP 

-3.82 

-8.06 

-7.75 

-3.55 

 3.19 

-9.66 

-9.22 

-7.92 

- 5.83 

-10.22 

- 9.94 

-6.88 

-14.86 

-26.89 

-26.39 

-13.98 

0.65(0.26/0.09) 

0.91(0.07/0.02) 

0.91(0.07/0.02) 

0.25(0.72/0.03) 

0.67(0.29/0.04) 

4.25 0.046 

0.084 

0.083 

0.034 

 

0.05 

0.004 

0.026 

0.012 

0.058 

tr-f      R1 

            R2 

            R3 

            R4 

            TP 

-4.23 

-8.35 

-8.09 

-3.51 

 3.26 

-9.38 

-9.22 

7.02 

-6.38 

-10.21 

-10.15 

-5.90 

-15.24 

-26.52 

-26.60 

-13.68 

0.74(0.20/0.06) 

0.92(0.08/0.02) 

0.91(0.07/0.00) 

0.29(0.26/0.03) 

0.75(0.22/0.03) 

3.99 0.048 

0.083 

0.083 

0.031 

 

0.055 

0.022 

0.041 

0.004 

0.011 

tr-g      R1 

            R2 

            R3 

            R4 

            TP 

-5.55 

-6.79 

-6.95 

 0.90 

-2.42 

-6.44 

-7.91 

17.55 

-7.30 

-9.04 

-9.49 

-3.06 

-19.39 

-23.86 

-25.47 

- 3.27 

0.73(0.19/0.08) 

0.89(0.08/0.02) 

0.91(0.07/0.02) 

0.02(0.96/0.02) 

0.75(0.22/0.03) 

3.94 0.056 

0.087 

0.091 

0.016 

 

0.026 

0.002 

0.030 

0.000 

0.048 

R1, R2, R3 and R4 indicate the local aromaticity of the mentioned ring in the figure 2.6. TP represents topological 

aromaticity. 

 

Tetracene 

Tetracene is unique from others for its linear structure with chemical formula, C18H12 

with 18  electrons. For this structure, R2 and R3 are more aromatic than R1 and R4 rings 

(see figure 2.7 and table 2.6), which is in good agreement with the previous results.
[130]

 

Nine isomers (te-b to te-j) are possible for one boron and one nitrogen substituted 

tetracene. Topologically all-carbon tetracene is more aromatic than BN-substituted 

structures. Considering HOMA and FLU values, topological aromaticity order of BN-  
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substituted structures are as follows: te-b > te-c ≈ te-d > te-h ≈ te-j ≈ te-i > te-e > te-f > te-

g. This order can be explained considering the position of the heteroatoms in tetracene 

molecule. When both boron and nitrogen atoms substitute two carbons of terminal ring 

(te-b, figure 2.7), the structure remain almost as aromatic as all-carbon tetracene (see 

table 2.6). However, presence of heteroatoms in middle rings (te-i ,te-j) make the 

structure topologically less aromatic. In addition, BN substitution in the terminal aromatic 

ring (R1 of te-b) does not affect the other rings (R4 or R3) in the molecule. Like chrysene 

and triphenylene, for tetracene, all-carbon six member rings are more aromatic than the 

BN substituted one. In tetracene, always some discrepancies were observed in the local 

aromaticity order considering the NICS, PDI and HOMA, FLU values. Note that, NICS 

and PDI values are without any reference point and calculated at the center of the ring 

while the HOMA and FLU values strongly depend on the reference values and are 

calculated as the average of all bonds of the ring. So herein, we consider only NICS and 

Figure 2.7: Optimized geometry of all-carbon (te-a) and BN (te-b – te-j) substituted 

tetracene. Ball sticks represent a periphery ring which is used to compute topological 

aromaticity and R1, R2, R3 and R4 are the labels of six-membered rings of which local 

aromaticity is been calculated.   
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Table 2.6.    Computed NICS (ppm) at the plane and 1 Å above the plane, HOMA, ∆ 

(eV), PDI and FLU aromatic indices for all-carbon (te-a) and BN (te-b – te-j) substituted 

tetracene. 

Molecules NICS(0) NICS(0)zz NICS(1) NICS(1)zz HOMA(EN/GEO) ∆ P
I FLU 

te-a     R1 

R2 

R3 

R4 

TP 

-6.72 

-11.01 

-11.01 

-6.72 

-5.97 

-18.30 

-18.30 

-5.97 

-8.84 

-12.39 

-12.39 

-8.84 

-23.17 

-34.42 

-34.42 

-23.17 

0.72(0.25/0.03) 

0.75(0.23/0.02) 

0.75(0.23/0.02) 

0.72(0.25/0.03) 

0.92(0.08/0.00) 

2.7 0.055 

0.062 

0.062 

0.055 

0.024 

0.012 

0.012 

0.024 

0.015 

te-b     R1 

R2 

R3 

R4 

TP 

-9.13 

-9.01 

- 7.76 

-4.42 

-14.39 

-13.78 

- 9.19 

0.80 

-10.28 

-10.59 

- 9.62 

-6.73 

-29.09 

-30.57 

-26.83 

-17.44 

0.73(0.21/0.06) 

0.66(0.33/0.01) 

0.69(0.3/0.00) 

0.76(0.22/0.02) 

0.84(0.13/0.02) 

2.13 0.056 

0.060 

0.054 

0.049 

0.028 

0.018 

0.015 

0.086 

0.015 

te-c     R1 

R2 

R3 

R4 

TP 

-9.14 

-9.16 

-8.10 

- 4.60 

-13.68 

-17.06 

-11.29 

0.15 

-10.16 

-11.05 

- 9.95 

-6.83 

-28.07 

- 32.01 

-28.28 

-17.91 

0.56(0.32/0.1) 

0.50(0.42/0.07) 

0.64(0.35/0.0) 

0.76(0.21/0.01) 

0.83(0.14/0.02) 

2.10 0.048 

0.053 

0.053 

0.049 

 

0.030 

0.018 

0.027 

0.007 

0.024 

te-d     R1 

R2 

R3 

R4 

TP 

-9.51 

-8.24 

-6.93 

- 3.87 

-15.28 

-8.36 

-5.25 

2.44 

-11.01 

-9.38 

-8.82 

-6.51 

-30.44 

-26.24 

-23.57 

-16.11 

0.63(0.33/0.03) 

0.77(0.21/0.01) 

0.72(0.27/0.00) 

0.75(0.22/0.02) 

0.80(0.18/0.02) 

2.05 0.044 

0.053 

0.054 

0.049 

0.030 

0.018 

0.060 

0.013 

0.024 

te-e     R1 

R2 

R3 

R4 

TP 

-6.44 

-10.80 

- 8.50 

- 4.54 

-5.85 

-17.02 

-10.84 

-0.16 

-8.17 

-11.82 

-10.23 

-7.02 

-21.79 

-32.17 

-27.99 

-17.94 

 

0.45(0.42/0.11) 

0.63(0.29/0.07) 

0.67(0.32/0.00) 

0.75(0.22/0.02) 

0.75(0.22/0.02) 

2.54 0.046 

0.055 

0.054 

0.049 

0.030 

0.020 

0.072 

0.082 

0.143 

te-f     R1 

R2 

R3 

R4 

TP 

-2.07 

-5.23 

-11.17 

-7.93 

4.09 

- 0.30 

-16.48 

-10.00 

-5.13 

-6.98 

-12.01 

-9.79 

-12.57 

-18.07 

-32.30 

-26.49 

0.38(0.53/0.08) 

0.46(0.42/0.12) 

0.79(0.19/0.01) 

0.84(0.14/0.01) 

0.66(0.29/0.03) 

2.09 0.041 

0.028 

0.063 

0.064 

0.015 

0.012 

0.025 

0.045 

0.065 

te-g     R1 

R2 

R3 

R4 

TP 

-0.32 

-5.56 

-10.21 

-7.74 

14.97 

-1.20 

-15.96 

-9.53 

-2.80 

-7.25 

-12.03 

- 9.78 

-6.28 

-18.90 

-32.78 

-26.26 

0.80(0.16/0.03) 

0.54(0.41/0.04) 

0.77(0.21/0.01) 

0.83(0.15/0.01) 

0.68(0.28/0.03) 

2.96 0.042 

0.024 

0.066 

0.063 

 

0.016 

0.009 

0.055 

0.107 

0.096 

te-h     R1 

R2 

R3 

R4 

TP 

-9.46 

-8.63 

-6.13 

-2.97 

-13.09 

-9.79 

- 7.18 

3.9 

-10.63 

-9.83 

-8.37 

- 5.7 

-28.42 

-25.86 

-23.09 

-14.36 

0.86(0.10/0.04) 

0.52(0.37/0.11) 

0.33(0.49/0.18) 

0.69(0.29/0.02) 

0.78(0.18/0.02) 

2.50 0.072 

0.035 

0.047 

0.045 

0.033 

0.022 

0.042 

0.008 

0.049 

te-i      R1 

R2 

R3 

R4 

TP 

-8.46 

-8.62 

-4.19 

-1.76 

-12.05 

-10.67 

4.60 

9.37 

-10.54 

-9.98 

-5.99 

-4.55 

-28.63 

-27.16 

-15.74 

-10.42 

0.83(0.12/0.05) 

0.59(0.38/0.03) 

0.73(0.26/0.01) 

0.66(0.22/0.02) 

0.76(0.20/0.04) 

2.45 0.076 

0.031 

0.048 

0.045 

0.033 

0.086 

0.060 

0.008 

0.040 

te-j     R1 

R2 

R3 

R4 

TP 

-4.96 

-10.24 

-10.24 

-4.96 

-1.92 

-15.08 

-15.08 

-1.92 

-7.39 

-11.35 

-11.35 

-7.39 

-19.62 

-30.47 

-30.47 

-19.62 

0.74(0.23/0.03) 

0.59(0.33/0.09) 

0.59(0.33/0.09) 

0.74(0.23/0.03) 

0.77(0.19/0.04) 

2.88 0.047 

0.052 

0.052 

0.047 

0.030 

0.071 

0.071 

0.030 

0.090 

R1, R2, R3 and R4 indicate the local aromaticity of the mentioned ring in the figure 2.7. TP represents topological 

aromaticity. 
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PDI values of the tetracene to compare the local aromaticity between the rings. The order 

of local aromaticity of the rings of BN substituted tetracene are as follows: te-b (R2 > R1 

> R3 > R4) > te-c (R2 > R3 > R1 > R4) ≈ te-d (R1 > R2 > R3 > R4) > te-h (R1 > R2 > R3 

> R4) ≈ te-j (R2 ≈ R3> R1 ≈ R4) ≈ te-i (R1 > R2 > R3 > R4) > te-e (R2 > R3 > R1 > R4) 

> te-f (R3 > R4 > R2 > R1) > te-g(R3 > R4 > R2 > R1). 

2.4 Conclusion 

In conclusion, density function theory based five aromatic criteria are applied to the series 

of B, N substituted six member ring, pyrene, chrysene, tetracene and triphenylene 

molecule. Our studies show that BN containing six member rings are always less 

aromatic than the all-carbon containing six member rings. The charge separation due to 

the hetero atoms in the rings are the reason for its less aromatic nature, which is clearly 

reflected in their π molecular orbitals. Among the four tetracylcic molecules, pyrene is 

most aromatic with 16  electrons. The computed topological aromaticity order based on 

FLU index for all tetracyclic PAH is pyrene > tetracene > chrysene > triphenylene which 

is in good agreement with previously reported results based on HOMA.
[126, 131, 259, 295]

 

NICS, HOMA, PDI and FLU methods follow the same trends as in local aromaticity in 

the case of BN-substituted pyrene, chrysene and triphenylene. While for tetracene, 

HOMA, FLU indexes follow different trends than the NICS, PDI indexes. The 

topological aromaticity depends largely upon the position of B and N atoms. In general, 

more ring shared BN containing molecules are less aromatic than the less ring shared BN 

molecules. The highly aromatic molecule is always energetically less stable than their less 

aromatic isomers which provide evidence that energetic order of isomers always largely 

influenced by  orbital contribution than the  orbital one. Energetic stability is in good 

correlation with HOMO-LUMO energy gaps. 
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  Chapter 3

Electronic and magnetic structure of Fen-bis(n-

acene) and its BN-analogue: A theoretical study 

3.1 Introduction 

As we are in the final stage of the silicon-device era 
[198, 199]

, a huge attention has been 

given to develop new devices where charge as well as intrinsic spin of electrons can be 

used to store informations.
3
 Actually, spin based devices are very efficient than the charge 

based ones in terms of energy, size, response time, etc.
[88, 204, 310, 311]

 In the early hours of 

spintronic research, metals and inorganic semiconductors were mainly explored to have 

efficient spintronic devices.
[204]

 However, very soon, organic materials came into the 

limelight for its certain advantages like long spin-relaxation length and time, cost, 

portability, flexibility, etc. compared to other materials 
[204, 312-316]. And for such kind of 

organic spintronic devices, half-metals 
[317]

 which have nearly 100% spin polarization at 

Fermi surfaces can be used as a prefect ingredient.
[318]

  

      The search for organic half-metallic system got an enormous success when some of 

the one-dimensional organometallic sandwich molecular wires (SMWs), exhibited half-

metallicity and spin filter effect.
[85, 315, 319]

 A number of SMWs, having same 
[100]

 or 

different types 
[320]

 of transition metals (TM)  which are sandwiched between the layers of 

organic molecules have been well investigated theoretically. The development of laser 

vaporization technique brings a new possibility to synthesize finite size clusters of these 

SMWs.
[73, 74]

 Several properties of these SMWs have also been investigated extensively. 

[77-79, 321]
 These systematic studies illustrate the importance of presence of aromatic 
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ligands to determine the stable structure 
[322]

 as well as nature of magnetic interaction 

between metal atoms 
[81, 99]

.  Also, some attentions have been given to replace all carbon 

systems by their BN-analogues 
[323, 324]

. Experimental as well as theoretical findings 

illustrate that system properties can be changed abruptly by changing all carbon systems 

to their BN-analogue. 
[325-327]

 

In all these previous studies, SMWs are periodic along the direction of sandwich, 

i.e., along the direction [ligand-metal-ligand-metal] . As reported earlier, in case of [TM- 

cyclic aromatic ligand] , the size of the ligand can even be varied from Cp (a five 

membered ring) to anthracene 
[81, 99]

 ( three fused six membered rings). Among all this, 

TM-benzene sandwiched complexes are one of the most extensively studied class of 

complexes. But a major problem with this type of organometallic sandwiched complexes 

is that late 3d transition metals (Fe-Zn) cannot form proper stacked complexes. Basically, 

their large number of valence electrons (much greater than 18 
[328]

) hinders to form 

parallel stacked complexes. A possible way to overcome this problem and to make a 

proper stacking of the sandwich complexes of these late TM is, to decrease the number of 

valence electrons in the system. And that can be done by constructing a structure, where 

the ligands can have less coordination (possibly less than 
6
).   

To this regard, it is interesting to ask a question: can the aromatic ligand, benzene, 

be extended to polyacene to realize a properly stacked wire considering late 3d transition 

metal, which is periodic along the direction of polyacene instead of the direction of 

sandwich?  In this context,  we  consider a Fe-based sandwiched complex consisting of 

two infinite chains of acene (i.e. polyacene) and an infinite chain of  Fe atoms, in which 

Fe-chain remains sandwiched between two polyacene chains (see figure 3.1). By this 

way, we would be able to create an 
4 

coordination between Fe and each polyacene chain 

where the complex cling to 16 valance electrons (16-electron system), which assists for 

proper stacking.  We have explored the structural, electronic, magnetic and transport 

properties of Fen-bis(n-acene) and its BN-analogues (Fen-bis(n-BNacene)). For further 

discussion, we have nomenclatured the infinite Fen-bis(n-acene) and Fen-bis(n-BNacene) 

as Fe-bis(polyacene) and Fe-bis(BNpolyacene), respectively. From band structure 

calculations, it can be found that Fe-bis(polyacene)  is metallic in nature while its BN- 
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analogue is a half-metal. The transport calculations show the efficient spin-filter property 

of Fe3-bis(3-BNacene).  

3.2 Computational Details  

We have used spin-unrestricted density functional theory (DFT) as implemented in the 

SIESTA 
[244]

 package for geometry optimizations and electronic structure calculations. 

We have used a double- polarized (DZP) basis set for all atoms and real mesh cut-off is 

chosen as 300 Ry. For exchange-correlations, we have used Perdew-Burke-Ernzerhof 

(PBE) functional within the Generalized Gradient Approximation (GGA).
[234]

 For one-

dimensional sandwich molecular wire (SMWs), a unit cell of 2020c Ang
3
, where c is 

the length of unit cell in periodic direction, has been used to avoid spurious interaction in 

non-periodic directions. To find magnetic ground state of the molecular wire, we have 

taken a supercell with two unit cells. For periodic calculations, we have used Monkhorst-

Pack 11 k-point grid (total number of k-points is 31) to sample the 1D Brillouin 

zone. For all the geometry optimizations, inter-atomic forces are relaxed up to 0.04eV/ Å. 

To validate the results obtained using localized basis, we have also done a few electronic 

structure calculations within plane wave basis set using PWscf package as implemented 

in the Quantum-ESPRESSO.
[329]

  For transport property calculation, we have used non-

equilibrium Green function methodology extended for spin-polarized systems as 

implemented in TranSIESTA package.
[330]

 The transmission function is calculated using 

the formula: 

                                 (3.1) 

where the retarded Green‟s function, G
r
(E) is calculated from the Hamiltonian and self-

energies of the central region, (E) is (-2 times) the imaginary part of the self-energies of 

the left and right electrodes (=L,R). The current is calculated by the Landauer-Buttiker 

formula:  

        ∫          
  

  

 (3.2) 



74 

 

where  L and  R are the chemical potential of left and right electrode respectively and Vb 

is the source drain bias voltage.  

3.3 Results and Discussion    

In Figure 3.1, we present optimized geometries of Fe-bis(polyacene) and Fe-

bis(BNpolyacene). For Fe-bis(BNpolyacene), we have considered two tautomeric 

eclipsed structures: eclipsed-1, the structure in which B atoms are on top of B atoms of 

two BN-polyacene and eclipsed-2 (see figure 3.1(b)), the structure in which B or N atoms 

is on top of counter atoms (i.e. N or B atoms respectively). We find that, eclipsed-2 is 

more stable than eclipsed-1. This stabilization can be explained on the basis of favorable 

charge transfer between B and N atoms. In the rest of our discussions, we have 

considered the stable conformation eclipsed-2 (see Fig 3.1(b)). Separation between Fe  

 

chain and BNpolyacene is found to be 1.88 Å while for Fe-bis(polyacene), this value is 

1.77 Å. The Fe-Fe distance in these two, are 2.56 Å and 2.51 Å, respectively. To examine 

the stability of this sandwiched TM-polyacene chain, we have calculated binding energy 

(BE) of the corresponding unit cell using following formulas,  

Eb ([Fe(C4H2)2] ) = E([Fe(C4H2)2])) - E(Fe) – 2E(C4H2) 

Eb ([Fe(B2N2H2)2]) = E([Fe(B2N2H2)2]) - E(Fe) – E(B2N2H2)2) 

 

Figure 3.1:  Optimized structure of infinite chain of (a) Fe-bis(polyacene) and (b) Fe-

bis(BNpolyacene) 
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The binding energy for unit cell of Fe-bis(polyacene) and Fe-bis(BNpolyacene) are  

found to be -2.99 eV and  -0.97 eV respectively. The less BE for Fe-bis(BNpolyacene) is 

due to the charge separated state between boron and nitrogen atoms, where -electrons 

get less delocalized in BNpolyacene.  This less availability of  electrons causes weak η
4
 

interaction of Fe chain with BNpolyacene chain compared to polyacene chain.
[99]

 To 

investigate the type of magnetic interaction acting among Fe atoms, we have taken a 

supercell of 112 and have calculated the local magnetic moment. We have found out 

all the systems to be ferromagnetically stabilized and thus have a magnetically polarized 

ground state. In order to estimate the ferromagnetic stability, we have calculated the 

energy difference (ΔE) between the ferromagnetic (FM) and the anti- ferromagnetic 

(AFM) state. Note that, the negative sign of ΔE indicates the stabilization of the FM state 

over the AFM state. This stabilization energies are, ΔE = -527.1 meV for Fe-

bis(polyacene) and  ΔE = -36.7 meV for Fe-bis(BNpolyacene).The large magnitude of 

ΔE designates the high stability of the FM state even at room temperature. From our 

calculation, we find that net magnetic moment of the unit cell is 1.66 μB for Fe-

bis(polyacene) and 2.00μB for Fe-bis(BNpolyacene). To get a quantitative picture of 

magnetic moment distribution, we have calculated local magnetic moment on Fe atoms 

and the ligands. A large positive magnetic moment of 1.924 μB and 2.224 μB are found on 

Fe atom in Fe-bis(polyacene) and Fe-bis(BNpolyacene), respectively. A small negative 

moment of -0.264 μB and -0.224 μB are localized on polyacene and BN-polyacene chains, 

respectively. Because of the charge separated states in BN-polyacene chain, magnetic 

moment which arises from the ligand, is non-uniformly distributed over B and N atoms, 

while for polyacene chain, magnetic moment is homogeneously distributed over all edge 

carbon atoms. Like graphene nanoribbons 
[331]

, we find that, C and B atoms at edges 

(atoms with hydrogen passivation) mainly contribute to the magnetic moment of 

polyacene and BN-polyacene, respectively.  

      To get a better picture of orbitals which contribute to net magnetic moment of the unit 

cell in these structures, we present spin polarized band structure along with the respective 

wave function of the bands in figure 3.2. Due to strong hybridization, 4s levels are pushed 

well above the Fermi level. As a result, the effective electronic configuration of Fe 

becomes 3d
8
4s

0
.  For both systems, the bands (band 1 and band 2) derived from dz

2
 and 
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dx
2

- y
2
 orbitals, remain far below the Fermi energy and hence are completely filled up for 

majority as well as minority spin electrons. Hence, these two orbitals do not contribute to 

the net magnetic moment and even remain silent in both transport and magnetic 

behaviors. The bands (band 3, band 4 and band 5) derived from dxy, dyz and dxz remain 

close to Fermi level and the dispersion of these bands mainly determines the transport and 

magnetic properties of these systems. For Fe-bis(polyacene), the top of the valence band  

 

(band 5) which has a major contribution from 3dxz orbital, just crosses the Fermi level in 

majority spin channel, while the band 3 and band 4 which comes from 3dyz and 3dxz, 

cross the Fermi level in minority spin channel, leading to the metallic behavior of Fe-

bis(polyacene). As the band 5 is (almost) filled for majority spin electrons and is 

completely empty for minority spin electrons, it contributes 1μB/per magnetic ion to the 

net moment. The remaining moment of 0.92 μB originates from the partially filled band 3 

and band 4. In case of Fe-bis(BNpolyacene), all the five d-bands are completely filled 

for majority spin and consequently it opens up a semiconducting gap of 1.5 eV(at X 

point) in majority spin channel. The dispersive bands, band 3 and 4, which are in a mixed 

characters between dxz and dyz, just cross the Fermi energy, making the system metallic in 

minority spin channel. The important point here is that we have a coexistence of the 

metallic and insulating nature for electrons in minority and majority spin channels, 

respectively, leading to a half-metallic behavior for the Fe-bis(BNpolyacene). As the 

 

Figure 3.2: Spin resolved band structure of Fe-bis(polyacene) and Fe-

bis(BNpolyacene) and the wave functions of some selected bands. The plot is scaled for 

EF to lie at 0 eV. 
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band 5, which is derived from dxy, orbital, is completely filled for majority spin and is 

completely empty for minority spin channel, it contributes 1 μB/magnetic ion to the total 

moment (2.22 μB). Also band 4 which is completely filled for majority spin and (almost) 

empty for minority spin channel, contributes a moment of 1μB/magnetic ion. The 

remaining moment of 0.22 μB arises from the small unoccupied portion of top of the 

valence band (band 3) in the minority spin channel.   

To analyze further the metallic and half-metallic character of Fe-bis(polyacene) 

and Fe-bis(BNpolyacene) respectively, in figure 3.3 we have presented total Density of 

States (DOS) and projected Density of State (pDOS) for Fe atoms. As can be seen clearly 

that, the density of states near Fermi level mainly arise from Fe atoms. For Fe- 

bis(polyacene), a finite density of states for both the spin channels at Fermi level makes 

the system metallic in nature. Whereas, for Fe-bis(BNpolyacene),  a finite number of 

states at Fermi level are available to take part in transport for minority spin channel, while  

a semiconducting gap of 1.5 eV opens up for majority spin channel, making the system 

half-metallic. 

 

 

Figure 3.3: Spin resolved DOS for Fe-bis(polyacene) and Fe-bis(BNpolyacene). Solid 

green represents the pDOS of Fe ion.Top panel shows the results for localized basis 

(SIESTA) and bottom panel shows results for plane wave basis (Quantum Espresso). Up-

arrow and down-arrow show the results for majority spins and minority spins, 

respectively.    
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As SIESTA uses localized basis, in principle one should verify the obtained 

electronic structures using plane wave basis set.  For that, we have calculated the 

electronic density of states of both the systems using plane wave basis and have plotted in 

figure 3.3a and figure 3.3b. It can be seen clearly that both the basis sets show 

qualitatively similar behavior with same conclusion about the overall electronic states of 

the systems. Especially, our main findings of half-metallicity retains true irrespective of 

the types of basis sets used for calculations. Although the position of peaks and energy 

gap are not same with different basis set calculations, the overall electronic nature of the 

systems is robust against the details of the calculations. 

To explore the possibility of device applications, we have investigated the 

transport properties of these systems.  As the band structure of Fe-bis(BNpolyacene) 

shows half-metallic behavior, we have chosen a finite fragment of Fe-bis(BNpolyacene)   

for our transport study. A finite fragment of Fe3-bis(3-BNacene) consisting of three Fe 

atoms, coupled with gold electrodes on either sides are modeled as electrode-molecule-

electrode (EME) system. We consider a non-magnetic 444 bulk gold electrode (Au 

(111) plane), containing 48 gold atoms for our transport calculations. To have a strong 

coupling between molecular fragment and Au electrodes, we have used thiol (-SH) as an 

anchoring group.
[332]

 First, we have optimized the geometry of molecular fragment (with 

thiol groups), Fe3-bis(3-BNacene)(SH)4. Then we have removed hydrogen atoms of -SH 

groups and placed the molecule between the two gold electrodes and optimized the whole 

system freezing coordinates of the gold electrodes. In figure 3.4, we have plotted the spin 

polarized DOS and zero-bias transmission functions. It is quite clear that, within a small 

energy window near Fermi level (-2 eV to 2eV), only  minority spin electrons show 

strong transmission peak at Fermi level and hence take part in transport while a transport 

gap opens up for majority spin electrons. To understand this, we have plotted total DOS 

and its projection onto the molecular states. As can been seen, the transmission spectra 

shows a series of peaks with strong correlation between transmission and pDOS spectra, 

especially with regard to the location of their peaks (see figure 3.4). These transmission 

peaks correspond to the resonant transmission through molecular states. Transmission 

shows a peak only when molecular states resonate with the states of the electrodes. In a 

low energy window around the Fermi energy, the vanishing contribution of molecular 

states to the eigenstates of the system leads to a case of weak resonance, which in turn  
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makes the transmission almost negligible for majority spin electrons. While due to strong 

resonance, minority spin electrons show strong transmission peaks near the Fermi level.  

Looking once again at the plots of HOMO and LUMO for majority and minority spin 

electrons in figure 3.5, it can be seen that due to weak coupling of molecular orbitals and 

 

Figure 3.4:  Spin resolved DOS and T(E) plot for Au-[ Fe3-bis(3-BNacene)(S4)]-Au. 

Solid green represents the pDOS of Fe ion. The plot is scaled for EF to lie at 0 eV. 

 

Figure 3.5: Wave function plot of HOMO and LUMO orbitals for majority and minority 

spin channels. 
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incident states from the electrode, the HOMO and LUMO rarely contribute to the 

transmission for majority spin. While the HOMO and LUMO for the minority spins show 

a strong transmission peak because of the strong resonance of molecular states with the 

electrode.  

As actual device works at a finite bias, in figure 3.6 we have presented I-V 

characteristic of the system.  When bias is applied, the currents reaches up to several μA 

for minority spin component, however, remains almost zero for majority spin component. 

Importantly, as Fe∞-BNpolyacene allows only one kind of spin to pass through, it can 

possibly be realized as a good candidate for spin filtering component in spintronics. 

3.4 Conclusion 

In conclusion, theoretically we have investigated the electronic and magnetic properties 

of Fe-bis(polyacene) and Fe-bis(BNpolyacene). Here we have described a possible way 

to make the proper stacking of these Fe-based sandwiched complexes. We have argued 

that Fe-bis(polyacene) is a ferromagnetic metal while  Fe-bis(BNpolyacene) is a 

ferromagnetic half-metal. We also find that Fe3-bis(3-BNacene) can be realized as a 

100% efficient spin filter system which can have a huge significance in the future 

spintronic devices. 

 

Figure 3.6:  I-V characteristics for Au-[ Fe3-bis(3-BNacene)(S4)]-Au . Code: black and 

red solid lines show I-V for majority and minority spin respectively.     



81 

 

  Chapter 4

Structural, Electronic, Magnetic and Transport 

Properties of Lanthanide-based Single Ion Magnet 

4.1 Introduction 

Modern electronics is facing a revolution at the present time because of contemporary 

development of two interdisciplinary fields called as spintronics 
[88, 224, 333-336]

 and 

molecular electronics 
[337-342]

. Molecular magnetic materials can form a bridge between 

these two promising fields and can produce a more efficient field called molecular 

spintronics
[90, 92, 204, 225, 343, 344]

where both macroscale and nanoscale properties can be 

assembled together. In spintronics, one should be able to manipulate charge as well as 

spin of the magnetic molecule (one or more molecules) in the electronic device.
[91, 225]

 

Single molecular magnet (SMM)
[345-347]

 possesses extremely long magnetization 

relaxation time
[348, 349]

(can be several years at very low temperature) because of which it 

becomes one of the intriguing group of elements, utilized for the molecular spintronics
[123, 

343, 350-352]
 This slow magnetization relaxation rate makes them a potential candidate for 

efficient storage material as well. SMMs are fundamentally organometallic molecules 

containing one or several metal centers with unpaired electrons.
[353-358]

 At low 

temperature, these molecules act like nanomagnets with large spin ground states together 

with huge magnetic anisotropy.
[359]

 Generally, transition metals or transition metal–

lanthanide hybrids are used to form magnetic core of SMMs.
[360-367]

 However, in recent 

years mononuclear lanthanides are also used as magnetic core for SMMs, which are 

called as single ion magnets (SIMs).
[368-378]

 In comparison to transition metal complexes, 
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lanthanides have huge magnetic anisotropic energy barrier, which is a key decisive factor 

for SMMs.
[116, 379]

 Moreover, the relaxation mechanisms of SIMs can be tuned by 

choosing the appropriate ligands, which can directly influence axial and rhombic 

terms.
[380-382]

 Cyclic organic ligands with the delocalized -electrons (which form 
n
 

coordination with metal atoms) are one of this type of ligands which can induce a single-

axial magnetic anisotropy.
[368, 373, 383]

 Erbium(III) ion, sandwiched between 

cycloctatetraene(C8H8
2−

,COT) dianion and pentamethylcyclopentadienide (C5Me5
−
, Cp*) 

anion molecule is one of the appealing example of this type of SIMs.
[373]

 Although recent 

experiment by Jiang et al. 
[373]

 demonstrates the longer magnetization relaxation natures 

of this molecule, the origin of spin, charge transfer and a detail role of ligands are not 

known. Moreover, the possible functions of this molecule for molecular spintronics 

applications have not been explored. To understand these properties using the 

experimental methods may be very expensive, while it can be predicted quickly and 

reliably using the computational methods. The [Er(COT)(Cp*)]  is one of the example of 

the small SIMs,
[373]

 which can be considered for the ultimate miniaturization of storage-

materials.  

 In this chapter, we have studied the molecular, electronic and magnetic properties 

of [Er(COT)(Cp*)] SIM using density functional theory (DFT). Moreover, the transport 

properties in zero- as well as in finite bias are computed for this sandwiched molecule (–

S-CH2-Cp*-Er-COT-CH2-CH2-S-) using gold (Au(111)) as electrodes. The non-

equilibrium Green‟s function (NEGF) method has been used to calculate transmission 

function for this system. 

4.2 Computational Details 

Unrestricted Density Functional Theory (DFT) calculations have been  performed for 

geometry optimization and electronic structural calculations as implemented in the 

SIESTA package.
[384]

 Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional 

within the Generalized Gradient Approximation (GGA)
[385]

 has been used with the 

double- polarized (DZP) basis sets for all atoms. The real mesh cut-off is chosen as 300 

Ry. For geometry optimizations, all structures have been relaxed until the average force 

on the each atoms reduced down to 0.05 eV/Å. Geometry optimization of molecule has 
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been done by considering only -point. The optimization of the molecule with the 

electrodes on either side has been done using 333 k-point grid. The transmission 

functions have been calculated at various bias using Non-equilibrium Green‟s function 

(NEGF)
[386]

 methodology extended for spin-polarized systems as implemented in the 

TranSIESTA package.
[387]

 The transmission function has been formulated as: 

                                 (4.1) 

where the retarded Green‟s function, G
r
(E) is calculated from the Hamiltonian and self-

energies of the central region, (E) is (-2 times) the imaginary part of the self-energies of 

the left and right electrodes (=L,R). The current is calculated by the Landauer-Buttiker 

formula: 

        ∫          
  

  

 (4.2) 

here  L and  R are the chemical potential of left and right electrode respectively and Vb is 

source drain bias voltage. Further, the optimized structure in the SIESTA package is 

characterized as minima on the basis of their harmonic vibrational frequencies as 

implemented in the Gaussian 09 package.
[241]

 
1
H and 

13
C NMR chemical shielding values 

have been computed using Gauge Including Atomic Orbital (GIAO)  method.
[388]

  The 

population analysis has been carried out using natural bonding orbital (NBO)
[389]

 method.  

4.3 Results and Discussion  

The optimized structure of [Er(COT)(Cp*)] molecule is shown in figure 4.1.  Here, Er 

atom remains sandwiched between the planar Cp* and COT cyclic -electronic ligands. 

COT ring stays much closer (1.958 Å) to Er than the Cp* ring (2.382 Å), which are in a 

good agreement with experimental values, 1.73 Å and 2.27 Å respectively.
[373]

 COT
 

ligand possess total 10 -electrons with extra 2 negative charges, while Cp* holds 6 -

electrons with one extra negative charge. Both the ligands follow (4n+2) -electrons 

Huckel‟s rule, where the average C-C bond distances are 1.428 Å and 1.439 Å for COT 

and Cp*, respectively. The computed C-C bond-distances are in good agreement with 

their corresponding experimental values (1.41 Å for COT and 1.42 Å for Cp*).
[373]

 The 

steric environment created by the methyl groups are the reason for the longer distance  
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between the Cp* and Er atom. Moreover, this steric crowding makes the Cp* ring to be 

tilted from its plane by an angle of 6.5. In order to prove this fact, the strain energy has 

been calculated in the presence and absence of CH3 groups in the Cp ring. Strain energy 

(Estrain) is defined as the amount of extra energy, needed to make the rings parallel to each 

other (Estrain=Eparallel-Etilted; where Eparallel and Etilted are the total energies of the molecule 

when two rings make an angle of 180 and 173.5 between them, respectively). The strain 

energy for the [Er(COT)(Cp*)] (with  CH3 groups) and [Er(COT)(Cp)] (without  CH3 

groups) molecules are 0.94 eV and 0.09 eV, respectively. The huge strain energy 

difference provides the evidence that the presence of methyl groups is the reason for the 

tilting angle. 

The absence of imaginary frequency in the harmonic vibrational spectra confirms 

the stability of this complex. The structures are further validated by computing 
1
H and 

13
C 

NMR values. The computed 
1
H NMR chemical shift value (5.9 ppm) of COT in the 

complex is comparable with the experimental value (5 ppm).
[390]

 The slight dissimilarity 

between the computed and experimental values is due to the absence of solvent 

environment in the computational model. In addition, 
13

C-NMR chemical shift value of 

Cp
*−

 (116.32 ppm) presents in the downfield than the COT
2− 

(89.94 ppm) carbons, which 

indicates that the Cp
*−

 is more aromatic than other ligand. In order to realize its aromatic 

nature, the chemical shift values are compared with the bare ligands (COT
2−

 and Cp
*−

) 

 

Figure 4.1: Optimized geometry of [COT-Er-Cp*] molecule. Important bond distances 

(Å) and angles () are given. The centers of the rings (represented as blue circles) are 

considered to measure the distances between the Er and ligands.  
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chemical shift values. For COT
2−

, the complex formation makes upfield shift in the 
13

C-

NMR value compared to the bare ligand (94.33 ppm), while for Cp
*−

, it is downfield 

shifted compared to bare Cp
*−

 ring (103.54 ppm). The predicted variation in the chemical 

shift values are due to the change in electron density of the ligands in the complex.   

In order to prove this, the charge distribution has been studied using NBO.
[389]

 

NBO is one of the localized atomic orbital method,
[389]

 which can give a clear picture 

about the charge distributions. The reliability of this method has been proved already by 

applying to the similar kind of complexes.
[391-393]

 Generally, the bare COT and Cp* 

ligands are stable with their dianionic and anionic form, respectively, while, in the 

[Er(COT)(Cp*)] complex, they collectively transfer 1.64 e
−
 of charge to the metal  cation 

(Er
+3

). This charge transfer is the driving force for the stability of this organometallic 

complex. The molecular electrostatic potential has been mapped in order to show this 

charge distribution over the molecule (see figure 4.2).  It clearly shows that both COT and 

Cp* rings are negatively charged while Er atom is highly positively charged. Further, the 

natural atomic charge calculations have been carried out to obtain the quantitative value 

of the charge transfer. Overall, Er
3+

 ion, after receiving 1.64 e

 amount of charge, shows 

valence electronic configuration as [6s
(0.11)

4f
(11.05)

5d
(1.16)

 6p
(0.28)

]. These transferred 

charges mostly get accommodated in its 5d-orbitals. COT
2

 and Cp*
–
contribute 1.11 e


 

and 0.53 e

 charge respectively to the total amount of transferred charge, 1.64 e


. After 

 

Figure 4.2: Mapping of the molecular electrostatic potential (MEP) on an isocontour 

(0.02) of the electron density taken to be 0.009 e
−
 bohr

−3
 



86 

 

the charge-transfer, valance electronic configurations of ring carbon atom becomes 

(2s
(0.95)

2p
(3.43)

3p
(0.03)

) for COT and (2s
(0.87)

2p
(3.27)

3p
(0.01)

)  for Cp*

 ligand. Note that, the 

COT
2

 ligand donates extra charge about 0.58 e

 to the Er

3+
 ion than the Cp* ligand. The 

concurrence between the computed and experimental structural parameters and chemical 

shift values validate the molecular structure of the [Er(COT)(Cp*)] complex. The next 

task is to understand its SIMs nature. For that, first step is to realize the distribution of 

unpaired electron, which is reflected in the computed spin density plot of the complex 

(see figure 4.3). The ground state of the complex has 3 unpaired electrons (S=3/2), where  

the major spin contribution appears from Er atom. The computed spin density map and 

molecular orbital picture clearly illustrate that the unpaired electrons are localized on the 

f-orbitals of Er ion. Out of seven, four f-orbitals (d-g, figure 4.4) of Er-atom are paired, 

while other three f-orbitals (a-c, figure 4.4) are singly occupied. These three singly 

occupied f-orbitals stabilize the molecule in a spin-ground state of S=3/2. Moreover, our 

study reveals that all occupied metal localized orbitals (including the unpaired electrons 

containing -spin orbitals) are present much below in energy (for -spin 7.85-8.62 eV 

and for -spin 5.93-6.01 eV) than that of highest occupied MOs. The above results 

evidently prove the molecular paramagnetic nature.   

 

Figure 4.3: Spin density plot of the spin ground state (S=3/2) [Er(COT)(Cp*)] molecule. 

Blue and green regions indicate positive and negative spin density, respectively. 
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Finally, the application of this molecule in the spintronics is explored by 

understanding and computing its transport properties. Generally, electron transport occurs 

through the orbitals near the Fermi levels. In this account, the highest energy occupied 

and lowest energy unoccupied natural localized orbitals are computed and shown in the 

figure 4.5. The computed HOMO-LUMO gaps are found to be 3.73 eV and 2.66 eV for 

-spin and -spin, respectively. This type of unequal energy gap in two different spin 

channels is generally observed for the finite-size organometallic clusters.
[98, 99]

 HOMO 

and HOMO-1 are delocalized over Er
3+

 ion and COT
2–

 ligand. Moreover, our 

computation shows that the three lowest singly unoccupied -spin molecular orbitals 

(LSUMO, LSUMO+1 and LSUMO+2) are very close in energy (within 0.02 -0.06 eV 

energy difference, see figure 4.5). 

To investigate the transport phenomenon of this complex, it has been placed in 

between the gold Au (111) electrodes. Molecules are anchored via thiol linker, 
[394, 395]

 

where COT ligand in the molecule is anchored to the electrode via –CH2CH2SH linker 

and Cp* via –CH2SH .To avoid molecule-molecule interaction in transverse directions 

(i.e. x- and y- direction here), a supercell of 844 containing 96 Au atoms have been 

chosen as electrodes. Initially, the geometry of free molecule with the spacer groups (i.e. 

SHCH2CH2-[COT-Er-Cp*]-CH2SH) has been optimized using the DFT method. Then,  

 

Figure 4.4:  The computed natural localized MOs with f-localization of [Er(COT)(Cp*)] 

complex. MOs a-c are singly occupied, while MOs d-g are paired. 
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hydrogen atoms attached to –S linker has been removed and molecule has been 

positioned in such a way that the –S atoms sit on top of the hollow site of Au(111) plane 

maintaining favorable Au–S distance
[394, 395]

 at both sides. Finally, the whole structure has 

been optimized freezing the coordinate of Au atoms. We find that attachment of molecule 

to the Au electrode has a negligible impact on the geometry of the molecule. 

In figure 4.6, spin polarized density of states are projected on to the molecular 

states (MDOS) and small-bias transmission function have been plotted. As can be seen, 

within a small energy window (-1 eV to 1eV) near Fermi level, strong transmission peaks  

 

Figure 4.5: MO plots for HOMO and HOMO-1 for α and -spin and LSUMO, 

LSUMO+1 and LSUMO+2 for -spin. Energies of those MOs are given in eV. Black 

dotted line differentiates occupied and unoccupied energy levels. 
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arise from minority spin electrons and hence transport is dominated by this particular spin 

channel. Specially, a transmission peak at Fermi level opens up a transport channel for 

minority spin electrons to pass through while the transport is blocked for the majority spin 

electrons and, hence, this complex can possibly be used as a spin filter component. 

Actually, these transmission peaks correspond to the resonant transmission through 

molecular states. Transmission shows a peak only when molecular states resonate with 

the states of the electrodes. Therefore, to observe a transmission peak at a particular 

energy, two basic criteria have to be fulfilled. Firstly, molecule must have a finite number 

of states at that energy and secondly, those molecular states have to be delocalized over 

whole electrode-molecule-electrode system.  

 

Figure 4.6: Spin polarized DOS and T(E) plot for Au-SCH2CH2-[COT-Er-Cp*]-CH2S-

Au. pDOS for Er
+3

 ion has been plotted in inset. All plots are scaled for EF to lie at 0 eV. 

Important transmission peaks in the T(E) vs E plot and corresponding pDOS peaks of 

Er
+3

 have been labeled. 
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To understand the transmission peaks (peaks 1 and 1‟ in the figure 4.6) very close 

to Fermi level, pDOS of Er
+3 

has been plotted in the inset of figure 4.6. As can be seen, 

the transmission peaks in both the spin channels are mainly guided by the corresponding 

peaks in the f-orbitals of Er
+3

. From wave function plot (see figure 4.7), it can be 

confirmed that these f-orbitals are of the type, fxz
2
 or fyz

2
 for minority spin channel, 

whereas, fxyz or fz(x
2

-3y
2

) type for majority spin channel. The orbitals corresponding to 

other two strong transmission peaks at E =-0.63 eV (peak 2 for majority spin) and at E =-

0.55 eV (peak 2

 for minority spin) have also been plotted in figure 4.7. It is very clear 

that all these transport channels are delocalized over whole electrode-molecule-electrode 

system. Hence, these strong transmission peaks are governed by the strong resonance of 

molecular states with the states of electrodes. One can also clearly see that, several 

intense peaks in the molecular states remain inactive at small-bias transport (see figure 

4.6). To understand this fact, corresponding wave functions have been plotted, where it 

can be seen that the wave functions are not fully delocalized over the whole molecule.  

  

 

Figure 4.7: Wave function plots for the molecular states, situated in the energy levels 

correspond to the transmission peaks 1, 1

, 2 and 2


. 
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This is precisely the reason for the inertness of these states towards electronic conduction.  

As the device works at finite bias, in figure 4.8, we present current-voltage (I-V) 

characteristics of the system. In a very small bias window, 0–0.45 V, (see the inset in 

figure 4.7), when bias increases current reaches several  A in minority spin component,  

       

however, remains almost zero for majority spin component, reflecting the efficient spin 

filter behavior. With further increase in bias, the current for both spin channels are equal 

and remain same in the bias window of 0.45-0.95V. This is because no new transmission 

peaks appear in that bias window and the current is only due to the transmission peaks 1, 

1‟ which are equal in magnitude for both the spin component. Interestingly, with further 

increase in bias and in the range of 0.95-1.75 V, the I-V shows again spin filter behavior 

which can be traced back to the large transmission coefficients of minority spin channel 

(2‟ and 3‟) compared to the majority spin channel (2). 

 

Figure 4.8: Current-Voltage characteristics for Au-SCH2CH2-[COT-Er-Cp*]-CH2S-Au. 

The inset shows the same I-V characteristics zoomed in a small bias window. Code: black 

and red solid lines show I-V for majority and minority spin respectively. 
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4.4 Conclusion 

To conclude, structural, electronic, magnetic and transport properties for [Er(COT)(Cp*)] 

have been investigated theoretically. This bent SIM are found to be more stable than its 

perfect stacked structure. The structural stability appears because of favorable ligand to 

metal charge transfer. It has a spin ground state of 3/2 where three unpaired electrons 

occupy three f-orbitals of Er atom. We believe that this complex can possibly be used as a 

spin-filter component in spintronic devices due to its fascinating spin polarized transport 

behavior.   
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