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Synopsis

With the theoretical and experimental advances, it has become possible to under-

stand and control materials at different scales and time. In this thesis, we use density

functional theory to study structure, electronic and vibrational properties of transi-

tion metal oxide surfaces. Transition metal oxides have a wide range of physical and

chemical properties and are central to the emerging field of oxide electronics. How-

ever, they are greatly influenced by defects, particularly oxygen vacancies, which

are always present in oxides. Surfaces of materials are known to show interesting

properties which is absent in its bulk form. In this thesis, we have shown the ef-

fect of terminations and concentration of oxygen vacancies on various properties

of materials like work function, surface energy, electronic struture and structural

relaxations. Metallic ReO3 nanocrystal shows surface enhanced Raman scattering

(SERS) upon adsorption of aza-aromatics compound. In the second part of thesis

we have shown that both electromagnetic and chemical enhancements are responsile

for the experimentally observed phenomena. We have highlighted the orientaion of

molecule on the surface and the interaction of molecule with surface.
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Chapter 1

Introduction

Transition metal oxides exhibit a wide range of behavior ranging from metallic con-

ductivity, insulating, superconducting, ferroelectricity, colossal magnetoresistance,

etc. They have applications ranging from catalysis, solar cells to electronic devices.

Recently, a lot of interesting phenomena have been discovered at the interfaces of ox-

ide heterostructures. Electron gas at the interface of two insulators [2], coexistence

of superconductivity and magnetism [3], improper ferroelectricity at the interface

of ferroelectric and paraelectric superlattice [4], etc. Also, the surfaces of TMO

have been well studied both experimentally and theoretically [5]. The presence of

a surface leads to breaking of translational symmetry. Atoms at the surface adjust

to the breaking of symmetry by surface reconstruction, surface rumpling, and lo-

cal polyhedral rearrangement. All these processes at the surface, the presence of

dangling bonds and, low coordination number of atoms at the surface lead to new

properties of a surface which may not be present in the bulk form. For example,

at the surface of superconducting Sr2RuO4, the lattice distortion involving octahe-

dral rotations couples with spin fluctuations leading to stable ferromagnetic state

at the surface [6]. SrTiO3 exhibits local polar distortion due to rearrangements in
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the surface atomic planes [7] which are absent in the bulk. The in-plane MO6 oc-

tahedral rotations of opposite sense in adjacent unit cells of a perovskite oxide lead

to antiferrodistortive (AFD) ordering at PbTiO3 surface which is otherwise absent

in the bulk [8]. In other words, novel properties can emerge at the interface be-

tween two different materials or through creation of surface of such oxides. Wide

variety of properties of TMO may open the gate for multifunctional devices of the

future. Unlike semiconductors it has more knobs than just voltage, more responses

than just density or current; rich electronic behavior and more functionalities than

just bi-state of current. With advances in experimental techniques like pulse laser

deposition, molecular beam epitaxy, it is now possible to grow films with precision

of atomic plane; and construct interfaces and surfaces with desired atomic termina-

tions [9]. Through theoretical advances it has now become possible to understand

the behavior of surfaces and interfaces.

Figure 1.1: Schematic representation of properties and phenomena exhibited by the
transition metal oxides. Ref. [1]

TMO often contain point defects, particularly oxygen vacancies, which can sig-

nificantly alter their magnetic, electronic, orbital and transport properties due to

changes in the oxidation state. The oxygen vacancies acts as a source of electrons,
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the exchange interaction between electron spins leads to the development of ferro-

magnetism at nanocrystal surface of non-magnetic or diamagnetic oxides [10]. The

oxygen vacancies induces strain (between 1 to 10%) particularly chemical expan-

sivity in the system [11]. Tensile strain greater than 1% can lead to change in the

magnetic susceptibilities and in the orderings of spins. Oxides grown on substrate

with large lattice constant undergo tensile strain; this strain is minimized if oxy-

gen vacancies’ volume is greater than the lattice oxygen [12]. This also suggest the

growth of heterostructures with large lattice mismatch. The presence of oxygen va-

cancies lead to decrease in the work function with vacancies concentration due to

reduction in the cation oxidation state [13]. Adsorption at the surface also affect

the work function.

Figure 1.2: Crystal structure of ReO3.

TMO can be a simple type binary or a ternary type with a complex crystal

structures. Among them rhenium trioxide (ReO3) is a binary transition metal oxide

with a high symmetric cubic structure and Re coordinated octahedrally to O atoms

(Fig. 1.2). Its structure remain undistorted even at high temperatures. Razavi

and co-workers [14] observed some anamoly in Fermi surface under pressure and

discovered the phase transitions of ReO3 under pressure. It is conducting in nature,
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and its electrical conductivity is surprisingly comparable to that of copper. Its

nanocrystal shows enhancement in Raman signal called Surface Enhanced Raman

Scattering (SERS), for example in the adsorption of pyridine. SERS is the result of

electromagnetic enhancement (EM) and chemical enhancement (CM). EM is a long

range and dominant effect involving amplification of electric field near molecule due

to coupling of electromagnetic radiation with surface plasmon of metal nanocrystals.

CM is short range and weak effect arising due to interaction between adsorbate

and molecule [15]. The thesis is basically focussed on the investigation of structure,

electronic and vibrational properties of (001) surfaces of ReO3. We have investigated

the possible reason for SERS by adsorbing pyridine on the most stable surface. We

have used first-principles calculations based on the density functional theroy (DFT)

to determine these properties.

We organize the rest of thesis as follows: In chapter 2 we present methods

and formalism used in our calculations. This chapter covers the theoretical as-

pects of density functional theory (DFT) and density functional perturbation theroy

(DFPT). We highlight various approximations and limitations of these theoretical

techniques in this chapter.

Properties of TMOs are greatly influenced by defects, particularly the oxygen

vacancies which are always present in experimental samples. InChapter 3, we show

that by controlling oxygen vacancies at the (001) surface of ReO3, its work function

can be tuned from 7 to 3 eV. The work function is shown to correlate directly with

the stability of surface, with linear dependence on surface energy. We further assess

the stability of ReO3 surface by determining its phonon dispersion, and explain how

the stresses developed at the surface effectively may lead to size dependence of its

pressure dependent structural phase transitions observed experimentally.

Metal surfaces like Ag, Au and Cu have been known to show enhancement in

the Raman signal, called Surface Enhanced Raman Scattering (SERS) of a molecule.
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ReO3 nanocrystal, being a metal oxide, interestingly shows enhancement in the range

of 105 -106 after adsorption of pyridine. In Chapter 4, we have shown that pyridine

adsorbs through quite a strong bonding with the surface, and there is a strong

electric field near molecule. Our calculations predict that both electromagnetic and

chemical enhancements are responsible for SERS observed experimentally. Through

calculations of phonons, we provide a reason for red-shift and blue shift in frequencies

observed in Raman spectra experimentally. Finally, we conclude and summarize our

results in Chapter 5.



Chapter 2

Methods

2.1 Density Functional Theory

2.1.1 Introduction

With advances in quantum mechanics, it is well established that various properties

of a material can be explained by behavior of electrons in the presence of other

electrons, nuclei or other perturbation. The Hamiltonian of a system which takes

into account electron-electron, electron-nuclear and nuclear-nuclear interactions is

given by:

Ĥ = − ~
2

2me

∑

i

∇2
i −

∑

i,I

Zie
2

|ri −RI |
+

1

2

∑

i 6=j

e2

|ri − rj|

−
∑

I

~
2

2MI

∇2
I +

1

2

∑

I 6=J

ZiZJe
2

|RI −RJ |
(2.1)

where electrons are denoted by lowercase subscripts and nuclei, with charge ZI

and mass MI , denoted by uppercase subscripts. The first term in Equation 2.1 is

the kinetic energy of electrons, the second term represents the interaction between

electrons and nuclei (termed as external potential), the third term is the interaction

between electrons, the fourth term is the kinetic energy of nuclei and the fifth term

6



2.1 Density Functional Theory 7

is the interaction between nuclei. The mass of nucleus is approximately >1836

times larger than that of an electron, and hence its kinetic energy can be neglected.

This approximation is called as the Born-Oppenheimer Approximation. The

Hamiltonian in Equation 2.1 will then reduce to:

Ĥ = T̂ + V̂ext + V̂int + EII (2.2)

where T̂ is the kinetic energy operator, V̂ext is the potential acting on electrons due

to nuclei, V̂int is the electron-electron interaction and EII is the classical interaction

of nuclei with one another. The properties can be derived by solving the time-

independent Schrödinger equation:

ĤΨ(R, r) = εΨ(R, r) (2.3)

r ≡ {r1, r2, r3, ............, rN} is the set of N electronic coordinates.

R ≡ {R1, R2, R3, ............, RP} is the set of P nuclear coordinates.

Where ε′s are energy eigenvalues and Ψ(R, r)′s are the corresponding wavefunc-

tions. Ψ is asymmetric with respect to exchange of electronic coordinates in r and

asymmetric or symmetric with respect to exchange of nuclear variables in R.

It is quite difficult to solve Schrödinger’s Equation 2.3 accurately. Various ap-

proximations have been developed to solve it. Independent electron approximation

is the oldest approximation which consider that interaction between the electrons

can be ignored. Hartree approximation modified it further by treating the elec-

trons as independent, but interacting only via the mean-field Coulomb potential.

Hartree did not consider the asymmetric nature of electronic wavefunctions. Anti-

symmetric nature of electrons was considered in the Hartree-Fock Approximation.

In this framework, asymmetric electronic wavefunction can be written in the form
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of a Slater determinant such that the wavefunctions are indistinguishable.

Density functional theory is another approach which treat many body system

accurately, and is efficient to apply. It has excluded the problem of 3N-variables (N

is the number of electrons and their associated 3 spatial variables) associated with

many electron-wave function with a functional of electron density which reduces the

number of variables to 3, and hence has reduces the complexity of many electron

problem to a great extent. In other words, it allows one to map exactly the prob-

lem of strongly interacting electron gas onto that of a single particle moving in an

effective potential arising from the rest.

2.1.2 Hohenberg-Kohn Theorems

Hohenberg and Kohn proposed that the ground state energy of the system uniquely

depends on the electron density in their first theorem. They proved that the ground

state energy can be obtained by minimizing the energy of system according to elec-

tron density. Their theorems can be stated as follows:

Theorem I: The external potential Vext(r) of an interacting particle system is

uniquely determined by the ground state density no(r), besides a constant.

Theorem II: The universal energy functional E[n] can be defined in terms of density

no(r) for any external potential Vext(r). The global minimum value of this functional

is the ground state energy of the system for any Vext(r). The density no(r) that

minimizes it is the ground state density no(r).

The properties like the kinetic energy, etc., can be determined uniquely if n(r) is

specified, then each such property can be viewed as a functional of n(r), including
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the total energy functional. The total energy functional can be given as:

EHK [n] = FHK [n] +

∫

d3rVext(r)n(r) + EII (2.4)

EII is the interaction energy of nuclei. Functional FHK [n] includes all internal en-

ergies, kinetic energies and potential of interacting electron system and is given

by:

FHK [n] = T [n] + Eint[n] (2.5)

FHK [n] is universal by construction since the kinetic energy and interaction energy

of the particles are functionals only of the density.

In order to evaluate the kinetic energy exactly, the only known practical way is to

revert to the usual expression in terms of set of N wavefunctions. There is no known

explicit functional to go directly from the density to the kinetic energy. A more gen-

eral approach was suggested by Kohn and Sham (1965). They included the kinetic

energy of non-interacting electrons in terms of independent particle wavefunctions,

in addition to interaction terms modelled as a functional of the density.

2.1.3 Kohn-Sham Ansatz

The ansatz of Kohn and Sham assumes that the ground state density of the original

interacting system is equal to that of some chosen non-interacting system i.e, one

can map an interacting problem into a non-interacting problem. This leads to an

independent-particle equations for the non-interacting system that can be considered

exactly soluble with all difficult many-body terms incorporated into an exchange-

correlation functional of the density. The non-interacting system can be described

by single-particle equations and the corresponding Slater determinant is the ground

state solution.
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Using Kohn-Sham approach the energy functional can now be written as:

E[n(r)] = Ts[n(r)] +
1

2

∫

n(r)n(r′)d3rd3r′

|r− r′| +

∫

n(r)Vext(r)dr + Exc[n(r)] (2.6)

The first term is the kinetic energy of electrons, the second term is the electrostatic

interaction energy between electrons, the third term is the interaction energy of

electrons with external potential and the fourth term is the exchange-correlation

interaction between electrons.

Here, the electron density is constructed as:

n(r) =
∑

i

|Ψi(r)|2 (2.7)

Here i refers to single-particle states and the sum is over all the occupied states.

Exc[n(r)] is called the exchange-correlation energy functional. Taking functional

derivative δE[n(r)]/δΨ∗
i (r) with the constraint that each Ψi(r) normalized to unit

leads to:

(

− ~
2

2m
∇2

I + VKS(r)

)

Ψi(r) = εiΨi(r) (2.8)

where, VKS is the Kohn-Sham potential for the non-interacting system given as:

VKS(r) = Vext(r) +

∫

n(r′)

|r− r′|dr + Vxc[n(r)], (2.9)

where the first term is the external potential, the second term is the Hartree

potential. The last term is the exchange-correlation potential defined as:

Vxc[n(r)] =
δExc[n(r)]

δn(r)
(2.10)
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Figure 2.1: Self-consistency loop for the iterative solution of the KS equation.

2.1.4 Exchange-Correlation Energy Functional

Electrons are Fermions, hence the wavefunction of many electron system should be

asymmetric under exchange of any two electrons. This produces a spatial separation

between the electrons that have same spin leading to reduction in the Coulomb

energy of electronic system. The reduction in energy due to antisymmetric nature

of wavefunction is called the exchange energy, this is generally referred to as the

Hartree-Fock approximation. The coulomb energy of the system is also reduced at

the cost of increase in kinetic energy when the electrons of same spin are spatially

separated. The difference between the many body energy of an electronic system and

that calculated in the Hartree-Fock approximation is called the correlation energy.

It is quite difficult to determine the exact value of exchange-correlation functional
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due to electron-electron interactions involved. Kohn Sham replaces many electron

problem by single electron equation. The exchange correlation energy functional

Kohn Sham approach can be defined as:

Exc[n(r)] = T [n(r)]− To[n(r)] + Eee[(r)]− EH [n(r)] (2.11)

Here, To[n(r)] and Eee[(r)] are exact kinetic and electron-electron interaction ener-

gies respectively. Since, exact value of Exc is not known; so various approximations

based on electron density have been introduced to describe it. Local density ap-

proximation (LDA) and the generalized gradient approximation (GGA) are the two

approximations which are used to calculate the correlation energy. Here, we will

discuss LDA only.

2.1.5 LDA

In this approximation, the exchange-correlation energy of an electronic system is

constructed by assuming that the exchange-correlation energy per electron (εxc(r))

at a point r in the electron gas is equal to the exchange-correlation energy per

electron of a homogenous electron gas that has the same density as the electron

density at a point r. Thus,

Exc[n(r)] =

∫

εxc(r)n(r)d
3r (2.12)

and

δExc[n(r)]

δn(r)
=
∂[n(r)εxc(r)]

∂n(r)
(2.13)
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with

εxc(r) = εhomxc [n(r)] (2.14)

The local density approximations assumes that the effects of exchange and cor-

relations are local in character. The Perdew-Zunger (PZ), Perdew-Wang (PW), and

Vosko-Wilk-Nusair (VWN) functionals are all common LDA functionals.

2.1.6 Basis Set

Numerical solution of Kohn Sham equations requires us to choose a mathematical

representation for the one electron orbital i.e, we need a basis to expand the wave

functions Ψn, and then truncate the basis (so that the calculation time is finite).

Different types of basis sets are Plane-wave, atomic orbitals and mixed (set of atom

centered basis set along with plane waves or other basis sets). For isolated systems

such as atoms and molecules, atomic orbital basis is commonly used. For extended

periodic systems, the system is represented by a basis set of mutually orthonormal

basis.

For an extended system, the plane-wave basis set required to expand the elec-

tronic wave functions is often very large. Considering infinite system as a repeating

array of unit cells allow us to expand finite number of electronic wave functions.

Also, the potential experienced by an electron is invariant under crystal lattice

translation i.e, Vext(r) = Vext(r+R) where, R is a lattice vector.

Bloch’s theorem states that in periodic solid each electronic wave functions can

be written as the product of a cell-periodic part and a wavelike part:

ψjk(r) = ujk(r)e
ik.r. (2.15)
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Here, ujk is a cell periodic part, and exponential term is a plane wave. The cell-

periodic part can be extended as a discrete set of plane waves whose wave vectors

are reciprocal lattice vectors (G) of the crystal.

ujk =
∑

G

Cjk(G)eiG.r. (2.16)

Therefore, each electronic wave function can be written as a sum of plane waves,

ψjk =
∑

G

Cj,k+Ge
[i(k+G).r] (2.17)

For non-periodic systems like surfaces, some vacuum is added to the repeating

crystal slab such that faces of crystal donot interact with each other. Isolated

molecules can be also studied in similar fashion, keeping molecule in a box such that

the interaction between molecules is negligible.

The kinetic energy of plane waves is given by the following relations:

T|k+G| =
~
2|k+G|2
2m

(2.18)

The plane waves basis with smaller kinetic energy are more important than those

with larger kinetic energy. So, plane waves are truncated by using an energy cutoff

parameter Ecut.

The advantage of plane wave basis is that they are independent of atomic posi-

tions, and they represent all region of space with the same resolution. So, Hellmann-

Feynmann theorem can be used readily to evaluate forces. The calculation of energy

and its derivative is analytic and quite simple. Also, the quality of the basis is con-

trolled by a single parameter. The main shortcoming of plane wave basis comes

from the fact that the valence wavefunctions oscillate rapidly in the region occu-

pied by the core electrons due to the strong ionic potential in this region. This
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demands a large basis set, making it computationally expensive. Pseudopotential

approximation discussed in the following section is the solution to this problem.

2.1.7 Pseudopotential approximation

In solids or molecules the core electrons are tightly bound to the nucleus and donot

take part in bonding. So, core electrons are removed from the calculation, and the

interaction of the valence electrons with the nucleus plus the core states is replaced

by an effective screened potential. This is termed as a pseudopotential approxima-

tion. The solution of the atomic Schrödinger’s equation for the pseudopotential is

a pseudo-wave function different from the true wave function. The pseudopotential

is constructed in such a way that its scattering properties are similar to those of

the all-electron potential. It requires less number of basis functions and hence is

computationally efficient, without compromising much on the properties of system.

Pseudopotentials are constructed using a cutoff radius (rc) which sort of separates

the valence region from the core region. The region beyond rc is treated as a valence

region and within the rc is core region. The value of rc is chosen in such a way that

the last node of the all electron wavefunction fall inside it. Pseudopotential and all

electron wavefunction are identical outside the cutoff radius.

In the norm conserving pseudopotentials, the norm of all electron wavefunction

in the core region (0 to rc) remains conserved. Atoms like 2p, 3d and 4f have highly

localized charge densities in the valence shell as well as in the core. The norm

conserving pseudopotential is not much effective in reducing the number of plane

waves required for representation. Another alternative to this is the ultrasoft pseu-

dopotential. The ultrasoft pseudopotential generates the smoother wavefunction

and reduces the size of required plane wave basis set, by increasing the value of rc

without sacrificing tranferability.
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Ψ∼ Z/r

Z/rV~

c

Figure 2.2: Schematic representation of all-electron (dashed lines) and pseudoelec-
tron (solid lines) potentials and their corresponding wavefunctions. The radius at
which all-electron and pseudoelectron value matches is designated rc.

2.1.8 k-point sampling

Many calculations of crystals involve integrating periodic functions of a Bloch wave

vector over the first Brillouin zone (BZ). There are infinite number of k-points in the

first BZ. But since nearby k points contain similar information, the required physical

properties of the system can be reproduced to desired accuracy by using the wave-

functions at a finite number of k-points usually generated by the Monkhorst-Pack

in the first BZ. In other words, full BZ integral is approximated with a summation

over a finite set of k-points. This approach is termed as a k-point sampling or BZ

sampling.

The number of points required depends on the size and the features of the sys-

tem. Insulators have filled bands that can be integrated using only a few special

points. Symmetry can be used to further reduce the calculations since all indepen-

dent information can be found from states with k in the irreducible BZ.

On the other hand, metals have bands that cross the Fermi energy where the

Fermi-Dirac occupation varies rapidly. So, a metal requires careful integration for
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those bands and requires much more k points for sampling than insulators or semi-

conductors. The number of k points can be reduced by smearing the Fermi surface

discussed in next section.

2.1.9 Smearing

Smearing is needed for metals generally as the bands which crosses the Fermi

level varies rapidly. There are various technique available for this purpose: Gaus-

sian smearing, Fermi-dirac smearing, Methefessel-Paxton smearing and Marzari-

vanderbilt cold smearing. In my thesis i have used Fermi-Dirac smearing function

for calculations. The distribution for Fermi-Dirac function is given as:

f
(k)
i =

1

e(εi−εf )/KBTe + 1
. (2.19)

where KBTe is a broadening parameter that is adjusted to avoid instabilities in the

convergence of the self-consistent procedure.

2.1.10 Calculation of Stresses and Forces

The forces acting on the system greatly affects the molecular properties like stiffness

of valence bonds, distortion in geometry ocurring due to the attraction and repulsion

between the atoms etc. In order to get a correct information it is necessary to obtain

the equlibirium structure of system. Force can be calculated from the first order

derivative of energy with respect to displacement. This is quite a difficult task as it

allows to calculate the forces at many different configurations and thus, it become

difficult to calculate force constant for different bond in the system. The remedy

to this problem is provided by Hellmann-Feynman forces theorem which states that

the force on ion is minus the derivative of total energy of the system with respect
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to the position of ion,

FI = − dE

dRI

(2.20)

where FI is the force acting on Ith ion and E is the Born-Oppenheimer energy

surface. It is designed to calculate the forces at a given configuration without the

need for calculations at neighboring configurations.

For a system to be in equilibrium forces and stresses acting on the system should

be zero. The stress acting on the system is obtained using the scheme of Nielsen

and Martin. Stress (σαβ) is the derivative of energy with respect to strain tensor

(ǫαβ) per unit volume and is given by:

σαβ = − 1

Ω

δEtot

δǫαβ
. (2.21)

where α and β are cartesian coordinates.

2.2 Phonons

Crystal lattice possese long range translational order and all motions are ceased

at absolute zero temperature. At T>0 K the ions vibrate with certain amplitude

that depends on temperature. These thermal lattice vibrations can be considered

as a collective motion of ions which can be populated and excited just like elec-

trons. These excitations are phonons. Phonons greatly influence a wide variety of

physical properties of materials: specific heats, thermal expansion, heat conduction,

resistivity of metals, superconductivity etc. There are mainly two ways of calcu-

lating phonon modes: by displacing the particles according to desired pattern in a

supercell of the required size (frozen phonons), and by perturbatively considering

the displacements of the atoms in the unit cell and the appropriate vector in the

phonon BZ (linear response). The linear response makes use of density functional
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perturbation theory discussed below.

Density Functional Perturbation Theory

In this method, it is essential to calculate the second-order change in the DFT total

energy (δ2E) within the framework of density functional theory. The perturbation is

induced by small displacement δR of ion from its equilibrium positions. This results

in change in the external potential Vext, which changes Ψ in the KS equation, and

hence the charge density. The interatomic force constants (IFCs) are obtained using

second order derivatives of ground state energy with respect to perturbation, i.e.

ionic displacement,

KIJ =
∂2E({R})
∂RI∂RJ

=

∫

∂n(r)

∂RJ

∂V[R](r)

∂RI

dr+ δIJ

∫

n(r)
∂2V[R](r)

∂RI∂RJ

dr+
∂2EN({R})
∂RI∂RJ

(2.22)

The IFC depends on ground state charge density and its linear response to dis-

placement of ion (∂n(r)
∂RI

). In the perturbation theory, Kohn-Sham equation is given

as:

(H
(0)
SCF − ǫ

(0)
i )|φ(1)

i 〉+ (V
(1)
SCF − ǫ

(1)
i )|φ(0)

i 〉 = 0 (2.23)

Here, H
(0)
SCF is unperturbed Kohn-Sham Hamiltonian. ǫ

(0)
i and φ

(0)
i are the eigenval-

ues and eigenvectors of this Hamiltonian. The self-consistent Kohn-Sham effective

potential is given at first order by:

V
(1)
SCF (r) = V

(1)
ext (r) + e2

∫

n(1)(r′)dr′

|r - r′| +

∫

dr′
dVXC(r)

dn(r′)
n(r′) (2.24)
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Equation 2.28 and Equation 2.29 gives the change in the charge density given by:

∂n(r)

∂RI

= 4Re

N/2
∑

n=1

ψ∗
n(r)

∂ψn(r)

∂RI

(2.25)

Using Equation 2.24 and Equation 2.25 in Equation 2.22 we get force constant

matrix and hence the phonon frequencies as eigenvalues of the dynamical matrix:

KIJ√
MIMJ

.
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Chapter 3

High Tunability of Work Function

of (001) Surface of ReO3 with

O-vacancies

3.1 Introduction

Transition metal oxides exhibit a rich variety of properties such as ferroelectricity,

magnetism, superconductivity, and have applications ranging from a catalyst, solar

cells to electronic devices. Growth of their films can be controlled well [9], and they

are considered as the materials for future electronic devices that can withstand high

electric fields and power. Interfaces between two oxides are important not only in

controlling the flow of charge, but can also open up many exotic phenomena. For

example, a two dimensional electron gas is observed at the interface between two

insulating oxides [2] with different polar structure, such as LaAlO3 (LAO, polar) and

SrTiO3 (STO, non-polar), which essentially originates from the polar discontinuity

at the interface [16]. The coexistence of superconductivity and magnetism, which

are known to be mutually exclusive, is reported to exist at such an interface [3].

21
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Oxygen vacancies are quite common in transition metal oxides, which also have

remarkable influence on their properties. For example, oxygen vacancies occuring

preferentially at the surface render magnetoelectric properties to nanocrystals of

BaTiO3 [10]. Experimental and theoretical studies have shown that oxygen vacancies

in the (001) STO substrate, trapped during the growth of LAO layers on top, are

responsible for the high mobility of carriers in the 2-D electron gas at the interface.

This can not be explained based on the polar catastrophe mechanism alone [17,

18, 19]. Oxygen vacancies tune the work function of surfaces of transition metal

oxides [13], can also lead to changes in the band offsets [20] relevant to charge

transfer between electrode and oxygen vacancies. Resistive switching is another

important area in which transition metal oxides can be used effectively in place of

semiconductors [21, 22, 23].

Rhenium trioxide (ReO3) is an unusual transition metal oxide, which exhibits

excellent electrical conductivity that is comparable to a good metal like Cu. It

occurs in the cubic perovskite ABO3-type structure with a missing A site cation,

and rhenium (Re) atom at the B site coordinated octahedrally by oxygen (O) atoms.

It is an excellent candidate as a metallic oxide to be used as an electrode in oxide

electronics. ReO3 single crystal also acts as a catalyst for the metathesis reaction of

olefins [24] and supported rhenium oxide acts as a catalyst for the selective oxidation

of methanol [25]. Sanliang et al., [26] have theoretically shown that the molecular

methanol adsorbed on ReO3 surface can be easily dissociated, in agreement with

experiments [25]. Work function of ReO3 surface is important to both classes of its

applications: electronics and catalysis.

ReO3 nanocrystal has been effectively used in the surface enhanced Raman scat-

tering (SERS) of adsorption of pyridine, pyrimidine and pyrazine [27]. ReO3 is

stable at fairly high temperatures at atmospheric presssure, but shows pressure in-

duced structural phase transitions (at 3 GPa in the bulk form, and at 0.3 GPa in
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its nanocrystalline form) [28, 29, 30, 31, 32, 33]. Such reduction in the transition

pressure in nanocrystals can arise from the surface stresses, and it is important to

understand the structure and electronic properties of ReO3 surfaces. Tsukada et al.,

[34] used discrete-variational Xα methods to study various clusters of ReO3 as mod-

els of the ReO3 (001) surface, but a detailed study of vibrational spectra, electronic

and structural properties of an extended surface has not been carried out yet.

Here, we present a detailed analysis of the structure and electronic properties of

ReO3 (001) surface with atomically different terminations (O-terminated and ReO2-

terminated), and discuss their stability. In the nominal ionic state of Re6+ in ReO3

has one electron in the d-orbital, hence we explore the possibility of magnetism

at its surface. We obtain insight into mechanism of pressure induced structural

phase transitions of bulk and nanocrystals of ReO3 through determination of phonon

dispersion. We show that the work function of (001) surface of ReO3 correlates

inversely with its surface energy, and can be tuned remarkably through introduction

of oxygen vacancies at the surface.

We first describe computational details in Section 3.2, and structural aspects of

(001) surfaces in Section 3.3. Surface energies, work functions and tunability of work

function with oxygen vacancies are discussed in section 3.4. We present electronic

structure and its dependence on surface type in Section 3.5, and phonon dispersion

in section 3.6. Finally we summarize and conclude in Section 3.7.

3.2 Computational details

Our calculations are based on density functional theory with ultrasoft pseudopoten-

tial [35] for oxygen core and a norm conserving pseudopotential [36] for rhenium
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core as implemented in Quantum Espresso package [37]. We study (001) sur-

faces of ReO3 with slabs of three different possible terminations: (a) type-A (ReO2-

terminated on both sides), (b) type-B (O- termintated on both sides) and (c) type-C

(with O and ReO2 termination on the two sides) as shown in Fig. 3.1 (Atomic planes

are labelled using Roman numerals). Type A and B slabs are symmetric with iden-

tical surface termination while type-C is asymmetric. Slabs of type-A, type-B and

type-C consist of 6.5, 4.5 and 4 unit layers respectively. The exchange-correlation

energy of electrons is approximated with a local-density approximation (LDA) as

parametrized by Perdew-Zunger [38]. Kohn-Sham wave functions are expanded in

plane wave basis truncated with a kinetic energy cutoff of 30 Ry, and charge density

with a cutoff of 200 Ry. We used 12 × 12 × 1 Monkhorst-Pack k-point mesh for

sampling integration of Brillouin zone (of surfaces supercells). Iterations for self-

consistency in calculations are done till the total energies are converged within 10−6

eV/cell. The atomic positions are optimized until the Hellmann-Feynman forces on

atoms become less than 0.03 eV/Å. The optimized lattice parameter of bulk ReO3

is 3.77 Å, in reasonable agreement with its experimental value (3.75 Å) [39]. To

avoid interaction between the periodic images of surfaces, we include a vacuum of

10 Å in the supercell. We have computed dynamical matrices corresponding to high

symmetry points (Γ, X, M) in the Brillouin zone (BZ).

3.3 Structure of (001) surfaces

Examining geometry of relaxed structures of three models of slabs, we find that the

structural relaxation is more pronounced at the surfaces, as expected. Relaxation

(seen as changes in the Re-O bond lengths w.r.t. the bulk bond length) is more

pronounced for the O-terminated surface in comparison with the ReO2-terminated

surface. The Re-O bond length decreases by 7.5% for the type-B surface while only



3.3 Structure of (001) surfaces 25

Figure 3.1: Configurations of slabs of ReO3 with (a) ReO2-termination (type-A),
(b) O-termination (type-B), (c) Mixed O and ReO2-termination (type-C). Red and
green balls are oxygen and rhenium atoms respectively.

by 2.64% for type-A surface. Reduction in the Re-O bond length at the surface

for type-A and type-B surface is a result of movement of atoms present at surface

and in sub-surface plane in opposite directions. The type-C configuration shows a

mixed effect i.e, for ReO2-terminated surface Re-O bond length contracts by 3.1%

while it is 7.45% for O-terminated surface. Being asymmetric one, it undergoes

different changes at the two sides: both surface and sub-surface atoms move in the

same direction (towards the bulk or away from the vacuum) at ReO2-terminated

plane, and the movement of atoms (at the surface and sub-surface) are opposite in

direction at O-terminated plane. The trend in changes in bond length is shown in

Table 3.1.

Reduction in the Re-O bond length at the surface causes elongation of the bond
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Table 3.1: The percentage change in Re-O bond length (along z-direction) of slabs
of ReO3(w.r.t. equilibrium bond length of 1.884 Å). Layers are labelled with roman
numbers starting from the surface (see Fig. 3.1).

Planes Type-A Type-B Type-C

I-II -2.64 -7.50 -7.45

II-III 1.07 6.56 6.98

III-IV 0.07 -1.98 -2.49

IV-V 0.07 0.61 -0.04

V-VI -0.65 -0.16

VI-VII 0.54 1.56

VII-VIII -3.13

length at the next atomic plane away from the surface. Similar behavior was reported

for the surfaces of CaTiO3, SrTiO3 and BaTiO3 [40, 41, 42]. For the type-A and

type-C (ReO2-plane in particular) surfaces, Re atoms move towards the bulk (into

the slab) and O atoms move outwards (towards the vacuum). O atom at the type-

B surface moves towards the bulk. Re-O bonds parallel to the surface undergo

elongation by 0.75% and 0.89% at the type-A and type-C surfaces respectively and

the changes are not significant in the inner atomic planes. We do not see contraction

for the Re-O bonds parallel to the surface. For completeness, we have also shown

changes in interlayer spacing ( distance between two oxygen atoms present at the

centre of axis) w.r.t. optimized bulk lattice constant in Table 3.2.
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Table 3.2: Change in the inter layer spacing in percentage with respect to optimized
lattice constant 3.77 Å. Note: Distance is between oxygen atoms present along the
central axis and measured along z-direction.

∆di,j Type-A Type-B Type-C
OI

′−II
′ 4.84 -1.45 -1.71

OII
′−III

′ 0.40 -0.78 -0.07
OIII

′−IV
′ 0.14 5.31

3.4 Surface energy (γs) and work function (φ)

The surface energy is defined as the energy required to create a new surface, by

cleaving a bulk crystal or as the excess energy due to fewer bonds at the surface in

comparison with the bulk. We determine the surface energies of the three configura-

tions of slabs using equations (1), (2), and (3) for type-A, type-B and type-C slabs

respectively.

γs =
1

2a2
(Eslab − 7Ebulk + 0.5EO2

) (3.1)

γs =
1

2a2
(Eslab − 4Ebulk − 0.5EO2

) (3.2)

γs =
1

2a2
(Eslab − Ebulk) (3.3)

where, Eslab, Ebulk, and EO2
are the total energies of the slab, bulk ReO3 and

an oxygen molecule, a is the lattice constant and 1
2
accounts for the two surfaces

created in the slab configuration. The type-B has the lowest surface energy of 0.86

J/m2, indicating its high stability. In contrast, the type-A has the highest surface

energy of 4.77 J/m2, and hence is the least stable. γs of the type-C configuration is

energetically close to average of those in type-A and type-B slabs, with an average

surface energy of 2.50 J/m2.

The work function is the minimum energy required to remove an electron from

the Fermi level of a metal to a point in vacuum at infinity and has been obtained
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Figure 3.2: Variation in potential energy along the direction perpendicular to (a)
ReO2-terminated, (b) O-terminated, and (c) mixed O and ReO2-terminated slabs
of ReO3. Red and green circles are oxygen and rhenium atoms respectively.

using the following expression:

φ = Vvacuum − EFermi (3.4)

where, Vvacuum is the average potential in the vacuum region, and EFermi is the Fermi

level. Here, the potential includes bare nuclear, Hartree and exchange-correlations

potentials. From the variation in potential along the direction perpendicular to

surfaces of ReO3 (shown in Fig. 3.2.), estimates of the work function of type-A,
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type-B and type-C slabs are 2.6 eV, 6.8 eV and 4.4 eV respectively. The work

functions follow a reverse trend as of the surface energy i.e, the slab with lowest

surface energy has the highest work function; the work function correlates with the

stability of the surface. For a ready comparison, we have tabulated γs and φ in

Table 3.3.

Table 3.3: Surface energies and work functions of ReO3

Slabs Surface energy (J/m2) Work Function (eV)
Type-A 4.77 2.6
Type-B 0.86 6.8
Type-C 2.50 4.4

There is a non-zero slope in the electrostatic potential in vacuum for the type-C

configuration [Fig. 3.2(c)], indicating that the type-C is polar in nature and there is

an electric field of −4.52 × 109 V/m. A linear fit of the dependence of this electric

field on vacuum thickness yields the following expression:

Ed(dv) =
1

0.28dv − 0.061
(3.5)

Here, dv is the vacuum thickness in nm and E is an electric field in V/nm. The

equation shows that the electric field vanishes as the vacuum thickness becomes

infinitely large. So, the slope in Fig. 3.2(c) will tend to zero as vacuum thickness

approaches infinity.

As oxygen vacancies are commonly present in transition metal oxides, we have

investigated the work function as a function of oxygen vacancies on the most stable

(oxygen terminated) surface. We consider different surface concentration of oxygen

vacancies by using supercell in the ab−plane (for example,
√
2 ×

√
2, 2 × 2). We

note that the ReO2-terminated surface corresponds to 100 % oxygen vacancies in

the O-terminated slab. We find a significant decrease in the work function with
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Figure 3.3: Variation of work function with surface energy at different concentration
of oxygen vacancies. Inset shows the trend of change in work function as a function
of oxygen vacancies concentration.

increase in concentration of oxygen vacancies at the surface (see Fig. 3.3). Such

decrease in work function is due to (a) reduction in oxidation state of Re due to

oxygen vacancies, and (b) formation of electric dipoles at the surface. Indeed, oxygen

vacancies have an energy cost, and hence result in increase in the surface energy.

The stability of (001) surface of ReO3 thus reduces with oxygen vacancies, and

the correlation of work function with stability is quite clear in our results (Fig.

3.3). The work function directly influences the energy barriers at interfaces, and in

the case of ReO3, Schottky barrier at a metal-semiconductor interface can thus be

tuned with oxygen vacancies. These results also have remarkable consequences to

electronics based on the 2-D electron gas forming at the interface of two insulating

oxides. In particular, our work highlights drastic changes that can occur in the

work function of an oxide due to oxygen vacancies, and provides a mechanism to

understand sensitivity of the 2-D electron gas to growth conditions.

3.5 Electronic structure and Density of States

The electronic structure calculated along the high symmetry lines in the BZ is shown

in Fig. 3.4. Electronic structure of bulk ReO3 [Fig. 3.4(a)] exhibits flat bands in the
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lower part of conduction band in the Γ-X region and in the valence band minima

ranging along X-M segment. The most striking feature in the electronic structure

of surfaces shown in Fig. 3.4(b)-3.4(d) is the presence of many flat bands; and so

the wavefunctions are expected to be localized at the surface. Previous studies on

the electronic structure of surfaces have reported the presence of flat bands. For eg;

the lowest conduction band of SrTiO3 (100) surface is flat betweem Γ and X points

[43]. In case of (001) surface of cubic BaMnO3, the top valence band is flat between

Γ and X points [44].
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Figure 3.4: Electronic structure of (a) bulk, (b) ReO2-terminated, (c) O-terminated,
(d) mixed O and ReO2-terminated surfaces. Brillouin zone of slab is given at the
top.

The partial density of states (PDOS) of bulk ReO3 (Fig. 3.5) and the layerwise

PDOS of three slabs (Fig. 3.6) show that their valence band mainly constitutes

O-2p orbitals and the conduction band has Re-5d states. PDOS of bulk ReO3 (Fig.



3.5 Electronic structure and Density of States 32

3.5) shows that the O-2p orbital (pz) pointing towards the metal form σ-bond while

those perpendicular to M-O-M forms π-bond. The hybridization between metal

and oxygen is bonding in valence band whereas, it is non-bonding in the conduction

band. The same prediction for bulk ReO3 was given by Cora [45] and Stachiotti [46].

The widths of conduction and valence bands of bulk ReO3 are about 4.7 eV and 8.3

eV respectively. Previous reported values for width of conduction and valence bands

are 5.0 eV and 8.4 eV respectively [45, 46], so our results are in close agreement with

their result. Due to lowering of symmetry O-2p and Re-5d orbitals are no longer

degenerate in surfaces. It is evident from Fig. 3.6(a)-3.6(c) that the PDOS peaks of

px, py and pz orbitals of the oxygen atoms coincide with those of the PDOS peaks of

Re-5d orbitals indicating a strong hybridization between these orbitals. This leads

to the lowering of energy of eg orbitals relative to t2g, opposite to that expected in

octahedral crystal field splitting. The same is seen for bulk ReO3 (Fig. 3.5) and

has been discussed by Stachiotti et al [46]. The PDOS of bulk ReO3 shows the
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Figure 3.5: Total and projected density of states of bulk ReO3.

contribution of t2g orbitals at the Fermi level (Fig. 3.5). The PDOS of slabs shows

that t2g and d2
z orbitals of Re are dominant at the Fermi level at the surface layer

of type-A, while dxy orbitals of Re dominates the Fermi level at the sub-surface
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plane in type-B. The type-C shows mixed properties of type-B and type-A, so the

layers close to ReO2-plane at the surface show the behavior of type-A, while those

near to O-plane at surface shows the behavior of type-B surface. Unoccupied states

comprising of eg orbitals are found in bulk ReO3 at higher energy, but it is found

in surface layers at energies lower than that in bulk. The removal of oxygen at

the surface causes an increase in the nucleus field which leads to the lowering of

energy of Re-6s states above Fermi level as compared to those in bulk ReO3 and in

sub-surface planes.

Contribution of Re-5d states to bands at the Fermi level is dominant [Fig. 3.6(a)-

3.6(c)] and so work function of ReO2-terminated surface is low as compared to the

O-terminated surface as O-2p states are deep below the Fermi level. Kanishka et

al, [47] reported that the ReO3 nanocrystal shows weakly paramagnetic behavior at

ordinary temperatures and magnetic hysterisis at low temperatures when the size

of particle is small, noting that Re in ReO3 has one electron in d-orbital and may

show some magnetization. We explored a possible magnetization, and find that the

type-A surface exhibits weak magnetization whereas, there was no magnetization in

type-B surface as it lacks any Re at the surface. The difference in the occupancy of

up-spin and down-spin in Re atoms at surface leads to weak magnetization at the

surface. The same is evident in spin density distribution, where spins are mainly

localized around the Re atoms at the surface (Fig. 3.7). The type-C slab don’t

exhibit any magnetization, which is probably due to its polarity and the presence

of O-terminated surface at one of its ends.

3.6 Phonons

To determine vibrational signatures and assess the structural stability of ReO3 sur-

face, we obtain phonon dispersion along the high symmetry lines of the Brillouin
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Figure 3.7: Spin density distribution of ReO3 slab with ReO2-termination.

zone for the most stable surface (type-B) [Fig. 3.8(a)]. It shows imaginary modes

of 36.71i cm−1 at (100) π
a
(X-point), suggesting that the structure is weakly un-

stable at nano-scale. The bulk ReO3 undergoes pressure induced phase transitions

through cubic (0-3 GPa), monoclinic (3-12 GPa), VF3-type structure (above 12

GPa) and extremely hard rhombohedral phase (above 38 GPa) [29]. Experimentally

ReO3 nanocrystal exhibits pressure induced phase transition from cubic I structure

(pm3m) at the ambient pressure which changes to a monoclinic structure (C2/c)

around 0.3 GPa, and it transforms to rhombohedral I structure (R3c) around 6.7

GPa and to rhombohedral II structure around 20.3 GPa [28]. Thus, transition pres-

sures are lower in nanocrystals than in the bulk. The phonon dispersion [Fig. 3.8(a)]

shows soft unstable mode around X-point of the slab which is relevant to pressure

induced phase transition in nanocrystals of ReO3. The unstable mode involves the

in-plane and out-of plane displacement of oxygen atoms present in both ReO2 and

O-planes [Fig. 3.8(b)] amounting to ReO6 rotation; such ReO6 octahedral rotations

are also known to be relevant to the phase transition of the bulk ReO3, where they

correspond to M3 phonons (at wave vector (110)π
a
). Here, these instabilities are
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Figure 3.8: (a) Phonon dispersion along high symmetry lines of the Brillouin zone,
and (b) atomic displacements associated with unstable mode at X-point of O-
terminated slab.

strengthened by the surface and should manifest in transitions at lower pressure in

nanocrystals of ReO3 [28]. Such size dependence of pressure-induced phase transi-

tions can be understood in terms of the stress created by the surface as a result of

lower coordination of O and shorter Re-O bond lengths. This mimic compressive

normal stress, which offsets (lower) the transition pressures as seen in experiment

[28].

3.7 Summary

We have investigated three different configurations (type-A, type-B and type-C) of

(001) surfaces of ReO3. Contraction of about 7.50% and 2.64% in Re-O bond length

results at the O-terminated surface and ReO2-terminated surface respectively. The

type-C configuration is asymmetric, polar in nature, and the electric field associated

with it goes to zero as the vacuum thickness tends to infinity. Electronic structure

of ReO3 surfaces contains many flat bands associated with electronic states localized

at the surface, and Re-5d orbitals dominate the states at the Fermi level and result
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in a weak magnetization found at the ReO2-terminated (001) surface. Structural

instabilities involving ReO6 rotations are further strengthened by the stresses created

at the surface, and provide a possible explanation for the observed reduction in

transition pressure in nanocrystals relative to bulk.

Based on the surface energies, O-terminated surface is the most stable (001)

surface of ReO3. The surface with the lowest surface energy (greatest stability) has

the highest work function. We have demonstrated that the work function of ReO3

(001) surface can be tuned by controlling the concentration of oxygen vacancies at

its surface. Our work highlights the remarkable consequences oxygen vacancies can

have to oxide heterostructures based electronics, and provide a mechanism of their

effect on the work function to understand sensitivity of their interfacial properties to

oxygen vacancies, and hence the growth conditions such as oxygen pressure. Thus,

it should be possible to engineer the work function of an oxide through control on

oxygen vacancies.



Chapter 4

Adsorption of pyridine on ReO3

and SERS

4.1 Introduction

Surface Enhanced Raman Spectra (SERS) is a technique which is based on signifi-

cant advancement in Raman signal when a molecule is in vicinity of a metal surface.

The typical enhancement factor observed in SERS ranges from 104 to 108. There are

mainly two mechanisms responsible for SERS one involves enhancement in electric

field at molecular position due to excitation of a plasmon at the surface (electromag-

netic enhancement) [48, 49, 50]. The second involves chemical enhancement which

arises because of chemical interaction such as charge transfer between molecule and

substrate [51, 52]. The combination of electromagnetic and chemical enhancements

is typically responsible for SERS.

While electromagnetic enhancement plays a dominant role, chemical enhance-

ment is of the order of 10-102 [53]. There are other factors like surface roughness,

size and shape of the particle, the nature of adsorbate and wavelength which affect

the surface enhancement to some extent. Metals like Ag, Au, and Cu are primarily

38
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used as a substrate but Tian et. al., reported that the transition metals like Pt, Ru,

Rh, Pd, Fe, Co, Ni, and their alloys can be also used as a substrate [54]. At the

junction of nanoparticles, molecule shows a large enhancement of order 1014-1015

[55, 56].

ReO3 is a metallic oxide with its conductivity comparable to that of copper.

Kanishka et. al. [27], have shown SERS for adsorption of pyridine (Py) on ReO3

nanocrystal with enhancement factor of order 105-106, which is quite large. Accord-

ing to them, Raman signals enhancement is due to the bonding interaction between

Py and metallic ReO3. On the basis of Raman spectra they predict that molecule

adsorbed in a flat-on configuration. Theoretically, we have shown that both chemi-

cal and electromagnetic enhancements are resposible for this behavior. Py adsorbs

by forming bond with the oxygen atom at the surface. Subsequent elongation of

C-N bond of Py results in softening of phonon modes, i.e. the red shifts observed in

Raman spectra. Also, the interaction between Py and surface leads to blue shift in

ring stretching mode.

We have organize this chapter as follows: Computational details are discussed

in section 4.2, followed by results and dicussion in section 4.3. Finally we conclude

in section 4.4.

4.2 Computational details

Our first-principles calculations are based on density functional theory (DFT) as

implemented in Quantum Espresso package [37]. We have used a local density

approximation (LDA) to exchange-correlation energy with Perdew-Zunger parame-

terized form [38]. We employ periodic boundary conditions with 3 x 3 x 4 supercell

(155 atoms) of ReO3 with a coverage of 9.38 mg of Py per g of ReO3, and include a
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Figure 4.1: Stable configuration of pyridine on ReO3 surface.

vaccum of 17 Å, in the direction perpendicular to ReO3 slab to keep interactions be-

tween periodic images low. We use uniform mesh of 4 x 4 x 1 k-points in sampling

integrations over Brilloiun zone, and smear the occupation numbers of electronic

states with Fermi-Dirac distribution and smearing width (kBT ) of 0.014 eV. We

relax the structure to minimize energy until the Hellmann-Feynman forces on each

atom are less than 0.03 eV/Å in magnitude. We have used density functional per-

turbation theory to calculate zone center phonons for an isolated (free) Py molecule

and Py of structure frozen from the adsorbed configuration to determine effects on

its phonons arising from adsorptive interaction.

4.3 Results and Discussion

We use many initial configurations of Py on ReO3 surface and find the lowest energy

stable geometry for the adsorption of Py on ReO3 surface (see Fig. 4.1). Py tilts

a bit towards the surface and adsorbs by making bond with the oxygen atom, with

N-O bond length of 1.35 Å clearly indicating chemisorption. The adsorption energy

(EA) is calculated using:

EA = EComplex − EReO3
− EPy, (4.1)

where, EComplex, EReO3
and EPy are the total energies of the complex, ReO3 slab

and isolated Py molecule respectively. Our results reveal that EA < 0 (i.e, -170.80
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Figure 4.2: Projected density of states of (a) isolated pyridine, and (b) pyridine after
adsorption. C atoms have been labelled in anticlockwise direction starting with N
atom in Py.

kJ/mol or -1.77 eV). We have compared the adsorption energy of Py on Au and Cu

substrates obtained using DFT calculation with our result in Table 4.1. It is clear

that adsorption energy of Py on ReO3 is quite large as compare to that on Au and

Cu.

Table 4.1: Adsorption energies (in eV) of Py on Au (111), Cu(111) and ReO3 (001)
surface.

Ead Ref.
Cu/Py -0.06 [57]
Au/Py -0.06 [57]

ReO3/Py -1.77 -

Upon adsorption, Re-O bond (O to which nitrogen is attached) got elongated by

6.77% while rest of the bonds at the surface contract by about 7%. There is also an
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increase of about 1% in the C-N bond length of Py after adsorption. This is primarily

due to the charge transfer between C and N atoms after adsorption. In order to check

the charge transfer between adsorbate and substrate, we have estimated Lödwin

charges as implemented in Quantum espresso using following relation:

δq = qPy
ReO3−Pyq

Py
frozen (4.2)

where, δq is the charge transfer, qPy
ReO3−Py is the total charge on Py in ReO3-Py

system and qPy
frozen is the total charge on frozen Py. δq comes out to be -0.8348

e, which implies that the charge is transferred from molecule to surface, maximum

charge being transferred from N atom of Py. Projected density of states in [see Fig.

4.2(b)] shows the formation of a covalent bond between the p-orbitals of nitrogen and

oxygen atoms at the surface. Same is also evident in the charge density plot in Fig.

N
C
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C

C

C

H

H

H

H

H

O

O
O

O

Figure 4.3: Charge density plot of adsorption of pyridine on surface.

4.3. It is clearly seen from Fig. 4.2 that the LUMO state of Py shift towards higher

energy after adsorption. HOMO-LUMO gap obtained in isolated Py and of Py of

structure frozen after adsorption (shown in Table-4.2) shows a large reduction in

HOMO-LUMO gap upon adsorption confirming that chemical interaction is indeed
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significant.

Table 4.2: HOMO-LUMO energies (in eV) and the gap ∆ of pyridine before and
after adsorption.

Pyridine (isolated) Pyridine (frozen)
HOMO -5.5959 -5.3303
LUMO -1.6844 -1.7994

∆ 3.9115 3.5309

From the electrostatic potentials shown in Fig. 4.4, electric field is estimated to

be 2.52 V/Å which is quite large. Thus, we believe that both electromagnetic and

chemical enhancements are responsible for the observed SERS signal in experiments

[27].
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Figure 4.4: Potentials obtained after adsorption of pyridine on the surface in a
direction perpendicular to the surface.

Raman spectra obtained experimentally [27] show that, ring stretching mode at

1582 cm−1 shifts to higher frequency after adsorption whereas greater red shift is

observed for the modes at 1068 cm−1 ( ν18a) and 991 cm−1 involving symmetric ring

breathing (ν1, A1). We obtain zone centre phonons of Py before and after adsorption

and compare it with experimental results. Qualitatively, our estimates follow the

trend seen in experiment (Table 4.2). From this, the observed softening of Raman

modes after adsorption is basically due to the elongation of the C-N bond length.
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Figure 4.5: Phonon modes of pyridine adsorbed on surface (a) 590.51 cm−1 (asym-
metric ring breathing mode) (b) 640.77 cm−1 (ring in plane deformation) (c) 974.81
cm−1 (symmetric ring breathing) (d) 1022.23 cm−1 (trigonal ring breathing) (e)
1034.60 cm−1 (ν18a, A1) (f) 1159.48 cm−1 (C-H in plane deformation) (g) 1593.46
cm−1 (ring stretching)

The interaction between Py and surface leads to blue shifting in asymmetric ring

breathing [Fig. 4.5(a)] and ring stretching mode [Fig. 4.5(g)]. Large enhancement

in the Raman signals of trigonal ring breathing mode and symmetric ring breathing

mode is observed. Fig. 4.5(c) and Fig. 4.5(d) show that these modes involve

displacements of atoms that are along z-direction, which couple with the large surface

electric field generated along z-direction, leading to enhancement in the observed

intensity. Also, N atom moves towards the surface in the symmetric mode, and this
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Table 4.3: Frequencies of phonon modes (in cm−1) obtained theoretically and Raman
spectra positions (in cm−1) obtained experimentally of pyridine before adsorption
and after adsorption on the surface of ReO3.

Before adsorption After adsorption
Theory Experiment Theory Experiment
590.83 608 590.51 610
647.33 650 640.77 632
984.33 991 974.81 962
1029.18 1031 1022.23 1006
1042.33 1068 1034.60 1027
1182.95 1214 1159.48 1201
1588.52 1582 1593.46 1628

could be another reason for the enhancement observed in the intensity of this mode.

4.4 Summary

Our density functional theory calculations suggest that the enhancement in Raman

signal observed in Py on ReO3 nanocrystal is due to both (a) electromagnetic en-

hancement evident in the potential profile and (b) formation of strong covalent bond

between N and O atom present at the surface (chemical enhancement) involving the

charge transfer between N and O atom at surface. Py tilts a bit towards the surface

during adsorption. Red shift observed in the frequency is due to the elongation of

C-N bond length. Interaction between Py and surface also leads to blue shifting

observed in ring stretching mode. Large reduction seen in the HOMO-LUMO gap

of Py upon adsorption confirms that chemical enhancement is quite significant and

may be relevant to SERS observed experimentally. The displacement of atoms along

z-direction couples well with surface electric field, leading to a large enhancement in

the intensity for trigonal and symmetric ring breathing modes.



Chapter 5

Conclusion

Using first-principles calculations based on the density functional theory, we have

determined electronic, structural and vibrational properties of (001) surface of ReO3,

and its adsorptive interaction with pyridine.

In the first part, we have carried out a detailed study of various properties

of ReO2-terminated and O-terminated surface with symmetric terminations. As

expected, structural relaxation is more pronounced at the surface particularly for the

surface with O termination. Re-O bond length contracts by 7.5% at O-termination

while it reduces by 2.45% at ReO2-terminated surface. We also considered the

surface with mixed O and ReO2-termination, i.e. asymmetric surface. Asymmetric

surface is polar in nature with weak electric field in the vacuum which tends to zero

as the vacuum thickness tends to infinity. The flat bands in the electronic structure

of ReO3 surface may relate to delocalized electronic states. Weak magnetization is

found at ReO2-terminated surface due to dominance of Re-5d states at Fermi level.

ReO6 octahedral rotation leads to structural instability at the surface, and stresses

created at surface enhance it further. So, phase transiton in nanocrystalline form of

ReO3 occurs at lower pressure as compared to that in its bulk form.

On the basis of surface energy, O-terminated surface is the most stable of all.

46
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A linear correlation exists between surface energy and work function. We predict a

drastic change in work function from 7 to 3 eV by controlling the concentration of

oxygen vacancies at the surface (O-terminated). Thus, we have shown that the work

function of oxides can be engineered by controlling the oxygen vacancies percentage

through oxygen pressure during growth of a film.

ReO3 nanocrystal causes surface enhanced Raman spectra on adsorption of

molecule. In the second part of thesis, we study adsorption of pyridine on the

O-terminated (001) surface. We find that pyridine binds strongly with the surface

(N-O bond length 1.35 Å) through its nitrogen atom. The molecule tilts slightly

towards the surface upon adsorption. The large surface electric field is present near

the molecule. On the basis of these results we argue that both electromagnetic and

chemical factors lead to enhancement in the Raman signal observed experimentally.
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