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Synopsis

In Chapter 1, we give a brief introduction to the problems studied in the thesis. Catalysts

are materials that increase the rate of a chemical reaction by providing an alternative

pathway with a lower activation barrier. Because of their huge industrial and biological

significance, any advances in producing new or improved catalysts can represent significant

progress, both intellectually and commercially. With the advent of nanoscience, there has

arisen the possibility of using nanoparticles as catalysts. Such nanocatalysts are of great

interest, both because they are frequently more reactive than conventional catalysts, and

because one then requires smaller amounts of the catalyst material; we note that many

commercially important catalysts are precious metals.

In this thesis, we explore three different themes, all of which are vital for the effective

performance of nanocatalysts. Nanoclusters are generally placed on an (oxide) support

when used in applications. Since larger sized nanoparticles are thermodynamically more

stable, there is a tendency for smaller nanoparticles to diffuse on the support and then

coalesce to form larger sized particles. This process is known as sintering and we study

it in Section A. It is well known that the shape and charge state of nanoparticles have

a huge impact on their catalytic activity. It is desirable to find an easy and practical

way of tuning the particle morphology and charge. This problem is tackled in Section B.

Finally, the performance of catalysts that are metal nanoparticles is frequently degraded

by oxidation. It is generally believed that smaller particles get oxidized more easily. We

would like to verify if this is true, and if so what is the smallest size metallic cluster that

would be stable against oxidation for a given set of reaction conditions. These questions

are addressed in Section C.

In Chapter 2, we discuss the main computational techniques and theoretical formalisms

used in this thesis: density functional theory (DFT), the nudged elastic band method,

constrained minimization, simulated annealing and ab initio atomistic thermodynamics.

In Chapter 3, we study the adsorption and the diffusion mechanisms of Ptn clusters

(n = 1–4) on the defect free MgO(100) surface, and the adsorption of these clusters at

oxygen vacancy sites or F-centers on the surface. We find that these clusters tend to bind

vii



more strongly at the F-center sites than on the defect free surface. We look at the possible

growth processes for the growth of Ptn clusters on the defect free surface and at F-center

sites. We compare all the results that we obtain for Pt with those obtained for Pd clusters

on the MgO(100) by earlier authors. We find that the diffusion barriers are higher for the

Ptn clusters than for the Pdn clusters on MgO(100), which suggests that Pt clusters are

less likely to sinter than Pd clusters.

In Chapter 4, we propose and demonstrate that substrate doping can be used as a

simple technique to tune the morphology of supported Au clusters. Using the model system

of Au20/Aldoped MgO, we show that substrate doping can stabilize a two dimensional

planar (P) geometry instead of the otherwise stable three dimensional tetrahedral (T)

geometry. We explain this as arising from a charge transfer from the doped substrate

to the Au cluster; the greater the doping, the greater the charge transfer. This idea

of substrate doping to switch the morphology of Au clusters from 3D to 2D has been

subsequently verified experimentally for the growth of Au clusters on Mo-doped CaO. We

go on to confirm these experimental findings by repeating our calculations for Au20/Mo-

doped CaO; here too we find that substrate doping can trigger a change in morphology.

We also find that substrate doping has a significant effect on the adsorption site and the

geometry of small clusters of Aun/Al-doped MgO; n = 1–3.

In Chapter 5, we show that substrate doping not only affects the morphology of the

supported Au clusters, but also increases the reactivity of these clusters. To study the

reactivity of an Au cluster, we have chosen a simple model reaction, viz., the dissociation

of an O2 molecule. We find that the barrier for dissociation is more than halved on the

Au(P)/2.78% Al-doped MgO as compared to the barrier on Au(T)/MgO. We also find that

the barriers for O2 dissociation decrease monotonically as we increase the substrate doping.

We find that the d-band model which was introduced to explain trends in the reactivity of

transition metals and noble metals cannot explain our observed results. However, we find

that if one includes the behavior of not just the d-states but also the sp-states of Au, we

are able to explain this observed increase in the reactivity of Au clusters due to substrate

doping. We introduce a new descriptor for reactivity that incorporates the effects of the

s-, p- and d-bands.

In Chapter 6, we further investigate the role of s and p electrons in determining Au

reactivity when the coordination number or charge is changed. The d-band model assumes

that the sp-bands are static and play no role in the reactivity of transition metals. We

check if this is true when we change the coordination of Au atoms by changing structure

or by going from a face site to an edge site to an apex site on an Au20(T) cluster and also

when we change the charge state of an Au cluster. In all situations considered we find

that the sp-states shift significantly and interestingly shift more than the d-states. Our

results suggest that the changes in the s- and p-states are important to explain changes

in reactivity.



In Chapter 7, we study gas phase CunOx clusters. To study the size-dependence of

oxidation/reduction, we consider three different sizes, n = 4, 12 and 20. By combining

density functional theory with ab initio atomistic thermodynamics, we obtain pressure-

temperature phase diagrams for the clusters and the bulk. We find that the phase diagrams

obtained for the clusters are very different from the phase diagram of bulk Cu and its

oxides. We study these clusters in two different environmental conditions and determine

the temperature and pressure at which these nanoclusters oxidize/reduce.

In Chapter 8, we study CunOx clusters supported on hydroxylated amorphous alumina.

We see that the geometries of the CunOx clusters change significantly upon deposition on

the support. We find that the tendency of the cluster to oxidize increases or decreases

in the presence of the support depending on the size of the cluster. For the supported

clusters, we see a clear sizedependent trend, the smaller the cluster, the more easily it

oxidizes. We use a novel method of comparing our theoretical predictions for the size-

dependent transitions of supported Cu clusters with experimental XANES results, and

find excellent agreement between the two.

In Chapter 9, the main conclusions in each chapter are summarized and an outlook

for possible directions for the future is discussed.
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trapped at a F-center site and other monomers adsorbed on the defect free

surface. Note that while the numbers in black are absolute values of the

total energy of the system (with the energy of the initial state set equal

to 0), the numbers in red are values of the barrier height for the forward

reaction for that individual step. Values for Pd are extracted from Refs.

26,27. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1 The optimized geometries for (a) Au20(T), (b) Au20(P), both in the gas

phase; (c) Au20(T)/MgO and (d) Au20(P)/MgO. The yellow, grey and red

spheres represent Au, Mg and O atoms respectively. We confirm previously

known results10,31 and find that, in the gas phase the (T) cluster is more

stable than the (P) cluster by 1.52 eV, and when supported on undoped

MgO, the (T) cluster continues to be more stable than the (P) cluster with

an energy difference of 0.60 eV. . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2 Density of states of pristine MgO (in black) and 3.7% Al-doped MgO (in

red). The black hatched area is the forbidden gap of the MgO insulator;

this is underestimated with respect to experiments due to DFT errors. The

dashed line is the position of the Fermi level of 3.7% Al-doped MgO, which

is now in the conduction band; Al-doped MgO is no longer an insulator. . 78

4.3 Trends in energetics and charge transfer as a function of substrate doping:

(a) As the Al-doping concentration in the MgO substrate is increased, we

see that the planar structure (P) of Au20 becomes progressively more fa-

vored over the tetrahedral structure (T); EP and ET are the total energies of

the supported clusters (P) and (T) respectively. (b) Charge transfer values

qP and qT for (P) and (T) increase monotonically as the doping concentra-

tion is increased. Black/red symbols correspond to data where the dopant

atoms are in the second/third layer from the surface. In all cases the Al

atom is directly below the cluster. Reprinted with permission from Ref. 37.

c©(2011) American Chemical Society. . . . . . . . . . . . . . . . . . . . . . . 80



4.4 The charge transfer isosurfaces for the (a) top view, (b) side view of Au20

(P), and (d) top view, (e) side view of Au20 (T), all deposited on 2.78% Al-

doped MgO. The green, red, purple and yellow spheres represent Mg, O, Al

and Au atoms respectively. The blue and magenta lobes show the regions

of charge depletion and charge accumulation respectively. The isosurfaces

shown correspond to 0.001 e/Å3. The planar integral of the charge difference

along the z direction for (c) Au20(P)/Al-doped MgO and (f) Au20(T)/Al-

doped MgO are shown. The red dots in (c) and (f) show the average atomic

positions along the z direction and are aligned to the atoms in the side view

of the isosurface plots. Reprinted (adapted) with permission from Ref. 37.

c©(2011) American Chemical Society. . . . . . . . . . . . . . . . . . . . . . . 82

4.5 STM images of Au clusters on (a) pristine and (b) Mo-doped CaO. The

insets show close-ups of two characteristic particles of approximate size 10

× 10 nm2. Note the three-dimensional cluster geometry for Au clusters on

pristine CaO in (a), and the flat planar arrangement of atoms in the cluster

when supported on Mo-doped CaO in (b). Reproduced with permission

from Ref. 38. c©Wiley-VCH Verlag GmbH & Co. KGaA. . . . . . . . . . . 83

4.6 The optimized geometries obtained for (a) Au(T)/CaO and (b) Au(P)/CaO.

The light green, red and yellow spheres represent the Ca, O and Au atoms

respectively. When placed on CaO, the (T) cluster is favored over the (P)

cluster by 0.07 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.7 The densities of states (DOS) of bulk CaO and 3.7% Mo-doped CaO. Since

Mo-doped CaO is magnetic in nature, the DOS of the up-spin electrons (in

blue) and down-spin electrons (in red) are shown separately. The dotted

vertical line shows the position of the Fermi level of the Mo-doped CaO

system. Note that the band gap of CaO is underestimated as is typical of

a conventional DFT calculation. . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.8 The charge transfer isosurfaces for the (a) top view, (b) side view of Au20(P),

and (d) top view, (e) side view of Au20(T) over 0.69% Mo-doped CaO.

The light green, red and yellow spheres represent Ca, O and Au atoms

respectively. The blue and pink isosurfaces show the regions of charge

depletion and charge accumulation respectively. In (b) and (e), the Mo

dopant atom (in the third layer from the surface) is not visible as it is

covered by a blue lobe. The isosurfaces shown correspond to 0.001 e/Å3.

The planar integral of the charge difference along the z direction for (c)

Au20(P)/Mo-doped CaO and (f) Au20(T)/Mo-doped CaO are shown. The

red dots show the average atomic positions along the z direction. . . . . . . 88



4.9 The optimized geometries obtained for (a) Au2, (b) triangular Au3 and (c)

linear Au3. For the Au3 cluster, the triangular geometry is found to be

more stable than the linear geometry by 0.02 eV. . . . . . . . . . . . . . . . 90

4.10 Top views of the lowest energy adsorption geometries for (a) Au/MgO and

(b) Au/2.78% Al-doped MgO. The grey, red and yellow spheres are Mg, O

and Au atoms respectively. The dopant Al atom is in the third layer from

the surface in (b) and cannot be seen in this figure. On MgO, Au prefers to

bind to the surface O atom, whereas on Al-doped MgO, it prefers to bind

to the surface Mg atom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.11 (a) side view, (b) top view of the lowest energy adsorption geometry ob-

tained for Au2/MgO; and (c) side view, (d) top view of the lowest energy

adsorption geometry for Au2/2.78% Al-doped MgO. The grey, red, purple

and yellow spheres represent Mg, O, Al and Au atoms respectively. The

Au2 cluster prefers to stand upright on undoped MgO while preferring to

lie flat on the surface of Al-doped MgO. . . . . . . . . . . . . . . . . . . . . 92

4.12 (a) side view, (b) top view of the lowest energy adsorption geometry ob-

tained for Au3/MgO; and (c) side view, (d) top view of the lowest energy

adsorption geometry for Au3/2.78% Al-doped MgO. The grey, red, purple

and yellow spheres represent Mg, O, Al and Au atoms respectively. The

Au3 cluster prefers a triangular geometry perpendicular to the surface on

undoped MgO while on Al-doped MgO it prefers to lie flat forming a linear

chain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1 Top views of different optimized adsorption geometries considered for O2

on Au20(P) supported over 2.78% Al-doped MgO. The grey and yellow

spheres represent Mg and Au atoms respectively. O atoms in the sub-

strate/adsorbed on the surface are red/blue. In the P1 geometry, O2 has

the highest adsorption energy, and in the P2 geometry, O2 is most activated. 100

5.2 Example of a computation of a dissociation barrier: results for total energy

versus O-O bond length for adsorption geometry P2 on 2.78% Al-doped

MgO. The insets depict the system geometry at various stages of the re-

action. Grey, purple, and yellow spheres represent Mg, Al and Au atoms

respectively. O atoms in the substrate/adsorbed on the surface are red/blue.

Reprinted with permission from Ref. 149. c©(2015) AIP Publishing LLC. . 102

5.3 Top views of the optimized geometries of (a) O2 adsorbed on the substrate

in the absence of Au clusters and (b) O2 and Au20(P) co-adsorbed on the

substrate. In both cases, the substrate is 2.78% Al-doped MgO. Grey and

yellow spheres represent Mg and Au atoms respectively. O atoms in the

substrate/adsorbed on the surface are red/blue. . . . . . . . . . . . . . . . . 102



5.4 Side and top views of the optimized adsorption geometries for O2 adsorbed

on Au20(T) supported on 2.78% Al-doped MgO. (a), (c), (e), (g), (i) and

(k) are the side views; and (b), (d), (f), (h), (j) and (l) are the top views

of the six adsorption geometries T1 - T6 respectively. Grey, purple and

yellow spheres represent Mg, Al and Au atoms respectively. O atoms in the

substrate/adsorbed on the surface are red/blue. . . . . . . . . . . . . . . . . 103

5.5 (a) the barrier for O2 dissociation Ediss, (b) the adsorption energy for O2

Eads, (c) the elongation of the O-O bond in the adsorbed O2 molecule, (d)

the charge transferred to the O2 molecule from the substrate or cluster,

all for the two adsorption sites P1 and P2 in the planar Au20 cluster as a

function of substrate doping concentration. In (e), we show the correlation

between the charge gained by the O2 and the activation in the molecule.

We see that all the points corresponding to the P1 and P2 sites at all doping

concentrations and the point that corresponds to the equilibrium gas phase

O2 (in green) collapse onto one line. . . . . . . . . . . . . . . . . . . . . . . 105

5.6 (a) the filling in the Au d-states, (b) the filling in the Au sp-states, both

averaged over all atoms in the cluster, (c) the position of the d-band center,

εd, and (d) the center of the sp-bands, εsp, all as a function of doping

concentration. The arrows in (c) and (d) show the direction of the Fermi

energy. Reprinted (adapted) with permission from Ref. 149. c©(2015) AIP

Publishing LLC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.7 Cartoon model showing the densities of states (DOS) of the sp- and d-

bands, and the downshift in energies of both upon an increase in filling.

The downward shift is more for the sp-bands than the d-band because of

both the larger injection of charge and the shape of the DOS. εsp, εd, and

εF are the sp-band center, d-band center and Fermi energy respectively.

Note that this figure is schematic only, and in reality the Au d DOS is

far from rectangular, with a peak well below εF , and a tail extending to

higher energies. Reprinted with permission from Ref. 149. c©(2015) AIP

Publishing LLC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.8 (a) The center of the sp-states, εsp (plotted again for easy comparison), and

(b) the renormalized adsorbate level, εa′, both as a function of the doping

concentration in the substrate. All energies are referenced to the Fermi

level. In (b) we used V 2
sp = 3.4 eV2. Reprinted with permission from the

Supplementary material of Ref. 149. c©(2015) AIP Publishing LLC. . . . . 111



5.9 (a) the barrier for O2 dissociation for the P1 and P2 geometries of the Au(P)

cluster (repeated), and (b) εsp − εd, both as a function of doping concen-

tration. We believe that the result in (b) is the key to understanding the

monotonic lowering of barriers on the Au clusters caused due to substrate

doping. Reprinted (adapted) with permission from Ref. 149. c©(2015) AIP

Publishing LLC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 Structures of all the real and hypothetical Au systems considered in Sec-

tion 6.3.1. (a)–(h) are extended systems: (a)–(d) 3D extended systems

(conventional cubic unit cells of the periodic lattices are shown), (e)–(g)

2D sheets and (h) 1D linear chain. (i)–(k) are the Au(111), Au(100) and

Au(110) surfaces respectively; the atoms in the first, second and third layer

from the surface are colored yellow, orange and brown respectively. (l)–(q)

are the gas phase Au clusters: (l) Au20(P), (m) Au20(T), (n) Au8, (o) Au6,

(p) Au3 and (q) Au2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.2 The nearest neighbor distances obtained from our calculations for Au in

different extended periodic lattices are plotted as a function of the nominal

coordination number (number of nearest neighbors). As coordination num-

ber decreases, Au-Au bond distances also decreases. See the text for the

meanings of the abbreviations used next to the symbols. . . . . . . . . . . . 123

6.3 Changes in the electronic structure of Au atoms when the coordination is

reduced: (a) d-bandwidth, (b) sp-bandwidth, (c) d-band filling, (d) sp-band

filling, (e) d-band center, εd, and (f) sp-band center εsp all as a function of

the effective coordination number of Au atoms in the system. The points

corresponding to the extended systems, surfaces and nanoclusters are shown

in green circles, blue diamonds and red triangles respectively. The positions

of εd and εsp plotted are with respect to the Fermi level of the systems. . . 125

6.4 Cartoon model showing the densities of states (DOS) of two bands with

(a) more than half-filling and (b) less than half-filling. For both cases

bandwidth decreases with the decrease in the coordination number and to

keep filling constant, (a) the band with more than half-filling moves up in

energy, while (b) the band with less than half-filling moves down in energy.

Panel (a) is relevant to Au d-states and panel (b) is relevant to Au sp-states.127

6.5 εsp−εd, the difference in energies of the sp- and d-states of Au as a function

of effective coordination number (ECN). As ECN decreases, εsp − εd also

decreases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129



6.6 The optimized geometry obtained for the Au20 tetrahedral cluster in the

gas phase. It is a highly symmetric cluster, and has three inequivalent Au

sites: it has four Au atoms in the face site, 12 Au atoms in the edge site

and four Au atoms in the apex site. The atoms in the face, edge and apex

sites are represented by the brown, orange and yellow spheres respectively. . 130

6.7 Changes in the electronic structure when the effective coordination number

(ECN) of Au atoms in the Au20(T) cluster is reduced: (a) d-bandwidth, (b)

sp-bandwidth, (c) d-band filling, (d) sp-band filling, (e) d-band center, εd,

and (f) sp-band center εsp, all as a function of the ECN. On moving from

the face site to the edge site to the apex site, we are reducing ECN. Note

that εd and εsp are referenced to the Fermi level. . . . . . . . . . . . . . . . 130

6.8 Looking for descriptors for binding on Au20(T): (a)EO2
b , the adsorption

energy of O2 at different sites on the Au(T) cluster. Highest binding is

observed at the apex site. (b) EO2
b is plotted against the d-band center, εd,

of the Au atom to which the O2 is binding; εd moves down in energy as we

move from the face site to the apex site on the cluster which is opposite to

what is expected if the d-band model were to explain these results. (c) EO2
b

is plotted against the descriptor εsp− εd of the Au atom to which the O2 is

binding; EO2
b increases as εsp − εd moves down in energy, as expected. . . . 131

6.9 Changes in the electronic structure of Au20(T), Au8 and Au3 clusters upon

charging: (a) d-bandwidth, (b) sp-bandwidth, (c) d-band filling, (d) sp-

band filling, (e) d-band center, εd, (f) sp-band center, εsp and (g) εsp − εd,
all averaged over the atoms in the cluster plotted as a function of the charge

state of the cluster. The black filled circles, red hollow squares and green

hollow triangles represent Au20(T), Au8 and Au3 respectively. . . . . . . . . 133

7.1 Low energy geometries obtained from classical potentials for elemental (a),

(b), (c) Cu4, (d), (e), (f) Cu12, and (g), (h) and (i) Cu20 clusters. For n

= 4, the structures were obtained by relaxation using the BFGS algorithm,

while all the other structures were generated using simulated annealing.

The geometries in (a), (d) and (g) are the lowest energy structures obtained

for Cu4, Cu12 and Cu20 respectively. The relative energy of a cluster with

respect to the lowest energy structure for that n is noted below each cluster. 146

7.2 Structures for Cu4Ox, x = 1 – 8, generated using classical potentials: (a),

(b) x = 1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5,

(k), (l) x = 6, (m) x = 7, (n) and (o) x = 8. EO
b , the binding energy of

oxygen, calculated for each cluster, is noted below its figure. The blue and

red spheres represent Cu and O atoms respectively. . . . . . . . . . . . . . . 147



7.3 Structures for Cu12Ox, x = 1 – 12, generated using classical potentials: (a),

(b) x = 1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5,

(k), (l) x = 6, (m), (n) x = 7, (o), (p) x = 8, (q), (r) x = 9, (s), (t) x

= 10, (u), (v) x = 11, (w) and (x) x = 12. EO
b , the binding energy for

oxygen, calculated for each cluster, is noted below its figure. The blue and

red spheres represent Cu and O atoms respectively. . . . . . . . . . . . . . . 147

7.4 Structures for Cu20Ox, x = 1 – 12, generated using classical potentials: (a),

(b) x = 1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5, (k), (l)

x = 6, (m), (n) x = 7, (o), (p) x = 8, (q), (r) x = 9, (s), (t) x = 10, (u), (v)

x = 11, (w), (x) x = 12, (y), (z) x = 13, (a1), (b1) x = 14, (c1), (d1) x =

15, (e1), (f1) x = 16, (g1), (h1) x = 17, (i1), (j1) x = 18, (k1), (l1) x = 19,

(m1) and (n1) x = 20. EO
b , the binding energy for oxygen, calculated for

each cluster, is noted below its figure. The blue and red spheres represent

Cu and O atoms respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.5 The lowest energy geometries obtained from DFT for (a) – (i) Cu4Ox, (j) –

(q) Cu12Ox and (r) – (x) Cu20Ox. The first and second rows: Cu4Ox, with

x = 0 – 8; the third and fourth rows: Cu12Ox, with x = 0, 1, 3, 4, 6, 8, 9

and 12; the fifth and sixth rows: Cu20Ox, with x = 0, 1, 2, 10, 12, 15, 20.

The blue and red spheres represent the Cu and O atoms respectively. . . . 150

7.6 Obtaining phase diagrams by looking for the phase with lowest Gibbs free

energy, by applying atomistic thermodynamics to DFT results. The first

row of figures [(a), (e), (i)] corresponds to the bulk, the second row [(b),

(f), (j)] to n = 4, the third row [(c), (g), (k)] to n = 12, and the fourth row

[(d), (h), (l)] to n = 20. Panels (a), (b), (c), and (d) are relevant to the

oxidation process of Eq. (7.1) and show plots of ∆G, the change in Gibbs

free energy, as a function of ∆µO, the change in the chemical potential of

oxygen. Each colored line corresponds to a different structural phase (see

legend on the extreme right), and the vertical dashed lines indicate phase

transitions. All the remaining panels are relevant to clusters in a H2 + H2O

environment, see Eq. (7.2). In panels (e), (f), (g) and (h), we plot ∆G as

a function of ∆µH2 as well as ∆µH2O, the chemical potentials of hydrogen

and water respectively. The panels (i), (j), (k) and (l) show the most stable

phase for each (∆µH2 , ∆µH2O); i.e., they are projections of the results in

the second column onto the (∆µH2 , ∆µH2O) plane. . . . . . . . . . . . . . 152

7.7 Phase stability under oxidizing conditions. We show temperature – partial

pressure of O2 phase diagrams for (a) bulk, (b) n = 4, (c) n = 12, and (d)

n = 20. Oxidation takes place as p(O2) increases and/or T decreases. The

dashed line corresponds to p(O2) = 10−12 atm. . . . . . . . . . . . . . . . . 156



7.8 The transition temperatures for the transitions observed in the oxidizing

environment at p(O2) = 10−12 atm, for the bulk, and for clusters with n =

4, 12 and 20. Note that oxidation takes place as temperature T decreases. 156

7.9 Phase stability in the presence of H2 + H2O. In (a) – (d), we show phase

diagrams as a function of temperature T and p(H2)/p(H2O), the ratio of

partial pressures of hydrogen to water, for (a) bulk, (b) n = 4, (c) n = 12,

and (d) n = 20. The black solid, dashed and dotted lines correspond to

p(H2)/p(H2O) = 100, 0.67 and 10−10 respectively. . . . . . . . . . . . . . . 158

7.10 The transition temperatures at two values of p(H2)/p(H2O): (a) 100 and

(b) 0.67 are plotted as a function of n, the number of Cu atoms in the

cluster. Reduction occurs as temperature increases. The bulk and n = 4

clusters are already in their elemental state at T = 0, while for the n = 12

and n = 20 clusters we observe the transition from CunOn/2 → Cun. n =

12 clusters reduce at a higher temperature as compared to n = 20 clusters. 159

7.11 The transition temperatures for the transitions observed in water-rich con-

ditions when p(H2)/p(H2O) = 10−10, for the bulk and for clusters with n

= 4, 12 and 20. Note that reduction occurs as temperature decreases. . . . 160

8.1 (a) The hydroxylated amorphous alumina slab generated by our MD simu-

lations and used as the substrate for cluster deposition. The Al, O and H

atoms are represented by grey, light green and black spheres respectively.

(b) The pair correlation functions of different pairs of atoms and the total

pair correlation function of all pairs of atoms in the constructed amorphous

Al2O3 slab are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

8.2 The lowest energy structures obtained for all the elemental and oxide clus-

ters (on the hydroxylated amorphous alumina support), as obtained from

our DFT calculations. The first row: Cu4Ox clusters, with x = 0, 2, 4, 8;

the second and third rows: Cu12Ox clusters, with x = 0, 1, 2, 3, 6, 9, 12;

and fourth and fifth rows: Cu20Ox clusters, with x = 0, 1, 2, 10, 12, 15,

20. The grey, black and light green spheres represent Al, H and O atoms

respectively in the support, and the blue and red spheres represent the Cu

and O atoms respectively in the cluster. . . . . . . . . . . . . . . . . . . . . 172



8.3 Obtaining phase diagrams by looking for the phase with lowest Gibbs free

energy, using atomistic thermodynamics. The first row of figures [(a), (e),

(i)] corresponds to the bulk, the second row [(b), (f), (j)] to n = 4, the

third row [(c), (g), (k)] to n = 12, and the fourth row [(d), (h), (l)] to n

= 20. Panels (a), (b), (c), and (d) are relevant to the oxidation process

of Eq. (8.1) and show plots of ∆G, the change in Gibbs free energy, as

a function of ∆µO, the change in the chemical potential of oxygen. Each

colored line corresponds to a different structural phase (see legend on the

extreme right), and the vertical dashed lines indicate phase transitions. All

the remaining panels are relevant to the reduction process of Eq. (8.2). In

panels (e), (f), (g) and (h), we plot ∆G as a function of ∆µH2 as well as

∆µH2O, the chemical potentials of hydrogen and water respectively. The

panels (i), (j), (k) and (l) show the most stable phase for each (∆µH2 , ∆µH2O).173

8.4 Size-dependent energetics. (a) EO
b , binding energy per O atom vs. n, the

number of Cu atoms in the cluster, and (b) the thermal desorption tem-

perature Td vs. n. See the text for the definition of these quantities. The

dashed blue and red lines correspond to the values for bulk CuO and Cu2O

respectively. Note that the thermal stability increases with decreasing size,

and the oxide clusters are more thermally stable than the corresponding

bulk oxides. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

8.5 Theoretical results for phase stability under oxidizing conditions. We show

pressure-temperature phase diagrams for (a) bulk, (b) n = 4, (c) n = 12,

and (d) n = 20. p(O2) is the partial pressure of oxygen. The black dashed

and solid lines correspond to p(O2) = 0.06 atm and 10−12 atm respectively.

In all panels, green, red and blue phases correspond to Cun, CunOn/2 and

CunOn phases respectively. The inset in (c) shows the intermediate phase

Cu12O9 in magenta. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.6 In (a) and (b), we show our results for the transition temperatures at two

values of p(O2), viz., 0.06 atm and 10−12 atm respectively, both as a func-

tion of n, the number of Cu atoms in the cluster. The red lines and symbols

indicate the Cun → CunOn/2 transition, while blue lines and symbols indi-

cate the CunOn/2 → CunOn transition. The magenta and orange symbols

indicate the intermediate Cu12O6 → Cu12O9 and Cu12O9 → Cu12O12 tran-

sitions respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

8.7 The stable phases observed at p(O2) = 10−12 atm as a function of tempera-

ture for (a) the bulk, (b) the hydroxylated alumina-supported clusters and

(c) the gas phase clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178



8.8 Theoretical results for phase stability under reducing conditions. In (a)–

(d), we show the phase diagrams as a function of temperature, T , and the

ratio of hydrogen to water, p(H2)/p(H2O), for (a) bulk, (b) n = 4, (c) n

= 12, and (d) n = 20 . p(H2), and p(H2O) are the partial pressures of

hydrogen and water respectively. The black solid, dashed and dotted lines

correspond to p(H2)/p(H2O) = 100, 0.67 and 10−10 respectively. In all

panels, the green, red and blue phases correspond to the Cun, CunOn/2
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Chapter 1

Introduction

1.1 Nanomaterials as Catalysts

Catalysts are vital to our existence. Without them, most products that we use like

medicines, polymers, perfumes, fabrics, lubricants, etc. would not be available to us.

Catalysts are materials that make a chemical reaction more favorable to proceed by pro-

viding an alternative pathway with a lower activation barrier. Any advances in producing

new or improved catalysts represent significant progress, both intellectually and econom-

ically. A few of the desired properties in an improved catalyst are a longer lifetime, being

cheaper, and/or being more effective (by lowering the activation barriers further) than ex-

isting catalysts. When making any improvement in these catalysts, one should also keep

in mind environmental demands, and always try to replace a polluting chemical reaction

with an environmentally friendly alternative.

If one wishes to gain the best possible understanding, and rationally design better

catalysts, computational studies play as important a role as experiments do. The field of

computational catalysis really took off only in the 1990s,1 mainly due to the advent of

more powerful computers, which could be used to carry out calculations based on improved

computational methods like density functional theory2 and quantum mechanics/molecular

mechanics.3 Nowadays, it is possible to describe catalytic reactions at surfaces in great

1
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detail, and with enough accuracy to favorably compare results from computational ap-

proaches to catalysis, with experiments. Experiments on catalysis can be very complex,

and computational studies can help to break down this complexity, so that one can study

separately the effect of several individual parameters on the reactivity and the performance

of a catalyst. Computational studies focus on the mechanistic understanding of catalytic

processes, and can provide suggestions as to which parameter(s) can be tuned, and how,

for enhancing the desired property of the catalyst.

Using the vast data from computational calculations, one can also put forth models

that can explain trends in the reactivity of several catalysts; one such example is the

d-band model suggested by Hammer and Nørskov.4,5 This model suggests that one can

predict the reactivity of a transition metal just by looking at its d-band density of states,

extracting a single parameter called the d-band center, which is the weighted average of

the d-band density of states. This parameter can be used to screen for possible catalysts

with increased activity and improved selectivity.6

With the advent of nanoscience, it is now possible to use nanoparticles as catalysts.

Several elements and materials like aluminium, iron, titanium dioxide, silica and clay have

been used as catalysts in the form of ultrafine particles for many years, however the expla-

nation for the tremendous increase in reactivity when the catalyst size was reduced, was

not fully understood. Initially, it was thought that the increase in reactivity arises due to

the increase in the proportion of surface species that are catalytically active and also due

to the increase in the number of surface defects. With the development of nanoscience, and

the accompanying better understanding of phenomena at the nanoscale, we are now aware

that in addition to the increase in surface area and heterogeneity of atomic structure,

catalytic nanoparticles also exhibit quantum size effects in their electronic structure. As

the dimensionality reduces on going from the bulk extended systems to two dimensional

sheets, to one dimensional wires and to zero dimensional clusters, we also see a decrease

in the coordination number of the atoms in the system. This is another important rea-

son for the dramatic increase in the reactivity of materials upon going from the bulk to

nanosystems. Another advantage of using nanoparticles as catalysts is that the reduction
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in size allows us to use less quantity of the catalyst material, and considering especially

that many important catalysts used today are precious metals, this can be a significant

factor. Catalytic nanoclusters and their properties form the theme of this thesis.

Nanoclusters are frequently placed on an oxide support when used in applications.

These supports can improve properties like distribution, stability and also the reactivity

of these nanoclusters. The support can improve the reactivity of clusters in three ways:

(1) by modifying the charge state of the cluster,7–11 (2) by modifying the shape of the

cluster,10,11 and also (3) by the appearance of new catalytically active sites at the cluster-

support interface.7,8 The systems that we have looked at in this thesis include (a) Pt

clusters on MgO, (b) Au clusters on MgO (and CaO), and (c) Cu clusters on hydroxylated

amorphous Al2O3. Pt and Cu are already good catalysts in their extended forms, but in

Au (which is inert in extended forms) we see a particularly dramatic increase in the

reactivity when we go from the extended forms to the nano size. All three elements

have been shown to be very good catalysts for several reactions. For example, Pt is an

important catalyst in catalytic converters used in automobile exhausts, it is also a good

catalyst for the decomposition of hydrogen peroxide into water and oxygen,12 and the

oxidative dehydrogenation of propane.13 Nanoparticles of Au have been found to show

a high catalytic activity towards the oxidation of CO,14 the oxidation of ethanol,15 and

the oxidation of glucose,16 among many other reactions. Cu is used as a catalyst in, for

example, the low-temperature water-gas shift reaction,17 the synthesis of methanol from

aldehyde18 and the oxidative steam reforming of methanol to produce hydrogen.19

In all the investigations described in this thesis, the main computational method we

have used is density functional theory (DFT).2,20 Using DFT, we calculate the total energy

of the system, which is used to determine the stability of different phases, and calculate

quantities like the formation energy and the adsorption energy. To estimate the minimum

energy pathway of a reaction, we have used two techniques: the nudged elastic band

method,21,22 and constrained minimization. To generate initial guesses for the geometries

of Cu clusters (both freestanding and on amorphous hydroxylated alumina), we have

employed the method of simulated annealing23 using classical potentials, these initial
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geometries were then refined further using quantum mechanical density functional theory

calculations. In one of the sections of this thesis, we have also used the method of ab initio

atomistic thermodynamics,24,25 which combines DFT and thermodynamics, and allows us

to extend our zero temperature calculation results to relevant temperatures and pressures.

All computational techniques and theoretical formalisms are described in Chapter 2 of

this thesis.

1.2 Controlling the Reactivity of Nanocatalysts

We have explored three important themes in this thesis, all of which are of great importance

in determining the performance of a nanocatalyst. First we consider the cluster size:

nanoclusters that are placed on an oxide support tend to diffuse on the support, and then

coalesce to form larger sized particles. This is driven by thermodynamics, since the bulk

is always lower in energy than clusters, and, in general, larger sized clusters are always

lower in energy than smaller clusters. This process is called sintering, and we study this

in Section A of this thesis. If (as generally happens) the reactivity is reduced at larger

sizes, then sintering reduces the catalytic performance, and hence is undesirable. Next, it

is known that the reactivity of a nanocluster is highly sensitive to its shape and charge

state, and it is desirable to find an easy and practical way to control these properties. We

address this issue in Section B of this thesis. Finally, in addition to the shape and charge

of a cluster, the oxidation state of the atoms in the cluster is also crucial in determining

the reactivity of the cluster. It is well known that for several reactions the performance of

a metal nanocatalyst is degraded by oxidation, and it is also believed that usually, smaller

clusters have a higher tendency to oxidize. Therefore, it is important to know what is

the optimum size of the catalyst one should use for a given set of reaction conditions that

would be stable against oxidation. However, we should point out that, on the other hand,

there are also certain reactions where some degree of oxidation is considered desirable for

optimal catalytic performance. These questions are addressed in Section C of this thesis.
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1.2.1 A: Diffusion and Sintering of Nanoclusters on a Support

Sintering is a process in which two smaller clusters combine to form a larger cluster on the

support. This is one of the ways that can lead to the degradation of catalytic nanoclusters.

We would like all clusters on the support to be of a desired monodisperse size that it is

optimal for catalytic activity, and therefore do not wish for the clusters to coalesce or sinter

to form larger size particles. In order to study sintering, one needs to identify diffusion

mechanisms, nucleation energetics and the role of defects such as surface O vacancies

(F-centers) in the growth processes of nanoclusters on substrates.

In Chapter 3, we study the adsorption and diffusion mechanisms of small Ptn clusters

(n = 1–4) on the defect-free MgO(100) surface. We also look at the adsorption of Ptn

clusters on the MgO(100) surface with oxygen vacancy sites called F-centers. Finally, we

look at the possible processes for the growth of Ptn clusters on the defect-free surface

and at the F-center sites. We also compare all the results that we obtain for Pt, with

corresponding results obtained by earlier authors for Pd clusters on MgO(100)26,27 and

for Ag and Au clusters on MgO(100).28

1.2.2 B: Controlling the Morphology, Charge State and Reactivity of

Nanoclusters

In this section, we try to find ways to improve the reactivity of Au clusters, as well as gain

a better understanding of the underlying processes, and come up with a new descriptor

for reactivity. It is known that changing the size,29 the shape30,31 or the charge state32

of an Au cluster can affect its reactivity significantly. We propose an alternative method,

which is simple and yet lends itself easily to applications, to control the shape and the

charge state of an Au cluster.

As a model system, we first choose to study the Au20 cluster; this is a robust and

highly stable cluster with a high catalytic activity towards CO oxidation.33,34 It has two

stable isomers: one with a three-dimensional tetrahedral geometry (T) and another with

a two-dimensional planar geometry (P). It is known both experimentally and theoretically

that Au20 prefers the tetrahedral geometry in the gas phase as well as when supported on
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oxide supports like MgO. However, due to the reduced coordination, and a higher number

of perimeter Au – substrate interface sites, one may speculate that the (P) cluster may be

a better catalyst.31 Previous authors have suggested methods to flip the order of stability

of the Au20 isomers, so as to favor the planar cluster: (i) by placing the Au20 cluster on

an ultrathin film of MgO supported on Mo,10,11,31,35 and (ii) by placing the system of

Au20 over the metal supported MgO thin film in a high electric field of the order of 1

V/nm.36 These methods, though successful, may not be easily transferable to large-scale

applications. We therefore propose, in this thesis, a third method to stabilize the planar

geometry, viz., doping the substrate with an electron donor impurity. We demonstrate

the success of this method on the system of Au20 on Al-doped MgO.37 Our idea of cluster

morphology tuned by substrate doping has subsequently been experimentally verified for

the growth of Au clusters on Mo-doped CaO,38 where the authors found that the Au

clusters prefer a 3D growth on pristine CaO, while forming planar one-atomic-layer thick

clusters on Mo-doped CaO. Motivated by these experimental results, we have gone on to

carry out calculations on Au20 clusters supported on CaO. We again find, in agreement

with the experiments, that the Au20 clusters prefer the 3D (T) geometry on pristine CaO,

but prefer to wet the surface to form the (P) cluster on Mo-doped CaO. Finally, in this

chapter, we also investigate the effect of substrate doping on small Aun clusters; n = 1–3.

The truly interesting question of course, is whether these changes in cluster morphology

also affect catalytic performance. Therefore, in Chapter 5, we investigate how substrate

doping affects the reactivity of the supported Au clusters. To do this, we have chosen as

a simple model reaction, the dissociation of an O2 molecule adsorbed on the Au cluster.

We find that due to substrate doping, the dissociation barrier is more than halved, which

corresponds to an increase in the reaction rates at room temperature of five orders of

magnitude. We also find that the barrier for O2 dissociation decreases monotonically as

we increase the doping concentration in the substrate.

To explain the observed trend in reactivity, we look into the d-band model, which

was proposed by Hammer and Norskov,4,5 to explain the trends in reactivity of transition

metals. This model assumes that the sp-bands are static and the reactivity of metals
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can be predicted by just one parameter, the d-band center. Briefly summarized, the d-

band model states that the higher in energy the d-band center is, the better is the catalyst.

However, on analyzing our results on the shift in the d-band center as a function of doping,

we see that the d-band center moves in the direction opposite to what is expected, if it

were to explain the observed trend in reactivity. We also find that in addition to the d-

states, the s- and p-states of Au are greatly affected by substrate doping, and are far from

static. We make use of these results to propose a new descriptor to explain the reactivity

of Au clusters deposited on a doped substrate.

In Chapter 6, we investigate the role of s and p electrons in Au reactivity. The d-

band model has previously been used to explain why bulk Au is the most noble of all

metals39 and also explain the origin of the catalytic activity in nano Au.30 The d-band

model assumes that the sp-bands are static and play no role in the reactivity of transition

metals. However, we have seen that this is not true in the case of Au supported on doped

substrates. In this chapter we check whether the sp-states are static or mobile when we

change the coordination of Au atoms by reducing dimensionality (going from extended

systems to surfaces to nanoclusters) or by going from a face site to an edge site to an apex

site on an Au20(T) cluster. We also look at what happens to the s- and p-states when

Au clusters are negatively charged. In all situations considered, we find that the sp-states

shift significantly, and interestingly, shift more than the d-states. From these results, we

conclude that the s- and p-states may play a vital role in Au catalysis.

1.2.3 C: Controlling the Oxidation State of Atoms in a Nanocluster

In this section, we study the oxidation and reduction of gas phase and supported Cu

clusters as a function of temperature and pressure. For certain reactions like the steam

reforming reaction, the Cu based catalyst is required to be in an oxide state,40 while for

other reactions like the synthesis of methanol, the catalyst is required to be in the elemental

state.18 So it is clear that depending on the reaction, the oxidation of the catalyst can either

promote or degrade the activity of the catalyst. The tendency of nanoclusters towards

oxidation is size-dependent, and so it is important to know what size of the cluster is
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best to use for a given set of reaction conditions. To determine this, we need to know

at what temperature and pressure nanoparticles oxidize, and the size-dependence of this

phenomenon. In Chapters 7 and 8, we study gas phase and supported CunOx clusters

respectively. In both cases, we study three different sizes, n = 4, 12 and 20, and their

phase transitions in two different environmental conditions: (a) in the presence of O2, and

(b) in the presence of H2 and H2O.

In addition to generating the phase diagrams for the clusters in the gas phase and

when supported on hydroxylated amorphous alumina, we also compare our results on the

supported clusters with experimental results on the same systems in the two different

environments. We propose a novel technique by which one can compare theory and X-

ray absorption near edge spectroscopy (XANES) experiments on nanoclusters based on

XANES spectra of known compounds. On carrying out such a comparison, we obtain

extremely satisfying agreement between theory and experiment.

The main conclusions from each chapter, and a brief outlook for future prospects, are

summarized in Chapter 9 of this thesis.



Chapter 2

Computational Techniques and

Theoretical Formalism

2.1 Density Functional Theory

Density Functional Theory (DFT) is one of the most successful quantum mechanical ap-

proaches to compute the electronic structure of matter. It is very accurate and it can be

applied to a wide range of materials, from atoms, molecules and nanosystems to solids and

surfaces. One of the highlights of this theory is that it is completely ab initio, i.e., it takes

only the atomic numbers and the atomic masses of the atoms in the material as inputs

for the computation, and uses no empirical data from experiments. Using this theory, the

ground state properties of a many-body system can be determined by using functionals.

Functionals are functions of another function: in this case the energy of the system is

written in terms of the spatially dependent electron density. The use of functionals of the

electron density hence explains the name “Density Functional Theory”. In this section,

we give a brief overview of some of the relevant formalism.

9
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2.1.1 The Many-Body Problem

The Hamiltonian for a many-body interacting system of nuclei and electrons is given by:41

Ĥ = −
∑

I

~2

2MI
∇2
I −

~2

2me

∑

i

∇2
i +

1

2

∑

I 6=J

ZIZJe
2

|RI −RJ |
−
∑

i,I

ZIe
2

|ri −RI |
+

1

2

∑

i 6=j

e2

|ri − rj |
,

(2.1)

where the nuclear positions, nuclear masses and the atomic numbers of the atoms in the

system are given by RI , MI and ZI respectively, and the indices I, J run over all the

nuclei in the system; while the electronic positions, electronic mass and charge are given

by ri, me and e respectively, with indices i, j that run over all the electrons in the system,

and ~ is Planck’s constant. The first two terms on the right-hand side (RHS) of the

equation are respectively, the nuclear and electronic kinetic energy contributions to the

Hamiltonian. The subsequent terms take into account the Coulombic interactions between

pairs of nuclei, between pairs consisting of a nucleus and an electron, and between pairs

of electrons, respectively.

2.1.2 Born-Oppenheimer Adiabatic Approximation

As the electrons are much lighter in mass than the nuclei, they tend to move much faster

as compared to the sluggish motion of nuclei. The time scales related to the electronic

motion are much smaller than the time scales related to nuclear motion, due to which

it is assumed that the nuclei are effectively motionless over electronic time scales and

when the nuclei move, they only see a smeared out potential from the speedy electrons.

The Born-Oppenheimer approximation42 thus makes it possible to treat the electrons in

the system using a time-independent Schrödinger equation for electrons in a stationary

external (nuclear) potential.

Applying this approximation to Eq. (2.1), the first term on the RHS becomes very small

and can be treated as a perturbation. The wavefunctions and energies of the electrons can

be described in such a way that they have only a parametric dependence on the nuclear

postions R. The wavefunction of the total system, Ψ(R, r) can be written as:
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Ψ(R, r) =
∑

s

χs(R)ψs(R, r) (2.2)

where {ψs(R, r)} is a complete set of electronic eigenstates for each R, and χs(R) are

the nuclear wavefunctions.43 Note that the position vectors r and R denote the set of

all position vectors {ri} and {RI} of the electrons and the nuclei respectively. Now, the

many-body equation in Eq. (2.1) can be re-written as a set of two coupled differential

equations.43


− ~2

2me

∑

i

∇2
i +

1

2

∑

I 6=J

ZIZJe
2

|RI −RJ |
−
∑

i,I

ZIe
2

|ri −RI |
+

1

2

∑

i 6=j

e2

|ri − rj |


ψs(R, r) = Es(R)ψs(R, r),

(2.3)[
−
∑

I

~2

2MI
∇2
I + Es(R)

]
χs(R) = εχs(R). (2.4)

Es(R) is the solution of Eq. (2.3), and is the smeared out potential seen by the nuclei due

to the speedy electrons. Es(R) is called the Born-Oppenheimer potential energy surface,

and when it is known, Eq. (2.4) becomes easily solvable. The solution to Eq. (2.3),

however, is not straightforward within the quantum mechanical framework and requires

further approximations to deal with the Coulomb two-body terms and the exchange and

correlation interactions.

2.1.3 Density Functional Theory

Density Functional theory was a landmark development in the field of computational

science that enabled electronic structure theory to be applied to real problems, and led

to the Nobel Prize in Chemistry being awarded to Walter Kohn in 1998. It describes

a complete reformulation of the Schrödinger equation, one in which the many-body N -

electron wavefunction is replaced by the electronic density as the basic variable. This,

of course, makes the calculation much simpler as it implies that the electronic density

(which depends only on position, which is a three-variable quantity) can give us all the

information contained in the wavefunction (which is a 3N -variable quantity).
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The electronic density, n(r), is determined from the many-electron wavefunction using

the electronic density operator, n̂(r), as given below:41

n(r) =
〈ψ |n̂(r)|ψ〉
〈ψ|ψ〉 ; n̂(r) =

N∑

i=1

δ(r− ri). (2.5)

DFT further simplifies the problem by replacing the many-body interacting electron

system with a single-electron non-interacting system and including a term that incorpo-

rates all the many-body effects in the system through a term that describes the exchange

and correlation between the electrons.

2.1.3.1 Hohenberg-Kohn Theorems

The basic framework of DFT is based on two theorems introduced by Hohenberg and

Kohn.2 The theorems are as stated below.

Theorem I: For any system of interacting particles in an external potential Vext(r), the

potential Vext(r) is determined uniquely, up to an additive constant, by the ground state

particle density n0(r).41

This theorem suggests that the external potential in a system can be uniquely determined

from its ground state electronic density. Using this external potential, the Schrödinger

equation can be solved to determine the many-body wavefunction; and from the wave-

function, the observable electronic density can be determined. This allows a self-consistent

procedure to be utilized to determine the true ground state density and the true ground

state wavefunction of the system.

Theorem II: A universal functional for the energy E[n] in terms of n(r) can be defined,

valid for any external potential Vext(r). For any particular Vext(r), the exact ground state

energy of the system is the global minimum value of this functional, and the density n(r)

that minimizes the functional is the exact ground state density n0(r).41

The ground state expectation value of any observable can be written as a functional of

n0(r) of the system; energy being the most important observable that is calculated. This
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second theorem suggests that the energy that corresponds to the true ground state elec-

tronic density will always be lower than the energy corresponding to any other density.

The electronic Hamiltonian, He, of the system is given by:41

He = − ~2

2me

∑

i

∇2
i +

1

2

∑

i 6=j

e2

|ri − rj |
+
∑

i

Vext(ri); (2.6)

the ground state energy of the system, E0, written as functionals of n0(r), is given by:

E0[n0] ≡ 〈Ψ0[n0] | He | Ψ0[n0]〉 = Te[n0] + Ee−e[n0] +

∫
Vext(r)n0(r)dr, (2.7)

where Te[n0] and Ee−e[n0] are respectively, the kinetic energy and the energy due to

interactions between the electrons in the system. The total energy in the ground state is

rewritten as:

E0[n0] = F [n0] +

∫
Vext(r)n0(r)dr, (2.8)

where F [n0] is a universal functional of the density that is the same for all electronic

systems. It is system-independent and depends only on the electronic density of the

system. The second term on the RHS of Eq. 2.8 is also a functional of the density,

and it is system-dependent as it contains the information regarding the electron-nuclei

interactions in the system, and/or any other external potential.

DFT in principle is exact, but problems arise because the true functional form of F [n0]

is unknown. It is due to this inadequacy in our knowledge that approximations need to

be used, making DFT approximate in its application. To deal with the functional F [n0],

an ansatz was proposed by Kohn and Sham20; this representation made it possible for the

widespread and successful application of DFT to real problems.

2.1.3.2 Kohn-Sham Representation

The Kohn-Sham (K-S) representation20 allows for the mapping of a N -electron interacting

problem onto a problem comprised of N non-interacting single-electrons, with the same
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electronic density. These N electrons are assumed to occupy a set of orbital states called

the Kohn-Sham states, such that each state can contain two electrons, following Pauli’s

exclusion principle. These fictitious states, ψs(r), are related to the true ground state

electronic density by:

n0(r) = 2

N/2∑

s=1

|ψs(r)|2, (2.9)

where s is an index that runs over all the occupied Kohn-Sham states,41 and the factor of

2 arises from spins.

The approximation used for the universal functional F [n] can be summarized in this

equation:

F [n] = T0[n] + EH [n] + Exc[n]. (2.10)

Each term in the above equation is described below:

1. Here, T0[n] is the kinetic energy of the fictitious non-interacting electrons. This com-

prises a majority of the kinetic energy of the many-electron system and is calculated

using the equation:44

T0[n] = −2
~2

2me

N/2∑

s=1

∫
ψ∗s(r)∇2ψs(r)dr. (2.11)

2. EH [n] is the Hartree term that separates out the electron-electron Coulombic inter-

action from any residual energy contribution due to the exchange asymmetry and

correlations. The Hartree energy, EH , is given by,44

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′| drdr
′. (2.12)

3. Exc[n] is the exchange-correlation energy that accounts for the kinetic energy dif-

ference between the many-electron interacting system and the N single-electrons
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non-interacting system; and also the residual energy contributions due to the ex-

change asymmetry and correlations. It is given by the equation:

Exc[n] = F [n]− (T0[n] + EH [n]) . (2.13)

The functional forms of T0[n] and EH [n] are known, and they can be easily calculated.

The functional forms for the rest of the energy contributions, however, are not known, and

are heaped into the third term, Exc[n]. There are different working approximations for

this term with varying levels of accuracy and varying computational costs: some of them

are described in the next section.

On applying the Kohn-Sham representation of the universal function F [n], Eq. (2.8)

can be written as:

E0[n0] = T0[n0] + EH [n0] + Exc[n0] +

∫
Vext(r)n0(r)dr, (2.14)

= T0[n0] +

∫
VKS(r)n0(r)dr, (2.15)

where VKS is assumed to be the effective potential experienced by the fictitious non-

interacting electrons.

Alternatively, the Kohn-Sham equations can be written as:44

{
− ~2

2me
∇2 + VKS(r)

}
ψs(r) = Eαψs(r), (2.16)

and

VKS(r) = VH(r) + Vxc(r) + Vext(r). (2.17)

The three equations, Eqs. (2.9), (2.16) and (2.17) can be used self-consistently to de-

termine the true ground state electronic density and wavefunction of a system; a flowchart

describing this procedure is shown in Fig. 2.1. If one could start with a good guess for

the electronic density, ninp, the K-S potential could be calculated from Eq. (2.17); using

the K-S potential, Eq. (2.16) could be solved to determine the K-S states, ψs(r); and to

complete the loop, the electronic density, nout can be extracted as an observable of the K-S
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Start with an initial guess for density ninp(r)

Calculate the potential

VKS(r) = VH(r) + Vxc(r) + Vext(r).

Solve the KS Equation:
{

− h̄2

2me
∇2 + VKS(r)

}
ψα(r) = Eαψα(r)

Calculate output density: nout(r) = 2
∑N/2

α |ψα(r)|2

Is nout − ninp <

tolerance value?

Self-consistency achieved:

compute total energy, forces, etc.

Yes

No

n
in
p
=
f
[n

in
p
,n

o
u
t ]

Figure 2.1: Flow chart representing the self-consistency loop used to iteratively solve the Kohn-
Sham equations

states. The output density obtained can be combined with the input density using a mix-

ing scheme to give us a new input density for the next iteration of the self-consistent loop.

This procedure is continued until the difference between the input and output densities

is lower than a pre-defined tolerance value. Various mixing schemes exist that help speed

up convergence, the most common one being the modified Broyden’s mixing method.45,46

On achieving convergence in the self-consistent loop, the electronic ground state energy

can be calculated. To this energy, the Coulomb interaction energy between the nuclei which

was dropped earlier is added, to give the total ground state energy.41
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2.1.3.3 Exchange-Correlation Functionals

The exchange-correlation functional is the term in the K-S equations that accounts for all

the many-body effects in the system. In addition to the Coulombic interactions between

the electrons, there are interactions that arise due to the spin of the electrons, called the

exchange interactions. The correlation energy on the other hand, is defined as the differ-

ence in energy between the exact energy and the sum of the kinetic, Hartree and exchange

energies of the system. The functional form of the exchange-correlation interaction is not

known, and approximations are used to treat these terms. In this thesis, we have used

two forms of the generalized gradient approximation (GGA): one developed by Perdew,

Burke and Ernzerhof (PBE)47,48 and another suggested by Perdew and Wang (PW91).49

Generalized Gradient Approximations

The electronic density in a real system may be inhomogeneous in its distribution. To take

this into account, it is necessary to consider the electronic density and also the gradient

for the electronic density. To do this, a variety of ways were proposed47–49 and these are

collectively known as the Generalized Gradient Approximations (GGA). The exchange

correlation functional has the form:44

EGGA
xc [n] =

∫
dr n(r)εxc([n], |∇n(r)|), (2.18)

where εxc([n], |∇n(r)|) is the exchange-correlation energy per electron, that depends on

the local density n(r) as well as the gradient of the density |∇n(r)|.

The GGA is often known to underbind, which can result in lattice constants that are

too large. Some properties, such as magnetic moments, are usually estimated well using

the GGA.

2.1.4 Plane Wave Basis Set

Wavefunctions or Kohn-Sham states are continuous functions and are difficult to handle

in a computer. To deal with this, the K-S states are usually expanded in terms of a

basis set, so that their information is stored as a number of coefficients in the computer.
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One can choose the appropriate basis function for a calculation from a variety of basis

functions like plane waves,50,51 Gaussian functions, Muffin Tin Orbitals52 and localized

atomic orbitals53. In this thesis, we have used plane wave basis sets, as implemented in

the Quantum ESPRESSO50 and VASP packages.54–57

The greater the number of basis functions used, the better will be the accuracy; but the

more you use, the slower will be the calculation. The time taken to solve the Kohn-Sham

equations in a computational calculation is (for exact matrix diagonalization) roughly

proportional to the cube of the number of basis functions considered, though various

techniques can be used to reduce the time taken.

Bloch’s theorem states that the wavefunction of an electron placed in a periodic poten-

tial can be written as the product of a plane wave and a periodic function.58 This suggests

that, when working with extended periodic systems, one can use a set of mutually or-

thonormal plane waves to expand the wavefunction. The K-S states can be expanded in

terms of plane waves:44

ψs,k(r) =
∑

G

cs,k+Ge
i(k+G)·r (2.19)

where G is a reciprocal lattice vector, and k is a wavevector in the first Brillouin zone.

Any observable of the wavefunction can be calculated by summing over the occupied Bloch

states at a given k point and then integrating over all k-points within the Brillouin zone.

The number of plane waves used can be easily increased until the energy converges;

however, this will increase the matrix size and thus the computational time. To achieve

a balance between accuracy and computational cost, one truncates this expansion with

a kinetic energy cutoff: keeping all plane waves ei(k+G)·r, such that (~2/2me)|k + G|2 ≤

Ecut.
41

If the described wavefunction of the electron oscillates very rapidly or is very highly

peaked in a region of space, a large number of plane waves will be required to accu-

rately represent it. The high computational expense due to this can be reduced by using

pseudopotentials, which are described in the next section.
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2.1.5 Pseudopotential Approximation

An electron in an atom experiences forces due to the nucleus and also due to other electrons

in the atom. The difficulty in determining these forces and interactions is another problem

that electronic structure calculations need to overcome.

Core electrons in an atom are tightly bound to the nucleus, and their wavefunctions are

highly peaked in the region close to the nucleus, also called the core region. A large number

of plane waves would be required to accurately describe such core electron wavefunctions,

leading to a high plane wave cutoff. The valence electron wavefunctions on the other hand,

due to the orthogonality rules, display oscillations in the core region. This again requires

a large number of plane waves to describe. These two requirements together lead to huge

computational costs and such calculations become almost impossible when using a plane

wave basis set.

The widely used pseudopotential approximation59,60 suggests that one could do a cal-

culation by freezing the core electrons with the nucleus, and considering only the valence

electrons in the atom. Further, it replaces the core region of the atom with a hypotheti-

cal potential that treats accurately enough, the interaction between the valence electrons

and the ‘ionic core’, yet converges faster with respect to the size of the plane wave basis.

This drastic approximation is seemingly justified, as chemical bonding and most material

properties depend only on the valence electrons in the atom.

While constructing a pseudowavefunction for an atom, a core radius cutoff is decided,

such that the pseudo wavefunction matches exactly with the true wavefunction beyond

this radius; but inside this core radius, the pseudo wavefunction is designed to be nodeless

and free of oscillations. This helps to get rid of high Fourier components and makes the

calculation computationally cheaper.61 The Kohn Sham equation is then inverted in this

reference configuration to obtain the pseudopotential.

A good pseudopotential should obey certain conditions.61 (1) The pseudo wavefunction

and its first and second derivatives should match smoothly at the core radius cutoff.

(2) The pseudopotential generated for an atom should be transferable to treat different

chemical environments. (3) It was believed earlier that a good pseudowavefunction is
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one which would conserve the electronic charge; such pseudopotentials are called norm-

conserving pseudopotentials.62

The use of norm-conserving pseudopotentials ensures that the scattering properties of

the atom are properly described. These pseudopotentials are also usually highly trans-

ferable.62 This approximation helps reduce the computational cost appreciably, but the

constraint of norm-conservation still puts quite a load on the computation in certain cases

where one may still require a large plane wave cutoff.

2.1.5.1 Ultrasoft pseudopotentials

Another leap forward in the field of electronic structure calculations was represented by

the introducion of ultrasoft pseudopotentials, suggested by D. Vanderbilt.63 This approx-

imation relaxes the constraint of norm-conservation, thereby reducing the computational

cost even further. The electronic charge that is left out in this pseudo wavefunction is

accounted for by adding an ‘augmentation’ charge in the core region of the pseudo wave-

function. To deal with this, in addition to the plane wave energy cutoff, a charge density

cutoff is introduced which should typically be 8 to 12 times the value of the plane wave

cutoff used for wavefunctions. This however adds minimally to the computational cost.

2.1.5.2 Projector Augmented Wave potentials

The projector augmented wave (PAW) method64,65 is an approach that has developed

from a combination of ideas from pseudopotential62 and linear augmented-plane-wave

methods.66 It is an all-electron method that works with the full all-electron wavefunction

and determines the all-electron potential from the full charge densities. To deal with

the oscillations in the wavefunction near the nucleus, all integrals are evaluated as a

combination of integrals of smooth functions extending throughout space and treating the

localized contributions by radial integration over muffin-tin spheres, as in the augmented

plane wave approach.41

Using the orthogonalized plane wave formulation, one defines a smooth part of a valence

wavefunction ψ̃(r), and then generates the all-electron wavefunction by a simple linear
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transformation, ψ(r) = T ψ̃(r). The transformation is assumed to be unity except within

a sphere centered at the nucleus, T = 1 + T0. The smooth wavefunction is expanded in

terms of partial waves m within the sphere:41

|ψ̃〉 =
∑

m

cm|ψ̃m〉; (2.20)

and the corresponding all-electron wavefunction is written as,

|ψ〉 = T |ψ̃〉 =
∑

m

cm|ψm〉; (2.21)

= |ψ̃〉+
∑

m

cm

{
|ψm〉 − |ψ̃m〉

}
. (2.22)

If the transformation is linear in nature, the coefficients in the expansion must be given

by a projection in each sphere,

cm = 〈p̃m|ψ̃〉, (2.23)

for a set of projection operators p̃. If the projection operators are related to the partial

waves by the biorthogonality condition, 〈p̃m|ψ̃m′〉 = δmm′ , then the one-center expansion

of the smooth function ψ̃ equals ψ̃ itself. There are many possible choices for the projectors

just as for pseudopotentials, the difference being that the transformation T in the PAW

method still involves the full all-electron wavefunction,41

T = 1 +
∑

m

{
|ψm〉 − |ψ̃m〉

}
〈p̃m|. (2.24)

Furthermore, these expressions can be applied equally well to describe core and valence

states to derive all-electron results. This method is more computationally efficient than

earlier methods, is exact when converged, and has no problems in transferability.
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2.1.6 k-point sampling

Any observable of the wavefunction is calculated by summing over all the occupied states

at a given k-point and then integrating over all k-points (wavevectors) in the first Brillouin

zone (BZ). Instead of integrating over the infinite number of k-points in the BZ, one has to,

in practice, sum over a finite number of discrete k-points. Monkhorst and Pack suggested

a method to generate a uniform set of points according to the symmetry of the system,

using the formula:67

kn1,n2,n3 =

3∑

β=1

2nβ −Nβ − 1

2Nβ
bβ (nβ = 1, 2, 3, ..., Nβ), (2.25)

where Nβ is the number of divisions in reciprocal space along the βth direction (β = 1, 2,

3) and b1,b2 and b3 are the primitive reciprocal lattice vectors.

Quantum ESPRESSO uses a similar equation, but allows the possibility to generate a

uniform grid of k-points with an offset. The allowed values for the offset parameter, skβ

are 0, in which case there is no offset, and 1, in which case the grid is displaced by half a

grid step in the corresponding direction. The formula used is:50

kn1,n2,n3 =
3∑

β=1

2(nβ − 1) + skβ
2Nβ

bβ (nβ = 1, 2, 3, ..., Nβ), (2.26)

The higher the number of k-points considered in the Brillouin zone, the better will

be the accuracy of the calculation; but the more you use, the slower is the calculation.

The computational time for the calculation scales linearly with the number of k-points.

Symmetries of the system are usually used to reduce the BZ to the irreducible BZ, so that

only k-points in the irreducible BZ need to be considered for the calculation.68

For isolated systems or very large supercells, it is sufficient to sample the k-space only

at the Brillouin zone origin k = (0, 0, 0), also known as the Γ point. For artificially periodic

supercells, it is sufficient to choose only one division along the aperiodic directions.68
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2.1.7 Smearing

Recall that any observable of the wavefunction is calculated by summing over all the

occupied states at a given k-point and then integrating over all k-points in the first Brillouin

zone (BZ). In the case of metals, at T = 0, this corresponds to a summation over all k-

points within the Fermi surface. Due to the sharp discontinuity in k-space on going from

occupied states to the unoccupied states, this situation calls for a large number of k-points

in order to reproduce the Fermi surface accurately.68

Even if one uses a large number of k-points, which is not an ideal situation as it would

require huge computational time, the band crossings above and below the Fermi level may

still lead to convergence problems when calculating the self-consistent field loop.68

One way to deal with this is to replace the sharp, discontinuous step function (at

temperature T = 0) at EF with a smoother function, which could be an approximation

to the step function, and allow for partial occupancies at EF . In effect, the occupancies

are smeared out, or broadened near the Fermi level. Using this method ensures faster

convergence with respect to the number of k-points, but not necessarily to the right answer.

The larger the smearing, the better is the convergence with respect to k-points, but the

lower is the accuracy.68

There are several successful techniques used for this purpose of smearing out the sharp

Fermi function. Gaussian smearing69 is one, where the levels are broadened by Gaussian

functions; however, the errors introduced can be large. Methfessel and Paxton suggested

another technique where the step function is expanded in terms of Hermite functions, which

are actually products of Hermite polynomials and Gaussian functions.70 This technique

has a problem with negative occupation values which can cause problems in visualizing

densities of states. To treat the problems related to negative occupancies, a new technique

was introduced by Marzari and Vanderbilt.71 Here the delta function is approximated using

a Gaussian function multiplied by a first order polynomial.
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2.1.8 Force Calculations: Hellmann-Feynman theorem

The ability to compute the forces on the atoms in a system, quickly and accurately, is

important for many reasons, e.g., in order to determine the optimized geometry of the

system. The forces acting on the atoms can be calculated as the first derivative of the

total energy of the system with respect to the atomic positions. This procedure, however,

would be very tedious considering the large number of self-consistent calculations that

would need to be carried out for a number of different atomic configurations. Hellmann

and Feynman proved the existence of a simpler method to calculate forces in a system:

their theorem suggests that the derivative of the total enegy is related to the expectation

value of the derivative of the Hamiltonian:72

FI = −∂〈E(RI)〉
∂RI

= −
〈
∂H

∂RI

〉
= −

∫
∂VRI

(r)

∂RI
nRI

(r)dr, (2.27)

where nRI
(r) is the ground state electronic density for a given set of nuclear co-ordinates

{RI}.

2.1.9 Spin-Polarized Density Functional Theory

When studying systems with magnetic and spintronic properties, it is necessary to consider

also the spin of the electrons. The methodology used in spin-polarized DFT is the same

as in conventional DFT, the only difference being that here, the total electronic density

is split into the spin up and spin down electronic densities; and the coupled Kohn-Sham

equations are solved for each of them. The spin-polarized electronic densities are given

by:

nσ(r) = 2
Nσ∑

s=1

ψσ∗s (r)ψσs (r), (2.28)

where σ = {↑, ↓}, is the spin of the electron, and Nσ is the number of orbitals of spin σ.

The sum of the spin up and spin down electronic densities is the total electronic density
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in the system: n(r) = n↑(r) + n↓(r); and the difference in the spin up and spin down

electronic densities is the magnetic density of the sytem: m(r) = n↑(r)− n↓(r).

In the most simple form of the spin-polarized DFT, only collinear magnetism is studied

with no spin-orbit interactions.

For each spin, the Kohn-Sham equations given by:

{
− ~2

2me
∇2 + V σ

KS(r)

}
ψσs (r) = εσsψ

σ
s (r), (2.29)

are solved. V σ
KS, the Kohn-Sham potential, is given by:

V σ
KS(r) = Vext(r) + VH(r) + V σ

xc(r). (2.30)

Note that the spin dependence arises only from the exchange-correlation potential. The

exchange-correlation potential is defined as:

V σ
xc(r) =

δExc[n(r),m(r)]

δnσ(r)
. (2.31)

All these equations are solved in similar fashion to the non-spin-polarized K-S equations.

2.1.10 Modeling Aperiodic Systems

The use of a plane wave basis set to describe wavefunctions makes it necessary to use

periodic boundary conditions in these calculations. This is not a problem when studying

extended solids, but when studying aperiodic systems like surfaces, sheets, wires, or clus-

ters, a region of vacuum space is introduced in the unit cell along all aperiodic directions;

this must be sufficiently wide so that atoms do not have spurious interactions with their

periodic images in neighboring cells.

2.2 Calculating Minimum Energy Paths

Knowing the minimum energy path (MEP) for a reaction can be very useful in under-

standing the mechanism of the reaction, and calculating the energy barriers along the
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path which could be used to calculate reaction rates. In this thesis, we have used two

approaches to determine MEPs: the Nudged Elastic Band (NEB) method21 and the con-

strained minimization method.73 The former method can only be used when both the

initial and final states of the reaction are known. The latter technique does not require

the knowledge of the final state, but is used only when the reaction is known to proceed

along a simple reaction coordinate such as stretching of a bond length or bending of a

bond angle to break or form a bond.

2.2.1 Nudged Elastic Band Calculations

The Nudged Elastic Band (NEB)21 is a method to determine the minumum energy path-

way between two stable states. The initial and final states are both local minima on the

potential energy surface (PES), and the minimum energy pathway is one in which every

point on the path is at an energy minimum, in all directions perpendicular to the path.

A string of images is created between the known initial and final states by a linear

interpolation, the energies of these images are then minimized. These images are con-

strained by spring forces along the band, Fi
S‖, to ensure equal spacing along the reaction

path; and potential forces perpendicular to the band, Fi
⊥:21

Fi
NEB = Fi

⊥ + Fi
S‖, (2.32)

The tangent along the path, τ̂ , is defined at each step by the unit vector from each

image to the higher energy neighboring image. The forces Fi
⊥ and Fi

S‖ are defined by:21

Fi
⊥ = −∇(Ri) +∇(Ri) · τ̂ iτ̂ i, (2.33)

Fi
S‖ = k(|Ri+1 −Ri − |Ri −Ri−1|)τ̂ i, (2.34)

where Ri is the position of the ith image and k is the spring constant. To avoid confusion,

note that we have now changed notation with respect to earlier sections in this chapter, i

now indexes images rather than electrons.
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As the energies of the images change, the path also develops, and once the images are

all converged to their minimum energy, they represent snapshots along the true minimum

energy path.

In most cases, a linear initial path may be sufficient, but in cases where the reaction

may involve a rotational motion, or when an intermediate state may be known before

the calculation, an initial path can be constructed with images through the intermediate

image.

The climbing image NEB method22 can be used to push the image with the highest

energy, up to the transition state configuration or the saddle point in the reaction. The

calculation is designed such that the highest energy image does not feel the spring forces

along the band, but the force on this image along the tangent to the band is inverted. The

image thereby tries to maximize its energy along the band, and at the same time tries to

minimize its energy in all other directions. This process ensures that the converged image

will be the exact saddle point.

The difference in energy between the saddle point and the initial state determines

the energy barrier for the reaction, which is the exponential term in the Arrhenius rate

equation.

2.2.2 Constrained Minimization Calculations

The constrained minimization technique is the process of optimizing the structure of a

system, in the presence of certain constraints.73 It can be used as a method to explore the

PES as a function of specific internal coordinates. If a reaction follows its path through a

simple reaction coordinate that can be constrained, this method can be used to determine

the MEP and find the transition state. To solve a constrained optimization problem, the

standard approach is to use Lagrangian multipliers:

L(x, λ) = E(x)− λ′h(x), (2.35)

where E(x) is the function being minimized, h(x) = 0 is the constraint forced on the

optimization, λ is the Lagrange multiplier and L is the Lagrangian function. This defines
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a set of non-linear equations that are then solved iteratively. In Quantum ESPRESSO

these non-linear constraint equations are solved using the SHAKE algorithm74.

2.3 Molecular Dynamics

Due to large computational costs, DFT methods are usually restricted to studying rel-

atively small system sizes, typically a few hundred atoms. Alternatively, classical level

simulation methods can be used to describe materials using empirical understanding of

the interactions that take into account bonding effects of valence electrons, without ex-

plicitly considering the electrons themselves. This method has the ability to study large

systems with high computational speed.

In this thesis, classical molecular dynamics (MD) simulations will be used to gener-

ate the initial geometries for the systems studied in Chapter 7. Here we give a basic

introduction to the method of molecular dynamics.

Molecular dynamics is a method to simulate the dynamics of N interacting particles

in a system with certain initial conditions and boundary conditions.75 In classical MD,

quantum effects (for example, motion of electrons) are not considered; the inaccuracies

that arise from this neglect are corrected by the parametrization of the force field used to

treat the interactions between the particles. In principle, all properties that are explained

by classical mechanics and statistical mechanics can be computed in a MD simulation.

Molecular dynamics simulations are very similar to real experiments in many respects.

A sample of N particles is first prepared, and the dynamics of the particles are solved by

integrating the Newton’s equations of motion until the average properties of the system no

longer change with time. The system is well equilibrated before the actual measurement

is performed.76

All measurable quantities in a MD simulation are expressed as a function of the posi-

tions and momenta of the particles in the system. For example, the definition of temper-

ature T in a classical many-body system makes use of the equipartition of energy over all

degrees of freedom; the average kinetic energy per degree of freedom is given by:
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〈
1

2
Mv2α

〉
=

1

2
kBT ; (2.36)

where kB is Boltzmann’s constant, M is the mass of the particles, and vα is the α-

component of the velocity of the particles in the system: α = x, y, z. This equation is

used as an operational definition of temperature in a simulation. The total kinetic energy

of the system is first measured and then divided by the number of degrees of freedom Nf .

The instantaneous temperature of the system fluctuates as the total kinetic energy of the

system changes with time:76

T (t) =
N∑

I=1

MIv
2
I(t)

kBNf
; (2.37)

where v2
I = v2x,I + v2y,I + v2z,I . The relative fluctuations in the measured temperature are

of the order of 1/
√
Nf ; to get an accurate estimate of the temperature, it is important to

average over many fluctuations, i.e., over a long time interval.

2.3.1 Initialization

To set the initial conditions for a molecular dynamics simulation, initial positions and

velocities are assigned to all particles in the system. The values for the velocities are either

selected randomly for each component vα, or they are picked from a Maxwell-Boltzmann

velocity distribution. Here, α denotes the three Cartesian directions. Subsequently, these

velocities are shifted, such that the total momentum is zero, and the resulting velocities

are scaled to match the mean kinetic energy Ekin to the desired temperature T . In thermal

equilibrium, we know that the following condition holds:76

〈
v2α,I

〉
= kBT/MI . (2.38)

This relation is used to define the instantaneous temperature at time t, T (t):76

kBT (t) =
N∑

I=1

MIv
2
α,I(t)

Nf
. (2.39)
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The instantaneous temperature T (t) is adjusted to match the desired temperature T ,

by scaling all velocities with a factor (T/T (t))1/2.76

2.3.2 Forces Calculated from Interatomic Interaction Potentials

The calculation of the force acting on every particle is the most time-consuming part of

almost all molecular dynamics simulations. The forces between particles are given by

interatomic potentials or force fields. Interatomic potentials are mathematical functions

that are used to calculate the potential energy of a system of atoms with a given set of

positions in space. The potential energy function calculated in an MD simulation, given

by:

U(R) = Ubonding(R) + Unon−bonding(R) + Uspecial(R), (2.40)

is dependent only on the positions of the atom. The first term on the RHS takes into

account the interactions within a molecule like bond stretching, angle bending, dihedral-

angle rotation, and improper dihedral angle distortion. The dihedral angle constrains the

rotation around a bond, whereas the improper dihedral angle maintains the chirality or

hybridization type for certain atoms. A change in the bond length or an angle from the

ideal value leads to an increase in potential energy given by:

Ubonding(R) =
∑

bonds

1

2
Kb(b− b0)2 +

∑

bond
angles

1

2
Kθ(θ − θ0)2 +

∑

dihedral
angles

Kφ[1 + cos(nφ− φ0)]

+
∑

improper
dihedral
angles

1

2
Kξ(ξ − ξ0)2,

(2.41)

where b, θ, φ and ξ are the bond lengths, bond angles, dihedral angles and improper

dihedral angles respectively. The corresponding symbols with subscript 0 are the equilib-

rium values for the different terms in the system and are parameters in the force field.
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The dihedral-angle term has a trignometric form for its potential function, where n is the

multiplicity, the number of minima as the bond is rotated through 360o. The other three

interactions have a harmonic potential functional form and the force constants for each

interaction are denoted by the labels K.

Non-bonding interactions include (a) the interactions described by the Lennard-Jones

potential77 and (b) the Coulombic interactions between charges on atoms. The former in-

teraction takes into account Pauli repulsion at short ranges due to electron-electron overlap

and attraction at long ranges due to London dispersion78 or van der Waals interactions.

The potential from non-bonding interactions is given by:

Unon−bonding(R) =
∑

atom
pairs

(
A

r12
− B

r6

)
+
∑

atom
pairs

qIqJ
4πε0ε1r

. (2.42)

Here, r is the distance between two atoms i and j for which the non-bonding energy is

calculated. 4πε0 is a constant, and ε1 is the relative dielectric permittivity of the material.

The force-field parameters include A and B, which are Lennard-Jones constants, and qI

and qI , which are the charges on atoms I and J respectively.

The third term on the RHS of Eq. (2.40) is optional and represents an external potential

that is applied to the system.

The Buckingham potential79 is a simplification of the Lennard-Jones potential, pro-

posed by Richard Buckingham, which describes the Pauli repulsion energy and the van

der Waals energy for a two-atom interaction as:

Φij(R) = A exp(−BR)− C

R6
, (2.43)

where A, B and C are constants. The two terms on the RHS of the above equation

describe the repulsion and the attractive interaction, respectively.

Buckingham-Matsui interatomic potentials:

One of the interatomic potentials used in this thesis is a type of Buckingham potential

that was suggested by Matsui.80 It describes successfully liquids and amorphous alumina

in the bulk.81 The interaction potential between any pair of atoms, I and J , as a function
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of interatomic distance RIJ , is given by:81

V (RIJ) =
qIqJ
RIJ

+D(BI +BJ) exp

(
AI +AJ −RIJ

BI +BJ

)
− CICJ

R6
IJ

, (2.44)

where the three terms on the RHS describe the Coulombic, repulsive, and van der Waals

interactions respectively; A, B, and C are parameters, and D = 4.184 kJÅ−1mol−1 is the

standard force constant.

We have used this potential to generate the structure of hydroxylated amorphous

alumina in Chapter 8.

Charge-Optimized Many-Body potentials:

The Charge-Optimized Many-Body (COMB) potential82,83 was developed to help bridge

the gap between quantum mechanical effects and the non-reactive interatomic potentials.

It is capable of describing processes of bond formation, bond breaking, or processes where

the charge state of an atom varies. It calculates the equilibrium charge on each atom by

the electronegativity equalization (QEq) method. The force field parameters used in this

potential are optimized against DFT and/or quantum chemical calculations. This poten-

tial makes MD simulation slower than the traditional non-reactive force fields generally

used for metallic, ionic and covalent materials.

The potential energy of the system is given by:

ET =

∑

I

[
EselfI (qI) +

∑

J>I

[
EshortIJ (RIJ , qI , qJ) + ECoulIJ (RIJ , qI , qJ)

]
+

Epolar(RIJ , qI) + EvdW (RIJ) + Ebarr(qI) + Ecorr(RIJ , θIJK)

]
,

(2.45)

where EselfI (qI) is the self-energy of atom I, EshortIJ (RIJ , qI , qJ) is the pair interaction

between atoms I and J , ECoulIJ is the Coulombic interaction, Epolar(RIJ) describes the

polarizability of the system, EvdW (RIJ) is the van der Waals energy, Ebarr(qI) is a charge

barrier function, and Ecorr(RIJ , θIJK) is an angular correction term.

This potential is used in Section C of this thesis to generate the initial geometries for

copper oxide clusters.
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2.3.3 Integrating the Equations of Motion

Once all the forces between the particles are computed, we can generate the trajectories of

these particles by numerically solving the Newton’s equations of motion for each particle

in the system:

M
d2R

dt2
= −∇U(R), (2.46)

where M is the mass of the particle, U is the potential energy, and the force on the particle,

F = −∇U(R).

There are several numerical algorithms available for integrating the equations of mo-

tion. Here we describe the Verlet algorithm which is one of the simplest algorithms. To

derive it, one starts with the Taylor series expansion of the positions of the particles in

the system around time t:

R(t+ ∆t) = R(t) + v(t)∆t+
1

2
a(t)∆t2 + ... ;

where R is the position, v is the velocity (the first derivative with respect to time), and

a is the acceleration (the second derivative with respect to time).

By summing the equations for R(t+ ∆t) and R(t−∆t), we get:

R(t+ ∆t) + R(t−∆t) = 2R(t) + a(t)∆t2. (2.47)

The error in the estimate for the new position is of the order of ∆t4, where ∆t is the

time step we choose in our molecular dynamics scheme. Note that the Verlet algorithm

does not use velocity to compute the new positions; however, it can be derived from the

knowledge of the trajectory, using:

v(t) =
R(t+ ∆t)−R(t−∆t)

2∆t
+O(∆t2). (2.48)

This expression of the velocity is only accurate to the order ∆t2; the velocity computed
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is used to estimate the kinetic energy and thereby the instantaneous temperature.

2.3.4 Simulated Annealing

Annealing is a method used in metallurgy where metals are heated to high temperatures

and slowly cooled to reach a low energy state with high material strength. Simulated

Annealing is an analogous computational method for optimization.23 It is a probabilistic

technique that can help to determine the global minimum of a system in a large search

space. Starting from a random search at high temperature, the temperature is reduced

slowly with the hope of reaching the global minimum. The high temperature helps sur-

mount energy barriers in a search for conformations with lower energy than the conforma-

tion one starts with. In the MD simulated annealing calculations done in Section C, we

have used the Berendsen thermostat84 algorithm to rescale the velocities of the particles,

to control the simulation temperature.

2.4 Atomistic Thermodynanmics

DFT is often described as a zero-temperature, zero-pressure technique. This misconception

arises, when thinking that DFT calculates “only” the total energy of the system. Ab initio

atomisic thermodynamics24,25 (AIATD) is a method that tries to draw the bridge between

DFT and thermodynamics: it employs the information obtained from DFT about the first-

principles potential energy surface to calculate the Gibbs free energy of the system. With

this quantity, using the standard thermodynamics methodology, one can extract most

macroscopic system properties. This method extends the predictive power of the first-

principles technique to a more relevant temperature and pressure range; it is also useful

when studying large systems that may be divided into subsystems that are mutually in

equilibrium with each other. Each system is treated separately and the relations between

them can be determined from their corresponding thermodynamic potentials.

Thermal quantities like free energies can be very important and useful when one is

interested in studying the relative stability of several phases at a given temperature and

pressure. The second law of thermodynamics states that for a closed system with energy
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E, volume V , and number of particles N , the entropy S of the system is at its maximum

value when it is in equilibrium. From this formulation, one can derive that if a system

is in contact with a heat bath, such that its temperature T , volume V , and number of

particles N are fixed, then the Helmholtz free energy F ≡ E − TS is at a minimum when

the system is at its most stable state. Analogously, for a system at constant pressure p,

and temperature T , with number of particles N , the Gibbs free energy G ≡ F +PV would

be at its lowest when the system is in its most stable state. To know which of two phases

(denoted by ν and ω) is stable at a given temperature and pressure, one should simply

compare the Gibbs free energies Gν and Gω of these phases.76

In this thesis, the AIATD method is used in Chapters 7 and 8 to study the relative

stability of different oxide phases of Cu clusters in the gas phase and supported on hy-

droxylated amorphous alumina, in different environmental conditions. Since the equations

derived for calculating the Gibbs free energy for a system are dependent on the system

and environmental conditions, we are not discussing them here but have described them

in detail in Chapters 7 and 8.

2.5 Codes Used

Density Functional Theory as implemented in Quantum ESPRESSO50 was used for study-

ing materials described in Chapters 3–6. Classical molecular dynamics as implemented

in LAMMPS85 was used for obtaining initial guesses for geometries of systems studied in

Chapters 7 and 8. These initial geometries were then improved upon making use of DFT

as implemented in the VASP package.54–57

The figures of system structures and charge density/charge transfer plots in this the-

sis, were obtained using the software packages XCrySDen86 and VESTA.87 All two-

dimensional plots in the thesis were plotted using the Xmgrace software, and three-

dimensional plots were obtained using gnuplot.
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Chapter 3

Diffusion and Growth of Pt

Clusters on MgO(100) surface

In this chapter, we consider small clusters of Pt, up to tetramers, adsorbed on the

MgO(100) surface. We investigate the role of surface F-centers in the growth of Pt clusters.

We also study the diffusion mechanisms and the growth processes of these small clusters

on the MgO(100) surface. The motivation for this study is to understand processes like

sintering, and also to compare how the growth processes of Pt clusters on the surface of

MgO(100) would be different from those of clusters of other metals like Pd, Au and Ag.

3.1 Introduction

Nano-sized metallic clusters have been found to have improved and more interesting prop-

erties than their bulk counterparts. These properties make them attractive for technologi-

cal applications such as in catalysis, magnetic devices88 and photonic devices.89 For many

of these applications, the clusters are supported over oxide surfaces, and hence a great

deal of effort is now devoted to studying the properties of these small metal clusters on

oxide surfaces. Some of the key issues that are of interest are finding ways of forming and

stabilizing islands of a desired size, identifying diffusion mechanisms of the metal atoms,

nucleation dynamics and also the role of surface defects.

Experimental techniques to softly land and deposit monodispersed clusters on surfaces

39
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have been developed, so as to prevent fragmentation of the clusters upon deposition.90

However, the stability of the metal clusters on the surface still remains an important issue.

Small metal clusters (with sizes typically less than 4 nm) supported on oxides are known

to be highly unstable relative to large metal nanoparticles, they therefore tend to coalesce

or sinter to form fewer and larger clusters, especially at high temperatures.91 This is one

possible mechanism for the deactivation of nanocatalysts supported on oxides. Sintering

may occur by individual metal atoms breaking off from a cluster, diffusing over the surface

and joining another cluster, or it may occur by entire clusters diffusing across the oxide

surface and merging with other clusters when they come into contact with them. The

details of the elementary steps and intermediate structures involved in such processes

are poorly understood, and atomistic models to explain the kinetics of sintering are also

lacking. As the size of a cluster is really crucial in determining most of the properties of

the cluster, depending on the application and property sought for, it is essential to find

ways to stabilize a desired cluster size, and slow down processes like sintering. In this

chapter, we address this issue by studying the mechanisms and the barriers involved in

the diffusion of small metal clusters, and the growth processes of these clusters on an oxide

surface.

One of the metal-oxide systems that has been well studied both experimentally and

theoretically is Pd on MgO(100).26,27,92,93 Experiments on this system have shown that

the size of the Pd islands grown by metal atom deposition is remarkably insensitive to

the surface temperature, indicating that the nucleation kinetics involved in the growth

of these islands are governed by point defects with a high trapping energy.94 This study

underlines the important role that surface defects play in the growth process. The most

common defects on MgO surfaces are neutral oxygen vacancies, or F-centers, where an

oxygen atom has been removed from the surface.95 Other defects observed are divacancies

due to the removal of a Mg and an O atom and also charged vacancies due to the removal

of an O ion.

A widely held notion of the growth process of transition metal clusters on MgO is

as follows. The metal atoms land on the surface of the flat MgO and diffuse over the
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surface by hopping from one site to another. When these atoms come across a point

defect, however, they get trapped due to the strong binding at the defect site. A second

diffusing adatom which comes close to the adatom/defect complex also gets trapped here,

and thus by the addition of other diffusing adatoms, the cluster builds up at this defect

site. We shall call this growth process the ‘single-step’ growth process. However, on

analyzing experimental measurements on Pd on MgO(100), and applying this model to

extract various energy parameters such as diffusion activation energy, Pd/defect trapping

energy, and dimer binding energy, one finds that different experiments lead to different

sets of parameters.92,94 This suggests that some of the assumptions made in this model

may not be valid. Earlier first-principles calculations on transition and noble metal cluster

nucleation on MgO(100) have shown that the tendency for the O vacancies to nucleate

metal islands is strongly element dependent,96 which suggests that this mechanism may not

hold for the growth of all clusters. Another set of theoretical first-principles calculations

for the nucleation of Pd dimers at defect sites of the MgO(100) surface shows that the

binding energy of the second metal atom to an adatom/F-center complex is very weak,

only 0.39 eV, which is only slightly higher than the dimer binding energy on the defect-free

terrace, which is 0.35 eV.97 This tells us that the F-centers may not necessarily promote

the formation of dimers significantly. On applying the model to the data from experiments

on Pd/MgO, in order to explain the measured island size distribution, the extracted value

for the dimer binding energy on the defect site is 1.2 eV.94 Thus, one can see that there is a

significant disagreement between the theoretical calculations and the parameters obtained

from experiments by fitting the standard growth model to the experimental results.

In the single-step growth process, the cluster grows in size by the addition of monomers.

However, we should also consider that the cluster can grow in size by the addition of larger

clusters. We shall call this process the ‘multi-step’ growth process. In this chapter, we

calculate the energetics involved in the growth process of clusters and attempt to determine

whether it is more favorable for these clusters to grow by the single-step or the multi-step

growth process.

The role of F-centers in the Pd-island growth process, the mechanisms, barriers and
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the rate of diffusion of Pd small clusters (n = 1–4) on the surface of MgO(100) have been

studied extensively by first-principles studies.26,27,93 The structure and diffusion of small

Ag and Au clusters on the defect-free MgO(100) surface have also be studied previously.28

The barriers for the diffusion of these clusters on the surface were calculated using the

nudged elastic band method, and the clusters were found to move around the surface in

interesting ways. In this chapter, we investigate how these results are altered when we

have instead Pt clusters adsorbed on the surface of MgO(100).

The Pd atom has an electronic configuration of [Kr] 5s0 4d10, while Pt has an electronic

configuration of [Xe] 4f14 5d9 6s1. They are both group-10 elements in the periodic table,

with Pt positioned below Pd. Ag and Au are group-11 elements in the periodic table, with

Au positioned below Ag. Au is positioned to the right of Pt, and Ag is diagonally above

to the right of Pt. The cohesive energies of the bulk metals decrease in the order Pt > Pd

> Au > Ag, with values of 5.84 eV/atom, 3.89 eV/atom, 3.81 eV/atom and 2.95 eV/atom

respectively.58 In this chapter, we will see how the change in the nature of the metal atoms

forming the cluster affects the adsorption geometries, the binding energies, the barriers

and mechanisms for the diffusion and growth of small clusters on the MgO(100) surface.

3.2 Methods

We have employed spin-polarized density functional theory (DFT), as implemented in the

Quantum ESPRESSO package,50 to study gas phase and MgO-supported Ptn clusters;

n = 1–4. We have used a plane wave basis set, with cut-offs of 30 Ry and 240 Ry

for wave functions and charge densities, respectively. Exchange-correlation interactions

were treated using the PBE form of the Generalized Gradient Approximation.47 Ultrasoft

pseudopotentials were used to treat the interactions between the ionic core and the valence

electrons.63 Scalar relativistic pseudopotentials were used for the Pt atoms. Convergence

was hastened by smearing the occupations using Gaussian smearing69 with a broadening

width of 0.027 eV.

The calculations for Ptn clusters supported on the MgO(100) surface were carried out

using a 4× 4 surface unit cell with four MgO layers, the bottom two layers of MgO were
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fixed and all other atoms were allowed to relax. A vacuum of thickness ∼14 Å in the

surface-normal direction was used for these calculations. k-point sampling for the cells

with the gas phase clusters was done only at the zone center, while for the cells with the

clusters supported on MgO it was done using a 2×2×1 k-point grid. The barriers for the

diffusion of clusters on the MgO(100) surface were calculated using the Nudged Elastic

Band (NEB) method.22

When determining cluster geometries, several initial geometries were considered for

each n, so as to span the space of possible geometries to the extent possible, and thus

give us a fair chance of obtaining the ground state structure. These structures were then

optimized by making use of Hellmann-Feynman forces72 and the BFGS algorithm.98–101

3.3 Results

3.3.1 Bulk Pt

To validate our calculations, we first consider bulk Pt. The equilibrium lattice constant

obtained is 4.00 Å, which is in good agreement with the experimental value of 3.92 Å.58 We

also calculate the cohesive energy to be 5.43 eV/atom, which is in reasonable agreement

with the experimental result of 5.84 eV/atom. The small errors observed in the lattice

constant and cohesive energy are typical of the GGA.58

3.3.2 Pt clusters in Gas Phase

Before studying the adsorption of Ptn clusters on the MgO(100) surface, we first consider

the clusters in the gas phase. The binding energy of a cluster in the gas phase is calculated

by the equation: Egasb = 1
n [E(Ptn) − nE(Pt)] where E(Ptn) and E(Pt) are the total

energies obtained from DFT of the Ptn cluster and a single Pt atom in the gas phase,

respectively.

The Pt2 dimer has a binding energy of 1.76 eV/atom, with a magnetic moment of 2

µB. The Pt-Pt bond length in the dimer is found to be 2.36 Å.

For the trimer, we consider two possible geometries: a triangular geometry and a linear
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geometry. In the triangular geometry, Pt3 forms an equilateral triangle of side 2.51 Å; it

has a binding energy of 2.36 eV/atom and a magnetic moment of 2 µB. In the linear Pt3

cluster, the two nearest-neighbor Pt-Pt bond distances are 2.38 Å each; it has a binding

energy of 2.18 eV/atom and a magnetic moment of 4 µB.

For the tetramer Pt4, we consider three geometries: a tetrahedron, a rhombus and

a square. The binding energies of the Pt4 clusters in these three geometries are 2.65

eV/atom, 2.59 eV/atom and 2.58 eV/atom, respectively, with magnetic moments of 2 µB,

4 µB and 2 µB, respectively.

All the results obtained by us for the Pt gas phase clusters are in good agreement with

previous DFT results.102–107

Figure 3.1: The optimized geometries obtained for (a) Pt2, (b) triangular Pt3, (c) linear Pt3, (d)
tetrahedral Pt4, (e) rhombus Pt4 and (f) square Pt4. For the Pt3 cluster, the triangular cluster
is lower in energy than the linear cluster by 0.54 eV, and for the Pt4 cluster, the tetrahedral
cluster is lower in energy by 0.24 eV and 0.29 eV with respect to the square and rhombus clusters,
respectively.

3.3.3 Pt clusters on MgO(100)

In this section we study the adsorption and diffusion of Ptn clusters, n = 1–4, on the

defect-free surface of MgO(100). We define the binding energy Eb of Ptn on MgO(100)

as the energy required to separate the system of Ptn/MgO into n Pt atoms and MgO:

Eb = − 1
n [EPtn/MgO−EMgO−nEPt]. Note that this is the sum of the binding energy of the

metal cluster and the adsorption energy of the cluster to the surface. Here EPtn/MgO and

EMgO are the total energies from DFT for the systems Ptn/MgO and the MgO surface.
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respectively. We calculate the activation barriers for the diffusion of these clusters on the

MgO surface using the NEB method.

We also study the adsorption of these clusters at O vacancy sites (also called F-center

sites) on the MgO(100) surface. The binding energy Evb of a cluster to the MgO surface

with a surface F-center is defined as: Evb = − 1
n [EPtn/MgO,F − EMgO,F − nEPt], where

EPtn/MgO,F and EMgO,F are the total energies from DFT for the systems consisting of Ptn

adsorbed on the MgO surface slab with an O-vacancy, and for a MgO surface slab with

an O-vacancy, respectively. From the data obtained from all these calculations, we then

attempt to analyze and understand the energetics involved in the growth process of the

clusters at these sites.

3.3.3.1 Monomer

Adsorption of Pt monomer on the defect-free MgO(100) surface

For the deposition of a Pt adatom on the defect-free MgO(100) surface, we have two

possible stable adsorption sites, one in which the Pt atom is directly above the surface

O atom [see Fig. 3.2(a)], and another in which the Pt atom is directly above the hollow

site on the surface [see Fig. 3.2(b)]. We find that the Pt atom does not prefer to be at a

bridge site above the Mg-O bond; when placed at this site, the Pt atom moves or relaxes

to the position above the surface O atom. Of the two stable geometries, we find that the

Pt atom energetically prefers the site above the surface O atom with a binding energy

of 2.32 eV/atom, and this geometry is found to be non-magnetic. Using the method

of Bader analysis108,109 we find that when adsorbed at this site, the Pt atom becomes

negatively charged by gaining 0.44 e, due to electron transfer from the substrate to the

atom. The binding energy for the less stable geometry where Pt is above the hollow site is

1.48 eV/atom, and the magnetic moment is found to be 2 µB. Our results for the preferred

geometry and the binding energy for the monomer on the MgO(100) surface are in good

agreement with a previous DFT result.96 However, there is also another study where the

authors have found the monomer binding energy to the MgO surface to be 1.50 eV.110
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Figure 3.2: Top views of the optimized adsorption geometries obtained for the adsorption of a
single Pt atom on the defect-free MgO(100) surface: in (a) Pt is directly above a surface O atom,
and in (b) Pt is above the hollow site on the surface. The adsorption geometry in (a) is lower in
energy by 0.84 eV with respect to the geometry in (b). The grey, red and magenta spheres represent
Mg, O and Pt atoms.

Diffusion: Hopping of the monomers

We consider the diffusion of a Pt monomer over the surface of MgO(100) by means of a

hopping process between two oxygen sites. The saddle point in this process is the geometry

in which the Pt atom is above the hollow site and the activation barrier is calculated to

be 0.88 eV. In Fig. 3.3, we show the energy profile for the diffusion process, as obtained

from the nudged elastic band technique; the geometries of the initial state, the transition

state and the final state are shown as insets in the figure.

Figure 3.3: The energy profile, as obtained from a NEB calculation, of the monomer diffusion
process over the flat MgO(100) surface. The energy of the system is plotted as a function of the
reaction coordinate. The Pt monomer binds to the O site with a binding energy of 2.32 eV/atom,
and diffuses via a hopping mechanism from one O site to another with a barrier of 0.88 eV. The
images in the insets are top views of the initial state, the transition state and the final state in the
diffusion process; the grey, red and magenta spheres represent Mg, O and Pt atoms respectively.

Adsorption of Pt monomer on MgO(100) with O vacancies

In Fig. 3.4, we show the adsorption geometry of the monomer adsorbed over a site where
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the surface O atom is absent. For ease of visualization, the O-vacancy site is highlighted

by a yellow sphere in the figure. The Pt atom binds very strongly to this site with a

binding energy of 6.09 eV/atom. The binding energy calculated by us is in very good

agreement with previous DFT results.96 We find that when the Pt atom is adsorbed over

the O-vacancy site, it gains a charge of -2.03 e; this large charge transfer from the substrate

to the Pt atom explains the high binding energy of the monomer to the O-vacancy site as

compared to the binding of the monomer to the defect-free surface.

Figure 3.4: (a) Top and (b) side views of the optimized adsorption geometry obtained for the
adsorption of a single Pt atom on an O-vacancy site on the MgO(100) surface. The grey, red and
magenta spheres represent Mg, O and Pt atoms. For ease of visualization, the site of the O-vacancy
is highlighted by placing a yellow sphere there.

3.3.3.2 Dimer

Adsorption of Pt dimer on the defect-free MgO(100) surface

To study the adsorption of Pt2 on the surface of MgO(100), we consider three possible

geometries; the top and side views of these geometries are shown in Fig. 3.5. They are

labeled D1, D2 and D3 in the order of increasing energy or decreasing stability. In the

D1 and D3 geometries, the Pt2 dimer is adsorbed vertically, above the surface O atom or

the surface hollow site respectively, while in the D2 geometry, the Pt2 dimer is adsorbed

horizontally on the surface, binding to two surface O atoms. The binding energies of the

three geometries D1, D2 and D3 are 2.78 eV/atom, 2.74 eV/atom and 2.45 eV/atom,

respectively. The first two geometries D1 and D2 are magnetic in nature, with magnetic

moments of 2 µB each, whereas the D3 geometry is found to be non-magnetic. In the

lowest energy geometry D1, the Pt dimer gains a charge of -0.38 e, due to charge transfer

from the substrate to the Pt dimer. Our result for the preferred geometry for the Pt dimer

is in agreement with a previous DFT result, however the authors of this previous study
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find the binding energy of the dimer to the support to be 1.78 eV/atom; it is possible that

the authors of this earlier investigation performed non-spin-polarized calculations, which

would explain the discrepancy between their value and ours.96 We note that in another

study, though the authors report that Pt dimers prefer the lateral D2 geometry, they also

say that the two geometries D1 and D2 are close in energy.110 In yet another earlier work,

the authors define the binding energy of the dimer on the surface as the energy required

to break the dimer into two monomers adsorbed on the surface, and report this to be 0.72

eV.96 From our calculations, we find this value to be 0.92 eV.

Figure 3.5: The optimized adsorption geometries obtained for the adsorption of Pt2 on the defect-
free surface of MgO(100). (a) and (b) are the top and side views, respectively, of the D1 adsorption
geometry, where Pt2 is adsorbed vertically above a surface O atom; (c) ad (d) are the top and side
views, respectively of, the D2 adsorption geometry, where Pt2 is adsorbed horizontally bonding to
two surface O atoms; and (e) and (f) are the top and side views, respectively, of the D3 geometry,
where Pt2 is adsorbed vertically above the hollow site on MgO(100). The grey, red and magenta
spheres represent Mg, O and Pt atoms.

Diffusion: Cartwheeling mechanism in the dimers

We find that there are two possible mechanisms for the diffusion of Pt dimers on the flat

MgO(100) surface. One is a hopping mechanism in which the Pt dimer remains vertically

upright and hops from one O site (D1 geometry) to another, passing through the saddle

point where the Pt dimer is above the hollow site on the surface (D3 geometry). This

diffusion pathway has an activation energy of 0.66 eV. The other pathway involves a

cartwheeling mechanism in which the Pt dimer begins in an upright geometry at the O

site (D1 geometry), lies flat to form the D2 geometry, and again stands upright at the
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adjacent O site (D1 geometry). This pathway has a lower activation barrier of 0.42 eV, the

energy profile for this pathway is shown in Fig. 3.6. The insets in the figure show the top

views of the initial state in the D1 geometry, the intermediate state in the D2 geometry

and the final state again in the D1 geometry.

Figure 3.6: The energy profile of the dimer diffusion over the flat MgO(100) surface, as obtained
from a NEB calculation. The Pt dimer binds vertically at the O site with a binding energy of 2.78
eV/atom, and diffuses via a cartwheeling mechanism from one O site to another with a barrier of
0.42 eV. The images in the insets are top views of the initial state, the intermediate state in the D2
geometry and the final state in the diffusion process; the grey, red and magenta spheres represent
Mg, O and Pt atoms respectively.

Adsorption of Pt dimer on MgO(100) with O vacancies

In Fig. 3.7, we show two possible stable geometries for the adsorption of Pt2 over an O-

vacancy site on the MgO surface. The top and side views of the energetically preferred

geometry are shown in Figs. 3.7(a) and (b), where we see that the dimer is lying horizontal

on the surface directly above the O-vacancy site. This geometry has a high binding energy

of 4.44 eV/atom, and the dimer gains a charge of -2.20 e due to electron transfer from

the substrate to the dimer. Another stable geometry is about 1 eV higher in energy; its

top and side views are shown in Figs. 3.7(c) and (d). In this geometry, the Pt dimer is

vertically upright and is directly above the O-vacancy site. In both geometries, the dimer

loses its magnetic moment. In an earlier work, the authors define the binding energy of

the dimer at a F-center on the surface as the energy required to break the dimer into two

monomers, one at the F-center and the other on the defect-free surface; they report that

this process is not favorable and find a negative binding energy of -0.14 eV.96 From our

calculations, however, we find that this energy is positive and is 0.46 eV. It is possible
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that the authors of this earlier study carried out non-spin-polarized calculations, if so, this

may be the reason for the discrepancy between their results and ours.

Figure 3.7: Pt dimer on a F-center: (a) and (c) are the top views of two optimized adsorption
geometries obtained for the adsorption of a Pt dimer on an O-vacancy site on the MgO(100)
surface, (b) and (d) are the corresponding side views. The geometry shown in (a) and (b) is lower
in energy than that shown in (c) and (d) by 1 eV. The grey, red and magenta spheres represent
Mg, O and Pt atoms. For ease of visualization, the site of the O-vacancy is highlighted by a yellow
sphere.

3.3.3.3 Trimer

Adsorption of Pt trimer on the defect free MgO(100) surface

In Fig. 3.8, we show the top and side views of different adsorption geometries considered

for Pt3/MgO. They are labeled Tr1, Tr2, Tr3, Tr4, Tr5 and Tr6 in the order of decreasing

stability or increasing energy. In the geometries Tr1, Tr2, Tr4, Tr5 and Tr6, the Pt3 cluster

remains in a triangular geometry, each with a different kind of binding to the surface, while

in the Tr3 geometry, the Pt3 cluster is linear in shape. In the lowest energy geometry,

Tr1, the Pt trimer gains a charge of -0.67 e due to charge transfer from the substrate to

the trimer.

Our results for the adsorption energies and the magnetic moments calculated for each

stable geometry of Pt3/MgO considered are listed in Table 3.1. In geometries Tr1, Tr2,

Tr5 and Tr6, the Pt3 cluster stands vertically upright forming a triangle with two Pt

atoms binding to the surface; in these geometries, the two Pt atoms are bonded to two,

two, three and four surface O atoms, respectively. The difference between the Tr1 and

Tr2 geometries is that in Tr1, the Pt atoms bind to nearest neighbor O atoms on the

surface, whereas in Tr2, the Pt atoms are bind to next-nearest-neighbor O atoms on the

surface. In Tr3, the Pt3 cluster assumes a linear geometry on the surface, with each Pt
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Figure 3.8: The optimized adsorption geometries obtained for the adsorption of Pt3 on the surface
of MgO(100). (a), (c), (e), (g), (i), (k) are top views respectively; and (b), (d), (f), (h), (j) and
(l) are side views respectively of Tr1, Tr2, Tr3, Tr4, Tr5 and Tr6 adsorption geometries. They are
arranged in the order of increasing energy with Tr1 geometry being the geometry with the lowest
energy. The grey, red and magenta spheres represent Mg, O and Pt atoms.

atom forming a bond with a surface O atom, while in Tr4, the Pt3 cluster binds to the

surface of MgO(100) only through one Pt atom that is bonded to a surface O atom.

Diffusion: Skating mechanism in the trimers

The Pt trimer diffuses over the surface of MgO via a skating mechanism: the Pt3 cluster

starts from a Tr1 geometry, skates to a Tr2 geometry and again moves to form the Tr1

geometry at the adjacent site. The energy profile for the diffusion pathway is shown in

Fig. 3.9. The insets in the figure show snapshots of the points in the diffusion pathway

that correspond to the Tr1 and the Tr2 geometries. The activation energy for this pathway

is calculated to be 0.60 eV. Another pathway that is possible for this trimer, but that has

a higher activation barrier, is a sliding mechanism that involves the sliding of the Pt3 from

the geometry in Tr1 → Tr5 → Tr1. The Tr5 geometry is the saddle point geometry in

this pathway, and the activation barrier is found to be >1.01 eV.
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Pt3/MgO Eb Mag. Mom.
(eV/atom) (µB)

Tr1 3.34 0.00
Tr2 3.19 2.00
Tr3 3.03 0.00
Tr4 3.01 0.00
Tr5 2.99 2.00
Tr6 2.81 2.00

Table 3.1: Binding energies and magnetic moments of the Pt trimer when supported on the
MgO(100) surface in o different adsorption geometries. The binding energies are calculated by the
equation: Eb = − 1

n [EPtn/MgO − EMgO − nEPt].

Figure 3.9: The energy profile of the trimer diffusion over the flat MgO(100) surface, as obtained
from NEB calculations. The Pt trimer stands up on the MgO surface forming a triangle and
bonding to two nearest neighbor O atoms (Tr1 geometry) with a binding energy of 3.35 eV, and
diffuses via a walking mechanism with a barrier of 0.60 eV. The images in the insets are top views
of the initial state (in Tr1 geometry), the intermediate state (in Tr2 geometry) and the final state
(in Tr1 geometry) in the diffusion process; the grey, red and magenta spheres represent Mg, O and
Pt atoms respectively.

Adsorption of Pt trimer on MgO(100) with O vacancies

Figs. 3.10(a) and (c) show the top views, and Figs. 3.10(b) and (d) show the side views,

respectively, of the two geometries considered for the adsorption of Pt3 at an O-vacancy

site on MgO(100). In the geometry shown in (a) and (b), one of the Pt atoms in the trimer

sits directly above the vacancy site (which, for visual ease, is highlighted in the figures by

a yellow sphere), this geometry has a high binding energy of 4.21 eV/atom. The cluster

gains a charge of -2.32 e due to electron transfer from the substrate to the cluster. The

other geometry in (c) and (d) is only 0.07 eV higher in energy: it is positioned such that

the center Pt atom of the triangle, that is not bonded to the surface, is directly above

the O-vacancy site, and the other two Pt atoms bind to the neighboring four surface Mg
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atoms.

Figure 3.10: Pt trimer at an F-center on MgO: (a) and (c) are the top views of two optimized
adsorption geometries obtained for the adsorption of a Pt trimer at an O-vacancy site on the
MgO(100) surface, (b) and (d) are the corresponding side views. The geometry shown in (a) and
(b) is lower in energy than that shown in (c) and (d) by only 0.07 eV. The grey, red and magenta
spheres represent Mg, O and Pt atoms. For ease of visualization, the site of the O-vacancy is
highlighted by a yellow sphere.

3.3.3.4 Tetramer

Adsorption of Pt tetramer on the defect-free MgO(100) surface

We have found several stable geometries for the adsorption of Pt4 on the flat pristine

surface of MgO(100), as shown in Fig. 3.11. They are labeled Tt1, Tt2, Tt3, Tt4 and Tt5

in the order of decreasing stability. In the most stable geometry, the Pt tetramer forms a

distorted tetrahedron with three of the Pt atoms binding to three nearby surface O atoms.

This geometry has a strong binding energy of 3.54 eV/atom, and the tetramer gains a

negative charge of -0.91 e due to electron transfer from the substrate to the tetramer.

In the Tt2 geometry, the tetrahedron is more stretched out than it is in the Tt1

geometry. Three Pt atoms in the cluster bind to three next-nearest-neighbor surface O

atoms making a triangle, and the fourth Pt atom stays above the triangle [see Figs. 3.11(c)

and (d)]. In the Tt3 geometry, only two Pt atoms bind to the surface (similar to the D2

geometry), with the other two Pt atoms forming a line perpendicular to the first two Pt

atoms [see Figs. 3.11(e) and (f)]. The Tt4 geometry is similar to Tt3, but in this case, the

two Pt atoms binding to the surface bind to two third nearest neighbor O atoms, with the

other two Pt atoms remaining above and forming a line perpendicular to the first two Pt

atoms [see Figs. 3.11(g) and (h)]. Finally in Tt5, we have a square geometry for the Pt4

cluster, with all four Pt atoms binding to four surface O atoms [see Figs. 3.11(i) and (j)].



54 Chapter 3

Figure 3.11: The optimized adsorption geometries obtained for the adsorption of Pt4 on the
surface of MgO(100). (a), (c), (e), (g), (i) are top views respectively; and (b), (d), (f), (h) and
(j) are side views respectively of the Tt1, Tt2, Tt3, Tt4 and Tt5 adsorption geometries. They are
arranged in the order of increasing energy with Tt1 geometry being the geometry with the lowest
energy. The grey, red and magenta spheres represent Mg, O and Pt atoms.

The binding energies and the magnetic moments of each of these geometries are listed in

Table 3.2.

Pt4/MgO Eb Mag. Mom.
(eV/atom) (µB)

Tt1 3.54 2.00
Tt2 3.44 2.00
Tt3 3.35 2.00
Tt4 3.28 2.00
Tt5 3.01 2.00

Table 3.2: Binding energies and magnetic moments of the Pt tetramer when supported on
MgO(100) in different adsorption geometries. The binding energies are calculated by the equa-
tion: Eb = − 1

n [EPtn/MgO − EMgO − nEPt].

Diffusion: Rolling mechanism in the tetramers

Pt4 clusters diffuse on the surface of the flat MgO(100) via a rolling mechanism: Tt1→ Tt3

→ Tt1 with an activation barrier of 0.81 eV. The energy profile for this pathway is shown

in Fig. 3.12. The insets in the figure show top views of the initial state, corresponding

to the Tt1 geometry, the saddle point, which is in the Tt3 geometry, and the final state,

which is again in the Tt1 geometry.

Adsorption of Pt tetramer on MgO(100) with O vacancies

Fig. 3.13 shows the top and side views of the optimized adsorption geometry obtained for
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Figure 3.12: The energy profile of the tetramer diffusion over the flat MgO(100) surface, as
obtained from NEB calculations. The Pt tetramer adsorbs in the Tt1 geometry with a binding
energy of 3.54 eV, and diffuses via a rolling mechanism with a barrier of 0.81 eV. The images in
the insets are top views of the initial, transition and final states in the diffusion process; the grey,
red and magenta spheres represent Mg, O and Pt atoms respectively.

Pt4 adsorbed on the MgO(100) surface with an O-vacancy. The binding energy of this

cluster in this geometry is 4.24 eV/atom. We find that in the presence of the O-vacancy,

the tetramer gains a negative charge of -2.45 e due to charge transfer from the substrate

to the tetramer. Similar to what we find for the other sizes of the cluster, this charge

transfer is again much higher than the charge transfer from the defect-free MgO substrate

to the tetramer adsorbed on the surface.

Figure 3.13: (a) Top and (b) side views of the optimized adsorption geometry obtained for the
adsorption of a Pt tetramer at an O-vacancy site on the MgO(100) surface. The grey, red and
magenta spheres represent Mg, O and Pt atoms. For ease of visualization, the site of the O-
vacancy is highlighted by a yellow sphere.
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3.3.4 Comparing Our Results for Pt clusters with Earlier Results for

Pd, Au and Ag clusters

Above, we have studied the adsorption and diffusion of Pt clusters on the surface of

MgO(100), and have also examined how the binding of the cluster to the surface is affected

by the presence of surface O-vacancies. Now, it would be interesting to understand how

much these results are affected by the nature of the metal of which the cluster is formed.

We compare our results for the Pt clusters with three earlier investigations on small

clusters of other metals: Pd, Ag and Au. Xu et al. have studied the adsorption and

diffusion of Pdn clusters (n = 1–4) on the defect-free surface of MgO(100), and also

the adsorption of these clusters on the MgO(100) surface with O-vacancies.26,27 Similar

studies have also been done by Barcaro and Fortunelli, where the authors have studied the

adsorption and diffusion of Aun and Agn clusters (n = 1–4) on the defect-free surface of

MgO(100).28 However, this study does not extend to considering the adsorption of these

clusters on the MgO(100) surface with O-vacancies.
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Figure 3.14: Comparing the binding energies, Eb and Ev
b for the adsorption of different clusters

on (a) the defect-free MgO(100) surface and (b) the MgO(100) surface with a surface O-vacancy.
In (a), we show how Eb, calculated using the equation: Eb = − 1

n [EPtn/MgO−EMgO−nEPt] changes
as a function of n, the size of the cluster, for Pt (our results), Pd26,27, Au28 and Ag28. In (b),
we show how Ev

b , calculated using the equation: Ev
b = − 1

n [EPtn/MgO,F −EMgO,F − nEPt] changes
as a function of n for Pt (our results) and Pd26,27.

In Fig. 3.14, we show how our results for the binding energies of the Ptn clusters

(shown by magenta symbols) on the MgO(100) surface differ from those of Pd, Au and

Ag clusters on the same surface. In Fig. 3.14(a), we plot the values for Eb, the binding

energy on the defect-free surface, and in Fig. 3.14(b), we plot the values of Evb , the binding

energy on the surface with an O-vacancy, both as a function of n, the number of atoms
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in the cluster. For all the sizes considered, and both in the presence and absence of the

defect, we find that that the binding energy is highest in the case of Pt clusters.

For the adsorption of the monomers on the defect-free surface, we see that all four

single atoms – Pt, Pd, Au and Ag – prefer to be on top of an oxygen site on the defect-

free MgO(100) surface.26–28 The binding energy of the monomer to the surface decreases

in the order Pt > Pd > Au > Ag. For the monomer adsorption at an O-vacancy site,

comparing our results for Pt to previous results for Pd, we see that the binding energy of

the monomer in both cases is greatly increased as compared to the binding energy of the

monomer to the defect-free surface, and the binding is also found to be higher for the Pt

monomer than for the Pd monomer.26,27 Note that the binding energy of the Pt monomer

at the F-center site is especially very high (∼6.09 eV); this suggests that the monomers

will definitely be trapped at these F-center sites.

For the adsorption of the dimers on the defect-free surface, we see that Pt, Au and Ag

prefer an upright geometry perpendicular to the surface on top of an oxygen site on the

surface (see the D1 geometry in Fig. 3.5),28 while the Pd dimer prefers to wet the surface

and lie horizontally, binding to two surface O atoms (see the D2 geometry in Fig. 3.5).26,27

The binding energy of the dimer to the surface decreases in the order Pt > Au > Pd >

Ag. On comparing the adsorption of the Pt and Pd dimers at the O-vacancy site, we

again find that the binding is higher in the case of Pt than for Pd. Pt dimers prefer the

geometry shown in Figs. 3.7(a) and (b), where the dimer lies flat on the surface, with the

center of the Pt-Pt bond directly above the O-vacancy site. The Pd dimer on the other

hand was found to prefer a geometry similar to the D2 geometry, with the O-vacancy site

beneath one of the Pd atoms.26,27

The lowest-energy adsorption geometry obtained by us for Pt3 on MgO is the same

as that found previously for Pd3 and Ag3 on MgO [see Tr1 geometry in Figs. 3.8(a) and

(b)]. In this geometry, the trimer forms an upright triangle with two of the atoms binding

to nearest neighbor O atoms on the surface.26–28 The Au3 cluster, however, is found to

prefer the Tr2 geometry shown in Figs. 3.8(c) and (d), where the trimer forms an upright

triangle with two of the atoms binding to second neighbor O atoms on the surface.28 As
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can be seen in Fig. 3.14(a), the binding energy of the trimer on the surface decreases in

the order Pt > Pd > Au > Ag. For the Pd trimer, the authors of the earlier study also

found another stable geometry with the three Pd atoms forming a horizontal triangle on

the surface of MgO, with a binding energy of 1.75 eV;27 however this geometry does not

seem to be stable in the case of Pt3, Au3 or Ag3. The adsorption geometry that we find

for Pt3 on MgO with an O-vacancy is similar to the geometry found for Pd3 on MgO with

an O-vacancy. The binding energy for Pd3 is 2.69 eV/atom,27 which is again much lower

than the binding energy of 4.21 eV for Pt3 on MgO with an O-vacancy.

For the adsorption of the tetramer, again we find that the binding energy of the cluster

to the defect-free surface decreases in the order Pt > Pd > Au > Ag. The Pt and Pd

tetramers are found to prefer the Tt1 geometry shown in Figs. 3.11(a) and (b),26,27 while

the Au and Ag tetramers are found to prefer a rhombus geometry with only two metal

atoms interacting with the surface.28 For the adsorption of the tetramer on the surface

with O-vacancy, previous authors have found the same lowest-energy adsorption geometry

for Pd4 as for Pt4, the binding energy is again lower for the Pd4 cluster than for the Pt4

cluster.

When comparing the binding energies of the clusters of Pt and Pd on the MgO surface

in the absence and presence of O-vacancies, we see that in the presence of the O-vacancies,

the binding energy of the cluster increases significantly. This suggests that it may be safe

to assume that once a cluster is adsorbed at an O-vacancy site, it is strongly bound and

hence can no longer diffuse over the surface and move to other sites.

We find that in all cases, the binding energy of the Pt clusters is much higher than

that of other clusters, this already suggests that the diffusion barriers may be higher for

Pt clusters than for clusters of the other metals considered here, and also that processes

like sintering may be slower for Pt than for other clusters. We also find that similar to the

case of Pt, clusters of Au and Ag also prefer geometries that do not wet the surface of the

oxide. The Pd clusters, dimer and trimer however are found to have stable geometries in

which the cluster wets the surface of the oxide and lies flat on the surface.

The comparison of the diffusion mechanisms and the barriers ∆E calculated for Pt
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clusters on the MgO(100) surface, and those calculated by previous authors for Pd, Au

and Ag clusters are listed in Table. 3.3.

Diffusion Diffusion Barrier, ∆E (eV)
Mechanism Pt Pd Au Ag

(Refs. 26,27) (Ref. 28) (Ref. 28)

M Hopping 0.88 0.34 0.22 0.10

M2

Cartwheeling (or leapfrog) 0.42 - >0.87 0.22
Partial Dissociation - 0.43 - -

Hopping 0.66 - 0.62 0.25

M3

Skating (or walking) 0.60 0.48 0.19 0.12
Flipping - 0.50 - -
Sliding 1.01 0.93 - -

M4
Rolling 0.81 0.41 0.42 0.55
Walking - - 0.60 0.21

Table 3.3: Comparing the diffusion mechanisms and barriers ∆E calculated for Pt and those
known previously for Pd clusters26,27, Au clusters and Ag clusters28 adsorbed on the MgO(100)
surface.

If we compare the lowest diffusion barriers obtained for the different elements and for

all cluster sizes considered, we see that for all the sizes except the dimer, the Pt clusters

have the highest diffusion barriers as compared to Pd, Au and Ag. In the case of the

dimer, we see that the Au dimer has the highest diffusion barrier (0.62 eV) compared to

Pt, Pd and Ag.

The mechanism of diffusion via hopping for the monomers seems to be the same for

all the elements, the diffusion barrier for this mechanism decreases in the order Pt > Pd

> Au > Ag.

For the dimers, we see that Pt2 and Ag2 diffuse via a cartwheeling mechanism, while

Pd2 diffuses via a mechanism that involves the partial dissociation of the dimer, and Au2

diffuses using a hopping mechanism similar to that of the monomer.

For the trimers, we see that the clusters of all the elements have the lowest diffusion

barrier for the same mechanism: viz., the skating (or walking) mechanism. Here again we

see that the diffusion barrier for this mechanism decreases in the order Pt > Pd > Au >

Ag.

For the tetramers, we see that Pt4, Pd4 and Au4 diffuse over the MgO surface via

the rolling mechanism, while the Ag4 cluster diffuses over the MgO surface via a walking
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mechanism that is similar to the skating mechanism of the trimer.

3.3.5 Growth of Clusters on the MgO(100) surface

To study the growth of clusters on the defect-free MgO(100) surface and on the MgO(100)

surface with O-vacancy sites, we first define two quantities, viz., the sintering energy and

the trapping energy. We define the sintering energy, Esinter as the energy gained when two

clusters on the defect-free MgO(100) surface combine to form a larger cluster on the defect-

free surface. It is given by the equation: Esinter = −EMn/MgO + EMn−x/MgO + EMx/MgO;

where M = Pt, Pd, Au or Ag, and all the terms on the right-hand-side of the equation

are the total energies (from DFT) of the corresponding systems. Similarly, we define

the trapping energy as the energy gained when a cluster adsorbed at an F-center on the

surface traps a diffusing cluster and forms a larger cluster at the F-center. It is calculated

using the equation: Etrap = −EMn/MgO-F+EMn−x/MgO+EMx/MgO-F. Using these energies

and the diffusion barriers of the clusters on the MgO(100) surface, we will now attempt

to generate possible pathways for the growth of these clusters on the MgO(100) surface.

This should be helpful in giving us an idea about the sintering and growth processes of

these clusters on the surface. From these energy pathways, we can also try to understand

whether these clusters would energetically prefer to grow by the single-step growth process

or the multi-step growth process.

Growth of a dimer on the defect-free MgO surface

In Fig. 3.15, we show the energetics involved in the formation of a dimer of (a) Pt, (b) Pd,

(c) Au and (d) Ag on the surface of MgO(100). We assume that the growth starts from

an initial state consisting of two monomers on the surface. One of the monomers diffuses

on the surface by overcoming the diffusion barrier and combines with the other monomer

to form a dimer on the surface. For all four elements, we see that the dimer formation is

favorable, as the energy of the system is lowered after the formation of the dimer. The

diffusion barrier for the monomer decreases in the order Pt > Pd > Au > Ag; the binding

energy of the monomer on the surface decreases in the same order. Since the barrier for

the monomer diffusion is highest in the case of Pt, we can say that this initial step in the
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Figure 3.15: Energetics for the growth of dimers on the defect-free MgO(100) surface for (a)
Pt, (b) Pd, (c) Au and (d) Ag. In all cases, we start with two monomers on the surface. A
monomer overcomes the diffusion barrier, diffuses over the surface and finally combines with the
other monomer to form a dimer on the surface. We find that the monomer diffusion barrier is
highest in the case of Pt. We also find that the energy gained by the system due to the formation
of a dimer from two monomers on the surface is highest in the case of Au. Note that while the
numbers in black are absolute values of the total energy of the system (with the energy of the initial
state set equal to 0), the numbers in red are values of the barrier height for the forward reaction
for that individual step. Values for Pd, Au and Ag are extracted from Refs. 26–28.

growth process of these clusters is less likely to occur (in a given time interval) in the case

of Pt than in the case of other clusters. If we compare the energy gained by the system

due to the formation of a dimer from two monomers on the surface, we see that this energy

gain is highest in the case of Au. This suggests that the tendency to form dimers will be

highest in the case of Au monomers as compared to monomers of the other elements.

Growth of a trimer on the defect-free MgO surface

In Fig. 3.16, we show the energetics involved in the growth of a trimer or M3 cluster on the

surface of MgO(100), starting from three monomers on the surface. The growth pathways

are shown for (a) Pt3, (b) Pd3, (c) Au3 and (d) Ag3. The formation of the trimer occurs

in two consecutive steps: (i) M + M + M → M2 + M, and (ii) M2 + M → M3. In the

first of these steps, a monomer diffuses and coalesces with another monomer to form a

dimer. The second step can occur along two paths: (A) either a monomer can diffuse and

coalesce with a stationary dimer, or (B) a dimer can diffuse and coalesce with a stationary

monomer. For Pt, the minimum energy pathway (i.e., the path with the lowest barriers)

corresponds to path (B), while for Pd, Ag and Au, it corresponds to path (A). In the
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Figure 3.16: The growth process pathways for the formation of the trimer on the surface for (a)
Pt3, (b) Pd3, (c) Au3 and (d) Ag3. The growth process proceeds in two steps starting from three
monomers on the surface, (i) 3M → M2 + M, and (ii) M2 + M → M3. The barriers for both the
steps are higher in the case of Pt as compared to Pd, Au or Ag. Note that while the numbers in
black are absolute values of the total energy of the system (with the energy of the initial state set
equal to 0), the numbers in red are values of the barrier height for the forward reaction for that
individual step. Values for Pd, Au and Ag are extracted from Refs. 26–28.

growth of Pt clusters, we see that the rate limiting step is the monomer diffusion step,

with a high barrier of 0.88 eV, leading to the formation of a dimer and a monomer on the

surface.

The barriers for both the steps involved in the growth process of the trimer are higher

for Pt than for Pd, Au or Ag. This suggests that sintering is kinetically more difficult to

occur for Pt clusters than for other clusters. However, we also note that the energy gained

by the system due to the formation of a trimer in this process is highest in the case of

Pt. In other words, kinetics makes sintering least favorable for Pt, but thermodynamics

makes sintering most favorable for Pt.

Growth of a tetramer on the defect-free MgO surface

In Fig. 3.17, we show the various possible pathways and the energetics involved in the

growth of (a) Pt4, (b) Pd4, (c) Au4 and (d) Ag4 on the MgO(100) surface. We assume

here also that the growth begins from four monomers adsorbed on the surface of MgO.

The growth occurs in three steps and can occur via two possible pathways, viz., path

(A): 4M → M2 + 2M → M3 + M → M4 or path (B): 4M → M2 + 2M → M2 + M2 →

M4. The difference in the two pathways is in the second intermediate state; in path (A),

in this second intermediate state, the clusters on the surface prefer to be a trimer and
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Figure 3.17: Possible pathways for the growth of tetramers on the MgO(100) surface are shown
here. (a)–(d) correspond to the growth of the Pt4, Pd4, Au4 and Ag4 cluster respectively. This is
a three step process. For Pt4 and Pd4, we see that the energetically favored process is 4M → M2

+ 2M → M3 + M → M4, while for Au and Ag, we see that the energetically favored process is 4M
→ M2 + 2M → M2 +M2 → M4. Note that while the numbers in black are absolute values of the
total energy of the system (with the energy of the initial state set equal to 0), the numbers in red
are values of the barrier height for the forward reaction for that individual step. Values for Pd, Au
and Ag are extracted from Refs. 26–28.

a monomer, while in path (B), in this intermediate state, the clusters prefer to be two

dimers. The configuration that can lower the energy of the system by a higher amount

would be energetically preferred over the other. In the case of Pt and Pd, we can see

that the clusters would energetically prefer path (A) for the growth of the tetramer, while

Au and Ag prefer path (B). The energies that are in competition here are the sintering

energies for the formation of the trimer and for the formation of the dimer. In the case of

Pt and Pd, we see that the sintering energy for the formation of the trimer is much higher

than the sintering energy for the formation of the dimer, while in the case of Au and Ag,

the reverse is true.

For the growth of the Pt4 cluster, we see that the rate limiting step is again the

monomer diffusion. The growth proceeds via path (A). On looking carefully at the growth

process diagram and noting the preferred minimum energy pathway, we can see that the

barriers in the three steps in the process correspond to monomer diffusion, dimer diffusion

and trimer diffusion respectively. This is because the dimers and trimers are more mobile

on the surface than a monomer. In the first step, the monomer diffuses to form a dimer,

in the second step, the dimer diffuses to combine with a monomer and forms a trimer and

finally in the third step, the trimer diffuses to combine with a monomer and forms the
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tetramer.

On comparing the growth process of Pt4 with that of Pd4, we can see a clear difference.

In the minimum energy pathway for the growth of Pd4 clusters, all the three barriers in the

process correspond to the monomer diffusion. The cluster grows in size by the diffusion

and addition of a monomer at every step in the growth process. From this observation,

we can suggest that Pd clusters would prefer the single-step growth process.

Au and Ag tetramers seem to prefer path (B) for the growth, and the process of growth

seem to be identical for these two elements. In the first step, a monomer diffuses to form

a dimer on the surface. In the second step, another monomer diffuses to combine with yet

another monomer to form a second dimer on the surface, and in the third step, the two

dimers combine to form the tetramer with a barrier that corresponds to the dimer diffusion

barrier. In the cases of Au and Ag, we can see that the clusters do not energetically prefer

the single-step growth process.

From the thermodynamics, i.e., the net energy gain upon forming the tetramer, it

should be most favorable to form the Pt tetramer, followed by Au4, Ag4 and Pd4. However,

if we were to look at the kinetics, i.e., look at the height of the barrier for the rate limiting

step, then Pt4 would be the slowest to form, followed by Au4, Pd4 and Ag4; note that

in coming to this conclusion we have ignored the prefactors involved. According to the

Brønsted-Evans-Polanyi (BEP) relationship,111,112 one would expect that a lower energy

in the final state would correlate with a lower barrier. That is clearly not the case here,

i.e., the BEP relationship does not hold. This is because the transition states do not

resemble the final states.

Growth of clusters at an F-center site on the MgO surface

In Fig. 3.18, we show the pathways and energetics for the growth of a dimer [in (a) and

(b)], a trimer [in (c) and (d)] and a tetramer [in (e) and (f)] at an F-center site on the MgO

surface (M2/F). We show our results for Pt [in (a), (c) and (e)], and compare with the

diagrams generated for Pd [in (b), (d) and (f)] using the results from previous studies.26,27

These diagrams were generated using the information from the sintering energy, trapping

energy and the diffusion barriers of these clusters on the MgO surface. We assume that
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Figure 3.18: The pathways for the growth for clusters at an F-center site on the MgO surface.
The formation of (a) Pt2/F, (b) Pd2/F, (c) Pt3/F, (d) Pd3/F, (e) Pt4/F and (f) Pd4/F are shown
here; all processes start from a monomer trapped at a F-center site and other monomers adsorbed
on the defect free surface. Note that while the numbers in black are absolute values of the total
energy of the system (with the energy of the initial state set equal to 0), the numbers in red are
values of the barrier height for the forward reaction for that individual step. Values for Pd are
extracted from Refs. 26,27.

the growth begins with a monomer trapped at a F-center site and other monomers on the

defect free surface.

We see the pathway for the growth of the dimer at the F-center in Figs. 3.18(a) and

(b) for Pt2/F and Pd2/F respectively. We know from our calculations that the monomer

binding energy at the F-center is really high for Pt (6.09 eV), we find that the binding of
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a second monomer at the F-center is less favored by a lowering in energy of only 0.46 eV

compared to the dimer formation energy on the defect-free surface which is 0.92 eV. It

is interesting to note here that a previous study has reported contrasting results stating

that the dimer formation at the defect site is not favorable, and has a trapping energy of

-0.14 eV. This would mean that the two Pt atoms would rather be separated than form

a bond when one of them is trapped in an O-vacancy.96 We find, however, that the Pt

dimer formation is possible but is energetically less favored than the formation of Pd2/F.

On comparing energetics for the growth of Pt2 and Pd2 at the F-center, we can see that

the monomer diffusion barrier is higher for Pt than for Pd, and hence this first step may

be less likely for Pt than for Pd.

The possible growth pathways for the growth of a trimer at the F-center are shown in

Figs. 3.18(c) and (d) for Pt3/F and Pd3/F respectively. Two pathways possible here are

path (A): 2M + M/F → M + M2/F → M3/F and path (B): 2M + M/F → M2 + M/F →

M3/F. The minimum energy pathway for Pt clusters corresponds to path (B), the energy

difference between the two paths is significant, with path (B) offering the lower energy

pathway. For Pd clusters, however, the energy difference between the two pathways is

negligible and both paths will compete. The reason for the Pt clusters preferring path

(B) may be the especially high binding energy observed for the monomer at the F-center

site, the Pt/F tends to remain as it is without adding more atoms to the F-center site.

The rate limiting step in the growth of the Pt3/F is the monomer diffusion step, and the

barriers observed in both steps are higher for Pt than for Pd, suggesting that sintering

should proceed more slowly for Pt than for Pd. For the growth of the Pt3/F, the first step

proceeds by monomer diffusion and the second step proceeds by dimer diffusion, whereas

in the growth of the Pd3/F, we see that both the steps in the process proceed by monomer

diffusion.

The growth pathways for the growth of Pt4/F and Pd4/F are shown in Figs. 3.18(e) and

(f) respectively. The diagrams generated are slightly more complicated than the earlier

diagrams for the growth of the other clusters. Among the several pathways possible, we

see that the minimum energy pathway for both Pt and Pd is 3M + M/F → M2 + M +
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M/F → M3 + M/F → M4/F.

For Pd, in the first intermediate state, the two possible situations M2 + M + M/F

and 2M + M2/F are almost degenerate, however, we believe that the cluster would prefer

to be in the M2 + M + M/F state as this leads to the second intermediate state with the

lowest energy and therefore stabilizes the system by a greater amount. In the minimum

energy pathway for the growth of Pt4/F, we see that the barriers in the three steps in

the process correspond to that of monomer diffusion, dimer diffusion and trimer diffusion

respectively. However, in the minimum energy pathway for the growth of Pd4/F, we see

that the barriers in the first two steps correspond to that of monomer diffusion and the

barrier in the third step corresponds to that of trimer diffusion. The energy differences

between the possible pathways are much higher for Pt than for Pd, which suggests that

in the case of Pd, these paths may compete more easily.

For every step in the growth process, the barriers are higher for Pt than for Pd, this

suggests that growth and sintering of Pt clusters should be slower than for Pd clusters. Pt

clusters energetically prefer a multi-step growth process while in the case of Pd clusters,

the pathways are very close in energy and hence both the multi-step growth process and

the single-step growth process will compete.

On comparing the energy gained by the system due to the trapping of atoms at the

F-center, we see that the formation of the dimer at the F-center is less favored for Pt than

for Pd. However, the formation of the trimer and the tetramer at an F-center is more

energetically favorable for Pt clusters than for Pd clusters. In both these cases, the system

lowers its energy by a larger amount in the case of Pt clusters as compared to Pd clusters.

This suggests that Pt atoms have a greater tendency than Pd to coalesce and form larger

clusters when supported on the MgO surface.

3.4 Conclusions

We have studied the formation and diffusion of small Ptn clusters, for n = 1–4, using DFT

combined with the NEB method to calculate saddle point geometries and energies. We find

that the surface O site is the most favorable site for the adsorption of Pt atoms, clusters of
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other elements (studied by previous authors) also tend to favor adsorption geometries that

allow binding to the O sites on the surface. We see a strong tendency of Pt clusters, starting

from the dimer, not to wet the MgO surface but form upright adsorption geometries. This

is similar to the adsorption geometries for Au and Ag obtained by previous authors, who

have reported that Au and Ag clusters prefer not to wet the MgO surface.28 Small Pd

clusters (at least the dimer and trimer) on the other hand, are known to be stable in

geometries where the cluster wets the MgO surface.26,27

We see that these small clusters of Pt diffuse on the surface of MgO in very interesting

ways. We find a hopping mechanism for the monomers, a cartwheeling mechanism for the

dimers, a skating mechanism for the trimer and a rolling mechanism for the tetramer. We

have calculated the energetics for the diffusion pathways and determined the activation

barriers using the NEB method. We find that the barriers involved in the diffusion of Pt

clusters are higher than those of Pd, Au and Ag clusters, for all the sizes considered here,

with the exception of the dimer.

A full study of the growth process would require that one also have access to the values

of the Arrhenius prefactors for the diffusion processes of these clusters. However, already

from the energetics of the barriers, we have attempted to gain an understanding about

how the growth processes of Pt clusters may differ from that of Pd, Au and Ag clusters.

We have generated diagrams showing possible pathways for the growth of small Mn

clusters on the MgO surface (M = Pt, Pd, Au and Ag) using our results for binding

energies and diffusion barriers for Pt clusters, as well as the corresponding results (where

available) of previous authors for clusters of Pd, Au and Ag.26–28 We find that the rate

limiting step in the growth of all Ptn clusters considered here is the monomer diffusion,

which has a high barrier of 0.88 eV. On comparing the minimum energy pathways and

the barriers involved in every step in the growth process of clusters, we find that at every

step the barrier is highest in the case of Pt than for Pd, Au or Ag. This suggests that

kinetics will oppose the sintering of small Pt clusters, i.e., sintering should occur more

slowly for Pt clusters on MgO, than for clusters of Pd, Au or Ag. At the same time,

however, the energy lowering upon sintering is greatest for Pt, i.e., the thermodynamics
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favors sintering of Pt clusters over that of the other elements (except for the two cases

of dimer formation on the MgO surface, with or without an F-center present). Thus, in

the limit of infinitely long timescales, Pt clusters are more likely to sinter than those of

the other metals. This results in an interesting juxtaposition, with kinetics opposing, but

thermodynamics favoring, the sintering of Pt clusters. Note that this also implies that the

BEP relationship111,112 does not hold for the processes studied in this chapter.

Considering the growth process of a Mn cluster on the defect-free surface, we find that

Pt, Au and Ag clusters prefer the multi-step growth process, while Pd clusters prefer the

single-step growth process. For the growth of a Mn cluster at a F-center site on the MgO

surface, we find that Pt clusters prefer the multi-step growth process, while in the case of

Pd clusters, the multi-step growth process and the single-step growth process compete, as

the energy differences between the possible pathways are very small.

Finally, we note that in constructing the reaction pathways displayed in this chapter,

we have made use of diffusion barriers that were calculated in the dilute limit, i.e., in the

absence of other nearby clusters or defects on the surface. It remains to be seen whether

this is a valid approximation, and whether the trends observed will change if diffusion

barriers are calculated in more realistic scenarios.
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Chapter 4

Tuning the Morphology of Gold

Clusters by Substrate Doping

4.1 Introduction

Bulk gold is famously inert. Its inert nature makes it a precious metal with popular use in

jewellery and decorations. The factors responsible for making gold the noblest of all metals

were laid out by Hammer and Nørskov, based on a study of the reactivity of extended

transition metal surfaces like Ni, Cu, Pt and Au towards H2 molecule adsorption: the

factors being (i) the degree of filling of the antibonding states on adsorption, and (ii) the

degree of the metal orbital overlap with the adsorbate.39

The surprising fact that, in marked contrast to extended Au systems, nano-sized Au

can be a catalyst, was discovered in 1987 by Haruta et al., who found that gold nanopar-

ticles supported on semiconducting transition metal oxides could efficiently catalyze CO

oxidation at low temperatures14. This drew a lot of attention towards these new and

unrecognized properties of gold.

Soon there was a huge wave of research on Au nanoclusters, their catalytic activity

and other potential applications. Au clusters were found to be oxidation resistant, making

them effective oxidation catalysts,113 they were found to have applications in detection

technology for polynucleotides, replacing radioactive atoms and organic substituents,114

73
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also ligand-stabilized Au nanoparticles were found to be of high interest for applications

like nanoelectronics and biomedicine.115 In addition to the oxidation of carbon monoxide,

Au nanoparticles were found to also effectively catalyze several other reactions, e.g., the

epoxidation of propene to propene oxide,116 the water-gas shift reaction,117 selective hy-

drogenation of unsaturated hydrocarbons,118 and several liquid phase oxidation reactions

relevant for the cosmetics and food industries.119

As the interest in Au nanoparticles for applications has grown, it has become impor-

tant to more deeply understand the nature, stability and structure of these particles, as

well as the role of the oxide substrate on which these clusters are commonly supported.

The substrate helps to anchor the clusters, thereby prevent sintering; and in some cases,

mediates a charge transfer between the substrate and the cluster, thereby changing the

charge state of the cluster.120 This has led to studies of how one can manipulate the

clusters, the support, or their environment, so as to improve the desired properties in

the cluster. For Au catalytic clusters, for example, this could be done by (i) changing

the atomic structure, morphology or shape of the cluster,7 (ii) changing the properties of

the catalytic support like composition, structure or thickness,8,11,31 or (iii) application of

external electric fields.36 It was found that changing any of these characteristics can alter

the adsorption energy of the cluster on the support, the reactivity of chemical reactants

towards the cluster, and also the reaction barriers involved in the catalytic reaction.

Given a size n of a cluster, there are several structural geometries possible, i.e., clus-

ters may exist in several structural isomers. These isomers may be close in energy, but

could, however, differ drastically in their mechanical, chemical, electronic and thermal

properties. These differences may be particularly noticeable when the morphology of the

cluster changes from a three-dimensional compact shape to a two-dimensional planar ge-

ometry. This is true not only when the clusters are in the gas phase but also when they

are supported on an oxide substrate.

Another property that is very crucial in determining the activity or performance of

a Au cluster catalyst is the charge state of the atoms in the cluster. For catalytic CO

oxidation by Au clusters, it has been seen that while neutral clusters are only moderately
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active, negatively charged clusters show excellent CO conversion yield and rates.34 A

combination of experimental and theoretical work has shown that Au clusters become

negatively charged9 (with the magnitude of the charge transfer dependent on the cluster

geometry121), when placed on oxygen vacancies on an MgO substrate. Molecular oxygen

that adsorbs on these negatively charged Au atoms gets activated to a superoxo or peroxo

state, by the transfer of electrons from the Au to the O2 2π∗ antibonding orbitals. The

occupation in the antibonding orbitals makes the molecular bond weak and lowers the

dissociation barrier for the O-O bond, thereby easing the pathway for CO oxidation.

An example of a cluster-support system where the interplay between cluster geometry,

cluster-support interactions and charging effects has been extensively studied is the Au20

cluster on MgO(001).10,11,31,35,36 The Au20 cluster has been found to be highly catalytically

active owing to its extremely large HOMO-LUMO gap and high electron affinity.33 It has

a three-dimensional tetrahedral (T) structure in the gas phase [see Fig. 4.1(a)]. The

cluster has been found to be extremely robust against distortions even when supported

on pristine MgO, as well as defect-rich MgO with oxygen vacancies.34 Another possible

low-energy isomer for this cluster is the Au20 with a two-dimensional planar geometry (P)

[see Fig. 4.1(b)]. Although it is known that the (T) cluster is more stable than the (P)

cluster in the gas phase as well as when supported on MgO [see Figs. 4.1(c) and (d)], there

is reason to believe that the (P) cluster, if it could be stabilized in some way, would be

the better catalyst.31

Previous authors have shown that the planar arrangement can be stabilized in two

ways. When Au20 clusters were supported on an ultra thin film of MgO (1–7 layers) on

an underlying Mo(100) substrate, the two-dimensional (P) clusters were lowered in energy

with respect to the otherwise stable (T) clusters with an energy difference of 3.3 eV, and

the charge transfer to the (P) and (T) clusters was calculated to be 1.62 e and 1.06 e,

respectively.10 The increased contact area leading to larger accumulation of interfacial

charge, and electrostatic interactions may be the source of the stabilization of the planar

geometry. The second method proposed was to apply an external electric field of the order

of 1 V/nm to a system of Au20 placed on MgO supported over Ag(100).36 While these
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methods of controlling the morphology of the cluster are of fundamental interest, they

may not be very easy to implement in actual applications.

In this chapter, we present a third method which, we believe, is conceptually simple yet

experimentally and technologically feasible, viz., doping the oxide substrate with electron

donor impurity atoms. We first demonstrate that this method achieves the same goal of

flipping the stability of the Au cluster towards favoring the planar arrangement of atoms,

by considering a model system: Au20 supported on Al-doped MgO.37 Soon after our work

on this system was published, there was an experimental validation for our idea, where

they showed that the morphology of Au clusters deposited on CaO flipped from three-

dimensional to planar when the CaO was doped with the electron donor Mo.38,122 In this

chapter, we also present results of our calculations on Au20 supported on Mo-doped CaO,

confirming the experimental finding. Finally, to confirm that this technique of substrate

doping will be effective for Au clusters of many sizes, we also present results of calculations

on an Au atom, Au dimer and Au trimer supported on undoped and Al-doped MgO, and

show how the preferred adsorption geometries of these clusters on the substrate change

on doping.

Some of the results presented in this chapter were published by us in Ref. 37.

Figure 4.1: The optimized geometries for (a) Au20(T), (b) Au20(P), both in the gas phase; (c)
Au20(T)/MgO and (d) Au20(P)/MgO. The yellow, grey and red spheres represent Au, Mg and O
atoms respectively. We confirm previously known results10,31 and find that, in the gas phase the
(T) cluster is more stable than the (P) cluster by 1.52 eV, and when supported on undoped MgO,
the (T) cluster continues to be more stable than the (P) cluster with an energy difference of 0.60
eV.
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4.2 Au20 supported on undoped and Al-doped MgO

4.2.1 Methods

We have employed spin-polarized density functional theory (DFT), as implemented in the

Quantum ESPRESSO package,50 to study the model system of Au 20-atom clusters sup-

ported on undoped and doped MgO. The Kohn-Sham wavefunctions20 were expanded in

a plane-wave basis set with a plane-wave energy cut off of 30 Ry and a charge density cut

off of 240 Ry. For the self consistent calculations, convergence was deemed to be achieved

when the estimated energy error was less than 10−8 Ry. The exchange-correlation inter-

actions were treated with the generalized gradient approximation (GGA) (Perdew-Wang

91).49 The pseudopotentials used to approximate the interactions between the ionic cores

and the valence electrons were ultrasoft (Vanderbilt) pseudopotentials.63 Scalar relativistic

pseudopotentials were used for Au and Mo. Convergence for calculations with the MgO

(CaO) substrate was hastened by smearing the occupations using Marzari-Vanderbilt cold

smearing71 with a broadening width of 0.068 eV (0.136 eV).

All atomic coordinates were relaxed, using forces calculated by the Hellmann-Feynman

theorem.72 The convergence criterion for the ionic minimization was that all components

of the forces on the atoms had to be less than 10−3 Ry/bohr and the energy difference

between two consecutive ionic steps had to be less than 10−4 Ry.

MgO has a face centered cubic (FCC) crystal system. The MgO(001) surface was

considered as the support for the gold cluster adsorption. This surface forms a square

lattice with a two-atom basis. The properties of bulk MgO and aluminium-doped MgO

were compared using a 3 × 3 × 3 cell. The bulk doped MgO was created by replacing

one of the 27 Mg atoms in this cell by Al, resulting in a dopant concentration of 3.7%.

The calculations on the 20-atom clusters of gold were carried out with the Makov-Payne

correction123. Calculations on gas phase (T) and (P) clusters were performed using a

cubical box of side 16.9 Å and a cuboid of size 20.1 × 20.1 × 9.5 Å respectively. The

calculations for the Au20 cluster adsorbed on the MgO (doped and undoped) were carried

out using a slab comprised of four substrate layers, with a 6× 6 surface unit cell, so that

we have 36 atoms of Mg and 36 atoms of O per layer. A vacuum of thickness ∼14 Å in
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the [001] direction was used for these calculations. k-point sampling for the cells with the

clusters was done only at the zone center, whereas the sampling for the clean surface of

undoped MgO, with a 3× 3 surface unit cell, was done using a 2× 2× 1 Monkhorst-Pack

mesh67.

4.2.2 Results

4.2.2.1 Au20 clusters in gas phase and supported on pristine MgO

In order to validate our computational approach, we have first performed calculations on

previously studied systems. Our results confirm that in the gas phase and on a four-layer

thick MgO(001) substrate, the (T) morphology is favored over (P), by 1.53 eV and 0.60

eV respectively (see Fig. 4.1). When supported on MgO, we find that the Au(T) cluster

acquires a negative charge of 0.60 e, while the Au(P) cluster acquires a negative charge of

0.91 e. These results are in good agreement with those of previous authors31.

4.2.2.2 Effect of doping on the oxide substrate

Replacing a divalent Mg atom by a trivalent Al atom results in the delocalization of the

extra electron of Al in the system, and causes the Fermi level of the system to shift to the

conduction band for a sufficiently high doping concentration (see Fig. 4.2).
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Figure 4.2: Density of states of pristine MgO (in black) and 3.7% Al-doped MgO (in red). The
black hatched area is the forbidden gap of the MgO insulator; this is underestimated with respect to
experiments due to DFT errors. The dashed line is the position of the Fermi level of 3.7% Al-doped
MgO, which is now in the conduction band; Al-doped MgO is no longer an insulator.

Such a doping of MgO with an electron donor also lowers the work function of the

system. For 2.78% Al-doped MgO(001), we calculate the work function to be 1.81 eV.
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One may then speculate that the system would release its electrons more easily to Au

clusters than pure MgO, and the clusters would gain a higher negative charge, possibly

stabilizing the (P) cluster over the (T) cluster; below we demonstrate that this is indeed

what happens.

4.2.2.3 Effect of substrate doping on the supported Au20 clusters

We now consider possible morphologies of an Au20 cluster placed on an MgO(001) sub-

strate where some of the Mg atoms have been substituted with Al atoms. We consider

two cases, Al replacing a Mg atom in (i) the second layer and (ii) the third layer from

the surface. We have considered three doping concentrations in each of these cases, viz.,

0.69%, 1.39% and 2.78%. We also consider two possible lateral positions of the Al atom

in the 0.69% Al-doped MgO, one in which the single dopant Al atom is directly below the

Au cluster, and another in which the Al atom is positioned away from the cluster.

Our results for the difference in energies between the (P) and (T) supported clus-

ters, and the charge transferred from the substrate to the clusters, are summarized in

Figs. 4.3(a) and (b) respectively.

From Fig. 4.3(a), we see that the stability of the planar cluster over the tetrahedral

cluster increases linearly as a function of the doping concentration in the substrate. We

find that this stability is independent of the dopant position: i.e., it does not depend on

whether the dopant Al atom is in the second or the third layer from the surface, or whether

the Al atom is directly below the cluster or away from it; the stability depends only on

the dopant concentration. Most strikingly, we find that for all the doping concentrations

and configurations considered by us, the planar arrangement (P) is significantly favored

over the tetrahedral arrangement (T). The least concentration of Al required to flip the

stability of the cluster from the tetrahedral geometry to the planar geometry is around

0.4%.

The adsorption energy (EAu
b ) of the cluster to the substrate is calculated as the energy

required to separate the supported cluster into the bare substrate and the isolated cluster
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Figure 4.3: Trends in energetics and charge transfer as a function of substrate doping: (a) As
the Al-doping concentration in the MgO substrate is increased, we see that the planar structure
(P) of Au20 becomes progressively more favored over the tetrahedral structure (T); EP and ET are
the total energies of the supported clusters (P) and (T) respectively. (b) Charge transfer values qP
and qT for (P) and (T) increase monotonically as the doping concentration is increased. Black/red
symbols correspond to data where the dopant atoms are in the second/third layer from the surface.
In all cases the Al atom is directly below the cluster. Reprinted with permission from Ref. 37.
c©(2011) American Chemical Society.

in the gas phase. It is computed as EAu
b (P/T) = -{E[Au20(P/T) on Al-doped MgO]

- E[Au20(P/T)] - E(Al-doped MgO)}, where E is the total energy (from DFT) of the

corresponding system. Our results for these values are listed in Table 4.1. With increasing

doping concentration in the MgO substrate, we observe an increase in EAu
b . This is slightly

reduced when the dopant atom is moved from the second to the third layer, or from below

the cluster to away from the cluster.

In Fig. 4.4, we have plotted isosurfaces of the charge transfer that occurs when the (P)

and (T) Au20 clusters are placed upon the substrate, for the particular case where the Al

concentration is 2.78% (i.e., 4 of the 36 Mg atoms in the second layer of the substrate have

been replaced by Al). Magenta and blue lobes represent charge accumulation and charge

depletion, respectively. We draw particular attention to the layer of electronic charge that

is accumulated at the interface, between the cluster and the substrate.

For the (T) case, we see that there is a depletion of electronic charge from the substrate

and an accumulation of charge within the cluster, mainly at the three corner sites at the

interface between the cluster and the substrate, while in the (P) case, there is a larger
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Al position Conc. (%) EAub (P) (eV) EAub (T) (eV)

II layer

2.78 12.17 6.92
1.39 7.42 4.44

0.69 (below) 5.12 3.26
0.69 (away) 4.94 3.07

III layer

2.78 11.65 6.27
1.39 7.22 4.23

0.69 (below) 5.01 3.12
0.69 (away) 4.92 3.06

pure MgO 0 2.85 1.94

Table 4.1: Calculated values of adsorption energies, EAu
b (P) and EAu

b (T) of planar and tetrahedral
Au20 clusters, respectively, for different positions and concentrations (Conc.) of dopant Al atoms
in Al-doped MgO substrate. Reprinted with permission from Ref. 37. c©(2011) American Chemical
Society.

depletion of charge from the substrate, and a larger accumulation of charge both within

the Au layer and in between the Au and the substrate. We also wish to point out that the

sites of charge accumulation on the cluster are believed to be the active sites for oxidation

reactions, where the oxygen molecules preferentially adsorb. Comparing the regions of

charge accumulation on both the clusters, [the three vertices for (T) and the peripheral

atoms for (P)], we can say that the (P) cluster may have more active sites than (T), and

may therefore prove to be more catalytically active for oxidation reactions. We note that

none of the features discussed in the above paragraph are very sensitive to the position of

the Al atom(s).

The layer of electronic charge accumulated at the interface can also be seen in panels

(c) and (f) of Fig. 4.4, where we show the planar integral of the charge transfer vs. z,

the coordinate normal to the surface. The integral of the charge accumulated from the

interface between the cluster and the substrate up to the vacuum gives the total charge

acquired by the cluster from the substrate.

In Fig. 4.3(b), where we have plotted these charge transfer values, as a function of the

dopant concentration, we see that the electron transfer from the substrate to the cluster

increases monotonically as the doping concentration in the substrate increases. We also

find that in all cases, the charge transferred to the planar cluster is higher than the charge

transferred to the tetrahedral cluster.



82 Chapter 4

Figure 4.4: The charge transfer isosurfaces for the (a) top view, (b) side view of Au20 (P), and
(d) top view, (e) side view of Au20 (T), all deposited on 2.78% Al-doped MgO. The green, red,
purple and yellow spheres represent Mg, O, Al and Au atoms respectively. The blue and magenta
lobes show the regions of charge depletion and charge accumulation respectively. The isosurfaces
shown correspond to 0.001 e/Å3. The planar integral of the charge difference along the z direction
for (c) Au20(P)/Al-doped MgO and (f) Au20(T)/Al-doped MgO are shown. The red dots in (c)
and (f) show the average atomic positions along the z direction and are aligned to the atoms in
the side view of the isosurface plots. Reprinted (adapted) with permission from Ref. 37. c©(2011)
American Chemical Society.

In summary, we have demonstrated theoretically that doping an MgO substrate with

Al atoms stabilizes a planar Au20 isomer over the tetrahedral isomer. We have shown

that the stabilization energy as well as the charge transferred from the substrate to the

cluster does not depend on the dopant position, but depend monotonically on the dopant

concentration. Substrate doping can be used to tune the morphology of supported Au

clusters; in the next chapter, we investigate whether such substrate doping also affects the

reactivity of these supported Au clusters.
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4.3 Au20 supported on undoped and Mo-doped CaO

The method that we have suggested above, of substrate doping for controlling the mor-

phology of Au clusters, was subsequently experimentally verified,38,122 using Mo (Cr) as

the electron donor, and CaO (MgO) as the oxide substrate.

The doped substrate was prepared by chemical vapor deposition by adding 2 atm% Mo

to the Ca/O vapor and oxide films of 60 monolayer thickness were grown. It was prepared

such that the topmost layers are free of Mo, to prevent Mo segregation to the surface.

0.7 ML Au was deposited on these films to form the metal particles on the surface; they

form particles of approximate size 10 × 10 nm2. In Figs. 4.5(a) and (b), we show the

STM images of the Au particles on the undoped CaO surface and Mo-doped CaO surface,

respectively. On pristine CaO surfaces, the authors find that the Au particles adopt

pronounced three-dimensional shapes with a height to diameter ratio of 0.35±0.10 [see

Fig. 4.5(a)]. On the doped substrate, however, the authors find that these particles grow

only in two-dimensional arrangements with a height to diameter ratio of 0.07±0.02 [see

Fig. 4.5(b)].38 These experiments provide dramatic evidence that the method we proposed

and verified theoretically, actually works in practice. We also note that the clusters formed

in the experiment are significantly larger in size than the 20-atom Au clusters that we used

for our calculations, thus suggesting that our ideas are not restricted to this cluster size

or system alone.

Figure 4.5: STM images of Au clusters on (a) pristine and (b) Mo-doped CaO. The insets
show close-ups of two characteristic particles of approximate size 10 × 10 nm2. Note the three-
dimensional cluster geometry for Au clusters on pristine CaO in (a), and the flat planar arrange-
ment of atoms in the cluster when supported on Mo-doped CaO in (b). Reproduced with permission
from Ref. 38. c©Wiley-VCH Verlag GmbH & Co. KGaA.
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Motivated by these experiments, we have carried out calculations on the Au20 (P) and

(T) clusters supported on undoped and Mo-doped CaO. These calculations help us to

confirm the experimental results, and also to understand the difference between the two

substrates, Al-doped MgO and Mo-doped CaO. The main difference is the dopant atom.

Al prefers the fixed oxidation state of +3, while Mo is a transition metal that has variable

oxidation states; in Mo-doped CaO, to maintain charge neutrality, the Mo atom takes

the oxidation state +2, however, on placing Au particles on the substrate, the Mo atom

can attain higher oxidation states like +4 and +6. This suggests that when Au particles

are placed on Mo-doped CaO, they can gain more negative charge than when placed on

Al-doped CaO; this is indeed what we find from our results below.

4.3.1 Methods

Similar to MgO, CaO also has a face centered cubic (FCC) crystal system. The CaO(001)

surface was considered as the support for the gold cluster adsorption. The properties of

bulk CaO and Mo-doped CaO were compared using a 3× 3× 3 cell. The bulk doped CaO

was created by replacing one of the 27 Ca atoms by Mo, resulting in a dopant concentration

of 3.7%. The calculations for the Au20 cluster adsorbed on the CaO (doped and undoped)

were carried out on a 6× 6 surface unit cell of 4 layers, with 36 atoms of Ca and 36 atoms

of O per layer. A vacuum of thickness ∼14 Å in the [001] direction was used for these

calculations. k-point sampling for the cells with the clusters was done only at the zone

center.

All the other calculation details are identical to those employed for Au20/Al-doped

MgO.

4.3.2 Results

4.3.2.1 Au20 supported on pristine CaO

When Au20 (T) and (P) clusters are supported on pristine CaO [see Figs. 4.7(a) and (b)],

we find that the (T) cluster is more stable than the (P) cluster only by a small energy

difference of 0.07 eV compared to when these clusters are supported on pristine MgO
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(0.60 eV). We see a charge transfer of 0.87 e and 1.24 e from the CaO substrate to the (T)

and (P) cluster respectively. The calculated values for the charge transfer from the CaO

substrate are higher than the charge transfer values calculated for the Au(T) and Au(P)

clusters deposited on pristine MgO (0.60 e and 0.91 e respectively). Recall that for Au

clusters on MgO, as the doping was increased, the charge transferred to both the (T) and

(P) clusters was increased, and the (T) cluster became progressively more destabilized

with respect to the (P) cluster. Now, on CaO, we find that the charge transferred is

greater than on MgO, this may be why the energy difference between the (T) and (P)

isomers is much less than it was on MgO.

Figure 4.6: The optimized geometries obtained for (a) Au(T)/CaO and (b) Au(P)/CaO. The
light green, red and yellow spheres represent the Ca, O and Au atoms respectively. When placed
on CaO, the (T) cluster is favored over the (P) cluster by 0.07 eV.

4.3.2.2 Effect of Mo-doping on the CaO substrate

CaO is an insulator. The addition of Mo atoms in the system gives rise to defect states in

the energy gap. The Fermi level of the doped system lies at one of these defect states, and

the system is no longer an insulator. This suggests that when Au clusters are placed over

the substrate, the substrate may more easily lend its electrons to the Au cluster making

it negatively charged. Note that on adding Mo atoms to the CaO substrate, the system

becomes magnetic.

4.3.2.3 Effect of substrate doping on supported Au20 clusters

We consider the same two possible morphologies of the Au20 cluster, (T) and (P) [that

we had already considered in the case of the MgO substrate above], placed on CaO(001)
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Figure 4.7: The densities of states (DOS) of bulk CaO and 3.7% Mo-doped CaO. Since Mo-doped
CaO is magnetic in nature, the DOS of the up-spin electrons (in blue) and down-spin electrons
(in red) are shown separately. The dotted vertical line shows the position of the Fermi level of
the Mo-doped CaO system. Note that the band gap of CaO is underestimated as is typical of a
conventional DFT calculation.

where some of the Ca atoms have been substituted with Mo atoms. Since, for MgO, we

had already established that the dopant position does not matter significantly, here we

restrict ourselves to examining a smaller number of configurations than we did for the

case of the MgO substrate. Accordingly, we consider two doping concentrations: 0.69%

and 2.78%; in all systems, Mo replaces the appropriate number of Ca atoms in the third

layer from the surface. For 0.69% doping concentration, we consider the dopant atom to

be directly below the Au20 cluster.

Already at 0.69%, we find that the (P) cluster is favored over the (T) cluster by the

rather large amount of 2.32 eV. The charge transfer from the substrate to the (T) and (P)

cluster is calculated to be 0.82 e and 1.22 e respectively. At 2.78% doping concentration

however, we find that the (P) cluster is favored over the (T) cluster by 0.44 eV. On

increasing the doping concentration from 0.69% to 2.78%, the electron transfer from the

substrate to the Au(T) and Au(P) cluster increases to 1.19 e and 1.96 e, respectively.

While the Au(T)/2.78% Mo-doped CaO system is found to be magnetic, Au(P)/2.78%

Mo-doped CaO is found to be non-magnetic. This loss of magnetic moment may be the

reason for the reduced energy difference between (T) and (P) when supported on 2.78%

Mo-doped CaO.

The adsorption energy (EAub ) of the cluster on the substrate is computed as EAub (P/T)
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= E[Au20(P/T) on Mo-doped CaO] - E[Au20(P/T)] - E(Mo-doped CaO), where E is

the total energy from DFT of the corresponding system. These values, along with the

magnetic moments of the systems and the charge transferred from the substrate to the

cluster, are listed in Table 4.2. With increasing concentration of the dopant atom in the

CaO substrate, we observe an increase in the adsorption energy for both the (T) and (P)

clusters. While (T) is favored on undoped CaO, (P) is favored on Mo-doped CaO. The

addition of Mo atoms to CaO makes the system magnetic, Au20(P/T)/0.69% Mo-doped

CaO and Au(T)/2.78% Mo-doped CaO are also magnetic, while Au(P)/2.78% Mo-doped

CaO is found to be non-magnetic. The charge transfer from the substrate to the cluster

is slightly lowered on going from the pristine CaO substrate to the 0.69% Mo-doped CaO

substrate, but on increasing the doping concentration further to 2.78%, the charge transfer

to the cluster increases. The (P) cluster always gains more negative charge than the (T)

cluster on the substrate.

Mo EAu
b (eV) Mag. mom. q(Au20) (e)

doping conc. (µB/Mo atom)
(%) Au(P) Au(T) Au(P) Au(T) Au(P) Au(T)

2.78 8.83 6.87 0.00 3.00 1.96 1.19
0.69 (below) 7.67 3.81 1.19 2.32 1.22 0.82

0 3.58 2.13 0.00 0.00 1.24 0.87

Table 4.2: Calculated values of adsorption energies, the magnetic moments of the system
Au20/Mo-doped CaO and the charge gained by the planar and tetrahedral Au20 clusters due to
the electron transfer from the substrate to the cluster, for different concentrations of dopant Mo
atoms in Mo-doped CaO substrate.

In Fig. 4.8, we have plotted isosurfaces of the charge transfer that occurs when the (P)

and (T) Au20 clusters are placed upon the CaO substrate, for the particular case where

the Mo doping concentration is 0.69% (i.e., one of the Ca atoms in the third layer of the

substrate has been replaced by Mo). We draw attention again to the layer of electronic

charge that is accumulated at the interface between the cluster and the substrate. This

can be clearly seen in the charge transfer plots as well as in the plots of the planar integral

of the charge difference along the z direction in Figs. 4.8(c) and (f). These plots look

very similar to the charge transfer plots obtained when Au20 clusters were placed on Al-

doped MgO, except for one notable difference. We can clearly see a region of electron
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Figure 4.8: The charge transfer isosurfaces for the (a) top view, (b) side view of Au20(P), and
(d) top view, (e) side view of Au20(T) over 0.69% Mo-doped CaO. The light green, red and yellow
spheres represent Ca, O and Au atoms respectively. The blue and pink isosurfaces show the regions
of charge depletion and charge accumulation respectively. In (b) and (e), the Mo dopant atom (in
the third layer from the surface) is not visible as it is covered by a blue lobe. The isosurfaces shown
correspond to 0.001 e/Å3. The planar integral of the charge difference along the z direction for
(c) Au20(P)/Mo-doped CaO and (f) Au20(T)/Mo-doped CaO are shown. The red dots show the
average atomic positions along the z direction.

depletion in the third layer from the surface exactly at the position of the Mo atom. This

suggests that the Mo atom loses electrons after the deposition of the Au clusters on the

substrate. This is in accordance with statements by previous authors,38,122 who attribute

the performance of Mo-doped CaO towards stabilizing the planar cluster, to the ability of

the Mo atoms to evolve from a +2 oxidation state in clean CaO to a +6 oxidation state on

depositing Au clusters on the doped surface. This phenomenon has also been rationalized

and interpreted in terms of redox chemistry.124 This may not be the case when we use
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dopants like Al (Cr) which can be stable only in the +3 (+2 and +3) oxidation state

(states). It has been suggested that thes electrons (released by the Al or Cr dopant) could

be sucked into cationic vacancies or defects in the oxide, and no charge transfer to Au

clusters may actually take place. Therefore, the system of Mo-doped CaO may be the

better candidate compared to Al(Cr)-doped oxides for stabilizing two-dimensional planar

shapes of Au particles deposited on the substrate.38,122

We have calculated the values of charge transfer from the substrate to the cluster by

integrating the plots in Figs. 4.8(c) and (f) from the interface between the cluster and the

substrate to the vacuum; these values are tabulated in Table 4.2. In all cases considered,

for Au(P)/Mo-doped CaO, we see a greater depletion of charge from the substrate and

a larger accumulation of charge in the Au layer and at the interface, as compared to

Au(T)/Mo-doped CaO.

As was the case in Al-doped MgO, here again we see that the regions of charge accumu-

lation on the (T) cluster are the three vertices at the interface, with a slight accumulation

of electrons at the apex atom, and the regions of charge accumulation on the (P) cluster

are distributed along the peripheral atoms of the cluster.

4.4 Small Au clusters supported on undoped and Al-doped

MgO

As a supplement to our detailed investigation above on Au20 clusters, in order to investigate

whether and how the method of substrate doping affects the adsorption of small Au clusters

on oxide substrates, we have done calculations on an Au atom, an Au dimer and an Au

trimer adsorbed on the surface of undoped and Al-doped MgO. For these calculations, we

choose one value of doping concentration, viz., 2.78%, where one of the Mg atoms in a

four-layer slab with a 3 × 3 surface unit cell was replaced by an Al atom.

4.4.1 Methods

The calculations on the Aun clusters in the gas phase were done in a cubical box of side 15

Å. The calculations for Aun adsorbed on the MgO (doped and undoped) were carried out
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on a 3× 3 surface unit cell of four layers, with nine atoms of Mg and nine atoms of O per

layer. A vacuum of thickness ∼14 Å in the [001] direction was used for these calculations.

k-point sampling for the substrate cells with and without the clusters was done using a

2× 2× 1 Monkhorst-Pack mesh67.

All the other calculation details are identical to those employed for Au20/Al-doped

MgO.

4.4.2 Results

4.4.2.1 Aun clusters in gas phase

The binding energy of an Aun cluster, the energy for breaking the cluster into Au atoms,

was calculated using the formula: BE(Aun) = - 1n [E(Aun) - nE(Au)], where E is the total

energy of the corresponding system.

For the Au2 cluster, we calculate a binding energy of 1.36 eV/atom, with an optimized

Au-Au bond distance of 2.50 Å [see Fig. 4.9(a)]. For the Au3 cluster, we considered two

possible geometries: a triangular geometry and a linear geometry [see Figs. 4.9(b) and

(c)]. The binding energies obtained by us for the triangular and linear geometries are

1.366 eV/atom and 1.359 eV/atom respectively. The triangular geometry is favored over

the linear geometry by 0.02 eV. We find that Au3 forms an isosceles triangle with two of

the sides having Au-Au distance 2.65 Å and the third side having Au-Au distance 2.64 Å.

In the less stable linear geometry, the optimized Au-Au distances were found to be 2.56 Å.

The geometries for Au2 and Au3 are in good agreement with previous DFT results,125,126

however one study reports that the linear geometry for Au3 is lower in energy by 0.04 eV

compared to the triangular geometry.126

Figure 4.9: The optimized geometries obtained for (a) Au2, (b) triangular Au3 and (c) linear Au3.
For the Au3 cluster, the triangular geometry is found to be more stable than the linear geometry
by 0.02 eV.



4.4 Small Au clusters supported on undoped and Al-doped MgO 91

4.4.2.2 Effect of substrate doping on supported Aun clusters

Substrate doping is found to have a substantial effect on the preferred adsorption site and

the adsorption geometries of small Aun clusters. The adsorption energy of a cluster to the

substrate is computed by the equation: EAun
b = -{E(Aun on Al-doped MgO) - E(Aun) -

E(Al-doped MgO)}.

For a single Au atom deposited on pristine MgO, we find that the Au atom preferen-

tially adsorbs atop a surface O atom [see Fig. 4.10(a)] with an adsorption energy of 0.96

eV. This is in fairly good agreement with previous results.127 This adsorption geometry

is lower in energy by 0.43 eV as compared to an adsorption geometry atop a surface Mg

atom. The charge transfer from the substrate to the Au atom is 0.22 e. On doping the

substrate with 2.78% Al atoms however, we find that the Au atom now prefers to bind

to the surface Mg atom [see Fig. 4.10(b)], with an adsorption energy of 1.87 eV. When

adsorbing an Au atom at the O site on Al-doped MgO, we see that the Au atom does

not bind to O, it moves and binds to a surface Mg atom. The Au atom gains a negative

charge of 0.35 e due to electron transfer from the substrate to the Au atom; due to this

high negative charge, the Au atoms are attracted to the Mg2+ ions on the surface and

bind to them more strongly than to the surface O ions.

Figure 4.10: Top views of the lowest energy adsorption geometries for (a) Au/MgO and (b)
Au/2.78% Al-doped MgO. The grey, red and yellow spheres are Mg, O and Au atoms respectively.
The dopant Al atom is in the third layer from the surface in (b) and cannot be seen in this figure.
On MgO, Au prefers to bind to the surface O atom, whereas on Al-doped MgO, it prefers to bind
to the surface Mg atom.

The Au2 cluster, when placed on undoped MgO, is found to bind to the surface in

a geometry where the cluster is standing up vertically, bonding to one surface O atom

[see Figs. 4.11(a) and (b)], with an adsorption energy of 1.56 eV and a charge transfer of

0.16 e. The geometry and adsorption energy are in fairly good agreement with previous
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results.127 We have also considered another geometry where the Au2 cluster would be flat

on the surface binding to two surface O atoms, but it is found to be unfavorable, the cluster

breaks one of the Au-O bonds and relaxes to form the geometry in Fig. 4.11(a). When

however the substrate is 2.78% Al-doped MgO, the scenario changes. In this case, the

cluster prefers to bind to two surface Mg atoms, lying flat on the surface [see Fig. 4.11(c)

and (d)], with an adsorption energy of 0.94 eV. The charge transfer in this case is 0.35 e;

this increased charge transfer explains why the Au2 cluster on the doped substrate now

prefers to wet the surface. Here, the vertical standing geometry, atop a Mg atom is also

possible, but this is higher in energy by 0.52 eV compared to the flat lying cluster.

Figure 4.11: (a) side view, (b) top view of the lowest energy adsorption geometry obtained for
Au2/MgO; and (c) side view, (d) top view of the lowest energy adsorption geometry for Au2/2.78%
Al-doped MgO. The grey, red, purple and yellow spheres represent Mg, O, Al and Au atoms respec-
tively. The Au2 cluster prefers to stand upright on undoped MgO while preferring to lie flat on the
surface of Al-doped MgO.

Figure 4.12: (a) side view, (b) top view of the lowest energy adsorption geometry obtained for
Au3/MgO; and (c) side view, (d) top view of the lowest energy adsorption geometry for Au3/2.78%
Al-doped MgO. The grey, red, purple and yellow spheres represent Mg, O, Al and Au atoms re-
spectively. The Au3 cluster prefers a triangular geometry perpendicular to the surface on undoped
MgO while on Al-doped MgO it prefers to lie flat forming a linear chain.

In the case of Au3 adsorbed on undoped MgO, we see that the preferred adsorption

geometry is the one in which the Au atoms form an isosceles triangle, where only two

of the Au atoms make bonds to the surface O atoms [see Figs. 4.12(a) and (b)]; this
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Charge gained by Aun (e)
undoped MgO 2.78% Al-doped MgO

Au 0.22 0.35
Au2 0.16 0.35
Au3 0.29 0.39

Table 4.3: The charge gained by the Au atom, Au dimer and Au trimer due to the electron
transfer from the doped and undoped MgO to the supported Aun cluster.

adsorption geometry has an adsorption energy of 1.81 eV and the charge transferred from

the substrate to Au3 is calculated to be 0.29 e. The geometry and the binding energy of

the Au3 cluster on MgO are in good agreement with previous results.28 We also considered

another geometry where the Au3 would be flat on the surface, binding to three surface

O atoms, but on performing structural optimization, the cluster breaks one of the Au-O

bonds and relaxes to the geometry in Figs. 4.12(a) and (b). Here again, on doping the

substrate with Al atoms, we see that the Au3 cluster prefers to lie flat on the surface [see

Figs. 4.12(c) and (d)], due to an increased charge transfer of 0.39 e. The cluster forms

a three-atom linear chain above a Mg-O-Mg chain on the surface; this has an adsorption

energy of 2.74 eV.

The charge transferred from the substrate to the Aun clusters is tabulated in Table. 4.3.

For all three sizes considered, we find that the charge transfer from the substrate to the

Au atom and Aun increases when we go from undoped MgO to doped MgO.

In agreement with our results on Au20/doped MgO, we find that substrate doping

significantly affects the geometry of the Aun cluster deposited on the substrate. We see

that for Au2 and Au3, vertical upright geometries are preferred on undoped MgO, while

the clusters wet the surface on Al-doped MgO; the increased charge transfer from the

substrate to the Aun cluster explains this change in geometry.

4.5 Conclusions

In summary, we have demonstrated a new, simple and working method to tune the mor-

phology of supported gold clusters. We have theoretically shown that doping an oxide
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substrate with electron donor impurity atoms causes an electron transfer from the sub-

strate to the Au cluster, making it negatively charged. The large accumulation of charge

at the interface between a planar cluster and the substrate, along with a strong elec-

trostatic interaction, stabilize the planar arrangement of atoms over a three-dimensional

arrangement.

We first predicted and demonstrated this method using the model system of Au20

supported on Al-doped MgO.37 Soon after, experiments were performed that provided

convincing evidence that our idea of tuning the morphology of Au clusters by doping the

oxide substrate with an electron donor works; the authors performed experiments on Au

clusters supported on Mo (Cr)-doped CaO (MgO).38,122 We have also confirmed theoreti-

cally the finding in these experiments using the system Au20 supported on Mo-doped CaO.

Subsequently other authors have followed our line of thought and made similar theoretical

suggestions, e.g., depositing Au20 on N-doped graphene,128 or on silicene supported on

Ag(111),129 has also been shown to stabilize the Au20 (P) cluster over the (T) cluster.

We also showed in this chapter that the method of substrate doping has a considerable

effect on the adsorption sites and adsorption geometries of very small Aun clusters, n =

1–3. While Au atoms bind to the surface O atoms on undoped MgO, we find that they

prefer to bind to the surface Mg atoms on Al-doped MgO; the negatively charged Au

atoms are attracted to the Mg2+ ion on the surface. The Au2 and Au3 clusters prefer

upright geometries or geometries where not all Au atoms bind to the surface, when placed

on pristine MgO. On doping the MgO with electron donors, however, we see that these

clusters prefer to the wet the surface such that all Au atoms in the cluster lie on and bind

to the surface.

In this chapter, we showed how substrate doping affects the morphology of supported

Au clusters. While this approach was very successful, we must keep in mind that part of the

motivation for doing this was to improve the catalytic activity of the clusters. Therefore,

in the next chapter, we will investigate how substrate doping affects the reactivity of these

supported Au clusters.
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Tuning the Reactivity of Gold

Clusters by Substrate Doping

In the previous chapter we showed how introducing electron donor impurities in an oxide

can serve as a simple and effective technique to control the morphology of Au clusters

supported on the oxide substrate. This was done with the ultimate motivation of tuning

the reactivity of Au clusters. In this chapter, we ask the truly interesting question of how

this method affects the reactivity of the supported Au clusters. We do this by performing

calculations on an Au20 cluster supported on MgO with and without Al-doping. To study

the reactivity of these clusters we consider a simple model reaction, viz., dissociation of

oxygen.

5.1 Introduction

Catalysts play a crucial role in chemical industries and industrial research. With a catalyst,

reactions occur faster along an alternative reaction pathway with a lower activation barrier.

The field of catalysis demands the constant development of new catalysts with better

efficiency. An improved or new catalyst that can lower barriers further by even a few

percent would have a significant impact on the reaction rates.

95
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Gold in nanometer sizes is known to catalyze several reactions.120 The first discov-

ered and most studied reaction is the conversion of carbon monoxide to carbon diox-

ide.121,130–135 This reaction is environmentally important because of its utility in devices

like catalytic converters in automobiles and fuel cells. The heterogeneous catalysis of

CO oxidation on Au is suggested to occur via two possible mechanisms, the Langmuir-

Hinshelwood (L-H) mechanism or the Eley-Rideal (E-R) mechanism.136–138 In the L-H

mechanism, the O2 and the CO molecules co-adsorb on the Au cluster, while in the E-

R mechanism, which usually occurs in high pressure conditions, the CO remains in the

gas phase while interacting with adsorbed O2 molecules at the Au-support interfaces. In

both mechanisms, the activation of the O2 molecule is an important step in the oxidation

reaction.

The catalytic role of Au has been extensively studied by a combination of experimental

and theoretical work. Soon after the initial discovery by Haruta,14 it was realized that

the catalytic properties of Au could be improved or fine-tuned by controlling factors such

as the size and shape of Au clusters, changing the composition of the support, as well as

by doping either the clusters themselves or the support on which they are placed.139,140 A

number of studies have shown that negatively charging gold clusters has a significant effect

on their reactivity towards O2.
32,34,121,141–143 Earlier authors have demonstrated the pos-

sibility offered by substrate doping, by studying gold clusters on doped ceria substrates;140

they found that the presence of the dopants affects the vacancy formation energy in the

substrate, and improves the reactivity of the Au clusters. They also suggested that the

vacancy formation energy in the substrate serves as a good reactivity descriptor for CO

oxidation in the combined system.

The d-band model of catalysis4 is a recent paradigm suggested by Hammer and Nørskov

to explain trends in the reactivity of transition metal catalysts. It is extremely successful

in describing the trends in the reactivity of metals with not only partially filled d-states,

but also metals with filled (or nearly filled) d-states like Au. It has been used to explain

why, in extended systems, gold is the noblest of all metals,39 and also why gold becomes

catalytically reactive in nanometer sizes.30,144
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The main assumption underlying this model is that the adsorption energy of a molecule

on a catalyst is largely dependent on the electronic structure of the catalyst itself. Hammer

and Nørskov derived this model using the example of gaseous hydrogen adsorbing on

different metal surfaces. They suggested that there are two primary contributions to the

interaction between an adsorbate and a metal. The first of these is the interaction of

the molecular states, let us say a bonding state εb and an antibonding state εa, with the

metal s-band. This interaction, which is attractive in nature, leads to a broadening of the

adsorbate levels and a downshift in their energy, to levels εb′ and εa′. In their model, this

interaction is considered to be the same for all transition metals. The second contribution

is from the interaction of the renormalized molecular levels εb′ and εa′ with the metal

d-band which is narrow and is approximated to a single energy level called the d-band

center εd. εd is obtained from the d-electron density of states gd(ε), as:

εd =

∫∞
−∞ εgd(ε)dε∫∞
−∞ gd(ε)dε

, (5.1)

and is measured relative to the Fermi level. Here ε denotes energy. Hammer and Nørskov

present the equation describing the interaction between the renormalized adsorbate levels

and the metal d-band, leading to an equation for the energy of the transition state:5

δEts ∼ −
2V 2

εa′ − εd
− 2(1− f)

2V 2

εd − εb′
+ αV 2. (5.2)

Here, f is the occupation of the metal d-band (normalized to one), V is the coupling

matrix element between the molecular orbitals and the d-states of the metal, and α is the

proportionality constant involved in the orthogonalization term. The first term on the

right-hand-side describes the interaction between the molecular level εa′ and the metal

εd; this interaction leads to an occupied bonding state and an empty antibonding state

which makes the interaction attractive. The second term on the right-hand-side describes

the interaction between the molecular level εb′ and the metal εd; this interaction leads

to an occupied bonding state and a partially filled antibonding state, whose filling f is
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approximated to the d-band filling of the metal. Since the interaction with the metal s-

band is considered to be the same for all transition metals, εa′ and εb′ are constants for a

given molecule and for all transition metals. This model suggests that the one variable, εd,

can be used as a descriptor for the reactivity of a metal. A higher d-band center lowers the

denominator in the first term on the right-hand-side making the first term more negative.

A higher d-band center also corresponds to an increase in energy of the levels with respect

to the Fermi level and a subsequent decrease in the filling f in the antibonding state

created by the interaction between εd and εb′, which makes the adsorbate-metal system

less destabilized. Both these effects translate to stronger binding between the adsorbate

and the metal. In other words, the higher in energy εd is, the better the catalyst. Even

though this model was suggested for the case of adsorption of hydrogen on metal surfaces,

it has been successfully and widely used as a reasonable model to explain trends in the

adsorption of oxygen and other molecules.145

In the d-band model, the s (and p) electrons are largely ignored, on the grounds that

they behave the same way in all situations; their role is restricted to an “initial” step of

renormalizing down molecular energy levels, all the “action” is in what the d electrons

are doing. While these generally made assumptions are indeed valid for many systems,

we will see below that they need to be set aside for certain systems like ours. While our

arguments about the role of s and p electrons in lowering the reaction barriers apply to

negatively charged Au clusters, we note that the behavior of s electrons has also been

invoked to explain the enhanced reactivity of positively charged Au clusters in gas phase

and on an undoped oxide substrate.146

In the last chapter, we looked into how the method of doping an oxide substrate with

electron donors affects the morphology and the charge state of supported Au clusters. On

progressively doping the substrate, the Au clusters became more negatively charged due to

the transfer of electrons from the substrate to Au.37 In this chapter, we demonstrate that

this method also drastically improves the reactivity of the Au clusters towards O2. As a

proof of concept of lowering of reaction barriers by substrate doping, we present results on

Au20 placed on a MgO substrate with Al dopant atoms. To study the reactivity of these
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clusters, we consider oxygen dissociation as a simple model reaction, and find that such

doping significantly reduces reaction barriers, by an amount proportional to the doping

concentration. We find that this lowering of dissociation barriers cannot be explained

by the behavior of the d-band center of Au atoms alone. Instead, we propose that the

lowering of barriers is primarily due to the lowering of the energies of gold electrons in

the s- and p-bands. We also suggest a suitable descriptor for the reactivity of Au clusters:

the difference in energy between the Au sp and d states. Due to the general nature of our

arguments, we suggest that the principles applied here should hold true for several other

reactions where negatively charged gold clusters are involved.

5.2 Methods

We have employed spin-polarized density functional theory (DFT), as implemented in the

quantum ESPRESSO package,50 to study the adsorption and dissociation of O2 on Au

20-atom clusters supported on the doped and undoped oxide substrate MgO. We have

used a plane wave basis set, with cut-offs of 30 Ry and 240 Ry for wave functions and

charge densities respectively. Exchange-correlation interactions were treated using the

PW91 form of the Generalized Gradient Approximation.49 Test calculations indicate that

upon using PBE0 hybrid functionals, numerical results change, but qualitative conclusions

are maintained. Ultrasoft pseudopotentials were used to treat the interactions between

the ionic cores and the valence electrons. Convergence was hastened by smearing the

occupations using Marzari-Vanderbilt cold smearing71 with a broadening width of 0.068

eV. All atoms in the calculations were relaxed.

The calculations for O2 adsorbed on the Au20 cluster supported on the MgO (doped and

undoped) were carried out using a 6×6 surface unit cell of 4 layers. A vacuum of thickness

∼14 Å in the surface-normal direction was used for these calculations. k-point sampling for

the cells with the clusters was done only at the zone center. The O2 dissociation barriers

on the Au clusters supported on MgO were computed using the technique of constrained

minimization. The charge gained by an O2 molecule upon adsorption was calculated by

Bader analysis.
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5.3 Results

5.3.1 Adsorption of Oxygen molecules on Au(P)/Al-doped MgO

To determine the active sites on the Au(P) cluster supported on the oxide, we study the

adsorption of O2 molecules at different sites on the Au(P) cluster deposited on 2.78%

Al-doped MgO (see Fig. 5.1), all at the interface between the Au cluster and the sub-

strate.147 In these systems, the dopant atoms were placed in the third layer from the

surface. We label the sites in Fig. 5.1(a)–(h) as P1–P8 respectively. These geometries are

similar to the favored adsorption sites predicted for O2 on Au clusters supported on oxide

substrates.132,147

Figure 5.1: Top views of different optimized adsorption geometries considered for O2 on Au20(P)
supported over 2.78% Al-doped MgO. The grey and yellow spheres represent Mg and Au atoms
respectively. O atoms in the substrate/adsorbed on the surface are red/blue. In the P1 geometry,
O2 has the highest adsorption energy, and in the P2 geometry, O2 is most activated.

We define the adsorption energy as Eads = −{Etot[(Au20 + O2)/MgO]−Etot(Au20/MgO)−

Etot(O2)}, where the terms on the right-hand-side are the total energies of respectively (i)

the system consisting of O2 adsorbed on the Au20 cluster on a MgO substrate, (ii) just the

Au20 on MgO, and (iii) O2 in the gas phase; all these are computed in relaxed geometries.

The adsorption energies and the O-O bond distances in the activated O2 molecules after

adsorption at the sites P1 - P8 are listed in Table 5.1. As one can see, each site has a

different adsorption energy, and may have different barriers for O2 dissociation; it is known

that in actual experimental situations, several sites on the Au cluster may be occupied,
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and one will see a combined effect.148

Adsorption site Eads (eV) d(O-O) Å

P1 0.95 1.50
P2 0.69 1.50
P3 0.94 1.43
P4 0.91 1.49
P5 0.86 1.48
P6 0.52 1.46
P7 0.51 1.40
P8 0.36 1.35

Table 5.1: Calculated values of adsorption energies (Eads) and activation of the O-O bond [d(O-
O)] for the different sites considered for O2 adsorption on Au20(P) supported on 2.78% Al-doped
MgO.

At the site P1, the O atoms are bonded to two Au atoms and two surface Mg atoms;

this scenario leads to a high binding energy and an elongation in the O-O bond length

from the equilibrium gas phase O-O distance of 1.21 Å to 1.50 Å. One of the Au atoms

that the molecule is bonded to, the corner atom that is outside the hexagon, is the Au

atom with the highest d-band filling. At the site P2, the O atoms are again bonded to

two Au atoms and two Mg atoms on the surface. Although the binding energy is not as

high as in the P1 site, the O2 molecule is highly activated, with an elongated O-O bond

distance of 1.50 Å. At the site P3, the O2 molecule is bonded to only one Au atom and

two Mg atoms on the surface.

Next, we compute the dissociation barriers Ediss of the O2 molecule adsorbed at the

sites P1, P2 and P3. We do this using the approach of constrained minimization, with the

O-O bond distance as the reaction coordinate. As an example, we show in Fig. 5.2, how

the total energy of the system varies as a function of the O-O bond length at the P2 site.

We compute the O2 dissociation barriers for the three adsorption sites P1, P2 and P3 to

be 0.53 eV, 0.29 eV and 1.71 eV respectively.

The effect of substrate doping on the adsorption of O2 on the bare MgO substrate was

also investigated (i.e., when no Au clusters are present). It is unfavorable for O2 to bind

on bare undoped MgO, but on bare 2.78% doped MgO [see Fig. 5.3(a)], we find that the

adsorption energy increases to a high value of 3.30 eV, with a high dissociation barrier of

2.00 eV. In the presence of Au(P) clusters however, we find that the highest value of Eads
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Figure 5.2: Example of a computation of a dissociation barrier: results for total energy versus
O-O bond length for adsorption geometry P2 on 2.78% Al-doped MgO. The insets depict the system
geometry at various stages of the reaction. Grey, purple, and yellow spheres represent Mg, Al and
Au atoms respectively. O atoms in the substrate/adsorbed on the surface are red/blue. Reprinted
with permission from Ref. 149. c©(2015) AIP Publishing LLC.

away from the cluster is 0.59 eV [see Fig. 5.3(b)]. This suggests that in the presence of

Au clusters, the O2 molecule would preferentially bind to the Au clusters and not to bare

uncovered areas on the MgO surface.

Figure 5.3: Top views of the optimized geometries of (a) O2 adsorbed on the substrate in the
absence of Au clusters and (b) O2 and Au20(P) co-adsorbed on the substrate. In both cases, the
substrate is 2.78% Al-doped MgO. Grey and yellow spheres represent Mg and Au atoms respectively.
O atoms in the substrate/adsorbed on the surface are red/blue.

5.3.2 Adsorption of Oxygen molecules on Au(T)/Al-doped MgO

To study the adsorption of O2 on the tetrahedral Au(T) cluster supported on 2.78% Al-

doped MgO, we considered six different configurations shown in Fig. 5.4. The adsorption

energies and the activation of the O2 bond at these adsorption sites are listed in Table 5.2.

We find that the most preferred site for the adsorption of O2 is at the interface between

the Au cluster and the oxide substrate. At the energetically most preferred site T1, the
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O atoms in the molecule are bonded to two Au and two Mg atoms on the surface, and

the O-O bond is elongated to a distance of 1.51 Å. At this site, we obtain a dissociation

barrier for O2 of 0.39 eV. However, note that at a doping concentration of 2.78%, the

tetrahedral cluster is energetically less favorable, and only planar clusters will be present.

Figure 5.4: Side and top views of the optimized adsorption geometries for O2 adsorbed on Au20(T)
supported on 2.78% Al-doped MgO. (a), (c), (e), (g), (i) and (k) are the side views; and (b), (d), (f),
(h), (j) and (l) are the top views of the six adsorption geometries T1 - T6 respectively. Grey, purple
and yellow spheres represent Mg, Al and Au atoms respectively. O atoms in the substrate/adsorbed
on the surface are red/blue.

5.3.3 Effect of Progressive Substrate Doping on Reaction Barriers

To examine the effects of progressive substrate doping on the reactivity of Au clusters, we

have considered four dopant concentrations: 0%, 0.69%, 1.39% and 2.78%. The dopant

atoms were placed in the third layer from the surface in all systems. We computed the

dissociation barriers at the sites P1 and P2 at each doping concentration.
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Adsorption site Eads (eV) d(O-O) Å

T1 2.61 1.51
T2 2.38 1.48
T3 2.20 1.52
T4 0.98 1.43
T5 0.49 1.32
T6 0.22 1.34

Table 5.2: Calculated values of adsorption energies (Eads) and activation of the O-O bond [d(O-
O)] for the different sites considered for O2 adsorption on Au20(T) supported on 2.78% Al-doped
MgO.

We find that substrate doping significantly lowers dissociation barriers for the P ge-

ometries. More interestingly, we find that it is also possible to tune Ediss by varying the

doping concentration in the substrate. In Fig. 5.5(a), we see a dramatic decrease in the

dissociation barriers as a function of doping concentation; as the doping concentration

increases, the barrier for O2 dissociation reduces monotonically. For the site P1, we see a

lowering of the barrier from 1.24 eV to 0.53 eV on going from 0 to 2.78% doping concen-

tration, which amounts to a reduction of 57%. For the P2 site, we see a lowering of the

barrier from 0.83 eV to 0.29 eV on going from 0% to 2.78% doping concentration, which

amounts to a reduction of 65%. Note however that on undoped MgO, it is the Au(T)

cluster that is lower in energy than the Au(P) cluster; on undoped MgO for the T1 site

on the Au(T) cluster we obtain Ediss of 0.68 eV. Upon doping, the Au(P) cluster becomes

more stable than the Au(T) cluster. This suggests that the barrier for P2 at 2.78% doping

concentration represents a huge reduction in barrier by 57% with respect to the barrier at

T1 on undoped MgO. A reduction in Ediss by more than 50% corresponds to a speeding

up of reaction rates by five orders of magnitude at room temperature (assuming that the

pre-exponential factors remain the same).

To examine the effects of the position of the dopant atom on the barriers, we moved

the dopant atom from the third layer to the second layer from the surface; we find that for

the P1 site the dissociation barrier changes from 0.53 eV to 0.55 eV. This suggests that the

position of the dopant atom has very little effect on the reactivity on these clusters, just

as we found that the position of the dopant atom has very little effect on the energetics

of the morphology change in the Au clusters in the previous chapter.37



5.3 Results 105

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

E
ad

s (
eV

)

P1 site
P2 site

0 0.5 1 1.5 2 2.5 3
Doping Concentration (%)

1.3

1.35

1.4

1.45

1.5

d
(O

-O
) 

(Å
)

0 0.5 1 1.5 2 2.5 3
Doping Concentration (%)

0.4

0.6

0.8

1

1.2

1.4

C
h

ar
g

e 
g

ai
n

ed
 b

y 
O

2 (
e)

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

E
d

is
s(O

2) 
(e

V
)

0 0.5 1
Charge gained by O2 (e)

1.2

1.3

1.4

1.5

d
(O

-O
) 

(Å
)

(a) (b)

(c) (d) (e)

Figure 5.5: (a) the barrier for O2 dissociation Ediss, (b) the adsorption energy for O2 Eads,
(c) the elongation of the O-O bond in the adsorbed O2 molecule, (d) the charge transferred to
the O2 molecule from the substrate or cluster, all for the two adsorption sites P1 and P2 in the
planar Au20 cluster as a function of substrate doping concentration. In (e), we show the correlation
between the charge gained by the O2 and the activation in the molecule. We see that all the points
corresponding to the P1 and P2 sites at all doping concentrations and the point that corresponds
to the equilibrium gas phase O2 (in green) collapse onto one line.

Upon substrate doping, we also observe a similar reduction of barriers for the Au(T)

clusters; we find that the barrier for O2 dissociation is lowered from 0.68 eV to 0.39 eV

when the dopant concentration is 2.78%. From these results, we understand that the

dramatic lowering of dissociation barriers is caused primarily by the increasing charge

transfer from the substrate to the cluster due to the increasing doping concentration,

rather than an effect of the change in the cluster morphology.

The results for the adsorption energy of O2 at the two sites P1 and P2 are shown in

Fig. 5.5(b). On the undoped MgO, for the Au(P) cluster, we see that the P2 is the most

favorable adsorption geometry with Eads = 0.73 eV, while the P1 has Eads = 0.12 eV.

However, at 2.78% doping concentration of Al, we see that P1 becomes the most stable

geometry with Eads = 0.95 eV, while the P2 geometry has Eads = 0.69 eV.

We also computed the adsorption energy per oxygen atom after dissociation at the

P1 and P2 sites both at a doping concentration of 2.78%, to be 0.76 eV and 0.71 eV
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respectively. Previous authors have determined the intermediate range for the adsorption

energy of atomic oxygen that would lead to optimum CO oxidation rates,132 to be from 0.2

eV to 1 eV. Our calculated values are in the given range for the reaction to be favorable.

We now try to understand why substrate doping affects the reactivity of Au clusters.

We first look into the trends in the activation of the O-O bond [see Fig. 5.5(c)] and

the charge transfer to the O2 molecule upon adsorption on the Au(P) cluster, at the P1

and P2 sites [see Fig. 5.5(d)]. As expected, when the O2 molecule is adsorbed on the

Au(P) cluster supported on MgO, the molecule gains charge; this leads to an increase in

the interatomic bond length with respect to the equilibrium gas phase value of 1.21 Å.

The excellent correlation between the charge gained by O2 and the activation in the O-O

bond is shown in Fig. 5.5(e). In addition to the points for the P1 and P2 sites for all

doping concentrations, we have added as reference, a point representing the equilibrium

gas phase condition, where the charge on the O2 molecule is zero and the equilibrium O-O

bond length is 1.21 Å. As the O2 molecule gains electrons, the antibonding orbital in the

molecule becomes occupied, leading to the weakening and elongation of the O-O bond.

The charge gained by the O2 molecule clearly explains the elongation of the O-O bond.

This is independent of the doping concentration or the site at which the O2 is adsorbed.

However, the trends in the charge transfer and the activation of O2 at the P1 and P2 sites

does not seem to correlate with the dissociation barriers obtained at these sites. The trends

in the dissociation barrier obtained for P1 and P2 are the same, however, one sees a clear

difference between the trends at P1 and P2 for the charge transfer to O2 and the activation

of O2. At P1, as the doping concentration increases from 0 to 2.78%, the charge gained by

O2 increases monotonically from 0.53 e to 1.20 e, this leads to a significant increase in the

O-O bond length from 1.32 Å to 1.50 Å. However, at the P2 site, the changes observed for

the charge transfer and the activation of O2 are much smaller and not even monotonic.

This suggests that one needs to look further in order to explain satisfactorily the observed

trends in the dissociation barriers as a function of substrate doping.

Next, we attempt to examine how the electronic structure of the Au cluster changes

upon substrate doping. We first examine the filling in the d-states and s- and p-states of
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the Au cluster as a function of substrate doping concentration. Unlike isolated atomic Au,

the d-states of Au in the cluster are only partially filled. For the Au20 cluster supported

on MgO, we compute the average filling in the d, s and p states in the Au(P) cluster to be

9.62 e, 0.60 e and 0.60 e respectively, and in the Au(T) cluster to be 9.63 e, 0.59 e and 0.67

e respectively. This is in agreement with previous results for electronic filling in d-, s- and

p-states of small Au clusters.150 The filling in the d-states and the s- and p-states in the

Au(P) cluster as a function of doping concentration are shown in Figs. 5.6(a) and 5.6(b).

Upon doping the oxide with electron donors, the additional electrons are transferred to the

Au cluster. On going from undoped MgO to 2.78% Al-doped MgO, only 0.09 electrons go

into the d states of Au(P), whereas 0.58 electrons go into the s- and p-states. This large

intake of electrons may be explained by the high electronegativity of Au atoms.151,152
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Figure 5.6: (a) the filling in the Au d-states, (b) the filling in the Au sp-states, both averaged over
all atoms in the cluster, (c) the position of the d-band center, εd, and (d) the center of the sp-bands,
εsp, all as a function of doping concentration. The arrows in (c) and (d) show the direction of the
Fermi energy. Reprinted (adapted) with permission from Ref. 149. c©(2015) AIP Publishing LLC.

We compute the d-band center of the atoms in Au(P) cluster using Eq. (5.1), for each

doping concentration considered. To characterize the shifts in energy of the sp-states,

we look at a single energy εsp, defined as the energy where these states would achieve
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half-filling: ∫ εsp

−∞
gsp(ε)dε ≡ 4; (5.3)

where gsp(ε) is the density of states of the s and p electrons. This definition for band center

has an advantage over the definition in Eq. (5.1); it does not require the computation of

eigenvalues of a huge number of empty states. For a rectangular band however, the two

definitions would yield the same answer.

As a result of the electron transfer to the Au cluster, we see that the d-band center

as well as the sp-band center of Au moves down in energy. This is shown in Figs. 5.6(c)

and (d). The downward shift in εsp is greater than the downward shift in εd, primarily

due to the higher intake of electrons in the sp states. The reason for the downshift in the

electronic states of Au is shown in the cartoon model in Fig. 5.7. Most importantly, note

that the the d-band center is moving opposite to the direction one would expect if the

d-band model could explain the enhanced reactivity of Au clusters. We find that substrate

doping has a considerable effect on the filling and the energy of the sp-states of Au; one

might then tend to believe that the assumption that the sp-states behave in the same way

in all situations, may no longer hold.

Figure 5.7: Cartoon model showing the densities of states (DOS) of the sp- and d-bands, and
the downshift in energies of both upon an increase in filling. The downward shift is more for the
sp-bands than the d-band because of both the larger injection of charge and the shape of the DOS.
εsp, εd, and εF are the sp-band center, d-band center and Fermi energy respectively. Note that
this figure is schematic only, and in reality the Au d DOS is far from rectangular, with a peak
well below εF , and a tail extending to higher energies. Reprinted with permission from Ref. 149.
c©(2015) AIP Publishing LLC.
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We go back now to the equation for the energy of the transition state for the dissociation

process, Eq. (5.2). Since the d-states in the Au cluster are almost full (f ∼ 1), we can

neglect the second term on the right-hand-side reducing the equation to:5

δEts ∼ −
2V 2

εa′ − εd
+ αV 2 (5.4)

In the original d-band model, εa′ remains the same in all situations. However in our

case, we believe that it changes with doping concentration. Since the quantity εa′ is the

energy of the molecular level after interaction with the Au sp-states alone, we cannot

separately obtain this energy from our DFT calculations. However, if we go back to the

first step of the model and examine the interaction between the adsorbate level εa and the

metal sp-states, one could obtain an indication of how the level εa′ shifts with doping. The

interaction between a molecular adsorbate level and a metal sp-band can be understood

by considering the interaction between a discrete energy level and a continuum of energy

states as explained by Newns and Anderson. P. W. Anderson in 1961 described the effect

of the presence of a magnetic impurity in alloys,153 and in 1969, D. M. Newns proposed a

model equivalent to Anderson’s description, to explain the chemisorption of a H atom on

transition metal surfaces.154

Consider the molecular level εa, and a metal with unperturbed eigen states |k >

describing an infinitely wide metal sp-band, with eigen values εk. If the matrix elements

of the interaction are given by Vak, the Green’s function of the molecule Gaa(ε) is given

by154

Gaa(ε) =

[
ε− εa −

∑

k

|Vak|2
ε− εk + is

]−1
, s = 0+ (5.5)

= [ε− εa − Λ(ε) + iΓ(ε)]−1 , (5.6)

(5.7)

where Λ(ε) is the energy shift and Γ(ε) is the half width of the broadened and renormalized
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adsorbate level.

Γ(ε) = −Im
∑

k

[ |Vak|2
ε− εk + is

]
(5.8)

= π
∑

k

|Vak|2δ(ε− εk). (5.9)

(5.10)

Assuming Vak to be a constant Vsp, for all states in the sp-band, and considering the

sp-band to be a flat band with density of states, ρsp,

Γ(ε) = π|Vsp|2ρsp, (5.11)

and Λ(ε) =
P

π

∫ ∞

−∞

Γ(ε′)dε′

ε− ε′ . (5.12)

where P denotes the Cauchy principal value.

If the sp-band was infinitely wide, ρsp, and therefore Γ, would be a constant for all

values of ε, and the shift Λ(ε) would vanish.

Here, the sp-band has a finite band width, let us say with states extending between

the energies εspmin and εspmax, then

ρsp =





constant, if εspmin < ε < εspmax

0, otherwise

(5.13)

Similarly Γ(ε) =





π|Vsp|2ρsp if εspmin < ε < εspmax

0, otherwise

(5.14)

The limits of the integral for Λ(ε) now change, leading to:

Λ(ε) =
1

π

∫ εspmax

εspmin

π|Vsp|2ρspdε′
ε− ε′ , (5.15)

=
|Vsp|2
Wsp

ln

(∣∣∣∣
ε− εspmin
εspmax − ε

∣∣∣∣
)
, (5.16)
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Figure 5.8: (a) The center of the sp-states, εsp (plotted again for easy comparison), and (b) the
renormalized adsorbate level, εa′, both as a function of the doping concentration in the substrate.
All energies are referenced to the Fermi level. In (b) we used V 2

sp = 3.4 eV2. Reprinted with
permission from the Supplementary material of Ref. 149. c©(2015) AIP Publishing LLC.

where Wsp is the bandwidth of the metal sp-band.

The energy of the renormalised and downshifted energy, εa′ will be given by:

εa′ = εa +
V 2
sp

Wsp
ln

(∣∣∣∣
εa − εspmin
εspmax − εa

∣∣∣∣
)
, (5.17)

≈ εa − (εsp − εa)
4V 2

sp

W 2
sp

, (5.18)

≈ εa − (εsp − εa)
V 2
sp

(εsp − εspmin)2
(5.19)

The value for the antibonding orbital εa, or the LUMO of the oxygen molecule was

calculated to be -4.71 eV with respect to vacuum, in fairly good agreement with previous

DFT results.155 Using the value of εa of O2, our calculated results for εsp and εspmin for

the different doping concentrations and Eq. (5.19), we have estimated how εa′ changes as

a function of doping concentration in the substrate (see Fig. 5.8).

Upon comparing the shift in the sp-band center and the renormalized molecular level,

we see that we can approximate εa′ = εsp − δ, where δ is a constant shift in energy. We

can therefore now extend the d-band model to incorporate the changes in the behavior of

sp electrons upon substrate doping, by writing:

δEts ∼ −
2V 2

εsp − εd − δ
+ αV 2. (5.20)

This suggests that the quantity ∆ε ≡ εsp − εd could be a good descriptor of the

reactivity of gold clusters. The smaller the value of ∆ε, the better will be the catalyst.
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Figure 5.9: (a) the barrier for O2 dissociation for the P1 and P2 geometries of the Au(P) cluster
(repeated), and (b) εsp − εd, both as a function of doping concentration. We believe that the result
in (b) is the key to understanding the monotonic lowering of barriers on the Au clusters caused due
to substrate doping. Reprinted (adapted) with permission from Ref. 149. c©(2015) AIP Publishing
LLC.

The d-band model focuses on making εa′ − εd or ∆ε small by pushing up εd for increasing

the catalytic activity of metals. In our case however, we have made ∆ε small by pulling

down εsp. εsp−εd, like the d-band center, has the advantage that it can be easily computed

and is independent of the adsorbate molecule, i.e., it is a property of the catalyst alone. It

also has the additional advantage that it is independent of any choice of reference energy.

In Fig. 5.9, we have plotted again the dissociation barriers for P1 and P2 sites, and the

difference in the energies of the sp- and d-states, both as a function of the substrate doping

concentration. One sees that indeed, εsp − εd decreases monotonically upon doping the

substrate, which is primarily due to the downshift in energies of the s and p electrons. This

is responsible for the progressive lowering of the denominator in the first term on the right-

hand-side of Eq. (5.20) leading to lower transition state energies and lower dissociation

barriers.

5.4 Conclusions

We have demonstrated that the method of substrate doping can be used not only to control

the morphology of gold clusters, but also to radically enhance the reactivity of supported

Au clusters towards O2 dissociation. We observe a monotonic decrease in the barriers at

two sites on the Au(P) cluster as the substrate is progressively doped. Upon doping to a

level of 2.78%, the reduction in barriers is more than 50% with respect to the barrier on Au
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clusters on undoped MgO. The general nature of these arguments suggests that this should

hold true also for other oxidation reactions where the dissociation of O2 is important. The

importance of nanoparticle-support interactions in determining the catalytic activity of

clusters is underlined in this work.

We find that the enhancement in the reactivity of the Au cluster cannot be explained

satisfactorily solely by charge transfer or by the activation of the adsorbed O2 molecule.

The d-band model in its original and simple form also does not explain the observed

trend in reactivity, although it has been cited as the source of the enhanced catalytic

activity of small gold clusters.30 However, on including the effect of the changes in the s-

and p-states of Au, we find that we can explain the reduction in barriers. We believe that

similar arguments involving the s- and p-states of Au should hold also for other sizes of gold

clusters, on other oxide substrates, other dopant atoms, and also for other methods that

could transfer electrons to the cluster. We have also proposed an appropriate descriptor

of the reactivity of gold nanoparticles: εsp − εd, the difference in energies of the sp and d

states.

In this chapter, we have shown that the assumption that sp-states play little or no

role in determining the reactivity of transition metals, does not hold true in the case of

Au clusters supported on doped oxide substrates. In the next chapter we investigate if

the s and p electrons of Au are affected or if they play any role in three scenarios that

have shown to improve the reactivity of Au: (a) reducing the Au coordination on going

from bulk extended systems to nano systems (b) going from high coordination to low

coordination sites on the same Au cluster and (c) negatively charging Au clusters.
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Chapter 6

Role of s- and p-electrons in Au

Reactivity

In the previous chapter, we demonstrated how substrate doping improves the reactivity

of the supported Au20 cluster towards O2 dissociation. The d-band model in its original

form assumes that the sp-states are static and play no role in explaining the trends in the

reactivity of transition metals or noble metals. However, it has been demonstrated that

there are situations in which the d-band model fails.146,156,157 Indeed, we too have shown

in the previous chapter that the d-band model breaks down, and that the assumption that

the sp-bands are static is not true in the case of Au clusters supported on doped substrates.

Accordingly, we proposed a new descriptor for the reactivity of Au, viz., εsp − εd. In this

chapter, we investigate whether the assumption that the sp-states are static is true when

we: (a) change the Au coordination number by reducing the dimensionality, (b) change

the coordination number by going from a face site to an edge site and to an apex site of

an Au20 tetrahedral (T) cluster in the gas phase and (c) negatively charge Au clusters.

6.1 Introduction

Bulk gold is known to be chemically inert, it is a precious metal used for coinage, jewelery

and other arts. It resists corrosion and remains passive towards the most highly reactive

gases.

115
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In an effort to understand why Au is the most noble of all metals, Hammer and

Nørskov39 examined a simple surface reaction, the adsorption of hydrogen gas on the gold

surface and compared it to similar reactions on the surfaces of copper, nickel and platinum.

The metal-adsorbate interaction can be conveniently understood in two steps. In the first

step the H 1s state interacts with the metal 4s (Cu and Ni) or 6s (Au and Pt) band to

form a deep lying filled bonding state and an empty antibonding state. This interaction is

therefore attractive in nature, and this attraction is assumed to be about the same for all

four metals. In the second step, this bonding state interacts with the metal d-band. In this

suggested model, which is called the d-band model, it was found that all the important

‘action’ happens in this step. In this step, the renormalized molecular level interacts

with the d-band forming a further lowered bonding state and an antibonding state just

above the d-band. The degree of filling of this antibonding state is one of the factors that

decides the strength of the metal-adsorbate interaction. For metals like Cu and Au, which

have a filled d-band, this antibonding state is filled, and hence the interaction with the

metal d-band is repulsive in nature. For metals like Ni and Pt however, the d-band is

not entirely filled, and these antibonding states are empty, which gives rise to an extra

attractive interaction in addition to the attractive interaction with the metal s-band.39

This explains why Ni and Pt are more reactive than Cu and Au.

The binding of hydrogen to Cu is marginally stable, however the situation is com-

pletely unstable for Au. To understand why Au is more noble than Cu, the authors

compare the absolute magnitude of the coupling matrix element Vd and the overlap Sd

for the interaction between the renormalized molecular level and the metal d-band.39 The

orthogonalization energy for this interaction is proportional to V 2
d , which is considerably

larger for 5d metals than 3d metals because of the extended 5d-states. The magnitude of

Vd, and therefore the orthogonalization energy, increases as we go down in a group of the

periodic table; this renders Au less reactive than Cu. Hence, the d-band model successfully

explains why Au is the most noble of all metals.39

Due to the noble nature of Au, it was long considered that its chemistry was not

particularly exciting, and it was overlooked as a potential catalyst. However, it was
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discovered in the 1980s by Haruta et al,14 that finely divided nanoparticles of Au when

supported on oxides have a high activity towards CO oxidation at low temperatures.

This led to several important studies which suggest that perhaps Au is one of the most

interesting metals in the periodic table with respect to its potential to act as a catalyst. In

addition to being a low temperature catalyst for CO oxidation, Au is predicted to be the

best catalyst for ethyne hydrochlorination158,159 and is also found to be a good catalyst

for the oxidation of alcohols with a high selectivity.160

The reason for this unusually high activity in nanosized Au has been attributed to

several effects. The chemical activity of Au is found to change significantly with the particle

size.121 It is known that the fraction of low-coordinated Au atoms scales approximately

with the catalytic activity; this suggests that atoms on the corners and the edges of Au

nanoparticles are the active sites.161 Au nanoparticles supported on reducible oxides like

TiO2, Fe2O3 and NiO have been reported to show an exceptionally high activity towards

CO oxidation; it was proposed that the support supplies oxygen to form active gold

sites.162 The presence of the support is also known to bring about active sites at the gold-

support interface that have been shown to have high activity in CO oxidation.8 Another

explanation is the charge transfer between the support and the Au particles; F-center

defects are known to make the supported Au particles negatively charged and increase

their reactivity.9 Au particles supported on ultra thin films of MgO placed on a metal

slab10,11,31,35,36 and our results on Au clusters supported on doped oxide substrates37,149

(in the last chapter) also show the strong effect that the substrate has on the morphology

and the reactivity of the supported Au particles. Other effects like strain in the Au

particles due to the lattice mismatch of the lattices in Au and the substrate,163 and a

metal to non-metal transition in small Au particles have also been suggested as playing

an important role in the catalytic properties of Au nanoparticles.164

A comparative study of all these effects was carried out, which reported that the size

of the nanoparticle has considerably more influence on the catalytic activity of gold than

the effects due to the support.30 This suggests that the dominant effect in the exceptional

catalytic activity of Au nanoparticles must be a property that is directly related to the size
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of the gold particle. The authors also report that the chemical reactivity of gold towards

CO and O2 binding is strongly dependent on the coordination number of the gold atoms

and explain this observation using the d-band model.30 The Au atoms on the Au(111)

surface have d-states that are so low in energy that they are unable to interact with the

oxygen 2p states. However, on going to Au atoms at steps or kinks and corners in Au

nanoparticles, the coordination number of the Au atoms is reduced significantly, and the

d-states move closer to the Fermi energy. This leads to a stronger interaction with the

oxygen valence states.30

Note that in these seminal works, the authors have explained the inactivity or nobleness

of bulk Au39 and the exceptional activity of nano Au,30 both in terms of the d-band model.

This model looks at the position of the d-states (approximated to a single energy level, the

d-band center εd) with respect to the Fermi level. The higher in energy the d-band center

is, the better is the reactivity of the catalyst. It assumes that the sp-states are static and

have the same effect for all transition metals or noble metals, and in all cases. In the

previous chapter, we showed that the d-band model in its original form cannot explain

the observed increase in the reactivity of the Au cluster towards O2 dissociation due to

substrate doping. We showed that in addition to the d-states of Au, the s- and p-states of

Au are also significantly affected by substrate doping; we find that the sp-states actually

shift more than the d-states of Au. Hence, our results show that the s- and p-states are

not just passive spectators but play an important role in explaining the observed increase

in reactivity.

Reducing the coordination number of Au atoms30 and negatively charging Au clus-

ters143 are two ways that have been shown to improve the reactivity of Au clusters. In this

chapter, we investigate whether the s- and p-states of Au are truly static or whether they

are significantly affected when the coordination number of Au atoms and the charge state

of an Au cluster are altered. To study the effect of reducing the coordination number,

we have looked at two scenarios: (a) reducing the dimensionality of Au by considering

realistic and hypothetical extended systems in three, two, one and zero dimensions, i.e.,

going from face-centered-cubic (FCC) bulk gold to nanoclusters, and (b) going from a face
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site to an edge site and to an apex site on the Au20 tetrahedral (T) cluster. To study

the effect of negatively charging Au clusters, we have studied three different clusters, Au3,

Au8 and Au20 (T), with charges +2, +1, 0, -1 and -2.

A small part of the results presented in this chapter were published in Ref. 165.

6.2 Methods

We have performed spin-polarized density functional theory calculations as implemented

in the Quantum ESPRESSO package.50 The Kohn-Sham wave functions were expanded

using a plane wave basis set, with an energy cutoff of 30 Ry. An energy cutoff of 240 Ry was

used for charge densities. Ultrasoft pseudopotentials were used to describe the interaction

between the ions and the valence electrons for all elements.63 The exchange-correlation

potential was treated within the Generalized Gradient Approximation (GGA).47 Marzari-

Vanderbilt cold smearing of width 0.005 Ry was used.71 A Monkhorst-Pack k-point mesh67

was used for calculations on extended systems and surfaces, with eight divisions in repeat-

ing directions and one division in artificially repeating directions. For calculations on

clusters, the k-space sampling was done only at the Brillouin zone center Γ. The surface

calculations for Au(100), Au(110) and Au(111) were done using a slab with six atomic

layers and a 1×1 surface cell, with a vacuum of ∼15 Å in the surface normal direction

to prevent spurious interactions between periodic images. In the case of two-dimensional

systems and nanoparticles, a vaccum distance of ∼10 Å was considered in all artificially

repeating directions.

For the extended systems, the lattice constants were optimized, and for the clus-

ters, the structures were optimized using Hellmann-Feynman forces72 and the BFGS al-

gorithm.98–101 The initial geometries for Au6 and Au8 were taken from Refs. 166, 167 and

168 and were then further optimized.

For each of the gold systems, we have calculated a parameter, the effective coordination

number (ECN)169 which is defined as:

nie =
12
∑

j ρ
at
j (Rij)

[12ρat(R1NN
bulk ) + 6ρat(R2NN

bulk ) + 24ρat(R3NN
bulk ) + ...]

, (6.1)
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where nie is the ECN of the ith atom, j runs over all neighbors of the atom i (in practice, this

is truncated after some distance), ρatj (r) is the electronic charge density of the jth atom, Rij

is the distance of the ith atom from the jth atom. R1NN
bulk , R2NN

bulk , R3NN
bulk , ..., are respectively

the first nearest neighbor distance, second neighbor distance, third neighbor distance, and

so on in the bulk FCC system. The value for ECN is converged with respect to the number

of coordination spheres around an atom. For systems with more than one inequivalent

atom, the average value of the ECN for atoms i in the system was noted. The advantage

of the ECN over the usual definition of coordination number (where one just counts the

number of nearest-neighbor atoms) is that it accounts not just for how many neighbors

an atom has, but how far away they are; in earlier work, we have found that it is more

appropriate a descriptor to see how quantities such as adsorption energies and activation

barriers scale when coordination number is changed and/or strain is applied.170,171 The

ECN is a measure of the ambient electron density (due to its neighbors) that an atom

i sits in; in this sense, it can be said to be in the spirit of semi-empirical models of

interatomic interactions such as the embedded atom model,172,173 the glue model,174 or

effective medium theory.175

The electronic filling and the bandwidths of the Au d- and sp-states were calculated

from projected density of states calculations. The d bandwidth, Wd, was calculated using

the equation: Wd = Edmax − Edmin, where Edmax and Edmin are the energy maximum and

energy minimum, respectively, of the d-band density of states, using a threshold value.

The d-band center, εd,
4 was calculated from the Au d-electron density of states, gd(ε),

using the equation:

εd =

∫∞
−∞ εgd(ε)dε∫∞
−∞ gd(ε)dε

. (6.2)

We have characterized the shifts in the energy of the sp states using a single energy

level εsp,
149 defined as the energy where these states achieve half-filling:

∫ εsp

−∞
gsp(ε)dε ≡ 4; (6.3)

where gsp(ε) is the density of states of the s and p electrons. The sp bandwidth Wsp was
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calculated using the equation: Wsp = 2(εsp − Espmin), where Espmin is the energy minima of

the Au sp-band states, again using a threshold value.

6.3 Results

Below, we investigate the electronic properties of the d-states and the sp-states of Au and

how they are affected on (a) changing the coordination number of Au atoms by reducing

dimensionality, (b) changing the coordination number by going from a face site to an edge

site to an apex site of an Au20 (T) cluster and (c) changing the charge state of Au clusters.

6.3.1 Changing Au Coordination by Reducing Dimensionality

To study the effect of reducing coordination number on the electronic properties of Au,

we have considered a number of real and hypothetical systems of Au (see Fig. 6.1). We

have considered four three-dimensional (3D) periodic systems: Au in a face centered cubic

(FCC) lattice, body centered cubic (BCC) lattice, simple cubic (SC) lattice and diamond

(D) lattice [see Figs. 6.1(a)–(d)]; three two-dimensional (2D) sheets: Au in a triangular

sheet (TS), square sheet (Sq) and honeycomb (HC) sheet [see Figs. 6.1(e)–(g)]; and a one-

dimensional (1D) linear (L) chain [see Fig. 6.1(h)]. We have also considered three surfaces

of FCC Au, viz., Au(111), Au(100) and Au(110) [see Figs. 6.1(i)–(k)], and six nanoclusters

in the gas phase, viz., Au20(P), Au20(T), Au8, Au6, Au3 and Au2 [see Figs. 6.1(l)–(q)].

Note that Au20(P) and Au20(T) are respectively the low energy planar and tetrahedral

isomers of the 20-atom Au cluster in the gas phase; these structures have already been

discussed in the previous two chapters.

The coordination number of an atom is generally defined as the number of nearest

neighbors. It is found that the interatomic bond distances usually decrease when the

dimensionality of the system (and therefore the coordination number) is reduced.176,177 In

Fig. 6.2, we show how the nearest neighbor distances in the extended systems considered

change as a function of the coordination number of Au in the system. We obtain the highest

nearest neighbor distance, 2.93 Å for the FCC system, and the lowest nearest neighbor

distance, 2.52 Å for the one-dimensional linear chain. This finding is in agreement with
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Figure 6.1: Structures of all the real and hypothetical Au systems considered in Section 6.3.1.
(a)–(h) are extended systems: (a)–(d) 3D extended systems (conventional cubic unit cells of the
periodic lattices are shown), (e)–(g) 2D sheets and (h) 1D linear chain. (i)–(k) are the Au(111),
Au(100) and Au(110) surfaces respectively; the atoms in the first, second and third layer from the
surface are colored yellow, orange and brown respectively. (l)–(q) are the gas phase Au clusters:
(l) Au20(P), (m) Au20(T), (n) Au8, (o) Au6, (p) Au3 and (q) Au2.

previous results.165,178

In order to take into account not only the number of nearest neighbors but also the

Au-Au bond distances, we characterize each system by a parameter called the ‘effective

coordination number’ (ECN) defined by Eq. (6.1). To calculate this quantity, we have

considered not only the first coordination sphere (the first nearest neighbors), but also the
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Figure 6.2: The nearest neighbor distances obtained from our calculations for Au in different
extended periodic lattices are plotted as a function of the nominal coordination number (number of
nearest neighbors). As coordination number decreases, Au-Au bond distances also decreases. See
the text for the meanings of the abbreviations used next to the symbols.

second, third, fourth coordination sphere and so on, until a converged value for the ECN

was obtained. The values for the nominal coordination number and the ECN for each

system are listed in Table. 6.1.

When considering the ECN of extended systems, we can see that the ECN decreases

when we go from three-dimensional structures to two-dimensional and to one-dimensional

structures. It is interesting to note that Au in the BCC lattice has a slightly higher ECN

than Au in the FCC lattice, even though the nominal coordination number is smaller in

the BCC structure. This is due to the difference in the bond distances between an atom

and its neighbors in the two systems. The smaller the bond distance, the higher is the

charge density felt by an atom due to the presence of its neighbors, and hence the higher

is the effective coordination number. When we consider the Au surfaces, we see that the

ECN decreases for an Au atom on the surface in the order Au(111) > Au(100) > Au(110).

For the nanoclusters, the ECN of an Au atom in an Aun cluster decreases as particle size,

n, decreases.

In Fig. 6.3, we show our results for how the electronic properties of Au change as a

function of the effective coordination number of Au. Let us first look at Figs. 6.3(a) and

(b), where we show how the bandwidths of the d-states and the sp-states are affected by

reducing the dimensionality of the Au system. We see that as the ECN decreases, or as the

dimensionality of the system reduces, the bandwidths of both the d-states and the sp-states

decrease. This is as expected; as the effective coordination number of Au atoms decreases,
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System Coordination Effective
Number Coordination

Number

FCC 12 12
BCC 8 12.20
SC 6 10.59

Triangular sheet 6 8.71
Diamond 4 7.80

Square sheet 4 7.38
Honeycomb sheet 3 6.40

Linear chain 2 4.51

Au(111) 9 8.57
Au(100) 8 8.31
Au(110) 7 7.17

Au20(P) - 6.05
Au20(T) - 5.78

Au8 - 5.12
Au6 - 4.87
Au3 - 3.30
Au2 - 2.59

Table 6.1: The nominal coordination number (CN) and the average effective coordination number
(ECN) of Au atoms in all the real and hypothetical systems studied. The structures of all systems
are shown in Fig. 6.1

the hybridization between the electronic states on neighboring atoms decreases, leading

to more localized states with smaller bandwidths. Note that the sp-bandwidth reduces

by a higher amount compared to the d-bandwidth; the sp-bandwidth decreases by 20.7

eV, whereas the d-bandwidth decreases only by 7.2 eV, when the effective coordination

number reduces from 12 to 2.59.

In Figs. 6.3(c) and (d), we show the filling in the Au d- and sp-states respectively. As

ECN decreases, the d-band filling increases, while the filling in the sp-band decreases. Note

that it is only in an isolated atom of Au that the electronic configuration is 5d10 6s1; in

nanoclusters, surfaces and extended systems of Au however, the d-states are only partially

filled. We find that in addition to the d- and s-states, the p-states are also partially filled

in agreement with previous experimental findings for Au nanoclusters.150 As we go from

an isolated atom to bulk systems, the electrons in the d-states move to the s- and p-states

in the system.
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Figure 6.3: Changes in the electronic structure of Au atoms when the coordination is reduced:
(a) d-bandwidth, (b) sp-bandwidth, (c) d-band filling, (d) sp-band filling, (e) d-band center, εd, and
(f) sp-band center εsp all as a function of the effective coordination number of Au atoms in the
system. The points corresponding to the extended systems, surfaces and nanoclusters are shown in
green circles, blue diamonds and red triangles respectively. The positions of εd and εsp plotted are
with respect to the Fermi level of the systems.

Next, we look into the shifts in the d- and sp-states as the effective coordination

number of Au is reduced. The position of the d-band center, εd, and sp-band center, εsp,

are defined by Eqs. (6.2) and (6.3) respectively. In agreement with previous results, we

find that the d-band center moves up in energy closer to the Fermi level as we go from bulk

systems to nanoclusters.30 This has been cited as the reason for the origin of the catalytic

activity in nano Au. As εd moves up in energy, the states become more accessible to

interact with reactant molecules like O2, and the reactivity of Au increases.30 On looking

at the shift in the sp-states of Au, we find that at the same time, the sp-band center shifts

downward in energy, coming closer to the Fermi level, as the ECN of the system decreases.

We see that εd shifts upward by ∼2.9 eV, whereas εsp shifts downward by ∼5.2 eV. This is

very interesting since we find that the sp-states that were considered static, actually shift

by a larger amount as compared to the d-states of Au on reducing coordination number.

The d-states move up in energy, while the sp-states move down in energy as ECN

is reduced; this difference in behavior is explained by the cartoon model in Fig. 6.4. It
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explains how a band shifts in energy on reducing the coordination number depending on

whether the band is (a) more than half-filled or (b) less than half-filled. In Au, the d-states

are more than half-filled and correspond to the panel (a) in Fig. 6.4, while the sp-states

are less than half-filled and correspond to the panel (b) in Fig. 6.4. In both panels (a) and

(b), the bandwidth decreases; this is brought about by the decrease in ECN. To keep the

filling constant, the bands shift such that: (a) the band center of the more than half-filled

band moves up in energy, whereas (b) the band center of the less than half-filled band

moves down in energy. This explains why the d- and sp-states shift in opposite directions

on reducing coordination.

Note that for the above arguments to hold, it is necessary to have partially filled bands;

if in our systems the d-states of Au were completely occupied (as they are in the Au atom),

then the d-band center would not go up on reducing coordination; the reason this argument

works is that some d electrons in all the systems considered by us are transferred to s and

p states [see Figs. 6.3 (c) and (d)].

Note moreover that this model explains the shift in the energy states due to a reduction

in the bandwidth (brought about by decreasing ECN) assuming that the filling in the

states is constant. However, from Figs. 6.3(c) and (d), we see that the filling in the d-

and sp-states varies as a function of ECN. The reducing bandwidth and the change in

filling have opposite effects on the band centers. In the case of the d-states, when the

bandwidth decreases keeping filling constant, the band center of the more than half-filled

band is expected to go up in energy, whereas when filling increases keeping the bandwidth

constant, the band center is expected to move down in energy. (A cartoon model of how

an increase in the filling in the states affects band centers is shown in Fig. 5.7.) In the case

of the sp-states, when the bandwidth decreases keeping filling constant, the band center

of the less than half-filled band is expected to move down in energy, whereas when the

filling decreases keeping the bandwidth constant, the band center is expected to move up

in energy. The filling in both states changes by only 0.3 e over the range of ECN studied by

us, while the bandwidths of the d- and sp-states reduce by 2.9 eV and 5.2 eV respectively.

This suggests that the shifts in band centers may be mainly governed by the reduction in
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Figure 6.4: Cartoon model showing the densities of states (DOS) of two bands with (a) more
than half-filling and (b) less than half-filling. For both cases bandwidth decreases with the decrease
in the coordination number and to keep filling constant, (a) the band with more than half-filling
moves up in energy, while (b) the band with less than half-filling moves down in energy. Panel (a)
is relevant to Au d-states and panel (b) is relevant to Au sp-states.

the bandwidth, and hence we see the observed results.

In the d-band model proposed by Hammer and Nørskov,5 the equation for the energy

of the transition state after the interaction of the molecule with the metal s- and d-bands

is given by:

δEts ∼ −
2V 2

εa′ − εd
− 2(1− f)

2V 2

εd − εb′
+ αV 2. (6.4)

Here, εa′ and εb′ are the energies of the molecular levels after interaction with the metal

s-band, f is the occupation of the metal d-band (normalized to one), V is the coupling

matrix element between the molecular levels and the d-band of the metal and α is the

proportionality constant in the orthogonalization term. (This equation is explained in
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detail in the previous chapter.) Since in Au, the d-band is almost completely filled (f ∼

1), this equation reduces to:

δEts ∼ −
2V 2

εa′ − εd
+ αV 2. (6.5)

In the d-band model, since the interaction with the s-band is considered to be the same

for all metals, εa′ is a constant. So the only way to reduce the transition state energy

(to make the first term on the right-hand-side more negative) is by pushing up εd. As εd

moves up in energy, the transition state energy decreases, and the reactivity of the metal

increases.

From our results however, we find that the sp-states are not static and they shift in

energy by a larger extent than the d-states. In the previous chapter, we showed how one

can approximate εa′ = εsp − δ, where δ is a constant shift in energy. To incorporate the

changes in the behavior of the sp-electrons, we extend the d-band model to:

δEts ∼ −
2V 2

εsp − εd − δ
+ αV 2. (6.6)

We suggested in the previous chapter that ∆E ≡ εsp − εd could be a descriptor for the

reactivity of Au clusters. The lower the value of ∆E, better is the reactivity. In the

d-band model, the focus is on pushing up εd for increasing the reactivity of the metal. On

reducing the dimensionality of Au, or on reducing ECN, we see two effects: εd moves up

in energy and εsp moves down in energy. Both effects act to lower ∆E and increase the

reactivity of Au. In Fig. 6.5, we show how εsp − εd varies as a function of ECN. As ECN

decreases, εsp − εd decreases.

We show that in addition to the d-states of Au, the sp-states are also affected when

we go from bulk systems to nano Au. We find that the sp-states shift by a greater extent

than the d-states as ECN is reduced. The d-band model or the position of εd successfully

explains the increase in reactivity when we go from bulk systems to nano Au. We find

that our descriptor, εsp − εd, also explains the observed trend in reactivity; further work

is needed in order to identify situations where one or the other descriptor works better.
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Figure 6.5: εsp − εd, the difference in energies of the sp- and d-states of Au as a function of
effective coordination number (ECN). As ECN decreases, εsp − εd also decreases.

(We note that in the case of substrate doping studied in the previous chapter, εd was not

a successful descriptor of barrier lowering upon doping, whereas εsp − εd seemed to be

rather promising.)

6.3.2 Changing Au Coordination by going from a Face site to an Edge

site to an Apex site on an Au cluster

Au20 is a highly stable nanocluster of Au33 and is found to be highly catalytically active

towards CO oxidation. It has been the subject of investigation for several previous stud-

ies.10,11,31,34,36,121,179 It is known to have a highly robust tetrahedral structure with all its

atoms on the surface.33 There are three inequivalent Au sites in this cluster: a face site,

an edge site and an apex site; they are shown by the brown, orange and yellow spheres

respectively in Fig. 6.6. The nominal coordination numbers of Au atoms in the face, edge

and apex sites are 9, 6 and 3 respectively; their effective coordination numbers are 9.38,

7.63 and 4.67 respectively. In this section, we study how the electronic properties of Au

atoms change on going from the face site to the edge site and to the apex site in this

cluster.

In Fig. 6.7, we show our results for how the properties like bandwidths, filling and

band centers change on going from the face site to the edge site and to the apex site. In

Figs. 6.7(a) and (b), we show how the bandwidths of the d-states and sp-states respectively

change as a function of ECN. On reducing ECN, or on going from the face site to the apex

site, we see that the bandwidth of the d-states reduces slightly, the bandwidth of the sp-

states however reduces by a large amount. The reduction in the bandwidth is expected,
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Figure 6.6: The optimized geometry obtained for the Au20 tetrahedral cluster in the gas phase.
It is a highly symmetric cluster, and has three inequivalent Au sites: it has four Au atoms in the
face site, 12 Au atoms in the edge site and four Au atoms in the apex site. The atoms in the face,
edge and apex sites are represented by the brown, orange and yellow spheres respectively.

since it is known that bandwidth reduces on reducing coordination number.
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Figure 6.7: Changes in the electronic structure when the effective coordination number (ECN) of
Au atoms in the Au20(T) cluster is reduced: (a) d-bandwidth, (b) sp-bandwidth, (c) d-band filling,
(d) sp-band filling, (e) d-band center, εd, and (f) sp-band center εsp, all as a function of the ECN.
On moving from the face site to the edge site to the apex site, we are reducing ECN. Note that εd
and εsp are referenced to the Fermi level.

On examining the filling in the d- and sp-states [see Figs. 6.7(c) and (d)], we find

that as ECN reduces, d-band filling increases while sp-band filling decreases. This is in

agreement with what we found on reducing the dimensionality of Au, on going from bulk

and extended systems to nanoclusters.

Next, we look at how the band centers shift as we go from a face site to an edge site and

to an apex site on the Au(T) cluster. In Fig. 6.7(e), we see that the d-band center shifts
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slightly in energy, but in a direction opposite to what is expected. As ECN decreases, the

d-band center moves down in energy. In Fig. 6.7(f) however, we find that the sp-band

center shifts downward by a large amount, closer to the Fermi energy.

It is known that the active sites for a reaction tend to be the corner sites or low

coordination sites on a cluster. For Au20(T), previous authors have reported that the

most active site is the apex site.10,31,34,180 We would like to confirm this, and we study the

adsorption of an O2 molecule at the face site, edge site and apex site on the Au20(T) cluster.

We define the adsorption energy of O2, E
O2
b = −{E[O2/Au(T)] − E[Au(T)] − E(O2)},

and show our results in Fig. 6.8(a). We find, in agreement with earlier studies, that the

apex site shows the highest reactivity towards O2 adsorption, followed by the edge site.

The adsorption of O2 at the face site is unfavorable, this is also in agreement with earlier

studies.34 We find a good correlation between the ECN of the Au atom on which the O2

is adsorbed and EO2
b .
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Figure 6.8: Looking for descriptors for binding on Au20(T): (a)EO2

b , the adsorption energy of O2

at different sites on the Au(T) cluster. Highest binding is observed at the apex site. (b) EO2

b is
plotted against the d-band center, εd, of the Au atom to which the O2 is binding; εd moves down
in energy as we move from the face site to the apex site on the cluster which is opposite to what is
expected if the d-band model were to explain these results. (c) EO2

b is plotted against the descriptor

εsp − εd of the Au atom to which the O2 is binding; EO2

b increases as εsp − εd moves down in
energy, as expected.

In Fig. 6.8(b), we examine how the d-band center of the Au atom to which O2 is

binding correlates with the adsorption energy of O2, E
O2
b . We find that the d-band center

shifts in a direction opposite to what is expected if the d-band model were to explain these

results. The d-band model suggests that the higher the d-band center, better will be the

reactivity; however we see that εd moves down in energy while observing an increase in

EO2
b .



132 Chapter 6

In Fig. 6.8(c), we show how εsp− εd of the Au atom to which O2 is binding, correlates

with EO2
b . On going from the face site to the edge site and to the apex site, we see that

εsp − εd comes down in energy; EO2
b increases as εsp − εd decreases. This means that

εsp − εd explains the observed trend in reactivity.

To summarize the findings in this section: on changing the coordination of Au by

going from a face site to an edge site and to an apex site, we find that the sp-states of

Au are significantly affected, in addition to the d-states of Au. The sp-electrons shift by

a higher extent on reducing ECN, as compared to d-electrons. We find that the reactivity

towards O2 increases in the order face site > edge site > apex site. We find that εd

moves in a direction opposite to what is expected; the d-band model fails to explain the

observed trend in reactivity. However, the descriptor εsp− εd is able to explain this trend

successfully.

6.3.3 Changing the Charge state of Au clusters

The decrease in coordination number is known to be the most important factor in improv-

ing the reactivity of Au in nanosystems. Another effect that has been shown to improve

the reactivity of Au clusters towards O2 is negatively charging Au clusters.30,32,34,142,143

To study the effect of the charge state on the electronic properties of an Au cluster, we

have considered three Au clusters viz., Au20(T), Au8 and Au3, each with charges +2, +1,

0, -1 and -2.

We have not (yet) performed calculations to study the trend in the reactivity of these

clusters towards O2 as a function of the charge state. In this chapter, we only discuss how

the electronic properties vary as a function of the charge state of the cluster.

We show our results for the d-bandwidth and sp-bandwidth in Figs. 6.9(a) and (b)

respectively for the three clusters: Au20(T), Au8 and Au3 as a function of the charge state

of the cluster. We find that the d-bandwidth of the clusters changes almost negligibly on

positively or negatively charging the clusters. The sp-bandwidth of the clusters however

decreases monotonically for each cluster as the charge state of the cluster changes from

+2 to +1 to 0 to -1 to -2. The sp-bandwidths of Au20(T), Au8 and Au3 reduces by 3.5
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Figure 6.9: Changes in the electronic structure of Au20(T), Au8 and Au3 clusters upon charging:
(a) d-bandwidth, (b) sp-bandwidth, (c) d-band filling, (d) sp-band filling, (e) d-band center, εd,
(f) sp-band center, εsp and (g) εsp − εd, all averaged over the atoms in the cluster plotted as a
function of the charge state of the cluster. The black filled circles, red hollow squares and green
hollow triangles represent Au20(T), Au8 and Au3 respectively.

eV, 4.8 eV and 7.1 eV respectively as the charge state changes from +2 to -2; the smaller

the cluster, the larger is the effect on the sp bandwidth of the change in the charge state.

In Figs. 6.9(c) and (d), we show our results for the d-band filling and sp-band filling

respectively. We find that on changing the charge state of the Au20(T), Au8 and Au3

clusters from +2 to -2, the d-band filling varies very little, however the sp-band filling

increases by a large amount. The effect of the change in the charge state of a cluster

decreases as the size of the cluster increases, this is because the charge on the cluster is

uniformly distributed over all the atoms in the cluster.

In Figs. 6.9(e) and (f), we show our results for the d-band center and sp-band center

positions as a function of the charge state of the cluster. For the Au20(T) cluster, on
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changing the charge state from +2 to -2, we see that the d-band center shifts monotoni-

cally up in energy by 0.1 eV, for the Au8 and Au3 clusters however, we see that the d-band

center position shifts non-monotonically. For Au8, we see that εd shifts down in energy on

going from +2 to +1 to 0 and to -1 and slightly shifts up in energy when the charge state is

-2. In the case of Au3, we see that both positively charged and negatively charged clusters

have a higher εd compared to the neutral cluster. For both Au8 and Au3, we find that εd

is higher for the positively charged clusters than for the negatively charged clusters. This

is opposite to what we would expect; the d-band model cannot explain why negatively

charged clusters have better reactivity towards O2 than positively charged clusters. The

sp-band centers of all the three clusters considered move down in energy as the charge

state changes from +2 to -2. In Fig. 6.9(g), we show how εsp− εd varies due to the change

in the charge state of the cluster. For all three clusters, we see that on changing the charge

state of the cluster from +2 to -2, εsp − εd decreases monotonically. Negatively charged

Au clusters have a lower value of εsp − εd than neutral or positively charged clusters. If

indeed εsp − εd is a satisfactory descriptor for the reactivity of charged Au clusters, this

suggests that negatively charged Au clusters will have a higher reactivity towards O2 ad-

sorption compared to neutral or positively charged clusters. However, further calculations

on adsorption energies and barriers, and possibly other sizes of clusters, are needed before

we can say this conclusively.

6.4 Conclusions

In this chapter, we have looked at how the s and p electrons of Au behave on reducing the

coordination number of Au and on changing the charge state of an Au cluster. We have

studied two situations where the coordination number of Au is reduced: (a) when we go

from extended systems to nano systems and (b) when we go from a face site to an edge

site and to an apex site on the same nanocluster.

We find that the s and p electrons of Au are significantly affected by the reduction in

coordination as well as the change in charge state; this manifests as larger changes in the

bandwidths and energies of the sp-electrons than the d-electrons of Au. On going from
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bulk extended systems to surfaces to nanoclusters, we see that the bandwidths of the both

the d- and sp-states reduce significantly, and this results in an upward shift in energy of

the d-band center while the sp-band center shifts downward in energy. The d-band model

has been used to explain the tremendous increase in the activity of Au on going from bulk

to nano systems; the new descriptor suggested by us, εsp − εd, is also able to successfully

explain this trend.

On going from the face site to the edge site and to the apex site on an Au20(T) cluster,

we find that on reducing the coordination number of Au, the d-bandwidth and d-band

center of Au are not significantly affected. The d-bandwidth reduces by 1.52 eV, and

the d-band center moves down in energy (opposite to what we expect) by 0.14 eV. The

sp-bandwidth however, reduces significantly (by 5.37 eV) and the sp-band center shifts

down in energy by 2.68 eV (i.e., in the expected direction). We study the adsorption of O2

at the three sites, and find that the adsorption energy is highest at the apex site followed

by the edge site and the face site. We find that the O2 adsorption energy, EO2
b , correlates

very well with the effective coordination number of these atoms; the lower is the ECN, the

higher is EO2
b . The d-band center shifts downward in energy on going from the face site to

the edge site and to the apex site on the cluster, hence the d-band model fails to explain

the observed trend in reactivity. We, however, find that the new descriptor, εsp − εd,

correlates very well with the calculated value of EO2
b ; the lower the value of εsp − εd, the

higher is the adsorption energy; we obtain a linear relationship between the two.

On changing the charge state of Au clusters, we find that the d-bandwidth of Au

changes negligibly, however the sp-bandwidth of Au decreases monotonically for a cluster

as the charge state changes from +2 to +1 to 0 to -1 to -2. The d-band filling is affected

very little, and the removal or addition of electrons due to positively or negatively charging

these clusters occurs mainly in the Au sp-states. The d-band center of Au20(T) increases

monotonically on negatively charging the cluster, but only by a very small amount of 0.1

eV. The d-band centers of Au8 and Au3 show a non-monotonic behavior as a function of

charge, but show that positively charged clusters have higher εd than negatively charged

clusters. This again is opposite to what is expected if the d-band model would explain
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why negatively charged clusters have better reactivity towards O2 than positively charged

clusters. The sp-band centers, εsp, move down in energy monotonically for all clusters

as we go from positively charged clusters to neutral and negatively charged clusters; and

shift by a larger amount than εd. We also find that εsp − εd reduces significantly on go-

ing from positively charged clusters to neutral to negatively charged clusters. If indeed

εsp − εd is a satisfactory descriptor for the reactivity of charged Au clusters, this suggests

that negatively charged Au clusters will have a higher reactivity towards O2 adsorption

compared to neutral or positively charged clusters. However, further calculations on ad-

sorption energies and barriers, and possibly other sizes of clusters, are needed before we

can say this conclusively.

Our results suggest that the s and p electrons, in addition to the d electrons, may play a

vital role in explaining the improved reactivity of Au on going from bulk to nano systems,

the high reactivity at low coordinated sites on an Au cluster, and also the improved

reactivity observed in negatively charged Au clusters compared to neutral and positively

charged Au clusters. We consider the work presented in this chapter to be in the light

of an intriguing preliminary study that suggests the conclusions drawn in the previous

chapter about the importance of s and p electrons in Au nanocatalysis may be extended

to a wider domain; a larger number of calculations is needed before a full picture can

emerge.
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Chapter 7

Size-dependent Oxidation and

Reduction of Gas phase Cu

clusters

In this chapter, we investigate the oxidation and reduction of gas phase Cu clusters. We

examine the size-dependence of these phenomena by studying three different sizes of Cu

clusters in the gas phase: n = 4, 12 and 20, in oxidizing and reducing environments.

7.1 Introduction

Oxidation is a process in which different substances react with oxygen. Photosynthesis

in plants, respiration and the internal metabolism in humans, and combustion of fuels

to generate energy are only a few examples of processes where oxidation is of paramount

significance. However, the oxidation process may not always be beneficial, for example, the

rusting of iron can lead to structural damage, and oxidation of a metal catalyst can lead

to the loss of its catalytic activity. Metals in nanosizes are now widely being recognized as

good catalysts for several reactions; the reduction in the size not only increases the exposed

surface area per unit cost of the metal, but also significantly improves the catalytic activity

of the metal.

139
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In the nano-regime, size is central in determining the physical, chemical and electronic

properties of a particle. The size of a particle also affects its tendency to oxidize, and par-

ticles with different sizes may be in different oxidation states in a given reaction condition.

Therefore, when dealing with metal nanoparticles, it is crucial to know what size of the

catalyst is best for a given chemical reaction. For a chemical reaction with a specified set

of environmental conditions, a metal nanoparticle may be catalytically most active when

it has a particular size and a particular oxidation state. A change in the oxidation state

of the metal may lead to a degradation in its catalytic activity. So, given a set of exper-

imental conditions, one needs to know what is the stable oxidation state of a given size

of a metal nanoparticle. There are several chemical reactions where these questions have

strong implications; as two examples we mention the commercially important Fischer-

Tropsch synthesis of hydrocarbons using Co, Fe, or Ru as the catalyst, and the proton

exchange membrane fuel cells using Pt nanoparticles as the catalyst. In both these cases,

the catalyst is catalytically active in its elemental, unoxidized form, and its performance

is severely degraded by the oxidation of the metal catalyst.181

In this chapter, we investigate size effects on the oxidation/reduction of copper nanopar-

ticles in the gas phase. Cu is known to be a catalyst for several important reactions like

the synthesis of methanol from aldehyde,18 the oxidative steam reforming of methanol to

produce hydrogen,19,182 and soot removal in diesel exhausts.183 In certain reactions, it is

preferable for the catalyst to be in the elemental state,184 while for others it is preferable

for the catalyst to have a certain degree of oxidation. For the steam reforming reaction,

it has been observed that a CuO catalyst has the highest activity,40,185 and for methanol

oxidation to aldehyde, the catalyst becomes active only in the presence of a certain amount

of oxygen.186 For all such reactions, it is hence necessary to have knowledge about the

oxidation state that copper nanoparticles of a given size would acquire under a given set

of environmental conditions.

Previous studies that deal with size effects in the oxidation of metal nanoparticles have

been very few in number, and all for other metals. It was found in an earlier experimental

study on iron–iron oxide core-shell nanoparticles that the oxide content increased as the
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size of the particle was reduced. Fe atoms in smaller particles were found to be in relatively

higher oxidation states: smaller particles were richer in maghemite (γ-Fe2O3) as compared

to magnetite (Fe3O4).
187 A theoretical study on Co nanoparticles using empirical model

potentials was able to conclude that particles with diameter less than 4.4 nm would not

be stable in their elemental state in realistic conditions that exist for Fischer-Tropsch

synthesis.188 This was validated by an experimental finding that only Co clusters with a

diameter of more than 6 nm are stable against oxidation in such conditions.189

From a first-principles study using DFT combined with ab initio atomistic thermody-

namics (AIATD) on the oxidation of gas phase Ag clusters,190 it was reported that very

small Ag clusters are more resistant to oxidation than bulk Ag or Ag surfaces; the thermal

stability of the oxide was found to decrease with cluster size. This result is opposite to

what one would expect considering that Ag is easily susceptible to oxidation,191,192 and

the fact that all the other metals reported above show an increased reactivity towards

oxygen as size decreases. For the oxidation of small Mg clusters in the gas phase, using

a combination of DFT and AIATD, it was found that non-stoichiometric (MgMOx>M )

clusters are favored over stoichiometric (MgxOx) clusters at smaller sizes.193 To the best

of our knowledge, these techniques have not been used previously to study the oxida-

tion of Cu nanoparticles. However, they have been applied to study the bulk Cu2O →

CuO transition,194 the phase diagram of bulk Cu and its oxides,195 the oxidation of Cu

surfaces,196–198 and the reduction of copper oxide surfaces.199

In this chapter, we study three sizes of Cun clusters with n = 4, 12 and 20, in their

elemental phase and also in different oxide phases. To study the processes of both oxidation

and reduction, we consider the clusters in two environments: (a) oxidizing environment in

the presence of O2, and (b) in the presence of H2 and H2O; this can be either an oxidizing

or reducing environment, depending on the relative partial pressures of H2 and H2O.

7.2 Methods

The general strategy followed in this study was to first generate starting geometries for the

clusters using semi-empirical classical potentials and simulated annealing as implemented
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in the LAMMPS code85; these structures were then refined using ab initio density func-

tional theory (DFT) calculations. The ab initio atomistic thermodynamics method was

then used to determine the relative stability of the different oxide phases, under varying

temperatures and partial pressures of oxygen, water and hydrogen.

7.2.1 Step 1: Initial Guesses for Cluster Geometries using Classical Po-

tentials

The initial guesses for the geometries of the elemental clusters Cun, and oxidized clusters

CunOx, were obtained by molecular dynamics (MD) simulations treating the interatomic

interactions with the charge optimized many-body (COMB) potential82. For these calcu-

lations, all clusters were placed in a cubical box of side 30 Å. Low energy geometries were

then obtained using simulated annealing: the clusters were first heated to high tempera-

tures (1000 K for Cu4 and Cu12 clusters and 1500 K for Cu20 clusters) and then cooled at

four different rates to obtain four different low energy structures, for each size of cluster

and each value of x considered.

7.2.2 Step 2: Refinement of Geometries using Density Functional The-

ory

Density functional theory calculations were then performed on the elemental and oxide

clusters, using the final structures obtained using classical potentials + simulated annealing

as the initial geometries, and then further optimizing these geometries so as to obtain

stable geometries; the lowest in energy of these was then considered to be the ground state

structure which was used further in Step 3. Note that the lowest energy geometry obtained

from the classical potentials need not necessarily lead to the lowest energy structure as

given by DFT, this is the reason why we retain several of the geometries obtained in Step 1

for each n and each x; this phenomenon occurs because of errors in the classical potentials.

The reason for following such a two-step procedure is that it not only allows us to span

a space of several possible geometries, but is believed to increase the likelihood of finding

the global minimum structure, which is of course a hard problem to solve.
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The ab initio spin polarized DFT calculations were performed using the VASP pack-

age,54–57 with the Perdew-Burke-Ernzerhof (PBE) approximation for the exchange cor-

relation functional47 and Projector Augmented Wave (PAW) potentials65,200. The wave-

functions were expanded using a plane wave basis set, with an energy cut-off of 400 eV.

The Brillouin zone was sampled only at the zone center Γ. In the DFT calculations too,

the clusters were placed in a cubical box of side 30 Å.

7.2.3 Step 3: AIATD to study Oxidation and Reduction

The ab initio atomistic thermodynamics (AIATD) method24,25 was utilized to study the

relative stability of the elemental and oxide phases of Cu clusters in two kinds of equilib-

rium conditions:

(i) in the presence of O2:

2Cun + xO2 
 2CunOx, (7.1)

(ii) in the presence of H2 and H2O:

CunOx + xH2 
 Cun + xH2O. (7.2)

The Gibbs free energy of oxide formation, at a temperature T , and a partial pressure

of oxygen pO2 , of CunOx clusters in the presence of oxygen, is given by:

∆G(T,∆µO) ≈ EDFTCunOx − EDFTCun − x
[

1

2
EDFTO2

+
1

2
EZPEO2

+ ∆µO(T, pO2)

]
; (7.3)

where ∆µO(T, pO2) is defined by:

∆µO(T, pO2) = µO(T, pO2)− 1

2
EDFTO2

− 1

2
EZPEO2

. (7.4)

Here, EDFTCunOx
and EDFTCun

are the total energies from DFT of the oxide cluster and the

elemental cluster respectively. Note that µO = (1/2)µO2 , where µO and µO2 are the

chemical potentials of oxygen atoms and oxygen molecules respectively. EDFTO2
is the total
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energy (as obtained from DFT) of an isolated O2 molecule in the gas phase, and EZPEO2
is

its zero point energy, which is evaluated by making use of vibrational frequencies obtained

using density functional perturbation theory.201,202

The temperature and pressure dependence of ∆µO is given by:

∆µO(T, pO2) = µO(T, p0)− µO(T 0, p0) +
1

2
kBT ln(pO2/p

0); (7.5)

where T 0 and p0 are the reference temperature and pressure respectively, and kB is Boltz-

mann’s constant. The values of µO2(T, p0) are obtained from the JANAF thermochemical

tables.203

Substituting Eq. (7.5) in Eq. (7.3), we get:

∆G(T, pO2) ≈ EDFTCunOn − EDFTCun

− x
(

1

2
EDFTO2

+
1

2
EZPEO2

+ µO(T, p0)− µO(T 0, p0) +
1

2
kBT ln(pO2/p

0)

)
.

(7.6)

In Eq. (7.2), the forward reaction represents the reduction of copper oxide clusters to

form elemental Cu clusters and H2O. The Gibbs free energy for the reduction reaction is

given by:

∆G(T,∆µH2 ,∆µH2O) ≈ EDFTCun + x
[
EDFTH2O + EZPEH2O + ∆µH2O(T, pH2O)

]

− EDFTCunOx − x
[
EDFTH2

+ EZPEH2
+ ∆µH2(T, pH2)

]
;

(7.7)

where ∆µX is defined by:

∆µX(T, pX) = µX(T, pX)− EDFTX − EZPEX ; (7.8)

here µX(T, pX), EDFTX , and EZPEX are respectively the chemical potential at temperature

T and partial pressure pX , the total energy, and the zero point energy, of the chemical

species X.
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The temperature and pressure dependence of ∆µX is given by:

∆µX(T, pX) = µX(T, p0)− µX(T 0, p0) + kBT ln(pX/p
0). (7.9)

The values of µX(T, p0) are obtained from the JANAF thermochemical tables.203

Substituting Eq. (7.9) for X = H2O and X = H2 in Eq. (7.7), we get:

∆G(T, pH2 , pH2O) ≈ EDFTCun + x
(
EDFTH2O + EZPEH2O + µH2O(T, p0)− µH2O(T 0, p0)

)

− EDFTCunOx − x
(
EDFTH2

+ EZPEH2
+ µH2(T, p0)− µH2(T 0, p0)

)

− xkBT ln(pH2/pH2O).

(7.10)

We assume that for reactions in both the O2 environment and the H2 + H2O environment,

the vibrational contributions will largely cancel out between Cun and CunOx.

7.3 Results

7.3.1 Step 1: Initial Guesses for Cluster Geometries using Classical Po-

tentials

In Fig. 7.1, we show three low energy geometries each for n = 4, 12 and 20, obtained from

simulated annealing using the COMB potentials. The geometries in Figs. 7.1(a), (d) and

(g) are the lowest energy structures obtained for Cu4, Cu12 and Cu20, respectively. The

relative total energy of each cluster with respect to the lowest energy structure for that n

is noted below each structure.

From these classical simulations, we find that a tetrahedral geometry for Cu4 has the

lowest energy. However, it is known from previous DFT calculations (which are expected

to be more accurate than these classical calculations) that a Cu4 cluster in the gas phase

prefers a rhombus geometry as shown in Fig. 7.1(b).204,205 Further below, we will see

that we too find in Step 2, where we perform DFT calculations, that the lowest energy

geometry is a rhombus rather than a tetrahedron. This serves as an example of why it is

good to retain several of the low energy geometries obtained in Step 1, when proceeding
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to Step 2.

The lowest energy structure obtained from these classical simulations for Cu12 is an

icosahedron. This is in agreement with previous DFT results.206 However in this previous

DFT study, the authors have considered only structures with high symmetries viz., icosa-

hedral symmetry (Ih) and octahedral symmetry (Oh). Further below in Step 2, from our

DFT calculations we find a structure that is lower in energy by 1.5 eV compared to the

icosahedral structure.

For the Cu20 cluster, the classical simulations fail to reproduce previous DFT results,

which suggests a compact structure with Cs symmetry for Cu20.
179 In Step 2, from our

DFT calculations we obtain a structure with Cs symmetry which is the lowest energy

structure and is only slightly distorted from the structure given by previous authors.179

Figure 7.1: Low energy geometries obtained from classical potentials for elemental (a), (b), (c)
Cu4, (d), (e), (f) Cu12, and (g), (h) and (i) Cu20 clusters. For n = 4, the structures were
obtained by relaxation using the BFGS algorithm, while all the other structures were generated
using simulated annealing. The geometries in (a), (d) and (g) are the lowest energy structures
obtained for Cu4, Cu12 and Cu20 respectively. The relative energy of a cluster with respect to the
lowest energy structure for that n is noted below each cluster.

To study Cu4Ox clusters, we have considered values of x = 1 – 8, similarly to study

Cu12Ox and Cu20Ox clusters, we have considered values of x = 1 – 12, and x = 1 – 20,

respectively. Two low energy structures generated for each Cu4Ox, Cu12Ox and Cu20Ox

are shown in Figs. 7.2, 7.3 and 7.4 respectively. The binding energy of oxygen for CunOx

was computed using the equation: EO
b = − 1

x{ECunOx − ECun − x
2EO2}, where ECunOx ,

ECun and EO2 are the total energies of the oxide cluster, elemental cluster and an O2
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molecule in the gas phase, respectively, obtained from our classical MD simulations. The

values of EO
b calculated are noted below each cluster in Figs. 7.2 – 7.4. We see that

in most cases, the geometries of the oxide clusters look very different from those of the

corresponding elemental clusters.

Figure 7.2: Structures for Cu4Ox, x = 1 – 8, generated using classical potentials: (a), (b) x =
1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5, (k), (l) x = 6, (m) x = 7, (n) and
(o) x = 8. EO

b , the binding energy of oxygen, calculated for each cluster, is noted below its figure.
The blue and red spheres represent Cu and O atoms respectively.

Figure 7.3: Structures for Cu12Ox, x = 1 – 12, generated using classical potentials: (a), (b) x
= 1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5, (k), (l) x = 6, (m), (n) x =
7, (o), (p) x = 8, (q), (r) x = 9, (s), (t) x = 10, (u), (v) x = 11, (w) and (x) x = 12. EO

b , the
binding energy for oxygen, calculated for each cluster, is noted below its figure. The blue and red
spheres represent Cu and O atoms respectively.
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Figure 7.4: Structures for Cu20Ox, x = 1 – 12, generated using classical potentials: (a), (b) x
= 1, (c), (d) x = 2, (e), (f) x = 3, (g), (h) x = 4, (i), (j) x = 5, (k), (l) x = 6, (m), (n) x =
7, (o), (p) x = 8, (q), (r) x = 9, (s), (t) x = 10, (u), (v) x = 11, (w), (x) x = 12, (y), (z) x =
13, (a1), (b1) x = 14, (c1), (d1) x = 15, (e1), (f1) x = 16, (g1), (h1) x = 17, (i1), (j1) x = 18,
(k1), (l1) x = 19, (m1) and (n1) x = 20. EO

b , the binding energy for oxygen, calculated for each
cluster, is noted below its figure. The blue and red spheres represent Cu and O atoms respectively.
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In this way a very large number of candidate clusters and structures was generated.

In order to eliminate some of these, so that we would be left with a smaller number of

clusters that could be handled by DFT calculations, the pool of candidates was reduced

by performing atomistic thermodynamics on all the structures obtained using classical

potentials. For each value of x retained, a few low energy structures were chosen to be

further refined using DFT.

7.3.2 Step 2: Refinement of Geometries using Density Functional The-

ory

For DFT calculations we studied clusters with x = 0 – 8 for Cu4Ox, clusters with x =

0, 1, 2, 3, 4, 6, 8, 9 and 12 for Cu12Ox, and clusters with x = 0, 1, 2, 10, 12, 15 and 20

for Cu20Ox. The lowest energy geometries obtained from DFT for Cu4Ox, Cu12Ox and

Cu20Ox are shown in Fig. 7.5.

The lowest energy geometry obtained for Cu4 is a rhombus, and this is in agree-

ment with previous DFT results.204,207 Also the structures for Cu4O,204,205 Cu4O4,
208

and Cu4O5
205 are in good agreement with previous DFT results. It is interesting to note

that in all the Cu4Ox structures, the four Cu atoms more or less maintain the rhombus-like

arrangement that is seen in the elemental Cu4 cluster.

For Cu12, previous DFT results suggest that the lowest energy structure is an icosa-

hedron, however we note that the authors of this previous study have only considered

geometries with high symmetry, viz., icosahedral symmetry (Ih) and octahedral symmetry

(Oh).206 We find from our DFT calculations a structure for Cu12 that has lower symmetry

and is lower in energy by 1.5 eV compared to the icosahedral structure [see Fig. 7.5(j)]. We

find that the geometry of elemental Cu12 changes considerably upon addition of oxygen

atoms to the cluster.

For Cu20, we obtain a compact structure with Cs symmetry as the lowest energy

structure. This geometry is only slightly distorted from the structure reported earlier for

Cu20 clusters in the gas phase.179 For all other clusters shown in Fig. 7.5, to the best of

our knowledge, there are no previous results for the ground state geometries.
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Figure 7.5: The lowest energy geometries obtained from DFT for (a) – (i) Cu4Ox, (j) – (q)
Cu12Ox and (r) – (x) Cu20Ox. The first and second rows: Cu4Ox, with x = 0 – 8; the third and
fourth rows: Cu12Ox, with x = 0, 1, 3, 4, 6, 8, 9 and 12; the fifth and sixth rows: Cu20Ox, with
x = 0, 1, 2, 10, 12, 15, 20. The blue and red spheres represent the Cu and O atoms respectively.

7.3.3 Step 3: AIATD to study Oxidation and Reduction

Next, we study the processes of oxidation and reduction for the clusters and bulk forms

of Cu and its oxides. In the bulk, the stable phases are known to be Cu, Cu2O and CuO.
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7.3.3.1 Computing the Gibbs Free Energy

We consider the reactions in Eqs.(7.1) and (7.2) which correspond to the oxidation and

reduction of the Cu species. The Gibbs free energies for the two reactions at a temperature

T are given by Eqs. (7.3) and (7.7).

Cu clusters in O2 environment

In Figs. 7.6(a) – (d), we show the plots of ∆G vs. ∆µO for the bulk, and for the CunOx

clusters shown in Fig. 7.5 for n = 4, 12 and 20. At any value of ∆µO, the stable structure is

given by the system with the lowest ∆G. For the bulk, in Fig. 7.6(a), we see, as expected,

the three stable phases, viz., Cu, Cu2O and CuO. On comparing with the clusters in

Figs. 7.6(b) – (d), we first note that we do not see the same corresponding phases for the

clusters as we see in the bulk. Even when comparing among the different sizes of clusters

considered, we do not see the same phases for all the clusters.

For n = 4, we obtain only two stable phases in the phase diagram, viz., Cu4 and

Cu4O4. For n = 12 and 20, we find that Cun, CunOn/2 and CunO3n/4 are stable phases,

along with an additional intermediate phase for Cu20, viz., Cu20O12. We do not see a

CunOn phase for the clusters with n = 12 and 20.

We find that for n = 4, the cluster oxidizes to a phase with a higher oxygen to metal

ratio as compared to clusters with n = 12 or 20: the Cu atoms in Cu4O4 are in the +2

oxidation state, while in the highest oxidation level possible for n = 12 and 20, that is in

Cu12O9 and Cu20O15 respectively, the Cu atoms have only a +1.5 oxidation state. This

suggests that the tendency to oxidize is higher for smaller clusters. This is in agreement

with previous results on other metals that smaller clusters oxidize to a higher extent and

more easily than larger clusters.187

Note the black dashed lines separating the Cun and CunOn/2 phases for the bulk and

for the clusters with n = 12 and 20 in Figs. 7.6(a), (c) and (d) respectively. As the size

reduces from the bulk to n = 20 to n = 12, we see that this line moves monotonically

to the left. This suggests that as the size reduces, Cun can be more easily oxidized to

CunOn/2. For n = 4, we do not see this transition as the Cu4O2 phase is absent here.

This may be due to the extra stability of the Cu4O4 cluster, which is brought about by
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Figure 7.6: Obtaining phase diagrams by looking for the phase with lowest Gibbs free energy,
by applying atomistic thermodynamics to DFT results. The first row of figures [(a), (e), (i)]
corresponds to the bulk, the second row [(b), (f), (j)] to n = 4, the third row [(c), (g), (k)] to n
= 12, and the fourth row [(d), (h), (l)] to n = 20. Panels (a), (b), (c), and (d) are relevant to
the oxidation process of Eq. (7.1) and show plots of ∆G, the change in Gibbs free energy, as a
function of ∆µO, the change in the chemical potential of oxygen. Each colored line corresponds to
a different structural phase (see legend on the extreme right), and the vertical dashed lines indicate
phase transitions. All the remaining panels are relevant to clusters in a H2 + H2O environment,
see Eq. (7.2). In panels (e), (f), (g) and (h), we plot ∆G as a function of ∆µH2

as well as ∆µH2O,
the chemical potentials of hydrogen and water respectively. The panels (i), (j), (k) and (l) show the
most stable phase for each (∆µH2

, ∆µH2O); i.e., they are projections of the results in the second
column onto the (∆µH2

, ∆µH2O) plane.

an electronic shell closing with 68 electrons.209

The binding energy of oxygen in these stable phases was calculated using the equation:

EO
b = − 1

x{EDFTCunOx
− EDFTCun

− x
2E

DFT
O2
}. The results for EO

b are listed in Table. 7.1. We

see that for a given value of x, EO
b decreases monotonically as n increases and is higher

for clusters than for the bulk. For a given n, as the oxidation state of Cu reduces to +1

from higher oxidation states, we that EO
b increases: this may be due to the progressive

approach toward achieving a filled 3d-orbital. We note that for both bulk CuO and bulk

Cu2O, our values for EO
b are in good agreement with previous GGA results;194,210 however,
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they are underestimated with respect to experiments. The reason for this was suggested

to be GGA errors in computing the binding energy of O2 as well as the formation energy

of O2− from O2.
194

EO
b (eV/O atom)

n = 4 n = 12 n = 20 Bulk

CunOn/2 - 2.38 2.32 1.25

CunO3n/5 - - 2.17 -

CunO3n/4 - 2.07 1.76 -

CunOn 1.89 1.51 1.30 1.12
CunO2n 0.71 - - -

Table 7.1: Binding energy per O atom computed for Cu clusters and Cu bulk phases.

In Table. 7.2, we list the relative thermal stability of all clusters in the O2 environment.

It is defined as the temperature at which oxygen would desorb completely to result in the

elemental Cun cluster. This temperature Td is obtained by putting ∆G(Td,∆µO) = 0

in the ∆G vs. ∆µO plots in Figs. 7.6(a)–(d), with p(O2) = 1 atm. From the results,

we can see that the thermal stability of the clusters increases as size decreases, and is

higher for the clusters than it is for the bulk. This is in contrast with previous results for

small gas phase Ag clusters; the clusters were found to be less thermally stable than the

corresponding bulk or surface.190 For a given size of the cluster, we find that the thermal

stability of the cluster decreases as the oxygen content in the cluster increases.

Thermal desorption temperature, Td (K)
n = 4 n = 12 n = 20 Bulk

CunOn/2 - 2005 1960 1163

CunO3n/5 - - 1848 -

CunO3n/4 - 1777 1547 -

CunOn 1647 - - 1062

Table 7.2: The relative thermal stability of CunOx clusters in the oxidizing environment, i.e., the
temperature at which all the oxygen atoms in the cluster would desorb to result in the elemental
Cun cluster.
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Cu clusters in H2 + H2O environment

Note that in the reaction in an O2 environment described above, in addition to Cun and

CunOx, there is only one more species, viz., O2. Hence, above we had plotted how ∆G

varies as a function of the single parameter ∆µO. In a H2 + H2O environment however,

there are two additional species, viz., H2 and H2O. Here, we therefore calculate how ∆G

varies as a function of two variables ∆µH2 and ∆µH2O. In Figs. 7.6(e) – (h), we show

the three-dimensional plots of ∆G as a function of ∆µH2 and ∆µH2O for the bulk, and

for the CunOx clusters shown in Fig. 7.5 for n = 4, 12 and 20. Here again, at any given

(∆µH2 ,∆µH2O), the stable structure corresponds to that with the lowest Gibbs free energy.

These lowest lying configurations are determined and then plotted in Figs. 7.6(i) – (l).

From these figures we see that the bulk exhibits the same stable phases in presence

of H2 + H2O as it does in the presence of O2. For the clusters however, we see that an

additional phase appears in the phase diagram at high ∆µH2O and low ∆µH2 . For n =

4, we see a small domain of stability for Cu4O8 [shown in violet in Fig. 7.6(j)], also for

n = 12 and 20, we see an additional phase that corresponds to CunOn [shown in blue in

Figs. 7.6(k) and (l)]. This suggests that the clusters oxidize to a higher extent in H2O-rich

conditions than in O2-rich conditions.

We see that the domain of stability for the CunOn phase reduces as n increases [see

phases marked by blue color in Figs. 7.6(j) – (l)]. This suggests that the CunOn phase

becomes more stable as the size of the cluster reduces, which is again in agreement with

expectations that the tendency to oxidize increases as the size of the cluster decreases.

We observe the intermediate phase CunO3n/4 for n = 12 and n = 20 clusters as we

did in the O2 environment. Here again we see that the domain of stability of this phase

reduces as size increases from n = 12 to n = 20 [see phases marked by magenta color in

Figs. 7.6(k) and (l)].

The domain of stability for the CunOn/2 phase for n = 12 and n = 20 is almost the

same, and is much larger for the clusters than in the bulk [see phases marked by red color

in Figs. 7.6(j), (k) and (l)]. For n = 20, we see an additional intermediate phase, viz.,

Cu20O12 shown by the region marked by maroon color in Fig. 7.6(l).
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7.3.3.2 Pressure-Temperature Phase Diagrams

Cu clusters in O2 environment

Next, we generate pressure-temperature phase diagrams using the data contained in

Figs. 7.6(a) – (d), and we present these in Fig. 7.7. These phase diagrams are relevant

to the oxidation reaction in Eq. (7.1). Here the stable phases in an O2 environment are

plotted as a function of T and p(O2).

Note that though we have extended the temperature axis in Fig. 7.7 to 3000 K, it is

known that the bulk phases of Cu, Cu2O and CuO melt at 1358 K, 1505 K and 1599 K,

respectively.

From Figs. 7.7(a) – (d), we can see that the oxidation state of Cu increases as p(O2)

increases and/or T decreases. For the bulk, we find that the transition temperatures are

shifted with respect to experiment; these errors may be due to the errors in the binding

energy from using GGA as well as self interaction errors.194,195 As we saw in the Gibbs

free energy diagrams, for n = 4 in Fig. 7.7(b), we observe a phase transition (oxidation)

from Cu4 (0 oxidation state) to Cu4O4 (2+ oxidation state); for n = 12 in Fig. 7.7(c),

we see three phases, Cu12 (0 oxidation state) → Cu12O6 (1+ oxidation state) → Cu12O9

(1.5+ oxidation state); and for n = 20 in Fig. 7.7(d), we see Cu20 (0 oxidation state)

→ Cu20O10 (1+ oxidation state) → Cu20O12 (1.2+ oxidation state) → Cu20O15 (1.5+

oxidation state).

We see that the region of stability for the CunOn/2 phase is relatively much smaller

for the bulk than it is for the clusters with n = 12 and 20, while this phase is absent in

the case of the n = 4 cluster.

The n = 12 and 20 clusters do not form the CunOn phase, but rather form intermediate

phases like CunO3n/4 (for n = 12 and 20) and CunO3n/5 (for n = 20). We see the formation

of CunOn only in the case of n = 4, suggesting that smaller clusters are able to oxidize to

a higher extent than clusters with n = 12 and 20.

Next, the transition temperatures at p(O2) = 10−12 atm, shown by the black dashed

lines in Fig. 7.7, are extracted and noted in Fig. 7.8, for the bulk and for clusters with n

= 4, 12 and 20. This value of p(O2) is an example of an ultra high vacuum condition.
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Figure 7.7: Phase stability under oxidizing conditions. We show temperature – partial pressure
of O2 phase diagrams for (a) bulk, (b) n = 4, (c) n = 12, and (d) n = 20. Oxidation takes place
as p(O2) increases and/or T decreases. The dashed line corresponds to p(O2) = 10−12 atm.

Figure 7.8: The transition temperatures for the transitions observed in the oxidizing environment
at p(O2) = 10−12 atm, for the bulk, and for clusters with n = 4, 12 and 20. Note that oxidation
takes place as temperature T decreases.

For the transition between CunOn/2 and Cun, as the size reduces from the bulk to

clusters with n = 20 to n = 12, the transition temperature increases monotonically; note
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that the low-temperature phase is the oxide, and thus the tendency to oxidize increases

as the size decreases. This trend is confirmed by examining Fig 7.8, where we have

summarized our results for the transition temperatures for the bulk and clusters at p(O2)

= 10−12 atm.

Considering the stable phase of these systems at p(O2) = 10−12 atm and at room

temperature, we find that the bulk and n = 4 cluster are in the CunOn phase, while the

n = 12 cluster is in the CunO3n/4 phase and the n = 20 cluster is in the CunO3n/5 phase.

This is very interesting, as we see that the clusters oxidize to different levels depending on

their size; the smaller the cluster, the higher is the extent of oxidation. These results are

again in agreement with our expectation that the reactivity towards oxidation increases

as size decreases.

Cu clusters in H2 + H2O environment

Similarly, we obtain temperature-dependent phase diagrams that describe the behavior

in the H2 + H2O environment, using data from Figs. 7.6(e) – (l); we show these phase

diagrams in Fig. 7.9. In this case, as we have two additional species H2 and H2O, apart

from the oxide and the elemental cluster, we generate two-dimensional plots with T in the

abscissa and p(H2)/p(H2O), the ratio of the partial pressure of hydrogen to the partial

pressure of water, in the ordinate.

In these figures, we see a marked difference in the behaviour of clusters with n = 12

and 20, compared to the bulk and clusters with n = 4. In Figs. 7.9(a) and (b), we see

that for both transitions observed, the phase boundaries are convex upward, and for a

fixed value of p(H2)/p(H2O), the reduction occurs as temperature T decreases. However,

for the clusters with n = 12 and 20, we see that the phase boundaries for the transitions

from CunOn up to CunOn/2 remain convex upward, whereas the boundary separating

CunOn/2 and Cun is now concave upward. For the former reactions, for a fixed value of

p(H2)/p(H2O), reduction occurs as T decreases, but for the latter, the reduction occurs

as T increases. We note that these two kinds of transitions occur for different ranges of

p(H2)/p(H2O), i.e., there is no value of p(H2)/p(H2O) at which both kinds of transitions

can occur.
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Figure 7.9: Phase stability in the presence of H2 + H2O. In (a) – (d), we show phase diagrams
as a function of temperature T and p(H2)/p(H2O), the ratio of partial pressures of hydrogen to
water, for (a) bulk, (b) n = 4, (c) n = 12, and (d) n = 20. The black solid, dashed and dotted
lines correspond to p(H2)/p(H2O) = 100, 0.67 and 10−10 respectively.

In Fig. 7.9, we have marked three values of p(H2)/p(H2O) = 100, 0.67 and 10−10

with black solid, dashed and dotted lines respectively. The first value is an example of

hydrogen-rich conditions, the second value is a condition typical of chemical reactions like

the water-gas shift reaction, and the third value is an example of water-rich conditions.

At p(H2)/p(H2O) = 100 and 0.67, note that the bulk and n = 4 clusters are already in

their elemental reduced state at all temperatures, and we see phase transitions occuring

only in the n = 12 and n = 20 clusters. The phase boundaries that are intersected by

the lines p(H2)/p(H2O) = 100 and p(H2)/p(H2O) = 0.67 are concave upward in Fig. 7.9

which means that reduction occurs as T increases. The transition temperatures at these

values of p(H2)/p(H2O) are extracted and plotted in Fig. 7.10. At both these values of

p(H2)/p(H2O), we find that the transition temperature increases as n decreases from 20

to 12, which means that n = 12 clusters are more resistant to reduction (i.e., more prone
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to oxidation) than n = 20 clusters. Note that for n = 4, we see no transition and the

elemental cluster is stable at all temperatures.
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Figure 7.10: The transition temperatures at two values of p(H2)/p(H2O): (a) 100 and (b) 0.67 are
plotted as a function of n, the number of Cu atoms in the cluster. Reduction occurs as temperature
increases. The bulk and n = 4 clusters are already in their elemental state at T = 0, while for
the n = 12 and n = 20 clusters we observe the transition from CunOn/2 → Cun. n = 12 clusters
reduce at a higher temperature as compared to n = 20 clusters.

In Fig. 7.10(b), p(H2)/p(H2O) = 0.67; this is a condition that is in the range relevant

for several chemical reactions. In these conditions, if the reaction requires the catalyst to

be in the elemental state, note that the Cu4 elemental cluster is stable and hence would

be catalytically active at all temperatures. However, for n = 12 and 20, the temperature

for the reaction would need to be higher than 367 K and 254 K respectively, in order for

the catalyst to be in its elemental state and catalytically active for the reaction. At a

temperature of around 500 K, which is typical for the low temperature water gas shift

reaction, all the three sizes of clusters considered here would be in their elemental reduced

state.

Now let us consider the transitions in water-rich conditions such as when p(H2)/p(H2O)

= 10−10. From the phase diagrams in Fig. 7.9, we see that the phase boundaries that are

intersected by the line p(H2)/p(H2O) = 10−10 are convex upward. The reduction process

takes place as temperature decreases. The transition temperatures for all transitions

observed at this value of p(H2)/p(H2O) are noted in Fig. 7.11.

In Fig. 7.11, let us first consider the reduction of the CunOn phase; we can see that

the transition temperature for the reduction of CunOn clusters decreases monotonically

as n decreases from 20 to 12 to 4. The smaller the size, the more resistant the cluster is to

reduction. On comparing with the bulk transition temperature, we find that the n = 12
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Figure 7.11: The transition temperatures for the transitions observed in water-rich conditions
when p(H2)/p(H2O) = 10−10, for the bulk and for clusters with n = 4, 12 and 20. Note that
reduction occurs as temperature decreases.

and 20 clusters are more easily reducible than the bulk, whereas n = 4 clusters are more

resistant to reduction than the bulk.

Considering the reduction of the CunO3n/4 phase for n = 12 and 20 clusters, we see a

similar trend: the transition temperature is lower for n = 12 than it is for n = 20 clusters.

7.4 Conclusions

In this chapter, we have obtained phase diagrams for small clusters of copper and copper

oxides, using ab initio atomistic thermodynamics in an O2 environment and a H2 + H2O

environment. For the bulk, it is known that the stable phases are Cu, Cu2O and CuO;

in general, the corresponding phases Cun, CunOn/2 and CunOn are also observed in the

phase diagrams for the clusters, though the Cu4O2 phase is absent for n = 4. However,

additional stoichiometries appear in the phase diagrams for the clusters: a high-oxygen-

content phase Cu4O8 for n = 4 in water-rich conditions, and intermediate stoichiometries,

viz., Cu12O9, Cu20O12 and Cu20O15 for n = 12 and n = 20.∗

In an O2 environment, for the transition between CunOn/2 and Cun, which is observed

only for the n = 12 and 20 clusters, we see that as the size of the cluster decreases, the

oxide phase is stable up to a higher temperature, and these transition temperatures are

higher for the clusters than for the bulk.

For n = 4 in an O2 environment, we see that there is a direct transition from Cu4O4

∗Note: One may choose to term these ‘intermediate’ stoichiometries to be instead ‘non-stoichiometric’.
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to Cu4, with no other intervening phase; this occurs at a temperature higher than the

transition temperature between CuO and Cu2O in the bulk. This means that the CunOn

phase is comparatively more stable in the cluster with n = 4 than in the bulk. For n =

12 and 20, the CunOn phase is not stable in the presence of oxygen.

When we consider an example of an ultra-high vacuum (UHV) experimental condition,

such as room temperature and p(O2) = 10−12 atm, we find that the three sizes of clusters

exhibit different levels of oxidation; for n = 4, 12 and 20, the stable phases are CunOn,

CunO3n/4 and CunO3n/5 respectively. This is very interesting and important as it clearly

shows how size affects the stable oxidation state of a cluster in a given environmental

condition. These results are in agreement with the understanding that the tendency to

oxidize increases as the size of the cluster decreases.

The size-dependent trends obtained in the H2-rich environment are consistent with

those obtained in the O2 environment, i.e., the smaller the cluster, the more resistant it is

to reduction. Under typical reaction conditions [for example when p(H2)/p(H2O) = 0.67],

our results suggest that clusters with n = 4 will always be in the reduced elemental state

at all temperatures, whereas for n = 12 and 20, clusters will be in the reduced state only

when T is greater than 367 K and 254 K respectively. At a temperature of around 500 K,

which is typical of conditions where reactions such as the low temperature water-gas shift

reactions are carried out, all the clusters considered here will be in their reduced elemental

state.

In this chapter, we have considered clusters in the gas phase. However, in any actual

application, the clusters will be placed on a solid substrate, which may affect their struc-

tural and oxidative properties significantly. In the next chapter, we will repeat calculations

similar to those carried out above; however, we will place the Cu clusters on an alumina

support, and see whether and how the presence of the support affects our results.
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Chapter 8

Size-dependent Oxidation and

Reduction of Supported Cu

clusters

In the previous chapter, we studied the processes of oxidation and reduction of gas phase

Cu clusters, and examined the size-dependence of these phenomena. In this chapter, we

study the same processes, on a system that may be more relevant for applications, viz.,

Cu clusters supported on hydroxylated amorphous alumina. Here again, we investigate

how the size of a cluster affects its tendency to oxidize or reduce. We study three sizes of

Cu clusters: n = 4, 12 and 20. In addition, we also compare our computational results

with experimental results for XANES spectra of Cu clusters in oxidizing and reducing

environments.

8.1 Introduction

In the previous chapter we discussed oxidation, which is one of the most important types

of chemical reactions, and that plays a vital role in most areas of human life and en-

deavor. We mentioned how oxidation sometimes leads to the loss of the catalytic activity

in catalysts.181

163
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The importance of studying oxidation/reduction processes in clusters was discussed in

detail. It is important to know the oxidation state that a given size of the cluster would

achieve in a given set of environmental conditions, as this (together with information

about reaction barriers and selectivity) allows us to determine the optimal cluster size

that one should use as a catalyst in a given set of experimental conditions. For most

applications where clusters are used, and especially for heterogeneous catalysis, they are

generally placed on an oxide support. The support is known to influence the electronic

structure, the morphology as well as the catalytic properties of these supported clusters.

The changes in the catalytic properties of a cluster brought about by the presence of the

support are mainly due to (a) changes in the charge state of the cluster due to electron

transfer between the cluster and the support, (b) effects related to possible changes in

the shape of the clusters when deposited on the support and also (c) the appearance of

catalytically active sites at the cluster-support interface.211

In order to attempt to answer the question of what phase clusters of a particular

size would be in, for a given reaction with a given set of experimental conditions, we

first studied (in the previous chapter) three different sizes of gas phase Cu clusters and

CunOx clusters, in two different types of chemical environments, and we extracted size

dependent trends in their oxidation and reduction. In this chapter, we consider these

Cu clusters deposited on a support, viz., hydroxylated amorphous alumina, and try to

answer the same questions raised in the previous chapter. We generate phase diagrams for

these clusters in an O2 environment as well as in a H2 + H2O environment, and extract

transition temperatures to understand the size-dependence of the oxidation and reduction

processes in these supported clusters.

In addition, in this chapter we also compare our theoretical results on CunOx/Al2O3,

with experimental X-ray absorption near edge structure (XANES) spectra obtained for

the same systems in O2-rich and H2-rich conditions.∗

XANES is a type of absorption spectroscopy that measures features in the X-ray

absorption spectra that provide information regarding the environmental chemistry and

∗All experimental data discussed in this chapter were provided by the group of Prof. Stefan Vajda from
Argonne National Laboratory.
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the oxidation state of an atom. The position of the absorption edge in these spectra is

known to be primarily influenced by the oxidation state of the atom and undergoes a

systematic shift towards higher energy as the oxidation state of the atom increases.212 For

example, in a study of the XANES spectra of the sulfur K-edge in different compounds

like heavy petroleum, coal and soil, one sees that as the oxidation state of S changes from

S2− to S6+, the XANES K-edge increases in energy monotonically with a large energy shift

of ∼11 eV.213 Also for metals, there exists a number of studies that show a correlation

between the position of the XANES K-edge peak and the oxidation state of the metal in a

compound.214,215 The XANES spectra of new compounds or alloys are usually interpreted

in terms of XANES spectra of the same atom in some of its known standard compounds,

and the oxidation state of an atom in a new compound usually is deduced from its XANES

K-edge position.

The XANES spectra of small clusters are however tricky and less straightforward to

interpret. The spectra of small clusters are also often compared to spectra of known

standard compounds; however this may prove to be a little difficult, since the edges in the

XANES spectra of clusters are usually not as sharply pronounced as the XANES spectra

of bulk compounds; this may be because all atoms in a cluster may not have the same

oxidation state and also because clusters occupy different adsorption sites on the surface

and hence have different environmental chemistry. Also it is possible that an atom in a

cluster may have an intermediate oxidation state that is not observed in standard bulk

compounds.

In this study, we propose to interpret the XANES spectra of small clusters of Cun and

CunOx supported on hydroxylated amorphous alumina, in terms of a simple quantity that

can be calculated easily. viz., the “Bader charge”. This quantity helps us to compare our

theoretical results with the experimental XANES results. The phase transitions predicted

theoretically in these cluster systems, in a given environment, as a function of temper-

ature, are also tested against the XANES spectra measured experimentally in the same

environment as a function of temperature. We will see below that this approach produces

convincingly good agreement between theory and experiment. We are not aware of any
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previous work that has followed a similar approach, i.e., that has attempted to correlate

theoretically calculated Bader charges with experimentally measured XANES spectra, in

an attempt to study temperature-dependent phase transitions.

8.2 Computational Methods

8.2.1 Step 1: Optimizing Substrate Geometry

The initial geometry for hydroxylated amorphous alumina was generated by molecular

dynamics using the LAMMPS code.85 The interatomic interactions were treated with po-

tentials of the Buckingham type derived by Matsui,80 and a simulated annealing procedure

as suggested by Adiga et al was followed:81 to create the hydroxylated amorphous alumina

slab, we started with a crystalline bulk alumina structure, using a 4 × 4 periodic unit cell

with four layers (with box dimensions 19.04 Å × 16.49 Å× 8.17 Å). To achieve the desired

H concentration in the system, a specific number of Al atoms at random positions was

replaced with H atoms, and for every Al atom removed, an O atom was also removed to

maintain charge neutrality. The bulk system thus created was heated to 4000 K, equili-

brated for 5 ns and quenched over 0.1 ps. Free surfaces were then created in the system

by introducing a vacuum distance of 50 Å along the z direction. This surface slab was

annealed by increasing the temperature to 1500 K over 1.5 ns, equilibrating for 5 ns and

subsequently quenching to 0 K over 0.1 ps. Geometric relaxation was then performed at 0

K; the pair correlation functions [g(r)] for the structure thus obtained confirmed that the

structure was amorphous in nature. In agreement with previous results,81 we find that the

hydrogen atoms tend to segregate to the surface of the slab so as to form hydroxyl groups.

This final structure was then input as the starting geometry to a DFT calculation, which

was used to further optimize the structure of the amorphous hydroxylated alumina slab.

8.2.2 Step 2: Optimizing Geometries of Alumina supported clusters

The optimized geometries for the gas phase elemental Cun clusters and oxide CunOx

clusters obtained in the previous chapter were used to generate initial geometries for
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supported Cun/Al2O3 and CunOx/Al2O3.

The optimized Cun cluster was placed at several (at least five) non-equivalent ad-

sorption sites on the substrate to generate initial geometries for Cun/Al2O3. The initial

geometries for CunOx/Al2O3 were generated in two ways: (1) by depositing the optimized

gas phase CunOx cluster at different sites on the substrate and (2) by adding x O atoms

to the already optimized structure of Cun/Al2O3. These structures were optimized using

spin polarized DFT as implemented in the VASP code,54–57 with a generalized gradient

approximation for the exchange correlation functional47 and Projector Augmented Wave

(PAW) potentials.65,200 The wavefunctions were expanded using a plane wave basis set,

with an energy cut-off of 400 eV. The Brillouin zone was sampled only at the zone center

Γ. For the calculations on supported clusters, the substrate consisted of a slab of hydrox-

ylated amorphous alumina of thickness 8.17 Å and surface cell area = 19.04 Å × 16.49 Å.

A vaccum separation ≥ 13 Å was introduced perpendicular to the substrate.

We note that (apart from the presence of, and treatment of, the substrate) all calcu-

lation methods used in this chapter are identical to those used in the previous chapter.

8.2.3 Step 3: AIATD to study Oxidation and Reduction

The ab initio atomistic thermodynamics (AIATD) method24,25 was utilized to study the

relative stability of the oxide phases of supported Cu clusters in two kinds of equilibrium

conditions: (i) in the presence of O2:

Cun/Al2O3 + x
2O2 
 CunOx/Al2O3, (8.1)

(ii) in the presence of H2 and H2O:

CunOx/Al2O3 + xH2 
 Cun/Al2O3 + xH2O. (8.2)

The Gibbs free energy of oxide formation, at a temperature T , and a partial pressure

of oxygen pO2 , of alumina supported CunOx clusters in the presence of oxygen, is given by:
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∆G(T,∆µO) ≈ EDFTCunOx/Al2O3
− EDFTCun/Al2O3

− x
[

1

2
EDFTO2

+
1

2
EZPEO2

+ ∆µO(T, pO2)

]
;

(8.3)

where ∆µO(T, pO2) is defined as:

∆µO(T, pO2) = µO(T, pO2)− 1

2
EDFTO2

− 1

2
EZPEO2

. (8.4)

Here, EDFTCunOx/Al2O3
and EDFTCun/Al2O3

are the total energies from DFT of the oxide cluster

and the elemental cluster respectively, supported on hydroxylated amorphous alumina.

Note that µO = (1/2)µO2 , where µO and µO2 are the chemical potentials of oxygen atoms

and oxygen molecules, respectively. EDFTO2
is the total energy (as obtained from DFT)

of an isolated O2 molecule in the gas phase, and EZPEO2
is its zero point energy, which

is evaluated by making use of vibrational frequencies obtained using density functional

perturbation theory.201,202

The temperature and pressure dependence of ∆µO is given by:

∆µO(T, pO2) = µO(T, p0)− µO(T 0, p0) +
1

2
kBT ln(pO2/p

0); (8.5)

where T 0 and p0 are the reference temperature and pressure respectively, and kB is Boltz-

mann’s constant. The values of µO2(T, p0) are obtained from the JANAF thermochemical

tables.203

Substituting Eq. (8.5) in Eq. (8.3), we get:

∆G(T, pO2) ≈ EDFTCunOx/Al2O3
− EDFTCun/Al2O3

− x
[

1

2
EDFTO2

+
1

2
EZPEO2

+ µO(T, p0)− µO(T 0, p0) +
1

2
kBT ln(pO2/p

0)

]
.

(8.6)

In Eq. (8.2), the forward reaction represents the reduction of copper oxide clusters to

form elemental Cu clusters and H2O. The Gibbs free energy for the reduction reaction is
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given by:

∆G(T,∆µH2 ,∆µH2O) ≈ EDFTCun/Al2O3
+ x

[
EDFTH2O + EZPEH2O + ∆µH2O(T, pH2O)

]

− EDFTCunOx/Al2O3
− x

[
EDFTH2

+ EZPEH2
+ ∆µH2(T, pH2)

]
;

(8.7)

where ∆µX is defined by:

∆µX(T, pX) = µX(T, pX)− EDFTX − EZPEX ; (8.8)

here µX(T, pX), EDFTX , and EZPEX are respectively the chemical potential at temperature

T and partial pressure pX , the total energy, and the zero point energy, of the chemical

species X.

The temperature and pressure dependence of ∆µX is given by:

∆µX(T, pX) = µX(T, p0)− µX(T 0, p0) + kBT ln(pX/p
0); (8.9)

where T 0 and p0 are the reference temperature and pressure respectively, and kB is Boltz-

mann’s constant. The values of µX(T, p0) are obtained from the JANAF thermochemical

tables.203

Substituting Eq. (8.9) for X = H2O and X = H2 in Eq. (8.7), we get:

∆G(T, pH2 , pH2O) ≈ EDFTCun/Al2O3
+ x

(
EDFTH2O + EZPEH2O + µH2O(T, p0)− µH2O(T 0, p0)

)

− EDFTCunOx/Al2O3
− x

(
EDFTH2

+ EZPEH2
+ µH2(T, p0)− µH2(T 0, p0)

)

− xkBT ln(pH2/pH2O).

(8.10)

We assume that, for the reactions in both the O2 environment and the H2 + H2O

environment, the vibrational contributions largely cancel out between Cun/Al2O3 and

CunOx/Al2O3.
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8.3 Results

We have studied three different sizes of Cun clusters: n = 4, 12 and 20; and different oxide

clusters CunOx for each value of n. For Cu4Ox clusters, we studied clusters with x = 1,

2, 4, and 8, for Cu12Ox clusters, x = 1, 2, 3, 6, 9, and 12, and for Cu20Ox clusters, we

considered x = 1, 2, 10, 12, 15, and 20. All elemental clusters and oxide clusters were

supported on hydroxylated amorphous alumina, whose structure was obtained following

the procedure described in Section 8.2.1 above.

We have divided our results into five sections. The first section describes our compu-

tational results for hydroxylated amorphous alumina, from which we extract information

about structural features of the substrate. In the following two sections, we discuss sepa-

rately our computational and experimental results on alumina supported CunOx clusters

in the presence of O2 and in the presence of H2 + H2O.

We then analyze the bulk Cu standards that are usually used to interpret the XANES

spectra of Cu clusters, and we propose that the simple quantity “Bader charge” that is

calculated from theory can be used as a measure to interpret the experimental XANES

results. Finally in the last section we compare our theoretical predictions for the stable

phases as a function of temperature, as well as for the size-dependent transition tempera-

tures, with the corresponding experimental results.

8.3.1 Hydroxylated Amorphous Alumina

We have generated an amorphous alumina slab with 5.26 % of hydrogen in the system,

following the procedure described in Section 8.2.1 above. We observe that the hydrogen

atoms tend to segregate to the surface of the slab as expected,81 so as to form hydroxyl

groups, as can be seen in Fig. 8.1(a), where we have depicted the relaxed structure obtained

by us for the bare alumina slab, on which we will subsequently deposit Cu clusters. In

Fig. 8.1(b), we have plotted pair correlation functions [g(r)] for the alumina slab; from

these, it is clearly evident that the structure is amorphous in nature.
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Figure 8.1: (a) The hydroxylated amorphous alumina slab generated by our MD simulations and
used as the substrate for cluster deposition. The Al, O and H atoms are represented by grey, light
green and black spheres respectively. (b) The pair correlation functions of different pairs of atoms
and the total pair correlation function of all pairs of atoms in the constructed amorphous Al2O3

slab are shown.

8.3.2 Clusters supported on Hydroxylated Amorphous Alumina: Com-

putational Results

In Fig. 8.2, we show our lowest energy geometries for each CunOx. For Cu4Ox clusters,

we studied clusters with x = 0, 2, 4, and 8, for Cu12Ox clusters, x = 0, 1, 2, 3, 6, 9, and

12, and for Cu20Ox clusters, we considered x = 0, 1, 2, 10, 12, 15, and 20. Comparison

with results for gas phase clusters obtained in the previous chapter shows that the optimal

geometry changes significantly upon deposition on the alumina substrate, and also upon

oxidation. Note also the presence of hydrogen atoms (small black spheres) in the substrate

that are found to preferentially diffuse toward the surfaces of the slab.

Next, we consider the reactions in Eqs. (8.1) and (8.2). In the forward direction,

Eq. (8.1) describes the oxidation of the cluster in the presence of O2 and Eq. (8.2) describes

the reduction of the cluster in the presence of H2 and H2O. We use the AIATD method

to obtain the Gibbs free energy of oxidation/reduction at a temperature T , which is given

by Eqs. (8.3) and (8.7).

8.3.2.1 Supported Cu clusters in the presence of O2

Figs. 8.3(a)–(d) show plots of ∆G vs. ∆µO for the bulk, as well as for all the CunOx

structures depicted in Fig. 8.2, for n = 4, 12 and 20. The stable structure at any given

∆µO is the system with the lowest ∆G. For n = 4 and n = 20, we obtain only three stable
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Figure 8.2: The lowest energy structures obtained for all the elemental and oxide clusters (on the
hydroxylated amorphous alumina support), as obtained from our DFT calculations. The first row:
Cu4Ox clusters, with x = 0, 2, 4, 8; the second and third rows: Cu12Ox clusters, with x = 0, 1,
2, 3, 6, 9, 12; and fourth and fifth rows: Cu20Ox clusters, with x = 0, 1, 2, 10, 12, 15, 20. The
grey, black and light green spheres represent Al, H and O atoms respectively in the support, and
the blue and red spheres represent the Cu and O atoms respectively in the cluster.

phases in the phase diagram, viz., Cun, CunOn/2 and CunOn. Interestingly, these phases

have the same stoichiometry as the phases observed in the bulk: Cu, Cu2O and CuO

[see Fig. 8.3(a)]. However, for n = 12, we also obtain an additional intermediate phase,

viz., Cu12O9. It is interesting to note that this corresponds to the metastable Cu4O3

(paramelaconite) phase of the bulk.195
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Figure 8.3: Obtaining phase diagrams by looking for the phase with lowest Gibbs free energy,
using atomistic thermodynamics. The first row of figures [(a), (e), (i)] corresponds to the bulk,
the second row [(b), (f), (j)] to n = 4, the third row [(c), (g), (k)] to n = 12, and the fourth
row [(d), (h), (l)] to n = 20. Panels (a), (b), (c), and (d) are relevant to the oxidation process
of Eq. (8.1) and show plots of ∆G, the change in Gibbs free energy, as a function of ∆µO, the
change in the chemical potential of oxygen. Each colored line corresponds to a different structural
phase (see legend on the extreme right), and the vertical dashed lines indicate phase transitions.
All the remaining panels are relevant to the reduction process of Eq. (8.2). In panels (e), (f), (g)
and (h), we plot ∆G as a function of ∆µH2 as well as ∆µH2O, the chemical potentials of hydrogen
and water respectively. The panels (i), (j), (k) and (l) show the most stable phase for each (∆µH2 ,
∆µH2O).

It is also interesting to compare the stable phases observed in O2 environment for

the gas phase Cu clusters (from the previous chapter) to those now obtained for the

supported Cu clusters. In the gas phase, for n = 4 we see only two stable phases, viz.,

Cu4 and Cu4O4. However, when these clusters are supported on amorphous alumina, we

also see the intermediate Cu4O2 phase in addition to Cu4 and Cu4O4. For n = 12, in

the gas phase we find Cu12, Cu12O6 and Cu12O9. The phase with the higher oxidation

state Cu12O12 does not seem to be stable in the gas phase in contrast to what we find

when these clusters are supported on amorphous alumina. Also for n = 20, we see that
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the phase with the highest oxidation state Cu20O20 is not stable in the gas phase while

it is found to be stable when supported on amorphous alumina. From these results, we

can conclude that the support strongly influences the phase diagram of clusters: we see

that, in the presence of O2, the clusters placed on the alumina support are able to reach

higher oxidation states more easily as compared to when the clusters are in the gas phase.

(However, in the gas phase we see two additional intermediate phases for n = 20, viz.,

Cu20O12 and Cu20O15, which are not observed after the deposition on the support.)
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Figure 8.4: Size-dependent energetics. (a) EO
b , binding energy per O atom vs. n, the number of

Cu atoms in the cluster, and (b) the thermal desorption temperature Td vs. n. See the text for the
definition of these quantities. The dashed blue and red lines correspond to the values for bulk CuO
and Cu2O respectively. Note that the thermal stability increases with decreasing size, and the oxide
clusters are more thermally stable than the corresponding bulk oxides.

In Fig. 8.4(a) we show how EO
b , the binding energy of oxygen to the cluster, varies with

n, for the stable phases. This is obtained by computing EO
b = −(1/x)[EDFTCunOx/Al2O3

−

EDFTCun/Al2O3
− (x/2)EDFTO2

]. We see that EO
b decreases monotonically as n increases, and

is higher for the nanoparticles than for the bulk, for both +1 and +2 oxidation states.

Moreover, for a given n, as the oxidation state of Cu decreases from +2 to +1, EO
b increases,

due to the progressive approach toward achieving a filled 3d-orbital. As already noted in

the previous chapter, for both bulk CuO and bulk Cu2O, our values for the binding energy

(formation enthalpy) are in good agreement with previous GGA calculations,194,210 but
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Average Charge n = 4 n = 12 n = 20 Bulk
on Cu atoms

Cun -0.06 -0.01 0.00 0.00
CunOn/2 0.54 0.55 0.54 0.57

CunO3n/4 - 0.79 - -

CunOn 0.93 1.00 0.94 1.06

Table 8.1: Average charge on Cu atoms as obtained from Bader analysis

are underestimated with respect to experiments; this has been attributed to GGA errors

in computing the binding energy of the O2 molecule as well as the formation energy of

O2− from O2.
194

In Fig. 8.4(b) we show the relative thermal stability of CunOn/2 (red symbols) and

CunOn (blue symbols), i.e., the temperature at which oxygen would desorb completely

to result in the elemental Cun cluster. This temperature (Td) is obtained by putting

∆G(Td,∆µO) = 0 in Figs. 8.3(a)–(d), with p(O2) = 1 atm. On comparing with the

corresponding results for the bulk (dashed lines), we see that the thermal stability of the

clusters increases as size decreases. This is in marked contrast to previous results for

small gas phase Ag clusters, which were reported to be less thermally stable than the

corresponding bulk or surface.190

In order to validate the comparison between the clusters and the bulk, as well as a

subsequent comparison with XANES data, we compute the average charge on Cu atoms

using Bader analysis.108,109 These values are presented in Table 8.1; it is interesting to

note that the average Bader charge (and therefore oxidation state) of the Cu atoms in a

supported CunOx cluster is the same as that of the corresponding bulk phase, even though

there is a spread in the values of the Bader charges on the different Cu atoms in a cluster

[see Fig. 8.14(d)–(f) further below], and despite the fact that some of the Cu atoms are,

in addition, also bonded to O atoms in the substrate. We note that the charges obtained

from the Bader analysis are considerably smaller than the expected nominal charges (by a

factor of ∼ 2); our values are in good agreement with those reported by previous authors

for the Bader charges on Cu atoms in bulk Cu2O and CuO.199,216 A similar observation

about lower Bader charges than nominal charges has also been made earlier by several

authors, e.g., for Pt atoms217 and Ag atoms218 in their respective bulk oxides.
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Figure 8.5: Theoretical results for phase stability under oxidizing conditions. We show pressure-
temperature phase diagrams for (a) bulk, (b) n = 4, (c) n = 12, and (d) n = 20. p(O2) is the
partial pressure of oxygen. The black dashed and solid lines correspond to p(O2) = 0.06 atm and
10−12 atm respectively. In all panels, green, red and blue phases correspond to Cun, CunOn/2 and
CunOn phases respectively. The inset in (c) shows the intermediate phase Cu12O9 in magenta.

The data contained in Figs. 8.3(a)–(d) are used to generate the phase diagrams relevant

to Eq. (8.1). These are presented in Fig. 8.5, where we have plotted the stable phases as

a function of temperature T , and p(O2), the partial pressure of O2. As we have already

remarked in the previous chapter, in agreement with previous authors, we find that for the

bulk, the transition temperatures are shifted with respect to experiment; we believe these

errors arise from an error in the binding energy due to the use of the GGA (as already

discussed above) as well as self interaction errors.194,195 From Figs. 8.5(a)–(d), we see that,

as expected, the oxidation state of Cu increases as p(O2) increases and/or T decreases.

The domain of stability of CunOn/2 is much larger for the nanoparticles than for the bulk;

note however that for n = 12, there are actually two intermediate transitions because of

the presence of the Cu12O9 phase [see inset to Fig. 8.5(c)]. Also note that though we have

extended the temperature axis in Fig. 8.5 to 3000 K, it is known that the bulk phases of

Cu, Cu2O and CuO melt at 1358 K, 1505 K and 1599 K, respectively.

In order to examine size-dependent trends in oxidation, we extract data from the phase
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Figure 8.6: In (a) and (b), we show our results for the transition temperatures at two values of
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the intermediate Cu12O6 → Cu12O9 and Cu12O9 → Cu12O12 transitions respectively.

diagrams of Figs. 8.5(a)–(d) at two values of p(O2), viz., 0.06 atm and 10−12 atm, see the

black dashed and solid lines respectively. The former value corresponds to that used in

the experiments that we will compare to further below, while the latter is an example

of ultra high vacuum (UHV) conditions. In this way, we obtain the phase transition

temperatures plotted in Figs. 8.6(a) and (b). For the transition Cun → CunOn/2 (shown

in red), we see that the transition temperature increases as cluster size decreases and is

higher for the clusters than for the bulk (red dashed line). This is in agreement with our

expectation that the reactivity toward oxidation increases as size decreases. However, for

the transition CunOn/2 → CunOn (shown in blue), we do not see the same trend. We

see that Cu4O2 oxidizes more easily than the bulk, whereas Cu12O6 and Cu20O10 oxidize

at almost the same temperature and are more resistant to oxidation than the bulk (blue

dashed line). The transition temperatures for the two intermediate transitions in the case

of Cu12 are also included in Figs. 8.6(a) and (b). From Fig. 8.6(a), one can see that in

O2 rich conditions like p(O2) = 0.06 atm and at room temperature, all clusters will be in

their fully oxidized state.

To understand the difference between the results obtained for the bulk, the supported

clusters and the gas phase clusters, we plot the stable phases observed at p(O2) = 10−12

atm as a function of temperature in the three cases in Fig. 8.7.

Note that in these figures the green phase denotes the elemental Cun phase and the

blue phase denotes the CunOn phase which is the one with the highest oxygen content to
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Figure 8.7: The stable phases observed at p(O2) = 10−12 atm as a function of temperature for
(a) the bulk, (b) the hydroxylated alumina-supported clusters and (c) the gas phase clusters.

appear in the phase diagram; oxidation occurs when we move from the green phase to the

blue phase as temperature decreases. When considering the oxidation of the green phase

to the first oxide phase, for n = 4 and 12 clusters, we see that the presence of the support

increases the tendency to oxidize, whereas for n = 20 clusters, we see that the presence of

the support decreases the tendency to oxidize. Both the supported clusters and the gas

phase clusters have a higher tendency to oxidize than the bulk, which is as expected.

On comparing the extent of oxidation in the supported and gas phase clusters, we

see that the presence of the support allows the clusters with n = 12 and 20 to oxidize

‘completely’ to form the CunOn phase (shown in blue) which is not observed in the gas

phase. However, note that the tendency for the n = 12 and 20 supported clusters to be in

the CunOn phase is lower than the tendency for the bulk to be in the CuO phase. For n

= 4 clusters, we see that the gas phase clusters have a higher tendency to oxidize to the

CunOn phase than the supported n = 4 clusters. Both the supported and gas phase n =

4 clusters have a higher tendency to oxidize to the CunOn phase than the bulk.

(In the paragraphs above, we note that when we refer to ‘a higher tendency to oxidize’

we mean that the oxide phase is stable up to a higher temperature.)

8.3.2.2 Supported Cu clusters in the presence of H2 and H2O

In Eq. (8.2), in addition to Cun/Al2O3 and CunOx/Al2O3, there are two additional species,

viz., H2 and H2O. As noted in the previous chapter, this environment can promote either
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oxidation or reduction, depending on the relative partial pressures of H2 and H2O.

We now calculate how ∆G depends on the two variables ∆µH2O and ∆µH2 . Figs. 8.3(e)-

(h) show three-dimensional plots of ∆G as a function of ∆µH2O and ∆µH2 for the bulk,

as well as for all the CunOx/Al2O3 structures depicted in Fig. 8.2, for n = 4, 12 and 20.

The lowest lying configuration at each value of (∆µH2O, ∆µH2) is then determined, so as

to obtain the phase diagrams plotted in Figs. 8.3(i)-(l). From these figures we see that

for the bulk, as well as for the clusters, we now obtain the same stable phases, as we did

when studying the systems in the presence of O2 (compare the first and third columns

in Fig. 8.3). However, one additional phase does appear in the phase diagram for n = 4:

we see a small domain of stability for Cu4O8 at high ∆µH2O and low ∆µH2 (indicated in

violet).
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Figure 8.8: Theoretical results for phase stability under reducing conditions. In (a)–(d), we
show the phase diagrams as a function of temperature, T , and the ratio of hydrogen to water,
p(H2)/p(H2O), for (a) bulk, (b) n = 4, (c) n = 12, and (d) n = 20 . p(H2), and p(H2O) are
the partial pressures of hydrogen and water respectively. The black solid, dashed and dotted lines
correspond to p(H2)/p(H2O) = 100, 0.67 and 10−10 respectively. In all panels, the green, red and
blue phases correspond to the Cun, CunOn/2 and CunOn phases respectively. The inset in (c)
shows the intermediate phase Cu12O9 in magenta.

As we did before in the case of an O2 environment, we now obtain temperature-

dependent phase diagrams in the presence of H2 and H2O; these plots are shown in
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Figs. 8.8(a)–(d). In order to obtain two-dimensional plots that are easily interpreted,

we choose p(H2)/p(H2O) as the ordinate for these plots. A striking feature is that the

behavior is quite different now for the supported clusters compared to the bulk. For the

bulk, we see from Fig. 8.8(a) that the phase boundaries separating CuO from Cu2O, and

Cu2O from Cu, are convex upward. This means that for both transitions, if p(H2)/p(H2O)

is held fixed, reduction occurs as the temperature T is decreased. However, for the clus-

ters, while the phase boundary separating CunOn and CunOn/2 remains convex upward,

the boundary separating CunOn/2 and Cun is now concave upward. [Compare and con-

trast with Fig. 7.9.] As a result, for the former transition, reduction occurs when T is

decreased, but for the latter, it occurs when T is increased. We note, however, that

the two transitions occur for different ranges of p(H2)/p(H2O), i.e., there is no value of

p(H2)/p(H2O) at which both transitions can occur. The transitions with phase boundaries

curved concave upwards occur at high values of p(H2)/p(H2O) or in H2-rich conditions,

while the transitions with phase boundaries curved convex upwards occur at low values of

p(H2)/p(H2O) or in H2O-rich conditions. We shall consider the transitions in both these

situations separately to extract size-dependent trends.
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Figure 8.9: In (a) and (b), we show our results for the transition temperatures at two values
of p(H2)/p(H2O), viz., 100 atm and 0.67 respectively, both as a function of n, the number of Cu
atoms in the cluster. The orange lines and symbols indicate the Cun → CunOn/2 transition in
the supported clusters, while the maroon lines and symbols indicate the same transition in the gas
phase clusters.

Let us first consider the case where the phase boundaries are shaped concave upwards.

We extract transition temperatures for the supported clusters, as we did for the gas phase

clusters in the previous chapter, for two values of p(H2)/p(H2O), viz., 100 and 0.67. These

values are marked in Figs. 8.8(a)–(d) by black solid and dashed lines respectively. The
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former value is an example of hydrogen-rich conditions and the latter is a condition typical

of those in which the low-temperature water-gas shift reaction is carried out. We see that

these lines in Fig. 8.8(a) intersect no phase boundaries in the case of the bulk; the bulk

metallic Cu phase is the stable phase in these conditions at all temperatures. For the three

supported clusters however, we see that these lines cut phase boundaries that are curved

concave upwards and separate the red and green regions in the plot. As temperature

increases, we move from the red region to the green region, this denotes the reduction

from the CunOn/2 phase to the Cun phase.

The transition temperatures at the two values of p(H2)/p(H2O) = 100 and 0.67, for

the supported clusters (in orange) and the gas phase clusters (in maroon) are shown in

Figs. 8.9(a) and (b) as a function of n, the size of the cluster. The trends as a function of

size are the same in the two graphs, we see that the transition temperatures are lower when

p(H2)/p(H2O) = 100 as compared to the transition temperatures when p(H2)/p(H2O) =

0.67. This just means that as the ratio of p(H2)/p(H2O) increases, the H2 content in the

system increases, and the less resistant the clusters become to reduction.

For the supported clusters, we see a clear size-dependent trend. We see that the smaller

the cluster, the higher is the transition temperature, i.e., the smaller the cluster the more

resistant it is to reduction (in agreement with our results for oxidation); the cluster with

n = 20 will be reduced to elemental Cu already at a very low temperature. On comparing

the transition temperatures for the supported clusters and the gas phase clusters, we find

the following: in terms of resistance to reduction, we see that for n = 4 and 12 clusters,

the presence of the support makes the clusters more resistant to reduction, whereas for n

= 20 the presence of the support makes the cluster less resistant to reduction. In terms

of tendency to oxidize, we see that for n = 4 and 12 clusters, the presence of the support

increases the tendency to oxidize whereas for n = 20 the presence of the support decreases

the tendency to oxidize.

There is important data that we can extract from these graphs. For example, in

Fig. 8.9(b) where we show transition temperatures at p(H2)/p(H2O) = 0.67 in the sup-

ported clusters, we see that at a temperature of around 500 K, only the supported Cu20



182 Chapter 8

cluster will be in its elemental state, whereas the supported n = 4 and 12 clusters are

in still their oxidized state. The value of p(H2)/p(H2O) chosen is an example of an ex-

perimental condition in which several reactions like the low-temperature water-gas shift

reaction proceed; if the Cu catalyst is required to be in its elemental state, one would

therefore need to use clusters of size larger than n = 20.
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Figure 8.10: The stable phases observed for (a) the bulk, (b) the supported clusters and (c) the
gas phase clusters at in an environmental condition of p(H2)/p(H2O) = 10−10 as a function of
temperature. The green, red and blue phases represent the stoichiometric phases Cun, CunOn/2

and CunOn respectively; oxidation occurs as temperature increases.

Now we shall consider the transitions where the phase boundaries are shaped convex

upwards, for example at p(H2)/p(H2O) = 10−10, which is shown by the black dotted line

in Figs. 8.8(a)–(d). This is a water-rich condition, where oxidation occurs as temperature

increases. In Figs. 8.10(a)–(c), we show the stable phases and the transitions observed at

p(H2)/p(H2O) = 10−10 for the bulk, the supported clusters and the gas phase clusters. Let

us consider the oxidation of the clusters and the bulk to the CunOn phase shown by blue in

these figures. We see that the n = 4 supported and gas phase clusters oxidize more easily

(i.e., the CunOn phase becomes stable at lower temperatures) than the bulk. However

for n = 12 and 20, we see that the supported clusters as well as the gas phase clusters

oxidize to the CunOn phase at much higher temperatures than the bulk. On comparing

the transition temperatures for the oxidation to the CunOn phase for the supported and

the gas phase clusters, we see that the presence of the support decreases the tendency

to oxidize in the case of n = 4, whereas for n = 12 and 20, the presence of the support

increases the tendency to oxidize.
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8.3.3 Clusters supported on Hydroxylated Amorphous Alumina: Ex-

perimental Results

8.3.3.1 Supported clusters in O2-rich conditions

The XANES data for the clusters and for the Cu compounds used as standards are shown

in Fig. 8.11. The supported clusters are kept in an environment with p(O2) = 0.06 atm

and heated up to a high temperature T = 898 K. The XANES measurements are taken

before the introduction of O2 in He environment and then after the introduction of O2 as

the system is heated from 298 K to 898 K for every 75 K increase in T . A final XANES

measurement is also taken after the system is cooled down back to room temperature. Note

that the x-ray edge is not as sharp for clusters as for bulk XANES standards, this may be

due to the fact that in small clusters all the atoms in a given cluster may not experience

the same environment and also due to the several different adsorption sites that the cluster

has occupied on the amorphous surface. By looking at the spectra and comparing them

with the standards, one can roughly say that the experiments support the existence of

CunOn at 298 K, for all three sizes of clusters studied, even before the introduction of

oxygen (see Fig. 8.11). In general, for most of the XANES spectra recorded in the various

environments, we do not with such a rough visual examination, see any significant change

in the spectra as T is increased; however, we will see further below that the data does, in

fact, in many cases contain information about rather sharp temperature-dependent phase

transitions.

8.3.3.2 Supported clusters in H2-rich conditions

XANES spectra obtained for the clusters with n = 4, 12 and 20 in a H2 environment are

shown in Fig. 8.12 along with the XANES spectra for some of the bulk Cu compounds

that are used as standards. As was done in the case of an O2-rich environment, here again

the XANES measurements are made before the introduction of H2 in He environment,

and after the introduction of H2, as the system is heated from 298 K to 898 K, for every

75 K increase in T . A final XANES measurement is also taken after the system is cooled

down back to room temperature.



184 Chapter 8

0

1

2

3

4

5

6

7

A
b

s
o

rp
ti

o
n

 (
a

rb
. 

u
n

it
s

)

0

1

2

3

4

5

6

7

8950 9000 9050 9100 9150
Energy (eV)

0

1

2

3

4

5

6

7

A
b

s
o

rp
ti

o
n

 (
a

rb
. 

u
n

it
s

)

8950 9000 9050 9100 9150
Energy (eV)

0

1

2

3

4

5

298 K, He

298 K

373 K

448 K

523 K

598 K

673 K

748 K

823 K

898 K

298 K, end

298 K, He

298 K, He

298 K

298 K

373 K

373 K

523 K

523 K

448 K

448 K

598 K

598 K

673 K

673 K

748 K

748 K

823 K

823 K

298 K, end

298 K, end

898 K

898 K

Cu foil

CuCl

Cu
2
O

CuS

CuO

Cu(OH)
2

CuSO
4

(a) Cu
4
 in O

2
(b) Cu

12
 in O

2

(c) Cu
20

 in O
2 (d)  Cu Standards

Figure 8.11: Experimental results for the oxidation of Cu clusters on amorphous alumina in the
presence of O2. XANES spectra for supported (a) Cu4, (b) Cu12 and (c) Cu20 clusters in O2 for
different T . By comparing with the XANES standards in (d), we see that there is experimental
evidence for the presence of Cu1+ and Cu2+ oxidation states.

By a rough visual inspection of the spectra and comparison with the standards, one

can see indications of changes in the spectra of the clusters as temperature increases. The

spectrum at 298 K looks similar to the spectra of Cu in compounds with +2 and +1

oxidation states and as temperature increases, it begins to look more like the spectrum of

bulk Cu foil. Further below, we will analyze and quantify these changes more precisely.

8.3.4 Bulk Cu Standards: A novel way to Correlate Ab initio data with

Experimental X-ray edges

One would like to find a simple way to correlate results from our ab initio results on phase

transitions in the Cu clusters, with the experimental XANES data. We note that actually

simulating XANES spectra theoretically is rather cumbersome, and also often involves

making use of several free parameters. However, we believe that the ‘Bader charge’108,109
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Figure 8.12: Experimental results for the reduction of Cu clusters on amorphous alumina in the
presence of H2. XANES spectra for supported (a) Cu4, (b) Cu12 and (c) Cu20 clusters in H2 for
different T . By comparing with the XANES standards in (d) we see that there is experimental
evidence for the reduction process in presence of H2: Cu2+ → Cu1+ → Cu0.

on the Cu atoms, offers a simple yet precise way of making such a correlation. To check

the feasibility of such an approach, in this section we first consider the extended Cu

compounds, whose XANES spectra serve as standards to which the spectra of clusters are

compared to.

Accordingly, we have performed DFT calculations to obtain the optimized bulk struc-

tures and charge densities for Cu, CuCl, Cu2O, CuS, CuO, Cu(OH)2 and CuSO4. Of

these, Cu metal has the Cu atoms in the zero charge state; for CuCl and Cu2O, the nom-

inal charge on the Cu atoms is +1, and for all the remaining systems, it is +2. However,

when we compute the Bader charge ρB(Cu) on the Cu atoms by partitioning the charge

density as prescribed by Bader,108,109 we find that in all the cases except for the trivial

case of elemental Cu, the computed charge on the Cu atoms is considerably less than the

expected nominal charge ρN (Cu); this is because the chemical bonds in these systems are
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not purely ionic in nature.219

In Fig. 8.13(a) we have plotted the ratio of the nominal charge to the Bader charge as

a function of the electronegativity χ of the atom or group that the Cu atoms are bonded

to. Note that for the anionic elements, the Pauling electronegativity is used, while the

values of χ for the OH and SO4 groups have been taken from Ref. 220. From this figure,

we see that we obtain a very clear linear relationship between the Bader charge and the

electronegativity of the anion. This is indicative of the fact that the Bader charge is

found to be less than the nominal charge has a real chemical origin, and the Bader charge

represents accurately the chemical environment of the Cu atoms in the compound; since

such a chemical environment is also what the position of the XANES K-edge is sensitive

to,212,213 it appears natural to try to correlate these two quantities, which we will do

further below.
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Figure 8.13: Bader charges on Cu atoms are determined by the electronegativity of the anion and
correlate well with the position of the Cu K-edge in XANES spectra. In panel (a), the ordinate is
the ratio of ρN (Cu), the nominal oxidation state of Cu as expected from the valency, to ρB(Cu),
the charge on the Cu atoms as computed by Bader analysis. The abscissa is the electronegativity χ
of the anionic atom or group that Cu atoms are bonded to. Note the linear relationship. In panel
(b) the ordinate is the XANES Cu K-edge position, and the abscissa is ρN (Cu); we do not see a
linear relationship here. In panel (c), the ordinate is the position of the XANES Cu K-edge and
the abscissa is ρB(Cu).
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In Fig. 8.13(b), we have plotted the position of the Cu K-edge as determined by the po-

sition of the first peak in the first derivative of the XANES spectrum in a given compound,

against the nominal oxidation state of Cu, ρN (Cu), in the corresponding compound; such

plots have frequently been drawn by previous authors.212,213 Note that there is a clear

increase in the energy position as the oxidation state increases, but we do not see a lin-

ear correlation between the two quantities. However, when we attempt to instead use

the Bader charges to correlate with the XANES edge positions from experiments, which

we show in Fig. 8.13(c), to a good approximation, we find a linear relationship between

ρB(Cu) in a given compound and the XANES Cu K-edge position of the corresponding

compound. We will therefore use the Bader charges from theory to correlate with the

XANES edges from experiment, using both as simultaneous probes of oxidation states.

We are not aware of any previous work where the authors have attempted to make use

of such a correlation. We shall now use this new information to compare our theoretical

results with the experimental XANES results for CunOx/Al2O3 in both O2 and H2 + H2O

environments.

8.3.5 Theoretical Predictions vs. Experimental Observations

8.3.5.1 Supported clusters in O2-rich environment

Our theoretical results for the supported clusters in an O2-rich environment [p(O2) = 0.06

atm], suggest that at room temperature all sizes of clusters considered are in their oxidized

state and as temperature increases one would observe the first reduction from CunOn →

CunOn/2, and at very high temperatures the further reaction from CunOn/2 → Cun. To

compare our theoretical results with the XANES results, we first plot the Bader charge

averaged over all the Cu atoms in the stable phase of the cluster at a given T vs. T for n

= 4, 12 and 20 respectively, in panels Figs. 8.14(a)–(c) and we plot the individual Bader

charges on each Cu atom in the stable phase of the cluster at a given T , vs. T , again for

n = 4, 12 and 20 respectively, in panels Figs. 8.14(d)–(f). The theoretical Bader charge

results are shown by the solid blue, red, green and magenta lines in all panels. The Bader

charges of the Cu atoms in CuSO4 and metallic Cu are also shown on the left hand side
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of all panels as black bars for reference. Although the average value of the Bader charge

of Cu atoms in the clusters matches well with the bulk phase with the same stoichiometry

(see Table 8.1), we see that there is a spread in the individual Bader charges of the Cu

atoms in the cluster. This is because each Cu atom in the cluster experiences a different

bonding environment and hence has a different value of the Bader charge.

Figure 8.14: Comparison of our theoretical results of Bader charge for the stable structure at a
given T vs. the temperature T and our experimental results of XANES Cu K-edge positions for the
cluster at a given T vs. T . In panels (a)–(c), the Bader charge is averaged over all the Cu atoms
in the cluster, for n = 4, 12 and 20 respectively. In contrast in panels (d)–(f), the individual Bader
charges for all the Cu atoms in the cluster are depicted, again for n = 4, 12 and 20 respectively. In
order to facilitate comparison with XANES spectra results, we have plotted the XANES Cu K-edge
positions for the cluster n = 4 in (a) and (d), for cluster n = 12 in (b) and (e) and for cluster n =
20 in (c) and (f), all as a function of T . The two ordinates are aligned according to the equation of
the line obtained from Fig. 8.13(c). The black bars on the left hand side and the violet bars on the
right hand side of each graph show the Bader charges and XANES Cu K-edge positions respectively
of the Cu atoms in CuSO4 and metallic Cu. The color convention for the solid lines is the same
as in Fig. 8.3.

For our experimental results, we extract the position of the Cu K-edge as determined
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by the position of the first maximum in the first derivative of the XANES spectra for the

clusters with n = 4, 12 and 20 shown in Fig. 8.11, and plot them in Fig. 8.14 as a function

of T . The XANES Cu K-edge positions for the clusters at different T are shown by the

violet stars in Fig. 8.14. As reference, we also show the XANES edge positions for Cu

in CuSO4 and metallic Cu foil as violet bars on the right hand side of each panel. The

scale for the Bader charges shown on the left ordinate and the scale for the XANES edge

positions shown on the right ordinate are aligned according to the equation of the line in

Fig. 8.13(c).

We see that our results for the Bader charge of Cu atoms in the clusters and the

XANES Cu K-edge positions for the clusters match very well. The discrepancy seen in

the y-coordinates in panels Figs. 8.14(a)–(c), is presumably explained by the spread in

the Bader charges of the individual Cu atoms in the cluster as seen in Figs. 8.14(d)–(f).

In addition, in the experiments, all the clusters may not be in the ground state geometry,

one may have a distribution of various low-energy isomers, as well as various adsorption

sites on the amorphous hydroxylated alumina substrate.

The temperature range used in our experiments is unfortunately just short of capturing

the phase transition to the CunOn/2 phase. Even so, for n = 4, we begin to see a dip in the

XANES edge energy at around T = 898 K, and for n = 20, we see a clear lowering in the

position of the K-edge energy of the Cu atoms in the cluster at T = 823 K. It is interesting

to note that the experimental data now show a clear evidence of a phase transition as the

temperature is varied; these were not apparent when merely performing a visual inspec-

tion of the spectra in Figs. 8.11(a)–(c).The decrease in energy of the XANES Cu K-edge

suggests the reduction of the Cu atoms in the clusters, as is predicted theoretically. Also

the temperatures at which the decrease in the XANES Cu K-edge positions is observed

are in good agreement with the theoretically predicted transition temperatures.

8.3.5.2 Supported clusters in H2-rich environment

Similar to the procedure followed in the case of Cu clusters in an O2 environment, we now

compare our results for the theoretically predicted phase transitions as a function of T and
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Figure 8.15: Comparison of our theoretical results of Bader charge for the stable structure at a
given T vs. the temperature T and our experimental results of XANES Cu K-edge positions for the
cluster at a given T vs. T . In panels (a)–(c), the Bader charge is averaged over all the Cu atoms
in the cluster, for n = 4, 12 and 20 respectively. In contrast in panels (d)–(f), the individual Bader
charges for all the Cu atoms in the cluster are depicted, again for n = 4, 12 and 20 respectively. In
order to facilitate comparison with XANES spectra results, we have plotted the XANES Cu K-edge
positions for the cluster n = 4 in (a) and (d), for cluster n = 12 in (b) and (e) and for cluster n =
20 in (c) and (f), all as a function of T . The two ordinates are aligned according to the equation of
the line obtained from Fig. 8.13(b). The black bars on the left hand side and the violet bars on the
right hand side of each graph show the Bader charges and XANES Cu K-edge positions respectively
of the Cu atoms in CuSO4 and metallic Cu. The color convention for the solid lines is the same
as in Fig. 8.3.

our experimental results for the XANES Cu K-edge positions as a function of T in H2-rich

conditions. To do this, we make use of our theoretical results at p(H2)/p(H2O) = 100,

which is our estimate of the conditions prevailing in the experiment. In Figs. 8.15(a)–(c)

we show the average Bader charge of the Cu atoms in the stable phase of the cluster at

a given temperature for n = 4, 12 and 20 clusters respectively and in Figs. 8.15(d)–(f)

we show the individual Bader charges of the Cu atoms in the stable phase of the cluster
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at a given temperature again for n = 4, 12 and 20 clusters, respectively, all as a function

of T . The Bader charges are shown by the red and green solid lines in all panels. Here

again, we see that the Bader charges in Figs. 8.15(d)–(f) show that every Cu atom in the

cluster is different from the others. One striking result from these plots is that as the

size of the cluster decreases, the transition temperature for the reduction from CunOn/2

→ Cun (given by the T at which the red line ends and the green line begins) increases

monotonically. This tells us that the temperature required to completely reduce a cluster

to its elemental phase is very sensitive to the size of the cluster. Thus, when using size-

selected Cu clusters as catalysts in experiments, one needs to go to higher temperatures as

the size of the cluster decreases, if one wants to ensure that the cluster is in its elemental

state.

The positions of the XANES Cu K-edge determined from the spectra in Fig. 8.12

for n = 4, 12 and 20 clusters are also plotted as a function of temperature in Fig. 8.15.

Figs. 8.15(a) and (d) correspond to n = 4, Figs. 8.15(b) and (e) correspond to n = 12, and

Figs. 8.15(c) and (f) correspond to n = 20. The K-edge energies are shown in violet stars

and are positioned according to the scale on the right ordinate in these graphs. The Cu

K-edge positions of Cu atoms in CuSO4 and metallic Cu foil are also shown in violet bars

as reference. The two ordinates in these graphs are aligned by the equation of the line in

Fig. 8.13(c) as was done in Fig. 8.14. Doing this enables us to easily compare between our

theoretical and experimental results.

We note that the analysis of the experimental data in this reducing environment now

shows a clear evidence of phase transitions as the temperature is increased. Further, we

note that these phase transitions display a clear size-dependent trend. The experimental

XANES results also suggest the same size dependent trend predicted by theory, for the

reduction temperature; as the size of the cluster reduces we see that the reduction tem-

perature increases monotonically. We find that even the temperature-dependence of the

Bader charge and the XANES edge position match very well.

Our results in Fig. 8.15 suggest an excellent agreement between our theoretically pre-

dicted and experimentally observed results. The violet stars (experimental results) almost
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perfectly overlay the solid red and green lines (theoretical results) in each panel. The

discrepancy between the XANES positions and the Bader charges in the case of n = 20

clusters at low T , we believe is due to kinetic effects that are involved in the removal of

all the O atoms from Cu20O10 to form Cu20; such kinetic effects are expected to be more

marked as the size of the cluster increases.

8.4 Conclusions

We have obtained phase diagrams for small clusters of copper and copper oxides supported

on hydroxylated amorphous alumina, using density functional theory combined with ab

initio atomistic thermodynamics.

Interestingly, all the stable phases that appear in the phase diagrams for the supported

clusters have the same stoichiometry as that of the stable (and metastable) phases observed

in the bulk. In addition, a Bader charge analysis confirms that on average, the charge

on the Cu atoms (and therefore the oxidation state and ionicity of the Cu-O bonds) is

essentially the same for the clusters as in the corresponding bulk phase. The thermal

stability of copper oxide clusters (i.e., the temperature at which oxygen would desorb

entirely from the clusters) increases as the size of the cluster decreases. This is in contrast

to an earlier reported result for silver oxide clusters.190

We also find that the presence of the support changes the phase diagram of the cluster

significantly. For n = 4, the presence of the support stabilizes a stoichiometry not observed

in the gas phase, viz., Cu4O2. Also for n = 12 and 20, the presence of the support stabilizes

the CunOn phase that is not observed in the gas phase in the presence of O2. For n = 20,

two intermediate phases Cu20O12 and Cu20O15 that appear in the gas phase are no longer

stable after deposition on the support.

We obtain clear size-dependent trends in both oxidizing and reducing environments

for the supported clusters. We find that in an oxidizing environment in the presence of

O2, the transition temperature for Cun → CunOn/2, increases as the size of the cluster

decreases, and is larger for the clusters than for the bulk. However, for the transition

CunOn/2 → CunOn, such a monotonic trend is not observed, instead we find that while



8.4 Conclusions 193

Cu4O2 oxidizes at a lower temperature than the bulk, Cu12O6 and Cu20O10 oxidize at

almost the same temperature and are more resistant to oxidation than the bulk.

The size-dependent trends obtained in the presence of H2 and H2O are consistent with

those obtained in the presence of O2, i.e., the smaller the cluster, the more resistant it

is to reduction. As the transition temperature is found to be very sensitive to the size

of the cluster, in experiments where size-selected Cu clusters are used as catalysts, one

needs to be sure that the temperature for reducing the Cu cluster to its elemental phase is

sufficiently high enough. The smaller the cluster, the higher is the temperature required

to completely reduce the Cu cluster to its elemental form.

In both the oxidizing environment in the presence of O2 and in the reducing environ-

ment in H2-rich conditions, we find that the presence of the support increases the tendency

of the cluster to oxidize for n = 4 and 12 clusters, while it decreases the tendency to oxidize

for n = 20 clusters.

Under conditions typical of those in which the low temperature water-gas shift reaction

is carried out, our results suggest that a supported cluster with 20 Cu atoms will be in

the reduced (elemental) state; however, this is not true of the smaller supported clusters

studied here.

By performing DFT calculations on several three-dimensional Cu compounds, we have

confirmed that the Bader charge on the metal (Cu) atom is sensitive to the electronega-

tivity of the atom or functional group that it is bonded to. We show that this quantity

provides a simple yet quantitative measure that makes it possible to correlate theoretical

and experimental results on nanosystems to XANES standards based on extended bulk

systems.

At an experimental condition of p(O2) = 0.06 atm and at room temperature, all

three sizes of cluster studied are oxidized. As temperature increases, theory suggests the

reduction of these clusters takes place. The experimental XANES Cu K-edge positions

match very well with those theoretically predicted by the Bader charges of the Cu atoms in

the clusters at any given T . As the temperature is increased, the experiments also observe

the beginning of reduction in these clusters at temperatures that are in good agreement
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with the temperatures predicted for these transitions by our calculations.

In the H2-rich environment, theory suggests that reduction occurs from the CunOn/2

phase to the Cun phase as temperature is increased. The experimental findings are in

excellent agreement with these predictions. The temperature-dependent behavior of the

Bader charges of Cu atoms in the clusters are well matched by the temperature-dependent

behavior of the XANES Cu K-edge positions obtained for the Cu atoms in the clusters.

We believe this method of using Bader charge as a theoretical measure to interpret

XANES spectra is very useful. It can be applied to other systems and also one can also

use this as a means to study the changes in the oxidation state of a catalyst during any

reaction and compare with the XANES measurements obtained.
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Summary and Outlook

In this chapter, we summarize the important results obtained in this thesis, and give a

brief outlook for possible future lines of research.

We have investigated three major themes in this thesis, all pertaining to improving

the performance of nanoclusters placed on an oxide support.

9.1 Diffusion and Sintering of Nanoclusters on a Support

In Chapter 3 of this thesis, we studied processes such as the diffusion and sintering of

small Pt clusters on the MgO(100) surface. We found that, starting from the dimer,

these clusters prefer to assume adsorption geometries that are upright on the surface,

or geometries in which the cluster does not wet the surface. We also found that these

clusters tend to bind more strongly at the F-center sites on the surface than on the defect-

free surface. This suggests that F-center sites will act as pinning sites for the adsorption

and growth of Pt clusters on the MgO surface. On comparing our results for the adsorption

energies of the Pt clusters on the defect-free surface with corresponding results for other

metal clusters like Pd,27 Ag and Au28 clusters, we found that of the four elements, it is

the Pt clusters that bind most strongly to the MgO substrate.

We found that the diffusion barriers obtained for the Pt clusters are higher than those

obtained for Pd, Ag and Au. However, we also found that the energy gained by the

system upon sintering is higher in the case of Pt clusters as compared to Pd, Au or Ag

195
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clusters. This suggests that thermodynamically, sintering of Pt clusters is greatly favored.

The high barriers on the other hand suggest that the equilibrium condition in the case of

Pt clusters will be achieved more slowly as compared to other metal clusters, i.e., while

thermodynamics strongly favors the sintering of Pt clusters, kinetics hinders the sintering.

Thus, at short time scales after cluster deposition, one should not observe sintering for

these small Pt clusters; however, at long time scales one should observe it.

One assumption that was made in this chapter was that the diffusion barriers are the

same in the dilute limit and close to another cluster or to a F-center. In future work, it

would be desirable to check the validity of these assumptions. Moreover, one possibility

would be to feed our results for the barriers for various elementary processes into a kinetic

Monte Carlo simulation, so that one could actually try to study the growth and sintering

process as a function of time and temperature.

9.2 Controlling the Morphology, Charge State and Reactiv-

ity of Nanoclusters

In Chapter 4, we proposed a simple and technically feasible method to tune the morphology

and the charge state of a supported Au cluster. We demonstrated that the method of

doping an oxide substrate with electron donor atoms can stabilize a two-dimensional planar

geometry, in which the cluster wets the surface, over a three-dimensional geometry. The

system we studied was a 20-atom Au cluster, which is known to have a stable tetrahedral

geometry (T) in the gas phase as well as when supported on oxide substrates like MgO

and CaO. Upon doping the substrate, we found that the supported Au clusters preferred

a two-dimensional planar geometry (P), where all the Au atoms in the cluster bind to the

surface. We showed that the extra electron from the electron donor impurity Al atom is

transferred to the Au20 cluster. This makes the cluster negatively charged and the (P)

cluster is stabilized over the (T) cluster, possibly due to electrostatic reasons.

We found that the stability of the (P) cluster with respect to the (T) cluster was

dependent on the doping concentration in a linear fashion, and the minimum doping

concentration required to flip the geometry from (T) to (P) was found to be 0.4 %. We
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tried different concentrations and different positions for the dopant atoms, and in all

cases we found that the stability of the (P) over the (T) depended only on the doping

concentration and not the dopant position.

We calculated the charge transfer from the substrate to the Au cluster, and we found

that in all cases, the (P) cluster was more negatively charged than the (T) cluster. Also,

we found that as we increased the doping concentration, the charge transferred to the

cluster increased monotonically.

This idea of tuning cluster morphology by substrate doping has subsequently been ex-

perimentally verified for the growth of Au clusters on Mo-doped CaO,38 where the authors

found that the Au clusters prefer a 3D growth on pristine CaO, while forming planar one-

atomic-layer-thick clusters on Mo-doped CaO. Motivated by these experiments, we then

carried out calculations on Au20 clusters supported on CaO. We found, in confirmation

with the experiments, that the Au20 clusters prefer the 3D (T) geometry on pristine CaO

but prefer to wet the surface to form the (P) cluster on Mo-doped CaO. Finally in this

chapter, we also investigated the effect of substrate doping on small Aun clusters; n =

1–3. We found that while on pristine MgO, the small clusters prefer to bind to the surface

O atoms, on doping the substrate with Al atoms, the small clusters prefer to bind to the

surface Mg atoms instead. In the case of the dimer and trimer, we saw that substrate

doping makes the cluster wet the surface.

In Chapter 5, we showed that substrate doping not only affects the morphology of

the supported Au clusters, but also, more interestingly, increases the reactivity of these

clusters.149 We have computed the reactivity of these supported Au clusters by considering

the simple model reaction of the dissociation of an O2 molecule adsorbed on the Au cluster.

On comparing the barrier for O2 dissociation on a Au20(T) cluster on undoped MgO and

on a Au20(P) cluster on 2.78% Al-doped MgO, we saw a very significant reduction in the O2

dissociation barrier. The barrier was more than halved, which corresponds to an increase

in the reaction rates at room temperature of five orders of magnitude (if prefactors remain

unaltered). We also found that the barriers for O2 dissociation decreased monotonically

as we increased the doping concentration in the substrate.
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When trying to explain this observed increase in the reactivity, we found that the

d-band model4,5 fails to explain our observations. This model assumes that the sp-states

are static and that all the action is solely in the d-states of a catalyst. However, on

examining our results, we found that in addition to the d-states, the s- and p-states of Au

are greatly affected by the substrate doping. We proposed a quantity that is the energy

difference between the sp-states and the d-states, εsp − εd, to act as a novel descriptor for

the reactivity of Au clusters deposited on a doped substrate. We found that εsp−εd comes

down in energy as doping concentration increases, and we believe that this parameter can

explain the increased reactivity of Au clusters when deposited on a doped substrate.

In Chapter 6, we investigated the role of s and p electrons in Au reactivity. We tested

the assumption that ‘the sp-states are static’ in three different scenarios: (a) on changing

the coordination of Au atoms by reducing dimensionality (going from extended systems to

surfaces to nanoclusters), (b) on going from a face site to an edge site to an apex site on a

Au20(T) cluster and (c) on negatively charging Au clusters. In all situations considered we

found that the sp-states shift significantly and interestingly, shift more than the d-states.

We also found that the d-band model fails to explain the increase in the reactivity

towards O2 adsorption on going from a face site to an edge site to an apex site on the

Au20(T) cluster, and also on negatively charging Au clusters. The descriptor εsp − εd

however, is able to successfully explain the observed order of reactivity. From these results,

we concluded that the s- and p-states play a vital role in the reactivity of Au nanoclusters,

and further new catalysts can be screened using our new descriptor εsp − εd.

For future work, it would be of great interest to extend our investigations to the entire

reaction of the catalytic oxidation of CO to CO2, rather than merely the component step

of O2 dissociation. This reaction is of great industrial and environmental importance, and

it would be good to know how the barriers for this reaction are altered on doping the

substrate on which gold nanocatalysts are deposited.

It would also be of interest to examine other elements, to check whether the d-band

model is valid for them, and in cases where it breaks down, to see whether our proposed

descriptor εsp − εd works better than εd alone, or whether it has to be modified further.
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9.3 Controlling the Oxidation State of Atoms in a Nanoclus-

ter

In Chapter 7, where we studied three different sizes of gas phase CunOx clusters (n = 4, 12

and 20), we found that the phase diagrams obtained for the clusters are very different from

the phase diagram of bulk Cu and its oxides, in both oxidizing and reducing environments.

In the bulk, we know that the stable phases are Cu, Cu2O and CuO. For n = 4, we do not

see the CunOn/2 phase (which corresponds to the Cu2O phase in the bulk), but at very

high partial pressures of water, we see the presence of a high-oxygen-content stoichiometric

phase Cu4O8. In addition to the phases seen in the bulk, viz., Cun, CunOn/2 and CunOn,

we see intermediate phases CunO3n/4 for n = 12 and 20, and CunO3n/5 for n = 20.

In Chapter 8, we studied these CunOx clusters supported on hydroxylated amorphous

alumina. We saw that the geometries of the CunOx clusters change significantly when de-

posited on the support as compared to the geometries in the gas phase. On analyzing the

phase diagrams of these supported clusters in the oxidizing environment in the presence

of O2 and in the reducing environment in the presence of H2 and H2O, we saw a clear

size-dependent trend, viz., the smaller the cluster, the more easily it is oxidized; alterna-

tively, the smaller the cluster, the more resistant it is to reduction. We also compared our

theoretical results with experimental results on the same system in O2-rich and H2-rich

environments. We proposed that the Bader charge offers a simple and quantitative mea-

sure to compare theory and XANES experiments on nanoclusters based on the XANES

spectra of known compounds. We found an excellent agreement between our theoreti-

cal predictions and experimental observations for the size-dependent phase transitions of

supported Cu clusters. The agreement was very good for small clusters, it was less good

for the largest size of cluster, presumably due to kinetic effects, which are expected to be

more prevalent for the larger sizes.

Using the phase diagrams generated for both gas phase and supported clusters, one

can now suggest the best size of a nanocatalyst that one can use for a given set of reaction

conditions based on whether the catalyst is required to be in its elemental state or oxidized

state.
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One assumption made in these studies was that the vibrational entropy cancelled out

between the elemental clusters and the oxide clusters; in future work, we plan to test the

validity of this assumption, at least for a few test sizes. We also plan to repeat similar

calculations for other elements and other substrates – it will be of great interest to see

whether any universal trends emerge.



Bibliography

[1] W. Thiel Angew. Chem. Int. Ed., vol. 53, p. 8605, 2014.

[2] P. Hohenberg and W. Kohn Phys. Rev., vol. 136, p. B864, 1964.

[3] A. Warshel and M. Levitt J. Mol. Bio., vol. 103, p. 227, 1976.

[4] B. Hammer and J. Nørskov in Impact of Surface Science on Catalysis (B. C. Gates

and H. Knozinger, eds.), vol. 45 of Advances in Catalysis, p. 71, Academic Press,

2000.

[5] B. Hammer and J. Nørskov Surf. Sci., vol. 343, no. 3, p. 211, 1995.

[6] J. R. C. H. C. J. K. Nørskov, T. Bligaard Nature Chem., vol. 1, p. 37, 2009.

[7] M. S. Chen and D. W. Goodman Catal. Today, vol. 111, p. 22, 2006.

[8] L. M. Molina and B. Hammer Phys. Rev. Lett., vol. 90, p. 206102, 2003.

[9] Z. Yan, S. Chinta, A. A. Mohamed, J. P. Fackler, and D. W. Goodman J. Am.

Chem. Soc., vol. 127, p. 1604, 2005.

[10] C. Harding, V. Habibpour, S. Kunz, A. N.-S. Farnbacher, U. Heiz, B. Yoon, and

U. Landman J. Am. Chem. Soc., vol. 131, p. 538, 2009.

[11] D. Ricci, A. Bongiorno, G. Pacchioni, and U. Landman Phys. Rev. Lett., vol. 97,

p. 036106, 2006.

[12] R. H. Petrucci, W. S. Harwood, G. E. Herring, and J. Madura, General Chemistry:

Principles and Modern Application. Prentice Hall, 2007.

[13] S. Vajda, M. J. Pellin, J. P. Greeley, C. L. Marshall, L. A. Curtiss, G. A. Ballentine,

J. W. Elam, S. Catillon-Mucherie, P. C. Redfern, F. Mehmood, and P. Zapol Nature

Mat., vol. 8, p. 213, 2009.

201



202

[14] M. Haruta, T. Kobayashi, H. Sano, and N. Yamada Chem. Lett., vol. 16, no. 2,

p. 405, 1987.

[15] M. C. Holz, K. Tölle, and M. Muhler Catal. Sci. Technol., vol. 4, p. 3495, 2014.

[16] L. D. Burke and P. F. Nugent Gold Bull., vol. 31, p. 39, 1998.

[17] C. T. Campbell and K. A. Daube J. Catal., vol. 104, p. 109, 1987.

[18] G. J. J. Bartley and R. Burch App. Catal., vol. 43, no. 1, p. 141, 1988.

[19] S. Rabe and F. Vogel App. Catal. B: Envt., vol. 84, no. 34, p. 827, 2008.

[20] W. Kohn and L. J. Sham Phys. Rev., vol. 140, p. A1133, 1965.

[21] G. Henkelman and H. Jónsson J. Chem. Phys., vol. 113, p. 9978, 2000.

[22] D. Sheppard, R. Terrell, and G. Henkelman J. Chem. Phys., vol. 128, p. 134106,

2008.

[23] S. Kirkpatrick, C. D. G. Jr., and M. P. Vecchi Science, vol. 220, no. 4598, p. 671,

1983.

[24] K. Reuter and M. Scheffler Phys. Rev. B, vol. 65, p. 035406, 2001.

[25] K. Reuter and M. Scheffler Phys. Rev. B, vol. 68, p. 045407, 2003.

[26] L. Xu, G. Henkelman, C. T. Campbell, and H. Jónsson Phys. Rev. Lett., vol. 95,

2005.

[27] L. Xu, G. Henkelman, C. T. Campbell, and H. Jónsson Surf. Sci., vol. 600, 2006.

[28] G. Barcaro and A. Fortunelli New J. Phys., vol. 9, p. 22, 2007.

[29] B. Yoon, P. Koskinen, B. Huber, O. Kostko, B. von Issendorff, H. Häkkinen,
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