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PREFACE

Transition metal oxides constitute one of the most important classes of solids, exhibiting a
wide range of structures and fascinating properties such as high 7c superconductivity,
colossal magnetoresistance, metal-insulator transition, magnetoelectric multiferroicity.
While the nature of metal-oxygen bond varies between ionic to highly covalent, the
intriguing macroscopic properties of transition metal oxides result from a strong coupling
among spin, orbital, charge and lattice degrees of freedom. The strong interactions among
valence electrons lead to localization of electrons in the d-orbital, while the orbital degree
of freedom gives rise to anisotropy in the electronic interactions.

In order to understand the correlation among various degrees of freedom,
investigations on magnetic, dielectric, magnetoelectric and optical properties of various
transition metal oxides crystallizing in AlFeOs-type, perovskite, spinel, and wurtzite
structures have been carried out in this thesis. In addition, a detailed study on
crystallographic and magnetic symmetry has also been performed by means of synchrotron
x-ray and neutron diffraction techniques to establish the structure-property relationship.

The thesis consists of eight chapters.

Chapter 1 gives a brief overview of a few important aspects such as orbital ordering,
charge ordering, spin ordering and magnetoelectric properties of transition metal oxides.
Further, the magnetic symmetry governing the magnetoelectric interaction in transition
metal oxides has been discussed briefly. A brief description on the experimental techniques

used for the present investigations are also given in this chapter.
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Chapter 2 describes the role of cation disorder in controlling the structure and
magnetic properties of AlixGaxFeOs (x = 0, 0.5, 1) family of oxides. To understand the
structure-property correlation, a detailed investigation has been carried out by employing
x-ray, neutron diffraction, Mdssbauer, and Raman spectroscopy. The study has revealed the
occurrence of several interesting features related to unit cell parameters, site disorder, and
ionic size correlating with the observed properties. The origin and tendency of cations to
disorder and the associated properties are traced to the local structure and ionic sizes. In
this chapter, metastable structural phases of AlixGaxFeOs (x = 0, 0.5, 1) family of oxides
realized by mechanochemical chemistry have also been studied. The metastable structures
exhibit different magnetic properties from the original structure thereby correlating the

structure-property relationship.

Chapter 3 focuses on the importance of magnetic symmetry analysis to understand
the nature of magnetoelectric coupling in orthorhombic perovskite EuZrOs. Magnetic
symmetry analysis requires proper knowledge on magnetic easy axis or magnetic
anisotropy which arises due to strong spin-orbit coupling. To determine the magnetic easy
axis, temperature dependent high-resolution neutron powder diffraction experiments were
performed on polycrystalline EuZrOs. In addition, synchrotron x-ray diffraction was
carried out to know the crystallographic symmetry. From the analysis of neutron diffraction
data, the easy axis and the Shubnikov group which supports linear magnetoelectric effect

were determined.

Chapter 4 dwells on the structural aspects of YVO3 which undergoes a change in the
lattice symmetry upon an orbital order-disorder transition due to strong coupling between
the orbitals and the lattice. Since orbital ordering is the driving force for anisotropic
electronic interactions which in turn control the physical properties of orthovanadates, it is
essential to understand the orbital states of YVO; as a function of temperature.

Temperature dependent synchrotron x-ray diffraction experiment was performed on



polycrystalline YVOs showing the occurrence of structural phase co-existence of G- and C-

type orbital ordered states in a narrow temperature range (7stuctual < 7' < TNéel)-

Chapter 5 discusses the magnetic exchange anisotropy across the interface of two
magnetically different transition metal oxides, namely, ferromagnetic Lao.7Sro3MnOs
(LSMO) and charge-ordered antiferromagnetic Yo.5CaosMnO3 (YCMO). For this purpose,
several bilayers of LSMO-YCMO were grown and their magnetic properties were
investigated. The present investigation also throws light on the structure of bilayer grown
under strong biaxial tension imposed by SrTiOs; (STO) substrate. In this chapter, the
observation of exchange bias after cooling the sample in the presence of a low remnant

magnetic field of a superconducting magnet has been discussed.

Chapter 6 deals with the discovery of linear magnetoelectric effect in a family of 4-
site magnetic spinel oxides, MnX;0s4 (X = Al, Ga) exhibiting simple collinear spin
structure. The observed linear magnetoelectricity is associated with the single-ion effects of
magnetic ion (Mn?*) located in the noncentrosymmetric tetrahedral environment. In the
absence of a neutron diffraction experiment, magnetic easy axis was determined from the
magnetic and magnetoelectric measurements on a single crystal. The obtained magnetic
space group based on the knowledge on magnetic easy axis supports linear magnetoelectric

effect in these A4-site magnetic spinel oxides.

Chapter 7 introduces the effect of A-site cation ordering on the structure and
properties of strongly frustrated B-site magnetic spinel oxides as well as spinel with
magnetic ions at both 4 and B sites, LIMCr4Os8 (M = Ga, In, Fe). These compounds
undergo a structural phase transition at the antiferromagnetic transition from a highly
symmetric cubic structure to relieve the magnetic frustration. The presence of two
inequivalent cations at the A-site leads to a modulation of the Cr-Cr distance in the
pyrochlore lattice thereby creating a breathing distortion, which is absent in the

conventional isotropic pyrochlore, ZnCr2O4. The stronger breathing distortion in In and Fe
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compound gives rise to a spin-gap state which is associated with a sharp dielectric
anomaly. On the other hand, a relatively weaker breathing distortion in the Ga compound

leads to a short-range ordering without any gapped state, analogous to ZnCr20Os.

Chapter 8 describes the effect of aliovalent anion (N, F) substitution on the optical
properties of ZnO. It has been a common trend for a long time to substitute the cations in
metal oxides to modify the electronic structure thereby tuning the related physical
properties. However, such efforts show marginal changes in the electronic structure and
hence exhibit a limited effect on the optical properties. A unique strategy of co-substitution
of aliovalent anions in metal oxides has been demonstrated to change the electronic
structure of ZnO remarkably thereby giving rise to new absorption features in the visible
range as compared to unsubstituted ZnO, which is in the UV region. The effect of co-
substitution of anions in transition metal oxides is driven by the combined action of

electrostatic and covalent effects.
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A brief overview of some aspects

of transition metal oxides and
3

their properties

Summary

Transition metal oxides constitute one of the most important classes of solids, exhibiting a wide
range of structures and fascinating properties originating from a strong coupling among spin,
orbital, charge and lattice degrees of freedom. Here, we discuss the intriguing aspects of strong
electron correlation effect and orbital degrees of freedom in transition metal oxides. The strong
interactions among valence electrons lead to localization of electrons in the d-orbital, while the
orbital degree of freedom gives rise to anisotropy in the electronic interactions. A description
has been given of the magnetic exchange interaction and anisotropy which is essential to
understand the magnetic properties of various oxides. The cross coupling between magnetism
and electricity known as the magnetoelectric effect is another important property exhibited by
transition metal oxides which has been explored. In addition, a brief discussion on the
diffraction techniques essential to study the variety of crystal and magnetic structures are
presented. Finally, we discuss the experimental techniques employed to study the magnetic and

dielectric properties of various oxides.

Spin «<—>  Orbital

| |

Charge <«——— Lattice

*This chapter also briefly describes about the experimental techniques.
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1.1 Introduction

Since ancient times, transition metal oxides have been one of the most important
families of solid which exhibit a plethora of structure and physical properties [1,2]. The
crystal structures of oxides vary from cubic to the triclinic structure. Simple binary
oxides of chemical formula MO generally crystallize in the rock-salt or nickel-arsenide
as well as wurtzite structure while dioxides crystallize in the fluorite, rutile (tetragonal),
distorted rutile or some other complex structures. Many sesquioxides, M,0O3 possess the
corundum (rhombohedral) structure. On the other hand, some of the ternary oxides are
found to crystallize in the perovskite structure (ABOs3), spinel structure (AB20,),
bronze structure (AxBOs), pyrochlore structure (A;B,0O;) and garnet structure
(A3Bs012). Many of the transition metal oxides are not truly three-dimensional but have
low-dimensional features. For example, La,CuO, and La;NiO, with the K;NiF,
structure are two-dimensional compared to LaCuOjz; and LaNiOs; which are three-
dimensional perovskites. In addition, several other structural types are also known.
Interestingly, in oxides, the nature of chemical bonding between metal and oxygen
varies from nearly ionic to highly covalent to metallic. Besides this structural diversity
in transition metal oxides, they exhibit a wide range of electronic and magnetic
properties [3,4]. They show metallic properties (e.g. ReOs, RuO,, LaNiO3) at one end,
while oxides with highly insulating behavior (BaTiO3) are found at the other end. There
are oxides which traverse from insulating to the metallic regime as a function of
temperature, pressure and chemical composition (e.g. V203, La;xSrcVO3). In addition,
these oxides exhibit various interesting electronic phenomena arising from charge
density waves (e.g. Ko3MoOs), charge ordering (e.g. LagsCapsMnOs, Fe;04) and
oxygen vacancy ordering (e.g. CazFe,Os, Ca,Mn,0s). Oxides are also known to show
interesting magnetic properties starting from ferromagnetism in CrO, and
Lay 7Sro3sMnOs, ferrimagnetism in GaFeO3 and FezO,4 and finally antiferromagnetism in
NiO and LaCrOs;. The temperature-induced spin-state transition has been realized in
LaCoOs, where the Co®* ion undergoes low-spin to intermediate spin to high-spin state
transitions. Analogous to ferromagnetic hysteresis i.e. phase transition and domain
switching has also been realized in the electrical property of metal oxides, e.g. BaTiO3

shows switchable spontaneous ferroelectric polarization. The magnetoelectric
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properties where magnetization can be controlled by an electric field or vice versa was
discovered in rhombohedral Cr,O3 [5-7].

The fascination in transition metal oxides research reached a milestone following
the discovery of high-temperature superconductivity in La,xBaxCuO, [8]. The
increasing interest in the field of metal oxides gave birth to exciting colossal
magnetoresistance phenomena in perovskite manganites (La;-xCaxMnOs3) [9,10].
Although the effect of magnetic field on the electrical resistivity of ordinary metal is
not significant but the effect of magnetic field on the electrical resistance of metallic
La;xCayMnO3z becomes “colossal”. With the advent of modern technological
advancement, another exciting phenomenon was discovered in transition metal oxides,
BiFeO3; where magnetism and ferroelectricity coexist- termed as multiferroics [11,12].
Although the phenomenon of magnetism and ferroelectricity is mutually exclusive,
there are certain materials (e.g. ToMnO3;, CoCr,0,4) where ferroelectricity originates
from particular spin configurations thereby allowing the possibility of controlling the
magnetic properties with an electrical field or electrical properties with a magnetic field
[13]. Although the bottleneck for the efficient magnetoelectric-multiferroic material is
the operational temperature as well as the strength of magnetoelectric coupling there
has been constant effort to realize it in practice. The room temperature magnetoelectric

operation has been realized in BiFeO3 [14] and Z-type hexaferrite (Sr3Co,Fe24041) [15].

In transition metal oxides, both the ionic size and the electronegativity of the
anion and cation are considerably different. As a result, there would be a small overlap
between the metal d and oxygen p orbitals resulting in narrow electronic bands with
bandwidths typically of the order of 1-2 eV. In these materials the outer s- and p-
orbitals form a filled valence band and an empty conduction band separated by an
energy gap of ~ 5 to 10 eV [2]. The d-band which is present in the vicinity of Fermi
level would be narrow due to the fact that in the metal oxides metal ions are farther
apart and have a smaller spatial extension. It is, therefore, reasonable that to understand
the fascinating properties of transition metal oxides we need to focus on the outer d-
electrons. The intriguing macroscopic properties (e.g. electrical, magnetic and optical)
of transition metal oxides originate from the following two important aspects of d-

electrons.
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(1) The valence d-electrons in these materials interact very strongly thereby tending to
localize or to bind to a specific atomic site. In the case of localized electron
situation i.e. the on-site Coulomb energy, U (the cost of putting two electrons on the
same lattice site) is so strong that electrons cannot move freely through the crystal
and therefore they cannot be treated anymore as free particles and are rather termed
as correlated electrons. The latter aspect of d-electrons - a feature associated with
the way electrons have to avoid each other if the Coulomb effects are large, become
significant in controlling the properties of transition metal oxides. The competition
between metallic behavior [parameterized by the transfer integrals (t) in the tight
binding model, or the size of the electronic bandwidth (W)] and Coulomb energy
(Hubbard-U) is expressed by the Hubbard model. Therefore, in the stable ground
state (U = ), each lattice site would be occupied by one electron without any
movement thereby minimizing the on-site Coulomb energy. Now another situation
can arise when U is large but not infinite (U > W) for a singly occupied lattice site,
where the spins of nearest-neighbour sites are antiparallel but the spins of next-
nearest-neighbor sites are parallel. Then it is possible for an electron to hop to the
nearest- neighbor site to save the kinetic energy but not to the next-nearest-neighbor
site due to the Pauli exclusion principle. Therefore the system becomes an insulator.
Such an antiferromagnetic insulator with a large U and one electron per site is
known as a Mott insulator. When U < W, the metallic behavior is observed. The
crossover occurs when U ~ W where there is a metal-insulator transition. The outer
s and p electrons interact strongly with neighboring atoms and are described by the
collective-electron model (band theory) while the outer f electrons which are tightly
bound to the nuclei and well screened from the neighboring atoms are described by
the localized electron model. Outer d-electrons have an intermediate character, as
they are not screened from the neighboring atoms by outer core electrons. Because
of this intermediate nature of d-electrons transition metal oxides exhibit itinerant as

well as localized electron properties.

(2) Another important microscopic phenomenon is the orbital degree of freedom.
Once the valence d-electron is localized to a specific atomic site now there is a
possibility of electrons to choose several types of energetically equivalent or

degenerate electronic orbitals around the atoms. The orbital degree of freedom
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ensures that the electrons can choose from a manifold of possible electronic states.
For example, the valence electrons of Laj.Ca,MnOj are located on the Mn** ions,

where they can occupy either of two d-orbitals, d,2_,2 or d 2. At low temperature,

each electron can occupy one of the two orbitals (or a linear combination of the
two). However, their choices of occupying a particular orbital are not independent.
Once a valence electron localizes in a definite Mn d-orbital, the charge distribution
around this ion is distorted and the adjacent oxygen ligands are dislodged. This
results in spontaneous formation of an ordered pattern of occupied orbitals
throughout the crystal lattice. It can be easily understood from the schematic
[Figure 1.1] of two possible orbital patterns for Mn®" ions on a square lattice. From
this figure, it is seen that the uniform arrangement of occupied orbitals give rise to
antiferromagnetic interactions, while the alternate arrangement of occupied orbitals
favors ferromagnetic interactions [16]. In the presence of an external magnetic
field, it is possible to switch from one orbital state to another state thereby
changing the magnetic ground state. A similar model can be employed to
understand the colossal magnetoresistance in La;.xCaxMnQOs, where a small change

in the magnetic field gives rise to a large change in electrical conductivity.

Figure 1.1: The schematic representation of two-dimensional orbital ordered states of Mn®" d-orbitals on
a square lattice. The corresponding spin configurations are indicated by yellow arrows.

1.2 Jahn-Teller distortion and orbital ordering

The fascinating physical properties of transition metal oxides depend on whether the
valence electrons are localized on individual atomic sites or delocalized throughout the
solid. In this context, transition metal ions in the orbitally degenerate state are of
particular interest because the preferential occupation of specific d-orbitals can lead to
the development of a long-range ordered pattern. This phenomenon termed as orbital
ordering, makes the bonding between the cations in the oxides strongly directional
depending on the kind of the occupied orbitals and their mutual orientation, which
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further influences magnetic interactions and electron transport [17]. Prototypical system
for perovskite oxides is LaVO3 [V** 3d?(t3,e3)] and LaMnOs [ 3d*(t3,e3] [18].

In some 3d transition metal oxides (e.g. LaMnOg3, YVOg3, KCuF3) orbital ordering
and concomitant Jahn-Teller (JT) distortion has been realized. Jahn-Teller theorem
states that “any non-linear molecular system in a degenerate electronic state will be
unstable and will undergo distortion to form a system of lower symmetry and lower
energy thereby removing the degeneracy” [19]. The JT distortion is observed for high-
spin - Mn**3d*(t3,el), Cu* 3d°(tS,el), V' 3d%(t3,ed) and  low-spin
Ni** 3d7(t§ge;). The electronic configuration indicates that JT ions are orbitally
degenerate. Let us consider the example of LaMnOs; where Mn®" is a Jahn-Teller ion
and located in the octahedral environment. Now in the presence of octahedral crystal
field the five-fold degeneracy of the d-orbital will be lifted. This will form a three-fold
degenerate tggand two-fold degenerate e; level. The e orbital will undergo further
splitting and this will result in the distortion of the octahedron as shown in Figure 1.2.
This process is energetically favorable because the energy cost of increased elastic

energy is balanced by a resultant electronic energy lowering due to distortion.

e, orbitals
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Figure 1.2: The electronic configuration of Jahn-Teller Mn®* ion. A regular octahedron becomes
distorted resulting in the splitting of the t,, and e, levels. The distortion lowers the energy because the
singly occupied e, level is lowered in energy. The right panel shows the anisotropic-shaped five d
orbitals in the cubic crystal field.

In the case of the static Jahn-Teller effect [20,21] the distortion which occurs
spontaneously is fixed on a particular axis of an octahedron. Below a certain critical
temperature, if each of the Jahn-Teller distorted sites interact with each other,
cooperatively throughout the crystal, then there will be an ordering of the local
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distortions which will result in the change in the macroscopic crystallographic
symmetry. This kind of structural phase transitions arising from the correlation or
ordering of the Jahn-Teller distorted lattice sites is termed as cooperative Jahn-Teller
effect [22,23]. Such temperature-induced cooperative Jahn-Teller distortion and
associated structural phase transitions have been observed in tetragonal zircon structure
(DyVQ,), spinel structure (FeCr,O4 NiCr,04, FeV,0,) and perovskite (KCuFs,
KMnFs3). In the case of LaMnOs;, cooperative pseudo-Jahn-Teller effect has been
observed around Tpyr ~ 750 K, where the compound undergoes a transition from the
Jahn-Teller distorted orthorhombic phase to a high temperature orthorhombic phase
which is nearly cubic [24-26]. In addition to the pseudo static and cooperative Jahn-
Teller effects, another kind of averaged Jahn-Teller effect has been observed which
involves rapid hopping of the distortion from one site to another site giving rise to
dynamic Jahn-Teller effect [27]. It has been realized in hole doped manganites which
contain a mixture of Mn®* and Mn** ions. Apart from the double exchange interactions,
this kind of dynamic JT distortion can also arise when thermal fluctuations (kT) are
higher than the energy gained by the system due to distortion. In this case, there will be
rapid, thermally induced fluctuations between the two JT distorted states. Therefore it

becomes difficult to understand whether the system is orbital ordered or disordered.

a-type

¢ d-type
@, Xd

Figure 1.3: Two types of orbital ordering with the a-type and d-type JT distortions.

In the perovskite-type transition metal compounds, there are two possible JT
distortions depending on the stacking of the elongated octahedra along the c-axis, d-
type, and a-type JT distortion respectively [Figure 1.3] [17]. In the d-type JT distortion,
the elongated axes of octahedra are parallel along the ¢ axis and in the case of a-type

distortion; the elongated axes are rotated by 90° along the ¢ axis [17,28]. In
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LaMnOs(d*), YVO3 (d?), YTiOz (d') d-type JT distorted state is the stable ground
state, while in LaVO; (d?) a-type JT-distortion is the stable ground state. In KCuFs,
both the d-type and a-type JT distorted states are found as the ground state. In addition
to that, it has been shown from Hartree-Fock calculations that in perovskite-type
transition metal oxides GdFeOs-type octahedral distortion or octahedral tilt also plays
an important role in stabilizing the particular type of JT distorted state. In the presence
of large GdFeOs-type distortion, the covalency between the A-site cations and oxygen
makes the d-type JT distortion (same orbital along the c axis) energetically favorable
than the a-type JT distortion (alternating orbitals along the c direction). As a result, the
orbital-ordered states compatible with the d-type JT distortions are favored in LaMnOs,
YVO3; and YTiO3; which have the relatively large GdFeO3 type distortion. In the case
of less distorted LaVOg, the orbital ordering compatible with the a-type JT distortion is
favored because of the pure superexchange effect.

In RVO; (R = rare-earth and Y)) family of orthorhombic perovskites, two types of
JT distortion with the corresponding types of orbital ordering are shown in Figure 1.4
[28]. In the G-type orbital ordered state, the d,,d,, and d,,d,,orbitals are occupied
alternatively along the orthogonal directions resulting in “out of phase” arrangement of
V-0 distances between successive ab planes (a-type JT distortion). In the case of C-
type orbital ordered state, the d,, d,, and d,,d,, orbitals are occupied alternately in
the ab plane while the same orbitals are arranged along the ¢ direction leading to an “in
phase” arrangement of V-O distances between successive ab planes (d-type JT
distortion).

Figure 1.4: Schematic representation of (a) G-type and (b) C-type orbital-ordered states along with
associated (c) a-type and (d) d-type JT effects reflected on the distortion of VOg octahedra.
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The orbital ordering plays an active role in controlling the anisotropic electron-
transfer interaction [29]. Based on the orbital direction-dependent arrangement of
occupied orbitals throughout the crystal, it favors or disfavors the double-exchange
interaction and the superexchange (ferromagnetic or antiferromagnetic) interaction
giving rise to complex spin-orbital coupled state. Therefore, different orbital ordered
states can give rise to different macroscopic properties. For example, in LaMnQOs,
alternate ordering of (3x2 —r2) and (3y% —r2) orbitals on neighboring Mn*" ions
gives rise to an in-plane ferromagnetic exchange interaction while the magnetic
coupling between two successive ab planes is antiferromagnetic in nature. This type of
magnetic interactions is termed as A-type antiferromagnetic state [Figure 1.5] which is
the manifestation of anisotropic superexchange interaction resulting from the particular
type orbital ordered state. In addition to that, rod-type arrangement of (3z2 —
r2) orbitals along the ¢ axis give rise to ferromagnetic interaction while the in plane

magnetic interactions is antiferromagnetic in nature [Figure 1.5].

C-SO

Figure 1.5: Different types of orbital and spin ordered states in perovskite manganites. SO and SD stands
for spin order and spin-disorder respectively.

In the hole-doped manganese oxides (e.g. NdixSrkMnQOs, LagsSrosMnQgz) in
which double-exchange interaction emerges depending on the strength of doping or
strain, (by growing a thin film on a suitable substrate) various orbital ordered and
disordered states emerge followed by respective spin ordered states. In general, the
decrease of hole doping enhances the F (orbital-disordered) region, whereas the
increase (or decrease) in the c/a ratio (the ratio of apical to equatorial Mn-O bond
length) favors the C (A) states [29]. In the case of RVO3; compounds, the G-type orbital
ordering favors C-type antiferromagnetic (ferromagnetic interactions along the c

direction and antiferromagnetic interaction in the ab plane) ordering, while the C-type
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orbital ordering favors G-type antiferromagnetic ordering (antiferromagnetic

interactions along the orthogonal directions).
1.2.1 Second-order Jahn-Teller effect:

It has been observed that, in transition metal oxides, in the presence of orbitally
degenerate d electrons, the system undergoes cooperative Jahn-Teller distortion with
concomitant orbital ordering. Interestingly, in the absence of d electrons, another type
of Jahn-Teller distortion is realized in these oxides giving rise to the phenomenon of
ferroelectricity [30]. The ferroelectric material possesses switchable macroscopic
electric polarization as a result of spontaneous ordering of electric dipoles originating
from the non-centrosymmetric arrangement of anions and cations. The net
polarization (P_)) is defined as the total dipole moment (i) per unit volume (V), such
that P = Y [i/V and fi= q# where charges (+q, —q) of opposite polarity are
separated by a distance, 7. Ferroelectric materials undergo a phase transition from the
high temperature centrosymmetric paraelectric phase to the low temperature
spontaneously polarized state with broken inversion symmetry across the transition
temperature known as Curie-temperature (Tc). The ferroelectric instability is driven by
the second-order JT effect [31] which lowers the energy of a system by hybridizing the
empty d orbital of transition metal ion with the p orbital of oxygen ion. This particular
JT effect is called second order because it involves the second-order terms in the
perturbative expansion of total energy with respect to distortions from a
centrosymmetric high temperature paraelectric phase, expanded as a function of polar

distortion (Q), about the centrosymmetric phase with energy E(® as [32],

(0[H®|n)|”

|
(0[H®]0) - ZZW Q%+ -
n

1
E=EO® +(0|H®|0)Q +5

(1.1)

where |0) is the lowest energy solution of H®and E™ are the energies associated
with the excited states |n). The first order term, (O|H (1)|0)Q describes the first-order JT
distortion and it does not give rise to ferroelectricity because it only survives for the d
orbitals when the distortion (Q) is centrosymmetric. The second-order term which is
the sole source of non-centrosymmetric off-centering contains two opposing terms, the

first term is due to the short-range repulsive forces raising the energy of the system and
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the second term is associated with the covalent bond formation stabilizing the ionic
displacements (this term is always negative unless it is zero by symmetry). Therefore,
when the second term is larger than the first term of second-order terms (e.g. in the case
of d° electronic configuration where repulsive force is absent) the total energy is
negative favouring ferroelectric instability. From the expression of second term of
second-order terms it is clear that if the ground and lowest excited states are of different
parity (e.g. if the valence and conduction bands are made of p™ and d° orbitals
respectively) to keep the polar distortion (Q) odd as well as the energy states are
closely separated, the second term will be highly positive thereby making the overall
energy largely negative which supports spontaneous polar distortion. This second-order
JT distortion explains the observation of proper ferroelectricity defined as the structural
instability towards the polar state associated with electronic pairing, e.g. in the case of
BaTiOs, where hybridization between Ti (3d) and O (2p) orbitals stabilizes the
ferroelectricity. The second-order JT distortion is also visible in the case of elements
containing inert-pair of electrons, e.g. in PbTiO3 hybridization between the Pb (6s) and
O (2p) electrons gives rise to large Pb polarizability and hence ferroelectricity.

1.3 Charge ordering

The parent undoped compound, LaMnO3; where Mn is present in +3 state, shows spin,
orbital and lattice orders. Now doping of manganites with alkaline-earth ions such as
Ca®" and Sr** results in a fraction of Mn ions occurring in the +4 state, thereby resulting
in a new electronic order, charge order (CO) [33]. In the charge-ordered state, electrons
become localized due to the ordering of +3 and +4 charges of the Mn ions on specific
lattice site giving rise to long-range order throughout the crystal structure. The charge-
ordered phases are originating from the interaction between the charge carriers and
phonons wherein the Jahn-Teller distortions play a significant role. Accompanying the
charge ordering, the Mn®' (e4) orbitals (3d,z) and the associated lattice distortions
(long Mn-O bonds) also develop long-range order, giving rise to orbital-ordered state.
The ordered arrangement of occupied orbital following the concomitant charge-
ordering gives rise to complex CE-type spin-ordering [29]. This kind of spin structure
is characterized by the alternate ordering of Mn®" and Mn** ions in a checkerboard

fashion as shown in Figure 1.6. The spin ordering in the ab plane is somewhat complex
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and it stacks antiferromagnetically along the c¢ axis. In contrast, A-type
antiferromagnetic ordering lacks charge ordering. Orbital and spin ordering
accompanied by charge ordering shows the CE-type antiferromagnetic ordering, while
in the presence of only orbital and spin ordering A-type antiferromagnetic ordering is

realized.

Figure 1.6: CE-type charge ordering and associated orbital ordering of the 3x?-r*/ 3y?-r® orbitals in the
ab plane of half-doped manganates.

The occurrence of charge-ordering has been studied in great detail in the
perovskite mixed valent rare-earth manganites of the general composition R1.,AxMnO3
(R = rare earth, Y; A = alkaline earth). The charge ordering has also been realized in
Fe304 which undergoes charge-ordered to disordered state at 120 K, known as Verwey
transition [34]. In half-doped rare-earth manganites (x = 0.5) the charge-ordering
phenomenon is found to be favorable due to the presence of equal proportions of the
Mn*" and Mn*" states. In addition, depending on the R and A ions, charge-ordering has
also been observed in various compositions in the range 0.3 < x < 0.75. The mean A-

site cation radius (r4) significantly controls the bandwidth of the e electrons of Mn ions

through a change in Mn 3d and O 2p hybridization. With increasing size of r,, Mn-O-
Mn bond angle and consequently the bandwidth increases due to increased hydrostatic
pressure. As a result, electrons of the Mn®*" hop to the Mn** by the double-exchange
(DE) mechanism which plays a crucial role in the occurrence of ferromagnetism and
metallicity in these manganites. Therefore, it is inferred that on the one hand, the
double-exchange mechanism prefers the ferromagnetism, while at the other end CO
state prefers antiferromagnetic insulating state by localizing the electrons. Manganites

with very large r, tend to be FM and metallic, with a Curie temperature T. that
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increases with r4. For example, Lap7CapsMnO3 and Lag7SrosMnOs with larger 74
shows ferromagnetic metallic behavior, while Prg7Cag3MnO3 with relatively smaller r4
shows charge-ordering at 230 K followed by antiferromagnetic ordering at 170 K,
where both antiferromagnetism and charge order coexists. The later observation is
consistent with the general observation that manganites with smaller r, have
predominating charge-ordered state. The presence charge and orbital orders distorts the
Mn**Og octahedron locally, which undergoes long range ordering. For example, the
charge-ordered structure of NdosSrosMnOs consists of distorted oxygen octahedra
containing zigzag chains with alternate long Mn-O bonds, 1.921 and 2.021 A along
[110] and short Mn-O bonds 1.881 and 2.020 A along [-110] as seen from Figure 1.7
[35,36].

O Nd/Ca ®0 OM¥ @ mn*

Figure 1.7: The structure of charge-ordered (T = 10 K) Ndy5SresMnOs in the ab plane containing zigzag
chains with alternating long and short Mn-O bonds. Mn** ions are located at (% 0 0) and Mn** ions are
present at (0 ¥ 0) [adapted with permission from ref. 35, © (2008) by the Royal Society of Chemistry].

There are two types of charge/orbital/spin phase diagram. In the case of type-I,
there occurs concomitant orbital, charge and spin transitions only for the half-doped
manganites i.e. Tco = Tn. In a relatively wide-bandwidth system, Ndo sSrosMnOs, while
cooling the ferromagnetic ordering occurs first followed by orbital, charge and spin
(AF) ordering at a lower temperature. In the case of type-ll, first, the orbital and
charge-ordered state appear concomitantly at a higher temperature followed by
antiferromagnetic transitions at a lower temperature, as realized in the smaller
bandwidth system, PrysCagsMnQOs. In these materials, the ferromagnetic metallic state

is realized only in the presence of an external magnetic field. The field required to melt
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the CO state to metallic state varies with r, and the manganites with smaller r, remains
charge-ordered even in the presence of very high magnetic fields. Thus Y5CaosMnO;
(ry = 1.13 A) has a very robust CO state which remains unaffected by high magnetic
field (> 15 T). On the other hand, CO state of manganites with relatively larger average
A-site cation radius, e.g. in Ndg5SrosMnOs (r,= 1.24 A) and PrysCagsMnOs (1, = 1.17
A) the charge-ordered state can be melted to ferromagnetic metallic state in the

presence of smaller magnetic fields.

Interestingly, in the chemically phase-pure, mixed valent, rare-earth manganites
the coexistence of charge-ordered antiferromagnetic and the ferromagnetic metallic
state has also been observed below a critical temperature leading to the phenomenon of
electronic phase separation [35]. For example, in NdysCagsMnO3z below 150 K,
ferromagnetic phase, A-type AFM phase and charge-ordered CE-type AFM phase
coexists [37]. Moreover, it is shown that in the presence of magnetic field FM phase
grows at the expense of AFM phase. Pry;Cag3MnO; also shows the occurrence of
electronic phase separation between CO-AFM state and FM state below 80 K. Since the
sizes of these electronic inhomogeneities are of the order of hundreds of nanometer or
more, therefore those are experimentally identified by diffraction and many other
techniques. Since the fractions of these electronic inhomogeneities are sensitive to the
external magnetic (or electric) field, therefore the phenomenon of colossal
magnetoresistance in LagsCagsMnO3z can be understood based on the competition
between DE mechanism and CO states and various other mechanisms, the details of

which are beyond the scope of present discussion.
1.4 Magnetic exchange interaction

Here we discuss the important concepts of magnetic exchange interactions between two
magnetic ions with net magnetic moments [38]. Exchange interactions are the driving
forces for long range magnetic order. The magnetic exchange force is quantum-
mechanical in nature and usually expressed by the Heisenberg spin Hamiltonian as
H= — X JijSi- S, where J;; is the exchange constant between the neighboring i™ and
j™ spins. The factor of 2 is omitted because the summation includes each pair of spins
twice. The exchange force is fundamentally electrostatic (Coulomb) in nature, because

spins of similar orientation cost energy when they are close together and save energy
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when they are apart. There are three types of exchange interactions, (1) direct

exchange, (2) indirect exchange and (3) superexchange.
1.4.1 Direct exchange:

If the magnetic moments on neighboring magnetic ions interact through an exchange
interaction without the involvement of an intermediary then it is termed as a direct
exchange. In the case of a direct exchange, the electronic wave functions of the
interacting atoms will overlap. Therefore direct exchange will experience both
electrostatic attractive and repulsive forces. According to Pauli exclusion principle, the
electrons with parallel spins will stay far from each other to reduce the repulsive forces.
As a result, direct exchange interaction would favor the antiferromagnetic coupling
between neighboring magnetic atoms. Since the radial distribution function of d and f
electron wave functions decay exponentially with distance from the nucleus, the direct
exchange can operate within a short distance and will decrease as the distance between
interacting magnetic atom increases. For this reason, in oxides and other insulating
compounds, the direct exchange is usually not an important medium to establish

magnetic long-range order.
1.4.2 Indirect exchange:

When the magnetic ions are too far apart to overlap directly, then the exchange between
the magnetic moments occur through an intermediary and therefore it is known as an
indirect exchange. In the case of transition metal oxides, the p orbital of an oxygen
atom bridges the neighboring d orbitals to establish a long-range magnetic order. In the
case of magnetic materials containing rare-earth ion which contains 4f electrons and
shielded by the 5s and 5p electrons also cannot make direct exchange interaction. In
this case, the indirect exchange takes place by invoking the partially filled 5d states
[39]. This process can be imagined as an electron from 4f orbital is excited to the
partially filled 5d orbital, experiencing an exchange interaction with the electron
located on a nearest neighbor 4f orbital and then returns to the initial state. Such an
indirect exchange interaction generally gives rise to a ferromagnetic coupling of the

magnetic moments.
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In metals, the indirect exchange interaction is known as RKKY (Ruderman,
Kittel, Kasuya and Yoshida) interaction or itinerant exchange, where the intermediary
is the conduction electrons [40-42]. A localized magnetic moment spin-polarizes the
conduction electrons and this polarization in turn couples to a neighboring localized

magnetic moment a distance r away and the exchange interaction Jrxxy (1) is given by,

Jrixy (1) « % where kg is the Fermi wave vector. The interaction is long range

and has an oscillatory dependence on the distance between the magnetic moments.
Therefore, depending on the separation the coupling may be either ferromagnetic or
antiferromagnetic. The coupling is oscillatory with wavelength 7 /kx. In Figure 1.8, a
schematic representation of metal-oxygen bonding has been depicted comparing

between the direct and indirect or superexchange.
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Figure 1.8: Comparison of direct exchange and superexchange in terms of orbital overlap

1.4.3 Superexchange:

Superexchange mechanism is also an indirect exchange interaction between non-
neighboring magnetic ions mediated by a non-magnetic ion located between the
magnetic ions [43,44]. Figure 1.9 illustrates the superexchange interaction between two

Mn?* ions via an intermediate O ion in an antiferromagnetic insulator MnO.
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From this figure, it is viewed that O transfers a 2p electron to the neighboring
Mn? ion. The 3d electron spin on Mn?* ion is aligned parallel to the 2p electron spin of
O% due to the covalent mixing of the p and d wave functions. Since the direction of
spins on O% is opposite to each other, therefore according to the Pauli exclusion
principle, the 3d spins on the two Mn®*" ions must be antiparallel. This
antiferromagnetic coupling between the Mn®* ions results in delocalization of electrons
over the whole structure thereby lowering the kinetic energy of the system. For this
superexchange process |~ — t2/U, where t is the hopping integral which is
proportional to the energy width of the conduction band and U is the Coulomb energy.
The strength of antiferromagnetic coupling between the metal ions depends on the
degree of overlap of orbitals and thus superexchange strongly depends on the M-O-M

bond angle. Generally the exchange is maximum when this angle is 180°.

Besides the antiferromagnetic superexchange, it is possible to have a
ferromagnetic superexchange interaction as observed in mixed valent transition metal
oxides and this process is termed as a double exchange [45-47]. For example, in the
compound La;xSrkMnO3 (0 < x < 1), a fraction x of the Mn ions are Mn*" and 1-x are
Mn**. Now the singly occupied eg orbital of Mn** is connected to the neighboring
empty e, orbital of Mn** via an O ion. Therefore the ey electron of Mn®" ion can hop to
the next unoccupied orbital of Mn** ion, if when it arrives its spin is aligned with the
spin of the t,, electrons due to Hund’s rule. That means hopping is energetically
favorable without spin-flip of the hopping electron as illustrated in Figure 1.10(a). On
the other hand, this hopping process would be energetically unfavorable for an e,
electron to hop to a neighboring ion in which the t,, spins are antiparallel to the
incoming e, electron as shown in Figure 1.10(b). Therefore, ferromagnetic alignment
of both the donating and receiving ions are essential to maintaining the high-spin
configuration of neighboring magnetic ions. The hopping process also saves the kinetic
energy. As a result of this ferromagnetic spin arrangement the e, electrons can hop

through the crystal rendering the material to be metallic.

A similar double exchange process has been realized in magnetite (Fe3O,4), where
a double exchange mechanism aligns the Fe?* and Fe®" ions on the octahedral sites,

while the Fe** ions on the tetrahedral sites do not take part in this process but remains
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antiferromagnetically coupled with the Fe®" ions on the octahedral sites via
superexchange interaction. As a result, the net magnetic moments (4 pg) arise due to

only Fe?* ions alone.
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Figure 1.10: Schematic representation of double exchange mechanism giving rise to a ferromagnetic
coupling between Mn** and Mn** ions. Exchange interaction favors hopping if (a) neighboring ions are
aligned ferromagnetically and not if (b) neighboring ions are antiferromagnetically aligned.

Although both superexchange and double exchange process are an indirect
exchange interaction, there is a difference in terms of spin-transfer other than the nature
of magnetic coupling arises as a result of exchange interaction. In the case of
superexchange, the electron transfer process is actually virtual i.e. electrons do not
actually move between the two neighboring magnetic ions, the occupancy of the d
orbital is always same or differs by two. However, in double exchange, the itinerant d
electrons move from one metal site to the next site through intermediate non-magnetic

ligand. The difference between the two processes is illustrated in Figure 1.11.
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Figure 1.11: Schematic illustration of (a) virtual spin transfer in the superexchange process giving rise to
antiferromagnetism and (b) real spin transfer in the double exchange interaction resulting in
ferromagnetism. A and B are the metal ions, the dotted arrow indicates the direction of electron transfer.
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Now we briefly summarize the Goodenough-Kanamori rules which qualitatively
rationalize the magnetic properties of various magnetic insulators, where magnetic ions

interact through superexchange interaction and M-O-M bond angle is 180°.

e The superexchange interactions will be antiferromagnetic when the virtual electron
transfer occurs between overlapping orbitals where each of them is half-filled.

e The superexchange interactions will be ferromagnetic when the virtual electron
transfer takes place from a half-filled to an empty orbital or from a filled to a half-
filled orbital.

In this context, it is important to mention that if the orbitals are orthogonal then there
would be no overlap and hence no electron transfer. As a result, exchange interaction
between spins in orthogonal orbitals is a ferromagnetic potential exchange which

represents the electron repulsion (provided the magnetic ions are nor far apart).
1.4.4 Anisotropic exchange interaction:

So far we have discussed the isotropic exchange interaction. In the presence of spin-
orbit coupling, there is an exchange interaction between the excited state of one
magnetic ion (it has a similar role to that of oxygen atom in superexchange) and the
ground state of the other magnetic ion resulting in anisotropic exchange interaction or
Dzyaloshinsky-Moriya (DM) interaction [48,49]. The Hamiltonian for the DM

interaction can be expressed as, H = 5.§1x§2, where §1 and 5‘2 are the two

neighboring spins and D is the constant. The effect of DM interaction is to cant the
spins leading to the generation of weak ferromagnetism in an antiferromagnetic

material (e.g. a-Fe;0s3).
1.5 Magnetic anisotropy

The term magnetic anisotropy suggests that the magnetic properties depend on the
crystallographic direction in which they are measured. Therefore it can also be termed
as magnetocrystalline anisotropy which is an intrinsic property of any magnetic
material. However, anisotropy can also originate from the shape and size of the sample
and stresses. In the case of multilayer thin films, the existence of interface or exchange

anisotropy has also been realized. The later examples are of extrinsic or induced
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anisotropy because those are not associated with the crystallographic symmetry but can
be tuned or modified externally. Here we will discuss only the magnetocrystalline and
exchange anisotropy. In addition, we shall briefly discuss the effect of external

magnetic field in controlling the anisotropy in the antiferromagnetic material.
1.5.1 Magnetocrystalline anisotropy:

Magnetocrystalline anisotropy can be defined as a force which binds the magnetization
in certain equivalent crystallographic axes in a crystal. The preferential or energetically
favorable direction for the alignment of the magnetization of a magnetic material is
known as the easy axis. On the other hand, the energetically unfavorable direction is
called as hard axis. In Figure 1.12 M (H) curves for single crystals of cubic iron (BCC)
and nickel (FCC) are shown measured in different crystallographic directions [50].
From this figure it is observed that magnetic saturation can be achieved with a low
magnetic field along [100] and [111] direction in the case of iron and nickel
respectively, indicating that those directions are the easy direction of magnetization for

those elements.

200 400 600 8500 1000 (1] 100 200 300 400 00 H00
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Figure 1.12: Magnetic field dependent isothermal magnetization data, M (H) for (a) iron and (b) nickel
[adapted with permission from ref. 50, © (2008) by John Wiley and Sons].

In the presence of fairly high magnetic fields along the hard axis (as shown in the
above figure), domain rotation occurs by overcoming the crystal anisotropy resulting in
the saturation of magnetization along the direction of magnetic field. Therefore,
stronger the magnetic anisotropy of a particular magnetic material, higher the
magnitude of the magnetic field required to rotate the magnetization direction away
from its easy axis. The amount of energy stored in a cubic crystal to shift the direction

of saturation magnetization vector (M) from an easy to a hard axis can be expressed in
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terms of a series expansion of the direction cosines of Ms with respect to the crystal
axes. In a cubic crystal, if Mg makes angles a, b, ¢ with the crystal axes and a4, a5, a3

are the cosines of these angles then [50],
E = Ky + K, (a?a? + aza? + a2a?) + K,(a?asa?) + - (1.2)

where K,, K;, K,,... are the anisotropy constants for a particular material at a fixed
temperature and therefore temperature dependent. With increasing temperature the
anisotropy decreases and hence the coercive field. From the above expression, it is clear
that anisotropy energy is strongly dependent on the direction cosines. The strength of

anisotropy is determined by the magnitude of the anisotropy constants.

Also one can have a uniaxial anisotropy i.e. the crystal (e.g. elemental cobalt,
barium ferrite) contains single easy axis along which the magnetization can point either
up or down. In this case, the anisotropy energy depends on a single angle, 4, between
the M vector and a single axis (in the case of cobalt this axis is the stacking direction of
hexagonally close-packed planes, ¢ direction). The anisotropy energy of hexagonal
cobalt takes the form [50],

E = K, + K,Sin?0 + K,Sin*0 + - (1.3)

The magnetocrystalline anisotropy mainly arises due to spin-orbit coupling. In
the presence of an external magnetic field, when it tries to reorient the spin direction of
an electron, the orbit of that electron also tends to be reoriented due to a coupling
between the spin and orbital motion of electrons. Now the strong coupling between
orbit and lattice inhibits the rotation of the spin axis. Therefore, the amount of energy
required to rotate the spin axis is equivalent to the amount of energy needed to
overcome the spin-orbit coupling. The magnetocrystalline anisotropy remains
unaffected by the nearest neighbor spin-spin coupling because the associated isotropic
exchange energy depends only on the angle between adjacent spins and does not
depend on the direction of spin axis relative to the crystal lattice.

1.5.1.1 Anisotropy in antiferromagnet

Now we discuss a few interesting aspects of magnetocrystalline anisotropy in an

antiferromagnetic material in the presence of an external magnetic field. Depending on
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the direction of applied magnetic field with respect to the initial direction of sublattice
magnetization two transitions are realized in antiferromagnetic material such as, (1)
spin-flop transition and (2) spin-flip (metamagnetic) transition, which will be discussed

with the help of schematics as shown in Figure 1.13.

1

Figure 1.13: Schematics of spin-flop and spin-flip transitions.

@

n

©

&
<

N —
@
=
=
—_—

Let us first look at the antiferromagnetic state (a) where the spins of two
sublattices are parallel in zero or small applied magnetic field along the
crystallographic axis (D). Now with increasing the strength of magnetic field along D-
axis, there is a possibility of the spin directions to rotate into the configuration (b),
while the magnetocrystalline anisotropy will try to keep the spin in the original
direction. However, at a critical magnetic field when the strength of magnetic field
overcomes the crystal anisotropy, the spins suddenly snaps into a configuration (b)
causing a sudden increase in magnetization. This process is known as spin-flop
transition. Further increase of magnetic field rotates the moments until saturation is
achieved in a similar way when a magnetic field is applied perpendicular to the
magnetization direction of the sublattice. In Figure 1.14(a) such spin-flop transition
observed in MnF; is shown [50,51].

Now another situation occurs when the crystal anisotropy is very strong and the
magnetic field is applied parallel to the crystallographic axis (D). In this case,
magnetization will first increase due to increase in the magnitude of one sublattice
magnetization along the field direction at the expense of other sublattice magnetization
oriented opposite to the field direction. At a high critical value of magnetic field, the
spin configurations will transform from the antiparallel spin state (a) to parallel spin
state (c) in a single step without going through the spin-flop transition. This
phenomenon is known as a spin-flip transition or metamagnetic transition. This

particular behavior shows a magnetic-field-induced phase transition from an
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antiferromagnetic to a ferromagnetic state at a constant temperature. The term ‘meta’ is
used to contract the temperature induced antiferromagnetic to a ferromagnetic phase
transition. In Figure 1.14(b) such spin-flip or metamagnetic transition observed in FeCl,
is shown [50,52]. From Figure 1.14 it is clear that in the case of spin-flop transition the
saturation magnetization is reached in two steps, while for the spin-flip transition

saturation is reached in a single step.
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Figure 1.14: Isothermal magnetization data as a function of magnetic field, M (H) showing (a) two steps
spin-flop transition in a single crystal of MnF, and (b) single step spin-flip transition in powdered FeCl,
which has a very high degree of preferred orientation. Therefore the field direction was almost parallel to
the crystallographic axis [adapted with permission from ref. 50, © (2008) by John Wiley and Sons].

1.5.2 Exchange anisotropy:

Exchange anisotropy is the interfacial anisotropy which was first observed at the
interface between a ferromagnet (FM) and an antiferromagnet (AFM), e.g. at the
interface between single domain particles of ferromagnetic cobalt surrounded by
antiferromagnetic cobalt oxide [53,54]. If the combined magnetic system is cooled
through the Neéel temperature (Tyn) of the AFM in the presence of an external magnetic
field, the anisotropy developed at the interface below Ty will be manifested by an
asymmetric shift of the magnetization hysteresis loop of the ferromagnet towards the
field axis as well as increase in coercivity and wide hysteresis loop. The Curie
temperature, Tc, of FM should be higher than the Néel temperature, Ty, of AFM to
ensure that the moments of the ferromagnetic layer are already aligned along the
direction of the cooling field. The role of the cooling magnetic field is to provide the
combined system as a whole a single easy direction. In the absence of the magnetic-
field-cooling-process, exchange interactions occur at all interfaces, resulting in a

random distribution of easy axis. It is easier to magnetize the ferromagnetic layer along
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the direction of cooling magnetic field than the antiferromagnetic layer due to the
weaker anisotropy of the former. Therefore it can be viewed as if the ferromagnetic
layer is exchange biased by a unidirectional exchange field, He, of the
antiferromagnetic layer. From the shift of hysteresis loop, it also appears that there
exists an additional biasing magnetic field resulting in unidirectional exchange
anisotropy. When H and He, are in the same direction, there will be a shift of the
hysteresis loop. When both fields are acting at a right angle then a hard axis response
will be realized. The total energy of the combined system can be expressed as [55],

E = —HMtgy,Cos (0 — B) + KtypySin?a — JipeCos (B — @) (1.4)

where M is the magnetization of the ferromagnet, K is the anisotropy constant of the
antiferromagnet, tgp) and tygy, are the thickness of the ferromagnet and
antiferromagnet. The angle 8 describes the angle between the applied field and the FM
anisotropy axis, B describes the angle between the magnetization and the FM
anisotropy axis and «a is the angle between AFM sublattice magnetization and AFM
anisotropy axis. In the above expression, the first term arises due to the interaction of
the ferromagnet with the applied field, H, the second terms is associated with the
anisotropy energy in the antiferromagnet and the third term takes care of interfacial

exchange interaction between the ferromagnet and antiferromagnet.
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Figure 1.15: Schematic representation of spin configurations of exchange-biased FM-AFM bilayer at
different stages of the shifted hysteresis loop. In the cartoon model, compensated antiferromagnetic layer
which contains an equal number of oppositely oriented spins has been considered. The antiferromagnetic
layer can also be uncompensated with an unequal number of opposite spins.
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Now we discuss the mechanism of hysteresis loop shift in a bilayer of FM-AFM
through an intuitive sketch as shown in Figure 1.15 [56]. On application of a magnetic
field in the range Ty < T < Tg, the spins in the ferromagnetic layer align along the
direction of the cooling magnetic field while the spins in the antiferromagnetic layer
remain random as shown in state (1) of Figure 1.15. Upon cooling the bilayer below the
Néel temperature (T < Ty) in the presence of a magnetic field the spins of the first layer
of AFM are forced to align parallel to the adjoining spins in the FM due to the positive
exchange interaction and the other interior spins in the AFM are arranged antiparallel
fashion to produce net-zero magnetization as depicted in state (2) of Figure 1.15. This
spin arrangement below Ty will be retained even after removal of the magnetic field. If
now the magnetic field direction is reversed the ferromagnetic spins start to rotate, and
at the same time exchange force at the interface will try to reverse the direction of spins
in AFM. However, strong crystal anisotropy of the AFM will resist the rotation of spins
in the AFM layer as shown in state (3) of Figure 1.15 and it appears that the AFM spins
at the interface exert a microscopic torque on the FM spins to keep them aligned
parallel. Therefore, an extra field is required to overcome the microscopic torque for a
complete reversal of ferromagnetic spins when it is in contact with the
antiferromagnetic layer thereby increasing the coercive field (state 4). Since the AFM
layer binds the direction of FM spins in one preferred orientation or easy direction of
magnetization, it is called as unidirectional anisotropy and it has to be contrasted with
respect to uniaxial anisotropy where two equivalent easy axes in opposite directions are
possible. After that when the magnetic field is restored to the original direction, the FM
layer will rotate at a smaller field due to the favorable parallel interaction with the AFM
spins which exert a torque in the same direction. This reduces the coercive field for
restoring the initial configuration (state 5). During the whole process, it appears that the
exchange interaction at the interface is being effected by an internal biasing field (in
addition to the external field) which shifts the hysteresis loop (right panel of Figure
1.15) thereby giving rise to exchange bias phenomenon. Although this simple model
qualitatively explains the behavior of exchange bias but it is unable to explain the
phenomena quantitatively. To understand this interfacial phenomenon properly the
roles of several other parameters e.g. interface impurity, disorder, roughness, interfacial

spin configuration or orientation of magnetic domains needs to be understood.
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Exchange-bias finds tremendous application in spin-valves which is a giant
magnetoresistive sensor. It consists of two FM layers separated by a non-magnetic
(NM) spacer and one of the FM layers is in contact with AFM layer which pins the
magnetization of that FM along a particular direction thereby setting a reference
magnetization [Figure 1.16]. Now the spins of the second FM layer can be aligned with
an applied magnetic field with respect to the reference FM layer. The angle between the
magnetic moments in the two ferromagnetic layers controls the resistance of the device.
Therefore depending on the relative orientation of spins with applied magnetic field
changes the resistance which is used for sensing or storage applications. The thickness
of the non-magnetic spacer layer controls the relative orientation of spins in the absence

of an external magnetic field.
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Figure 1.16: Schematic of a spin valve
1.6 Magnetoelectric effect

Transition metal oxides exhibit an interesting coupling between magnetization and
electric polarization which is known as magnetoelectric coupling. In other words, it can
be defined as the induced magnetization in the presence of an electric field or induced
electric polarization in the presence of magnetic field. The magnetoelectric effect (ME)
was first predicted by Curie in 1894 on the basis of symmetry considerations [57].
Later, based on the theoretical prediction of Dzyaloshinskii in 1960 [5], Astrov
experimentally demonstrated the occurrence of linear magnetoelectric effect in the
antiferromagnetically ordered state of Cr,O3 [6,7]. Although the coupling between the
order parameters was small in terms of practical application, since then there has been a
continuous effort to improve the coupling between the magnetization and electric
polarization. Besides this, there have been parallel attempts to study new microscopic
mechanisms which can lead to the discovery of materials with better functionality. The

interest in studying the magnetoelectric effect received renewed attention after the
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discovery of multiferroics where both ferromagnetism and ferroelectricity coexists.
Magnetoelectric multiferroics are the promising materials for application in devices for
ME data storage and switching, spin-wave generation, modulation of amplitudes,
polarizations and phases of optical waves etc.

The magnetoelectric effect is described in Landau theory by writing the free
energy F under the Einstein summation convention in S.1. units as [11],

1 1 ﬁ"k
—F (B,H) = = Fy + 5 0e;; EiEj + = opti; HiH; + ayEH; + %EiHij
Yijk 8ijki (1.5)

+ = HiEjEy + == EiEjHiHy+...

The first term is the free energy in the absence of magnetic and electric fields. The
second and third term results from the electrical and magnetic response to an electric
and magnetic fields respectively. Here, &, is the permittivity of free space and ¢;;
(second-rank tensor) is the relative permittivity which is temperature dependent but
independent of E; in non-ferroic material; u, is the permeability of free space and y;;
(second-rank tensor) is the relative permeability which is also temperature dependent.
In the above expression the fourth term describes the first-order bilinear, EH,
magnetoelectric coupling with coefficient «;; (second-rank tensor) which is
temperature dependent. The fifth and sixth terms represent second order
electrobimagnetic EH? and magnetobielectric HE? coupling with coefficients PBijx and
Yiji(third-rank tensor), respectively, which also depend on temperature. The last term is
associated with third order bielectrobimagnetic E°H? effect with coefficient &; jkt Which

is a fourth-rank tensor.

We obtain the linear magnetoelectric coefficient (a;;) by differentiating F with
respect to E; and then putting E; = 0 or differentiating F with respect to H; and then
putting H; = 0 (ignoring the higher order terms). This establishes the linear relationship

between electric polarization and magnetic field or magnetization and electric field.

M:

]=6_Hj

= a;;E;

T a;jHj; (1.6)
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To observe the linear magnetoelectric effect in any insulating magnetic materials there

are two essential constraints, (1) symmetry and (a) magnitude restrictions.
1.6.1 Symmetry constraints

We have seen that the thermodynamic potential associated with linear magnetoelectric
effect is linear in both E; and H;. Since E; is a polar vector and H; is an axial vector, a;;
must be odd under both space inversion and time reversal, and also symmetric under
the product of two operations to keep the free energy invariant. In a magnetic material,
time-reversal symmetry adds 90 magnetic point groups [58] in addition to the already
existing 32 crystallographic point groups. The magnetoelectric effect is allowed only in
58 of the 90 magnetic point groups and among them there are only 11 possible forms
for the second-rank tensor a;;. The different forms of the tensor «;; associated with

allowed magnetoelectric effect are shown in Table 1.1 [59].

Table 1.1: Magnetoelectric point groups and non-zero components of linear magnetoelectric tensor, a;;

Magnetic point group Symmetry allowed linear coefficient (a;;)
1,1 a;;, where ij = 1,2,3

2,m,2/m Qaqy1, A3, App, A31, A33
2''m,2'/m Qyz, Az1, A3, A3

222, m'm'2, m'm'm’ 11, A2, A33

222" 2mm, m'm2’, m'mm Qy3, A3y
3,3,4,4,4/m',6,6',6/m', o0, com'’ (11 = O, Ay = —Qyq, A33
4, 4,4 /m' A1 = —0z2, X2 = A2y
32,3m’,3'm’, 422, 4m'm’, 4'2m’, QA1 = @y, (33

4/m'm'm’, 622, 6m'm’, 6'm’'2,
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The general form of the second-rank magnetoelectric tensor, a;;, mentioned in the
above table is,

Uz1 U2 A3

rn a12 g3
37 O3z A33

To have knowledge on the time reversal symmetry we need to know the magnetic
symmetry associated with the periodic arrangement of magnetic dipoles in the
magnetically ordered state of a material. Time-reversal symmetry causes the reversal of
the direction of magnetic moments (up spin becomes down or vice-versa). Though we
depict the atomic magnetic moment with an arrow but it is somewhat confusing.
Classically, magnetization arises from moving electric charge tracing a current loop.
Therefore, reversing time actually reverses the direction of current flow and hence the

direction of magnetization.

Magnetic symmetry guides the magnetoelectric behavior of a material because
the magnetoelectric coefficients contain the symmetry of the material. Interestingly, the
symmetry of the crystal structure is modified depending on the arrangement of
magnetic dipoles in the magnetically ordered state. Let us take the example of Fe,O3
and Cr,03, both of them crystallize in the corundum structure (a- Al;O3, R3c) which
belongs to the point group 3m1’. In the antiferromagnetically ordered state, the
arrangement of atomic magnetic moments along the [001] direction of the

rhombohedral unit cell is different for Fe,O3 and Cr,O3 as shown in Figure 1.17 [60].

(b)

Figure 1.17: Spin configurations of antiferromagnetic (a) Fe,O3 and (b) Cr,Os. The arrows denote the
atomic magnetic moment of respective metal ions generated from the moving electric charge in a loop
shown as a curved arrow.

Depending on the direction of magnetic moments, the magnetic point groups for Fe,O3

and Cr,0Oz are 3m and 3'm’, where the former magnetic point group is centrosymmetric
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and the later is non-centrosymmetric possessing the element 1’. Therefore the linear
magnetoelectric effect is symmetry forbidden in Fe,O3 and it is symmetry allowed in
Cry0a,.

Although the magnetic symmetry broadly indicates the possibility of a linear
magnetoelectric effect but the strength of coupling (in terms of magnitude) depends on
a specific microscopic mechanism which is highly material-dependent. The
microscopic origin of electrically induced magnetoelectric effect in the
antiferromagnetic state is understood based on the cationic displacements with respect
to the anions thereby modifying the electronic wave functions and changing the
magnetic interactions through spin-orbit coupling [60]. From the schematics, as shown
in Figure 1.18, it is evident that in the presence of an applied electric field, the positive
ions move in the applied field direction and negative ions in the opposite direction,
generating electric polarization. In the presence of an electric field, the cation and anion
comes closer in one pair and goes further in another pair resulting in increase or
decrease in electron overlap which will affect the electron orbital motion of cation.
Therefore up spins are differently affected than the down spins giving rise to a net
magnetization. Hence the material becomes magnetoelectric. It is important to mention
that in the absence of an electric field both the net magnetization and the electric

polarization is zero.

@) He l
g d_;:T Hon
P=0 . ol :> M=0
M + ,l Hm
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(b) —
€—— Jons are closer
He | @
/’ UT Hm
P +£0 = Different
\A + l“”' / o crystal fields
He <€—— Jons are far
E #0 a

Figure 1.18: Microscopic origin of magnetoelectric effect in an antiferromagnet, where [, and Wy,
correspond to the electric and magnetic dipoles, respectively. The gray and red circle represents the
magnetic cation and non-magnetic anion respectively.
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1.6.2 Magnitude constraints

The upper limit of linear magnetoelectric coefficient, a;; is restricted by the geometric
mean of the diagonalized tensors &; and u;; such that, al-zj < & Uo ;i 1jj [61].
Therefore, to achieve larger magnetoelectric coupling the material should be
simultaneously ferromagnetic and ferroelectric due to the fact that the magnetic and
electric susceptibility would be high in those material. Although it is not always true
that a ferroelectric or ferromagnetic material would have a higher value of electric or
magnetic susceptibility, but in multiferroic materials improved magnetoelectric
susceptibility can be achieved. Such magnitude restriction does not apply to the higher-
order coefficients. For example, in the piezoelectric paramagnet, NiSO,4. 6H,0, the
second-order term, f3;;, H;H, dominates over the first-order term a;;H;. To improve the
magnetoelectric coupling significantly, strain also plays an important role as
demonstrated in the composite material, e.g. BaTiO3-CoFe,O,4. In this biphasic
material, poled BaTiOg3 (ferroelectric) in the presence of an electric field changes shape
(through piezoelectric effect) which distorts the magnetic domains of ferrimagnetic
CoFe,0,4 via electrostriction effect. In the presence of a magnetic field the

magnetoelectric effect occurs via piezomagnetism and magnetostriction.
1.7 X-ray and neutron diffraction

In this thesis, both x-ray and neutron diffraction techniques which are complementary
for the determination of different information of structure and symmetry have been
used [62-64]. In addition to the nuclear information, from the analysis of neutron
diffraction data both the direction and magnitude of the magnetic moment and hence
magnetic symmetry was determined. This is due to the fact that neutron has a magnetic
moment (-1.91 u,) which can interact with the scattering atom having a net magnetic
moment. In contrast, x-rays being an electromagnetic radiation are diffracted by the
electrons of atom only and hence insensitive to magnetic ordering. Both x-ray and
neutron diffraction obey the Bragg law which states that constructive interference
would occur if the path difference between the x-rays or neutron beams scattered from
parallel planes is an integer number of the wavelength of radiation. If the planes of
atoms which are separated by a distance d make an angle & with the incident beam as

shown in the Figure 1.19, then the path difference would be 2dSin6. Therefore, for
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constructive interference, the equation known as Bragg’s Law must be satisfied,

nA = 2dSin6, where n is an integer called the order of reflection.

Figure 1.19: Bragg diffraction geometry.

In Table 1.2, a brief comparison regarding the strength and weakness of both x-ray and

neutron diffraction methods are described.

Table 1.2: Comparison between x-ray and neutron diffraction.

X-ray diffraction

Neutron diffraction

scattered by the electrons of an atom

being uncharged, scattered only by the
nucleus (in the case of magnetic material
additional scattering occurs from the
magnetic moments of an atom)

scattering intensity is proportional to
atomic number (2)

neutron scattering length does not vary
linearly with Z

atomic scattering factor decreases with
scattering angle

atomic scattering factor is independent of
scattering angle

atomic  coordinates, and thermal
parameters are obtained with high
accuracy for the high-angular-resolution
data

cannot probe the light elements such as
oxygen

precise determination of light elements is
possible in the presence of heavy atoms

does not give information of magnetic
moments

direction and magnitude of magnetic
moment can be determined

absorption problem is severe especially
for the heavier atoms

absorption coefficients are roughly four
orders of magnitude lower than the
corresponding X-ray absorption
coefficients

a small amount of sample is sufficient to
collect a diffraction pattern

requires a larger amount of sample
because neutron sources are much weaker
than x-ray, hence powder average
structural information would be better
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1.7.1 X-ray diffraction

X-rays used for the diffraction experiment are most commonly generated by two
methods, the x-ray tube method, and synchrotron x-ray. The x-ray tube method is used
to produce x-ray in the laboratory x-ray diffractometer. In this method, the filament is
heated to produce electrons which are then accelerated in a vacuum by a high electric
field of ~ 40 kV and then allowed to collide with the metal target, Cu (in many cases
Mo is also used as a metal target) thereby producing both bremsstrahlung and x-rays.
The generated x-rays have wavelengths Ka; (1.5406 A), Ka, (1.5444 A), KB;5
(1.3922 A) and KB (1.3926 A) [65]. Cu-Kp radiation is filtered out by using a Ni
filter, but it is difficult to remove Cu-K a,. Therefore the conventional laboratory x-ray
diffractometer contains Ka, and Ka, which produce relatively broad diffraction peaks
with asymmetric peak shapes rendering the profile analysis complicated. Furthermore,
laboratory x-ray filtering process leads to reduction in intensity. In addition it is
difficult to distinguish peak splitting when peaks appear closely in the diffraction
pattern in the case of compound with small lattice parameter difference. All these
limitations could be overcome by using high-angular resolution monochromatic
synchrotron x-ray radiation with a tuneable wavelength. Therefore, a particular
wavelength can be used based on the requirement of experiment and intensity of
radiation is also significantly higher than laboratory x-ray. Moreover, with synchrotron

radiation, improved signal-to-noise discrimination could be achieved.
1.7.2 Neutron diffraction

For the present thesis constant-wavelength (CW) and time-of-flight (TOF) neutron
diffraction data were collected by using neutrons generated at reactors and spallation
sources, respectively. In the case of nuclear research reactor based source, neutrons are
generated from the fission of heavy nucleus, **U. For spallation source, a heavy metal
target is bombarded with high energy protons generated by a particle accelerator. As a
result of this collision high energy is imparted to the target thereby generating
spallation neutrons. The spallation neutrons occur in pulses because the protons are
produced in bursts by particle accelerators. In both the process, since the produced
neutrons have very high energy, so they are passed through a moderator, heavy water,

to reduce their energy before using for the diffraction experiment.



Chapter 1 35

In the case of the constant-wavelength experiment, usually, Debye-Scherrer
diffractometer geometry is used. During the diffraction experiment, usually an array of
detectors is allowed to move about the cylindrical sample. The neutron wavelength is
chosen by an appropriate monochromator. In contrast, in the case of TOF neutron
diffraction experiment, the detectors are located at fixed scattering angles and
diffraction pattern is recorded as a function of time delay from the start of a neutron
burst at the source. The repetition frequency of the source together with neutron flight
path will set the range of neutron wavelengths arriving at the diffractometer, which in
turn dictates the range of d spacing accessible by a particular detector. The detectors are
fixed because different neutron wavelengths would be diffracted by the different atomic

planes with different d-spacing.
1.8 Rietveld refinement

Rietveld refinement is the most useful method for the analysis of x-ray and neutron
powder diffraction data to determine the crystal and magnetic structure [66,67]. It is the
least squares fitting procedure that minimizes the difference between the observed and
calculated diffraction profiles. The form of function that is minimized is expressed by

the equation:

Yic = Yib +z Z Gl I (1.7)

where y;. is the calculated intensity at point i in the diffraction pattern, y;, is the
background intensity, G;; is a normalized peak profile function and I, is the intensity of
the k™" Bragg reflection, k;...k, are the reflections contributing intensity to point i.
The superscript p corresponds to the possible phase present in the sample. The intensity

(I), of the k*" Bragg reflection is expressed as:

Ik == SMKLK |FK|2PK AKEK (18)

where S is the scale factor such that y (calc) = S X y(obs), M is the multiplicity, Lk

is the Lorentz-Polarization factor. Fy is the structure factor which is expressed as,
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Fy = Yj-1fjexp| 2mi (hx; + ky; + lz;), where h, k, [ are miller indices; x;, y;, z; are
the atomic coordinates of atom j; f; is the atomic scattering factor of atom j, which is

—BSin?6
AZ

defined as f = fyexp [ ]. In this expression, B is the Debye-Waller temperature

factor (B = 8m2U?), which is proportional to the mean squared displacements (U?) of
scattering matter. In the expression of intensity, I, the term Py corresponds to the
effects of preferred orientation, the factor Ay is the absorption correction, and Ey is the

extinction correction factor which is usually dominating in single crystal.

The least-squares parameters involved in the refinement can be divided into two
categories such as instrumental parameters and structural parameters. The instrumental
parameters include the zero offset, the background parameters, the peak shape
parameters, absorption correction and asymmetry correction. The crystallographic
parameter includes a scale factor, lattice parameters of the unit cell, the atomic
coordinates and thermal parameters of each atom forming the asymmetric unit. Now we
discuss the refinement of above-mentioned parameters using a whole pattern or

Rietveld method to analyze the structural information from the powder diffraction data.
1.8.1 Peak-profile function:

For x-ray and constant-wavelength neutron data, the peak profile is described by
pseudo-Voigt (pV) approximation of the Voigt function. The pseudo-Voigt function is
a linear combination of Lorentzian (L) and Gaussian components (G) as expressed by

the equation [68],

pV =nL+(1-1n)G (1.9)

where 7 is the pseudo-Voigt mixing parameter. The angular (28) dependence of the
full width at half maximum (FWHM) of Gaussian and Lorentzian component of the

peak shape is modelled with the following equation [69]:

(FWHM)% = Utan? 6 + Vtan 6 + W (1.10)

(FWHM), = Xtan 6 + Y /Cos 6 (1.11)
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where U,V and W are the Gaussian FWHM parameters, and X,Y are the Lorentzian
FWHM parameters. In addition to the instrumental broadening effects, these parameters
reveal important information about the microstructure with respect to the size and strain
effects [70,71]. In the case of high-resolution synchrotron x-ray diffraction pattern,
asymmetric peak broadening (Lorentzian) at low angles is prominent due to the
extremely narrow peak widths. In this case X, Y can be refined accurately but U,V and
W needs to be fixed at the instrumental values. The 6 dependence of aforementioned
FWHM functions of peak shape cannot be used to model the hkl-dependent anisotropic
peak broadening [72]. In contrast to x-ray data, in the case of CW neutron data peak
shapes are more Gaussian due to dominating instrument contribution and hence U,V
and W can be determined accurately. On the other hand, for TOF neutron data,
complex peak-shape functions (Von Dreele), which depend on a number of instrument-
dependent coefficients, are used to perform Rietveld refinement due to the fact that

neutron-pulse nature gives rise to additional and asymmetric peak broadening effect.
1.8.2 Profile fitting:

Before performing the refinements of structural parameters we need to subtract the
background (the background was estimated by linear interpolation between selected
points between peaks and then subtracted) and then refine the profile parameters e.g.
26 correction, unit-cell parameters, variation of FWHM and peak asymmetry with
scattering angle(26). Another important condition is that, the peak positions of the
observed and calculated peaks must match fairly well, otherwise refinement will not
work. For that reason 26 correction and unit-cell parameters needs to be refined first
and then rest of the profile parameters. In this structure-free approach (Le Bail
refinement) intensities of the reflections are simply adjusted to fit the observed
intensities, to extract initial values of the profile parameters. If the profile parameters
are incorrect then it would be reflected in the characteristics difference profile, then
from the careful inspection of the profile plot it needs to be deciding which parameter

requires further refinement.
1.8.3 Full structure refinement:

Once we have the information on background contribution and correct profile

parameters, the very next step is to refine the structural parameters using a correct
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structural model. In this case, the calculated pattern must first be scaled to the observed
one. The next step is to refine the atomic coordinates of the heavier atoms followed by
lighter atoms. If this sequence of refinement converges then all atomic coordinates can
be refined simultaneously or otherwise constraint refinement needs to be performed.
The changes in atomic coordinates will affect the structure factor and hence in the

relative peak intensities.

In the case of refinement of thermal parameters (B) with XRD data, the thermal
parameters of heavier atoms are only refined while constraining the thermal parameters
of lighter similar atoms to be equal. Refinement of thermal parameters with neutron
data is much reliable because the atomic scattering cross sections with neutrons are
independent of Sin6/A. Thermal parameter refinement is quite tricky because all
measurement and modelling errors finally enter into B. Sometime the value of B goes
to negative (not physical) and as a result the high angle reflections have increasingly
higher calculated intensities than the observed one. Similarly, overestimating the value
of B would lead to a reduction in calculated intensities at high scattering angle. The
overestimation of B sometimes arises by refining the background, when the peaks are
strongly overlapping at high angles. The value of B could be negative either due to the
fact that the density of scattering matter has been considered to be underestimated for
that site or the absorption correction has not been accounted properly. It has been
observed that high absorption leads to weakening of low angle data or conversely that
the high angle data appear stronger than they should be. Among the structural
parameters, the scale, the occupancy parameters and the thermal parameters are highly
correlated with one another and very much sensitive to the background correction than
the atomic coordinates. For this reason occupancy parameters are difficult to refine with
x-ray diffraction data and therefore sometime chemical constraint are applied. With
neutron diffraction data chemical occupancy can be refined much more reliably because
of the reliability of determination of B parameter. To minimize the problem of
parameter correlation, refinement of two different data sets (e.g. one x-ray and one
neutron data or two different XRD patterns recorded with different wavelengths under
same experimental conditions) which contains complementary information is
considered. Finally, the initial profile parameters can also be refined along with the

structural parameters to convergence or obtain reliable R (agreement indices) values.
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1.8.4 Magnetic structure determination from refinement:

A particular magnetic structure is described by the magnitude and direction of the
magnetic moment of a magnetic atom and magnetic propagation vector (75). The
magnetic propagation vector describes how the moment magnitude and direction of a
magnetic atom located at the zeroth unit cell is related to the other magnetic atoms on
the symmetry related sites within the nuclear unit cell [73]. It is analogous to the
translational symmetry used to describe the periodicity of crystal structure. There are
two ways to describe a magnetic structure. The most close to conventional
crystallography is the use of magnetic space group (Shubnikov groups) and the other
way is the formalism of propagation vectors used together with the representation
analysis. Now we briefly discuss the formalism of magnetic propagation vectors. Any
type of magnetic structure (e.g. collinear, non-collinear, spiral, conical, and cycloidal)
in a crystal can be represented by the Fourier series:

my; = Z Skj exp(—2mikR;)
- (1.12)

This expression is similar to Bloch waves which describe the atomic

moments (m;;) of any atom j in unit-cell [ by relating it to that of the related atom in

the zeroth unit cell using a phase relation defined by a propagation vector, k and lattice
translational separation R, of the two atoms. The Fourier coefficients S, ; are complex
vectors. The necessary condition for real my; is S_; = Si;. According to the

fundamental hypothesis of the magnetic symmetry analysis, Fourier coefficients Sy ;

that describe the magnetic structures with propagation vector k must be a linear
combination of the basis vectors (atomic components) of the irreducible representations
of G, as described below:

Skj = Z Cff% 5713{ )

. (1.13)

where v labels the active irreducible representation, I'V, of the propagation vector group
Gy, A labels the component corresponding to the dimension of the representation I'V, n

is an additional index running between one and the number of times (n = 1...n,) the
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representation I'” is contained in the global magnetic representation I'y,e. The magnetic
representation [74-76] describes the effect of symmetry operators of the little group
(Gr) on the position of atoms (permutation representation, I'pe.y,) and magnetic
moments (axial vector representation Iyia), usually expressed by Ivag = Iperm X
[axial- The magnetic representation for an atomic site can be decomposed into
contributions from the irreducible representations of the little group, Iyag = X, n, I

and n,, is given by [77],

1
n(Gy)

n, =

Z XFMag(g)XFv(g)*

g € Gy

(1.14)

where xTvag(g) is the character of the magnetic representation and xT,(g)* is the
complex conjugate of the character of the irreducible representation with index v for
symmetry element g. The decomposition of Iy, into the irreducible representations of
the little group G, gives the number of basis vectors that contribute to Iy,, from each
irreducible representation. In the Eq. 1.13, the quantities S} (j) are constant vectors
and C*¥ are the mixing coefficients which are the free parameters of the magnetic

structure. Though both S¥} (j) and ¥} could be complex, the condition S_; = Skj

ensures the reality of the magnetic moments. Usually the total number of C¥¥ is lower
than the number of Fourier components of each magnetic atom in the unit cell. The
number of free coefficients to describe a magnetic structure corresponding to a single

representation of G is related to the number of independent basis vectors n; o« n, X

dim(T™).

According to the above discussion, it is evident that determination of correct
magnetic structure requires three important information, space group of the crystal
structure, propagation vector and Fourier components for each magnetic atom. We
briefly discuss them below.

1. At first, we need to know the crystallographic symmetry or space group (as
obtained from the structural parameter refinement discussed in section 1.8.3) of the
material in the paramagnetic state. Using this profile and structural parameters one

can refine the low temperature (magnetically ordered state) crystal structure, if the
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space group is similar to the paramagnetic state. In case, there is a structural change

at low temperature then we need to find out the symmetry of that structure.

2. Next we need to determine the magnetic propagation vector(s), k, from the indexing
of magnetic Bragg peak (it could be a new peak or increased intensity of existing
Bragg peak which could not be accounted by the structural model) at lower
scattering angles in the low temperature (magnetically ordered state) neutron

diffraction data. Usually, the appearance of new Bragg peak indicate

antiferromagnetic ordering which could be commensurate (e.g. k=

N |-
N |-

0);
incommensurate (e.g. k=0 % 0.21) and spin configurations with (E =000),

where magnetic and chemical unit cells are of same dimension. On the other hand,
in the case of ferromagnetic or ferrimagnetic ordering, magnetic intensity is usually

found be added to the existing nuclear Bragg peaks.

3. The final step is to determine the n coefficients (CX}) for n basis vectors, S¥¥ (j),
for spin on atom j, because linear combination of n basis vectors give the Fourier
coefficients (see Eqg. 1.13), which in turn gives the magnitude and direction of
magnetic moment according to the Eq. 1.12. This step is performed using the
magnetic symmetry analysis developed by E. F. Bertaut [74]. Magnetic symmetry
analysis facilitates to find out the irreducible representations of the little group (Gy),
which consists of only those symmetry elements of the space group which leaves
the propagation vector invariant. The irreducible representations contain the
information of possible magnetic structures which also satisfies the symmetry
constraints imposed by the crystal structure. From the refinement (using computer
program, e.g. FULLPROF) one can determine which irreducible representation
among all the possibilities actually fits the magnetic Bragg peak properly [78].
Once we find the correct model from the refinement, it would be easier to obtain the
coefficients of basis vectors of that irreducible representation and hence the
magnitude and direction of magnetic moment. After the determination of magnetic
structure we can find out the Shubnikov group (only for the commensurate
magnetic structure), which actually helps to visualize the magnetic symmetry

among the moments.
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1.8.5 R-factors:

The progress of a Rietveld refinement is usually monitored by looking at the difference
profile plot. In addition quantitative agreement between the observed data and
calculated pattern is obtained through agreement indices or R-factors which are defined

as follows [79]:

Yilyi(obs) — y;(calc)]
%:(obs) (1.15)

R, (profile) =

Xiw; [yi(obs) —y; (Calc)]z}l/2

Ryp (weighed — profile) = { Yiw; [yi(obs)]?
L l 2

(1.16)
where y;(obs) and y;(calc) is the observed and calculated intensity at step i,
respectively and w; is the weight assigned to the individual step intensity. During the
Rietveld refinement, the expression in the numerator of R,,,, gets minimized. In the case
of background subtracted diffraction data, y;(obs) is the net intensity after subtraction.
On the other hand, if the background is refined then y;(obs) and y;(calc) includes the
background contribution, as a result R,,,, becomes small because a considerable amount
of intensity is accounted for by the background function. For the present thesis, all the
refinement was carried out without refining the background (only subtracted). The
R, value should approach the statistically expected R value, R, , Which reflects the

quality of the data or counting statistics.

(N-P) ]
R.xp (expected) =

lz’iv w;y;(obs)> (3.17)

where N is the number of observations and P is the number of refinable parameters.
The ratio of R,,t0 R.y, is known as goodness-of-fit (GOF) and it should ideally
approach 1.

X = (1.18)
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Depending on the counting statistics, the value of y2 can be greater (high counting
statistics) or smaller (small counting statistics) than 1. Finally, if the R, value of
structural refinement approaches R,,, value of Le Bail fitting (structure-free), then it is

considered to be a good refinement.

The reliability of a structural model used for the refinement is often quantified
based on the agreement between observed and calculated structure factors, Fj;;. The
value of Ry decrease during the refinement with the gradual improvement in the

structural model.

Ynktl Frrr(0bs) — Fyyq(calc)| (1.19)
Ynktl Frri(0bs)|

Similar to Ry, another quantity Bragg intensity R value, Rg, is also used to monitor the

Ry (Structure factors) =

improvement in the structural model shown below:

Ry (Bragg) = Y it Inir (0bS) — Ing (calc)|
B g8 2nkilInki(0bs)| (1.20)

where I, = mF7,, ( m = multiplicity), I, (obs) is the observed integrated intensity
of reflection hkl calculated at the end of the refinement after distributing each y;(obs)
between the contributing peaks according to the calculated intensities I;; (calc). At the
end the quality of refinement needs to be verified from a careful inspection of the

atomic parameters, which should be chemically realizable.
1.9 Magnetic properties

1.9.1 DC magnetometry:

The principle of magnetization (net magnetic moment per unit volume) measurement is
based on the magnetic flux change in a coil, governed by the Faraday’s law of
electromagnetic induction. This law states that the induced electromotive force (e.m.f.)
in a closed circuit is equal to the rate of change of magnetic flux enclosed by the circuit.
This law is expressed by the following equation:
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V=-N—= —NA— (1.21)

where I/ is the induced e.m.f., ¢ is the magnetic flux passing through a coil of N turns
and A is the cross-sectional area of the coil, B is the magnetic induction = (%), % is

the rate of change of magnetic flux.

The magnetic measurements of all samples are carried out using a SQUID
(Superconducting Quantum interference Device) - VSM (Vibrating Sample
Magnetometer) Magnetic Property Measurement System (MPMS3). The SQUID
magnetometer consists of (1) a superconducting magnet which is used to generate
magnetic fields, (2) a second-order gradiometer superconducting detection coil which
senses the change in the external magnetic field and transforms them into an electrical
current, (3) an input transformer that transforms the resulting current into a magnetic
flux in the direct current (dc) SQUID device, (4) electronics which transform the
applied flux into a room temperature voltage output and acquisition hardware and
software for recording, storing and analyzing the data. To maintain the superconducting
state of detection coil and dc SQUID device liquid helium is used as a refrigerant. In

Figure 1.20 the important components of MPMS3 SQUID system are shown.
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Figure 1.20: The schematic diagram of different components of MPMS3 SQUID system [adapted from
the Quantum Design, Inc.].
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The magnetometer vibrates a magnetized sample sinusoidally up and down inside
a stationary superconducting detection (or pick-up) coils, which are located outside the
sample chamber within a 4 K environment and at the center of the superconducting
magnet. The detection coil is a single superconducting wire which is wound into three
coils configured as a balanced second order gradiometer. They have been arranged in
such a way those voltages due to changes in the applied field are canceled out and only
the signal from the sample remains. The sample is ideally located in the center of the
detection coil. Due to the movement of the sample through the detection coils, the
magnetic moment of the sample induces a change in magnetic flux which in turn results
in a change in an electric current in the coils (Faraday’s law). The induced signal in the
detection coil is proportional to the magnetic moment as well as to the amplitude and

frequency of the vibration, as evident from the following expression,

Vo = 2fCMA Sin(2mft) (1.22)

where, mis the magnetic moment of the sample, Aand f is the amplitude and
frequency of the vibration, C is the coupling constant. Because the detection coils are
connected to the SQUID device (located below the magnet inside a superconducting
shield) forming a closed superconducting loop, the induced current from the detection

coil couples inductively to the SQUID device.

The SQUID device is very sensitive to extremely subtle magnetic fields and it is
based on the tunneling of superconducting electrons across a very narrow insulating
gap, known as Josephson junction between two superconductors forming a ring.
According to Faraday’s law, a changing magnetic flux through the ring would induce a
voltage and current in the ring. This induced current would add to the measuring
current in one junction and subtracts in the other resulting in a periodic appearance of
resistance in the superconducting circuit and a voltage between the junctions due to the
wave nature of superconducting current. Each voltage step across the boundary of the
ring corresponds to the passage of a single flux quantum. SQUID uses this change in
flux quantum to detect the small magnetic field. Because SQUID devices are very

sensitive to fluctuations in a magnetic field, they are kept under superconducting
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shielding to prevent magnetic flux from the superconducting magnet and laboratory

environment.

Since SQUID is an extremely sensitive highly linear current-to-voltage converter,
the variations in the current in the detection coils generate corresponding variations in
the SQUID output voltage which are proportional to the magnetic moment of the
sample. Hence, in MPMS3 from the measurement of voltage variations in the SQUID
sensor as the sample is moved through the superconducting detection coils provides a
highly accurate measurement of sample magnetic moment. The sensitivity of SQUID-
VSM is 10® emu, two orders of magnitude higher than VSM.

1.9.2 AC magnetometry:

AC magnetic measurements give important information about the magnetization
dynamics because the induced magnetic moment is time-dependent, while DC magnetic
measurements determine the equilibrium value of the magnetization in a sample
because the sample moment is constant during the measurement time. In AC magnetic
measurements, a small AC field (Hyc = HySinwt) applied to a sample, either in the
absence or presence of small DC magnetic field, resulting in time-dependent moment in
the sample. In contrast to DC magnetization measurements, AC magnetometry does not
require any sample motion in the detection coil because the field of the time-dependent
moment induces a current in the coil. The detection circuitry is configured to detect
only in a narrow frequency band, usually at the fundamental frequency to that of the
AC drive field.

In AC magnetometry, we measure the susceptibility,(x), defined as, y = dM/
dH, which is the slope of the M (H) curve in DC magnetometry, where y = M/H.
Therefore the AC susceptibility can be considered as the slope of the M (H) curve in
DC measurements. In fact at very low frequencies, the AC magnetic moment of the
sample follows the M (H) curve which is measured in the DC magnetometry. The

induced AC moment in the presence of small AC field is expressed by,

Myc = (dM/dH) . HycSin(wt) (1.23)
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where H, is the amplitude of the driving field, w is the driving frequency and y =
dM /dH, is the slope of the M (H) curve. Therefore, with changing DC magnetic field,
different parts of the M (H) curve are accessed giving rise to different susceptibility.
The main advantage of AC magnetometry is that the small magnetic shifts can be
detected even when the absolute moment is large, because this measurement is sensitive

to a small change in M (H) curve and not to the absolute value.

In the presence of dynamic effects in the sample, the AC moment at high
frequencies does not follow the DC magnetization curve. At higher frequencies, AC-
magnetization of the sample lags behind the AC drive field. For this reason, AC
magnetic susceptibility measurement gives rise to two parameters, the magnitude of the
susceptibility, (x), and the phase shift, (¢) relative to the drive signal. The AC

susceptibility, y, can also be expressed as,

x=x+jx" (1.24)

where y' is the in-phase, or real component and y" is the out-of-phase, or imaginary

component. Furthermore they can be expressed as,

x' = xCosp; x" = xSing (1.25)

x= X+ x5 9 =tan” (X" /x") (1.26)

In the low-frequency AC magnetic measurement, y' corresponds to the slope of DC, M
(H) curve and y" indicates the dissipation in the sample. In conducting materials,
dissipation occurs due to eddy currents. A non-zero y'' arises in spin-glasses due to

relaxation and irreversibility.

The magnetometer used for measuring AC susceptibility consists of three coils, a
primary coil, and two secondary coils as shown in the schematic representation [Figure
1.21]. The sample is placed at the center of one of the secondary coil. The coils are
wound in such way that in the absence of the sample, the signal generated from both the
secondary coils cancel each other. The primary coil which surrounds (in most cases),

produces an AC magnetic field. The two components of susceptibility (' and y'") are
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extracted using a circuit consisting of a lock-in amplifier. During the susceptibility
measurement in the Physical Property Measurement System (PPMS), the sample
undergoes a five point measurement process. The sample is successively moved to
center of bottom detection coil, center of top detection coil and again center of bottom
detection coil. The signals are modified and digitized by an analog to digital (A/D)
converter and then saved as response waveform. After these measurements, two more
readings are obtained with sample placed at the center between the two coil arrays with
opposite polarities of the calibration coil detection circuit. The real (") and imaginary
(x'") parts are calculated for each response waveform by fitting and comparing to the

driving signal.

Figure 1.21: The schematic diagram of different components of PPMS system used for AC susceptibility
measurement [adapted from the Quantum Design, Inc.].

In this thesis, AC magnetometry has been employed to study the spin-glass state
of the magnetic material. This is defined as a random, mixed-interacting magnetic
system characterized by a random, yet cooperative, freezing of spins at a well-defined
temperature T (freezing temperature) below which a highly irreversible, metastable
frozen state appears without the usual long range magnetic ordering [38]. The AC
susceptibility measurement is particularly useful in determining the freezing
temperature of spin-glasses and it cannot be extracted from specific heat [80]. The
freezing temperature (T¢) is determined by measuring the temperature dependence of
x', which reveals a cusp at the freezing temperature and the position of cusp is

dependent on the frequency of AC magnetic field. This feature is unique for the
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characterization of spin-glass phases. In many cases it is observed that, the combination
of AC and DC magnetometry gives complementary information which helps in better
understanding of glassy behavior in the magnetic material [81,82]. In addition, the
dynamic susceptibility can also be used to study the nature of magnetic phase
transition, e.g. ferromagnetic transitions. Usually, y diverges at the critical temperature
of a phase transition. Critical exponents characterize the nature of the divergence as a
function of temperature and DC magnetic field. From the critical exponents it is
possible to distinguish between various models of magnetic interactions, e.g. 3-d

Heisenberg, Ising model [83].
1.10 Dielectric properties

1.10.1 Capacitance and dielectric loss:

From the study of temperature and frequency dependent capacitance, we obtain
information about dielectric properties of insulating metal oxides. The capacitance (C)
can be defined as the amount of electric charge (Q) stored for an applied electric

potential (), expressed as,

<|Q

(1.27)

The capacitance of a parallel-plate capacitor made of two parallel plane electrodes of

area A and separated by a distance d can be expressed as,

A
C = £ = SOST’E (128)

ISW e

where ¢ is the absolute complex permittivity of the material expressed as € = €' —
je""[84], &, is the permittivity of free space and the value is constant (8.854 x 10™* F
m™), &, is the dimensionless relative complex permittivity (e, = &’ — je,”) which is
defined as, &, = &€/g,. The components ¢’ (¢')and &,.” (¢'') are the real and
imaginary part of the permittivity respectively. The induced polarization in a polar

material is given by,

P =D — gE = €E — e)F = g,.6gFE — &E (1.29)
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P = (& — 1)gE (1.30)

where D = ¢E, is the electric displacement. Both real and imaginary component of
permittivity vary with frequency (f = w/2m) as well as temperature. Although the
real and imaginary component depends on the frequency but they cannot vary
independently with frequency due to the fact that their frequency dependencies are

connected to each other through the Kramers-Kronig relationship,

+ oo

1 n
e (©) = - j %dwo (1.31)

which indicates that a drop in ," with increasing frequency would be associated with a
peak in &,". It is evident that at low frequencies the dipoles can follow the AC signal,
but at very high frequencies they are unable to follow the signal and thus relax. &, has
contributions from the ionic, dipolar, atomic and electronic polarizability which
depends on the frequency as illustrated in Figure 1.22. Other than ferroelectric
material, the relative permittivity of a dielectric material is independent of magnitude of

applied electric field, provided the dielectric material can withstand that voltage.

In addition to the energy storing (represented by &,') in a dielectric material when
an AC voltage (V, Sinwt) is applied it also leads to energy dissipation (represented

by £,."") in terms of heat. The dissipation of energy per unit volume at each point is,

W = 2nfE?%s." (1.32)

where f is the frequency of sinusoidal electric field and E is the root mean square value
of electric field. For this reason &, is considered as a measure of the energy loss per
period. The complex conjugate of relative complex permittivity (&;) is represented in
the Argand plane, where &,’ is the abscissa and &, as the ordinate, drawing a curve
with frequency (f = w/2m), where &7 = &' + je,."’. The segment to the origin makes
an angle & with the abscissa, so that, tand = ¢,"”/e,’. Therefore, Eq. 1.32
becomes, W = 2nfE?¢,’ tand, where tanéd is known as loss tangent and & as the loss

angle. Dielectric loss is an important quantity which dictates about the amount of
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leakage present in a particular material. For practical application this loss parameter

should be as small as possible. An ideal capacitor would have tand less than 0.1.
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Figure 1.22: Frequency dependence of real and imaginary component of relative permittivity [adapted
from the nanoHUB.org]

To measure the temperature and frequency dependent capacitance we have used a
parallel plate geometry for the capacitor which was mounted in a custom made
multifunctional probe and then inserted in the PPMS (Physical Property Measurement
System) chamber which has been used to access the low temperature and magnetic
fields. The capacitance was measured using programs written with the software
Labview and an LCR meter (Agilent E4980A). In Figure 1.23 the experimental set-up

used for the measurement is shown.

Figure 1.23: Experimental set-up for capacitance and pyroelectric measurements



52 Chapter 1

1.10.2 Pyroelectric current measurement:

The phenomenon of generation of spontaneous polarization in a material in response to
a change in temperature is known as pyroelectricity. The temporary voltage created due
to the change in temperature is the source of small current in the pyroelectric circuit.

The pyroelectric effect can be quantified as [60],

AP, = BAT (1.33)

where, P is the pyroelectric coefficient and Aﬁs is the change in spontaneous
polarization in response to a change in temperature AT. It was first observed by the
Greek philosopher Theophrastus, in the mineral Tourmaline which attracted straw and
bits of wood when heated [85]. The pyroelectric effect has been realized in those
materials which have polar point symmetry such as 1, 2, m, mm2, 3, 3m, 4, 4mm, 6 and
6mm. There are two types of pyroelectric effects. The first one is primary pyroelectric
effect which is observed in the polar material where permanent dipole moment (where
electric charges are present in the asymmetric environment) of the structure changes
with temperature. The other one is secondary pyroelectric effect as observed in the
piezoelectric material where it arises as a result of heating process that changes the
mechanical stress, resulting in the changes in the surface charge density.

Based on the crystallographic symmetry and origin of pyroelectricity, it is evident
that all pyroelectric materials are piezoelectric and they would be ferroelectric if the
spontaneous polarization can be reversed with the application of an external electric
field. Therefore, in the case of ferroelectric material where it is difficult to apply a very
high electric field to measure P-E hysteresis loop, in that case, paraelectric to
ferroelectric phase transition can be characterized by the observation of primary
pyroelectric effect which is reversible with the polarity of the electric field. Since the
pyroelectric current is measured while warming at zero bias voltage, therefore it would
be beneficial to use this method to separate the current that is due to a sole change of
the ferroelectric polarization. As we know that the electrical current (i) between the
two electrodes attached in a parallel plate dielectric has three contributions such as,

capacitive, resistive and ferroelectric which is expressed by the following equation,
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_ av- v dp
i=C—+—

T T (1.34)
where the first term is capacitive, the second term is resistive, the third term is
associated with ferroelectric polarization, C is the capacitance, V is the voltage, R is the
resistance, A is the area of electrode and t is the data recording time. The third term
which is voltage independent is obtained from the pyroelectric measurement at zero

bias.

To measure the pyroelectric current of a ferroelectric material, first, the sample is
poled in the presence of a direct current (dc) voltage from a temperature above the
Curie temperature to the lowest possible temperature to align the ferroelectric domains
into a mono-domain state, though complete conversion may not occur. In a
polycrystalline material, with the application of external poling electric field the polar
axes of the crystallites will be reoriented in such a way that those polar axes would

have a component parallel to the direction of electric field, thereby producing a net
polarization. Because in the presence of an electric field, E, a polarized material with

polarization, P , will be stabilized by an amount of energy equal to —P . E. Therefore,

crystallites with a less perfect ferroelectric domain or polar axes would cause the

macroscopic polarization (ﬁs) to be smaller than that achieved for a mono-domain of
single crystal. After reaching the lowest temperature, the external electric field is
removed and the circuit shorted for some time (~ 30 min) to remove the stray charges
or reduce the leakage contribution, so that signal-to-noise ratio could be better. Next,
the current would be recorded at zero bias as a function of temperature while warming
the sample across the Curie temperature. For a magnetoelectric material, similar poling
protocol would be followed but there will be a constant magnetic field during poling as
well as during the time of data collection. The magnetic field should be kept on even
during shorting the electrodes. Usually, for a ferroelectric or magnetoelectric material
the profile of temperature dependent pyroelectric current gives rise to an asymmetric
peak. From the integration of measured pyroelectric (or magnetoelectric) current (I)
with time (t) followed by the division with the area of the electrode (A) we obtain the
ferroelectric (or magnetoelectric) polarization (P) and the formula to obtain

polarization is given by, P = [Idt/A. The warming rate can be varied e.g. for a
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material with small magnitude of ferroelectric polarization the pyroelectric current can
be recorded with a temperature ramping rate of 15-20 K/min and for strong magnitude
of ferroelectric polarization the data can be recorded at the rate of 4-8 K/min. In this
context, it is important to mention that for a real ferroelectric material the position of

pyroelectric peak should not vary with the ramping rate used for recording the current.

Though this is a very simple and widely used method for establishing a
ferroelectric state in a material, it suffers from various drawbacks associated with
leakage that can also lead to a pyroelectric profile similar to that obtained for a
ferroelectric material thereby misleading the interpretation. Therefore careful
measurements are very important. The problem of leakage arises from the finite
conductivity of the sample due to the trapped charge at the electrode contact-sample
interface, in the bulk of the medium e.g. at the grain boundary as well as in the form of
intrinsic oxygen defects giving rise to multiple valences. In the material the existence of
electret, where the presence of a strongly inhomogeneous distribution of trapped
charges can give rise to pyroelectric effect, because they also possess permanent dipole
moment and exhibits piezoelectricity due to electrostriction [86]. The background
current can also arise from the usage of the cable of long length and improper shielding.
In the case of improper shielding, the electromagnetic radiation or stray field of the
laboratory environment can induce a constant background current in the pyroelectric
circuit. Therefore, the cable connecting the sample probe and electrometer should be as
small as possible and also it must be properly shielded and should have low resistance
(to reduce resistive current). To avoid the sample related leakage component, the

sample should be stoichiometric and highly sintered.

We have recorded the temperature dependent pyroelectric current of our samples
using the programs written with the help of software Labview and Keithley 6517A
electrometer. For this measurement, we have used similar experimental set-up and
PPMS as shown in Figure 1.23. DC voltage was applied to the samples by using a
Radiant Technologies, Inc. precision workstation.
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Structure and magnetic

properties of Al;_Ga,FeOs
X
family of oxides

Summary

Al GaFeO; family of oxides crystallizing in a non-centrosymmetric polar space group
(Pna2,) show interesting structure - magnetic property relationship which was investigated in
detail by employing x-ray, neutron diffraction, Mdssbauer and Raman spectroscopy. The study
has revealed the occurrence of several interesting features related to unit cell parameters, site
disorder and ionic size correlating with the observed magnetic properties. Site-specific
substitution of isovalent Cr®" in Fe site reduces the Néel temperature while it increases to a
small extent on substituting Cr®" in the Ga site of GaFeOs. Interestingly, upon ball-milling Al,.
«Ga,FeO; undergoes reversible structural phase transformations. AlFeO; transforms to an
orthorhombic P2,2,2; structure followed by its transformation to the R3c structure while
GaFeOj; and AlgsGagsFeO; directly go to the R3c structure. Magnetic properties of the Pna2,
and the transformed phases show significant differences. Also, first-principles simulations

throw light on the structure-property relationships.
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2.1 Introduction

Magnetoelectric oxides are a fundamentally as well as technologically important class
of materials where the application of an external magnetic field generates electric
polarization, or electric field produces magnetization [1,2]. Therefore, the cross
coupling between magnetization and electric polarization provides additional degrees of
freedom in the strongly correlated oxides. However, there are only a few materials, e.g.,
TbMnO;3 [3], CoCr,04 [4] which show strong coupling between magnetization and
polarization. The origin of electric polarization in these materials is due to the non-
collinear spin configurations which arise as a result of strong magnetic frustration at
low temperature [5]. Remeika synthesized orthorhombic non-perovskite GaFeO3, which
shows ferrimagnetic ordering at very high temperature and also piezoelectric [6]. Later
the existence of magnetoelectric coupling was demonstrated by Arima et al. on a single
crystalline sample of GaFeOgs [7]. Interestingly, GaFeOs contains anti-site cation
disorder thereby strongly influencing the magnetic and related properties. A similar
compound, AlFeO3 which is comparatively less studied is also found to adopt the same
crystallographic structure. GaFeO3 belongs to the Shubnikov point group m’2'm which
supports linear magnetoelectric effect [7]. Given the unusual properties of AlFeO3; and
GaFeOs, we have carried out temperature dependent neutron diffraction study, along
with magnetic and Maossbauer measurements to establish the detailed nature of
magnetic properties and their relation to the structure [8]. Raman spectroscopic studies
have been used to understand the phonon modes of AlFeO3 and their coupling with the

spin configuration [9].

There has been some interest in investigating phase transitions of these oxides.
Both a-Al,O3 and o-Fe;O3 crystallize in the rhombohedral structure (R3c) while B-
Ga,03 has a monoclinic structure (C2/m). Metastable orthorhombic phases (Pna2;) of
these materials are also known [10]. Studies of AlFeO3; and GaFeOs at high pressures
and high temperatures seem to indicate the occurrence of decomposition while there are
also reports of a transition to perovskite phase at high pressure [11,12]. Studies of
Nagai et al. [13], although not entirely clear, seem to suggest that the structure of
AlFeO; transforms to another form of orthorhombic structure at high pressures and

comes back to the trigonal phase on the release of pressure.
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2.2 Scope of the present investigation

GaFeO; and AlFeOs, which are derived from Fe,O3 by the substitution of one Fe** by
Ga®* or AI**, show ferrimagnetic properties [14], unlike the parent binary oxides,
Fe,O3. Moreover, investigation of magnetic properties of Al;xGaxFeO3; was carried out
to understand the magnetic ordering and associated properties which depend sensitively
on anti-site cation disorder. The origin and tendency of cations to disorder and the
associated properties are strongly related to the local structure and ionic sizes [8]. The
effect of isovalent cation (Cr**) substitution on GaFeOs; was studied, and it showed
interesting changes in magnetic properties depending on the site of cation substitution
[12].

There has been interest in investigating the phase transitions of AlFeO; and
GaFeOj3 because of their unique structures and properties, especially to find out whether
the orthorhombic structures of these oxides transform to other structures when
subjected to grinding or ball-milling. To our surprise, we find ball-milling transform
these oxides from the orthorhombic structure (Pna2;) to the rhombohedral structure
(R3c) with significant differences between AIFeO; and GaFeOs concerning the nature
of the transformation [15]. On the other hand, solid solution of the end members,
AlosGagsFeO3; upon ball-milling directly transforms from the initial orthorhombic
structure (Pna2;) to the rhombohedral structure (R3c). Interestingly, on annealing all
these compounds at very high temperature, the starting structural phase is restored
indicating that the phase transition is reversible in nature. Besides characterizing the
phase transitions by x-ray diffraction and Raman spectroscopy, we have studied the
magnetic properties of the different phases. First-principles density functional theory
calculations have been carried out to understand the properties of these materials
relating to their structures, and also, it throws light on the nature of the phase
transitions. The present study also indicates that how cation disorder which is inherent
to these material controls the physical properties of the material. The results on
structural phase transitions suggest that such mechanochemical chemistry would be an
excellent tool to synthesize materials with metastable structures and study their

crystallographic details in response to high pressure.
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2.3 Experimental details

AlFeO; and GaFeO3; were prepared by the co-precipitation method [16] starting from
stoichiometric amounts of Fe,O3; (99.9%) and Al (GayO3) (99.9%) powder. The
powders were dissolved separately in concentrated hydrochloric acid to prepare the
respective metal chlorides and then mixed followed by stirring for half an hour. After
that, NH4,OH solution was added drop by drop with continuous stirring until rich
precipitation was achieved. Then the precipitate was filtered, washed with distilled
water to remove the residual ammonium chloride salt till neutral pH and dried at 80 °C
in an air oven for 24 hrs. The dried powders were ground, pelletized and sintered at
1350 °C for 2 hours in the air with a heating rate of 3 °C/min. These oxides were also
prepared by the ceramic method by heating mixtures of the component oxides at 1400
°C with a repeated grinding, pelletizing and heating. Other compositions of Al;.
xGaxFeO3 were synthesized by the conventional solid state reaction. Polycrystalline
samples of GaFe;.«CryO3 (x = 0.05, 0.1 and 0.2) and Ga;-xCryFeO3 (x = 0.05 and 0.1)
were prepared by solid state reaction method. First, appropriate amounts of Cr,O3
(99.9%) was substituted to Fe,O3 (or Ga,03) (99.9%) by grinding followed by heating
at 1000 °C and then mixed with Ga,Os (or Fe,O3) maintaining the 1:1 ratio. This
mixture was reground thoroughly, pelletized and sintered at 1300 °C for 12 h).

To confirm the phase purity of these oxides, x-ray diffraction patterns were
recorded with a Bruker D8 Advance x-ray diffractometer, and all of them were found to
crystallize in orthorhombic structure (space group Pna2;). A software package
FULLPROF suite [17] was used to perform Rietveld refinement on the diffraction data.
Neutron diffraction experiments on polycrystalline Al;xGaxFeOz (x = 0, 1) samples
were carried out at Dhruva research reactor, Trombay, INDIA, over the temperature
range of 5-300 K using five linear positions sensitive detector (PSD) based powder
diffractometer (A = 1.2443 A). Cylindrical vanadium container has been used to pack
the powdered sample and a commercial closed cycle helium refrigerator to perform the

low-temperature measurements.

DC magnetization measurements were carried out using a vibrating sample
magnetometer in Physical Property Measurement System (PPMS) under Zero-Field-
Cooled (ZFC) and Field-Cooled (FC) conditions in the temperature range 10 to 330 K
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in the presence of 100 Oe magnetic field. Magnetic hysteresis curves were recorded at 5
K in the magnetic field range of £60 kOe. Mdssbauer spectra were recorded in
transmission mode using >'Co vy-ray source in a Rhodium matrix and multi-channel
analyzer. The sample thickness was adjusted so that the Fe content was approximately
10 mg/cm?. Calibrations of velocity and isomer shift were performed using o-iron (Fe)
foil. Measurements at low temperatures were carried out using a helium closed cycle
cooler system attached to the sample chamber. Unpolarized micro-Raman
measurements were carried out on a polycrystalline pellet of AlFeO3 in backscattering
geometry using the 514.5-nm line of an Ar-ion laser (Coherent Innova 300) and Raman
spectrometer (Dilor XY) coupled to a liquid nitrogen—cooled charge-coupled device
detector. Temperature dependent experiments were performed in the temperature range
of 5 to 315 K, with an accuracy of temperature = 0.1 K using a continuous-flow He
cryostat (Oxford Instruments).

These oxides were subjected to ball-milling using a planetary mono mill (Fritsch
Pulverisette-6, Germany) to study the phase transitions. A batch of 2 g of the each
sample was taken separately in an 80 ml capacity agate (99.9% SiO,) bowl containing
10-15 agate balls of 10 mm diameter. Ball-milling was carried out without any
additives (dry ball-milling) at a speed of 400 rpm for 12-24 hrs. The ambient
temperature during ball-milling is around 400 °C. It is important to note that we did not
find any contamination in the ball-milled samples from the ball-mill vessel. The ball-
milled samples have been characterized by various methods. The ball-milled samples
were annealed in air at 700 °C and characterized similarly. Then, the samples were also
heated in the range of 1000-1350 °C in air for 24 h. X-ray diffraction patterns of the
powdered samples were recorded with a Bruker D8 Advance x-ray diffractometer to
confirm the phase purities of these oxides. A software package FULLPROF suite [17]
was used to analyze the structural data. Raman spectra of powdered samples were
recorded at room temperature with a LabRAM HR 800 high-resolution Raman
spectrometer (HORIBA-JobinYvon) using a He-Ne laser (A = 632.8 nm). Magnetic
properties of the samples were measured using a vibrating sample magnetometer in

Physical Property Measurement System (PPMS).
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2.4 Results and discussion

First, the detailed results on the structure and magnetic properties of Al;.xGaxFeOs
family of oxides obtained from x-ray, neutron diffraction, Md&ssbauer, dc-
magnetization measurements and Raman spectroscopic investigations will be discussed
followed by a brief theoretical interpretation of the experimental findings. Next, the
experimental results on ball-milling induced structural phase transformations in these

compounds and the magnetic properties of corresponding compounds will be discussed.
2.4.1 Structure and magnetic properties of Al GayxFeOs:

2.4.1.1 Structure

To investigate the crystallographic and magnetic structures of Al;.xGasFeO3 family of

oxides, x-ray as well as neutron diffraction experiments have been carried out.
2.4.1.1.1 X-ray diffraction of AlFeO3; and GaFeO3

In Figure 2.1, x-ray diffraction patterns of AlFeO3; and GaFeO3 are shown along with
profile fits and difference patterns to show how they possess the same structure. In this

chapter throughout standard setting Pna2; has been used instead of non-conventional
setting Pc2;n.
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Figure 2.1: XRD patterns of (a) AlFeO; and (b) GaFeO3 along with profile fits, difference patterns and
Bragg positions (T = 298 K).

X-ray diffraction measurements on AlFeO3; and GaFeO3 done by us gave the

following lattice parameters: a = 4.9806 (3) A, b = 8.5511 (6) A and ¢ = 9.2403 (6) A
for AlFeO3; a = 5.0814 (2) A, b =8.7436 (3) A and ¢ = 9.3910 (2) A for GaFeOs. The
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space group of both these oxides is Pna2;. X-ray Diffraction measurements showed that
AlysGagsFeO3 also crystallizes in the Pna2; space group with the lattice parameters, a
=5.0306 (1) A, b = 8.6461 (2) A, and ¢ = 9.3175 (2) A. These values lie in between
those of AlFeO3; and GaFeOgs. A series of polycrystalline compounds of Al;xGasFeOs
(x = 0.3, 0.7, 0.9) made by solid state reaction were studied using XRD. All these
compounds crystallize in the orthorhombic structure with the non-centrosymmetric
Pna2; space group. In Figure 2.2, x-ray diffraction patterns of Al GasFeO;
compositions are shown along with profile fits and difference patterns. The structural

parameters of the Al;GaxFeOs (x=0.3, 0.7, 0.9) compositions are shown in Table 2.1.

Intensiy(o.u.)

T L om

EREL NIy R —

—Cal

—(OkCal)

| Bragg Pesigen

3

listenss by (a.u

L
g

(b)

tomr omrh I|I|-I-IIIIII\I-_ﬂ

—_—Cal

I Br

T T
+ Ok

— @ n-Lal)
33z Peritinn.

F(c)

Intansiy(o.u.)

T T T
= Ok

—Cal

— (O -Cal
1 Eragg Fosiien

L l. i [llllllll-tlllllltﬂll_-q

r i

w0 20 EL] 40

2 degree

Figure 2.2: XRD patterns of (a) Aly;GagsFeOs, (b) Aly3Gag,FeO; and (c) Aly1GagoFeOs along with

)

20

3

ri
40 5 49
28degres

|

+
ELIE LT 2 1]

profile fits, difference patterns and Bragg positions (T = 298 K).

Table 2.1: Lattice parameters and unit cell volume of Al ,Ga,FeOs (x=0, 0.3, 0.7, 0.9, 1) at 298 K

4
il 1] &
2@ degree)

e

Compound a(A) b (A) c(A) Volume (A%
formula
AlFe0, 4.9806 (3) 8.5511 (6) 9.2403 (6) 393
Aly-GagsFeOs 5.0049 (3) 8.5998 (5) 9.2848 (5) 400
Alp 5Gag FeOs 5.0443 (1) 8.6728 (3) 9.3395 (3) 409
Alg:Gag oFeOs 5.0688 (2) 8.7165 (3) 9.3705 (3) 414
GaFeO, 5.0814 (2) 8.7436 (3) 9.3910 (2) 417

In Figures 2.3 (a) and (b) we have plotted the unit cell parameters and volume
with the Ga content which show that there is a linear increase in the structural

parameters with increasing concentration of Ga. This behavior is associated with the

larger ionic radii of Ga>* as compared to AI*".

s
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Figure 2.3: Variation of () lattice constants and (b) unit cell volume in Al,,Ga,FeO;3; as a function of Ga
content at 298 K.

2.4.1.1.2 Neutron diffraction of AlFeO3

A detailed neutron diffraction study was carried out on AlFeOs. Figure 2.4 shows the
Rietveld refined neutron diffraction patterns for AlFeO3 at 298, 250, 150, 50 and 5 K.
The Rietveld analysis of the neutron diffraction pattern at 298 K confirms the single
phase formation of the compound with the orthorhombic crystal structure (Pna2;). The
temperature dependent neutron diffraction data indicates that there is no structural
phase transition down to lowest temperature. At 298 K, the observed diffraction pattern
could be fitted with only nuclear intensities confirming the paramagnetic nature of the
sample. Distinct, coherent nuclear scattering lengths of 0.9450x10™*%, 0.3449x10*?, and
0.5803x10™2 cm for Al, Fe, and O, respectively, allows precise determination of
oxygen coordinates of the sample. We show the refined lattice parameters and other
structural parameters in Table 2.2. The values of the lattice parameters are in good
agreement with the earlier reported values for the same compound [18]. Under the
space group Pna2;, all atoms (both anions and cations) are in general position, and thus
we vary the fractional atomic coordinates during the refinement except for the z
coordinate of the All site. Here, the z value of the All site was kept fixed at zero to
define the origin of the unit cell. We have varied the isotropic thermal parameters, and
the occupancy factors of all cations during the refinement. The occupancy factors of the
oxygen atoms were kept fixed at 1.0 (fully occupied). In Tables 2.3 and 2.4 we
summarize the refined values of the bond angles and bond distances obtained from the

refinement of room temperature neutron data.
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Figure 2.4: Observed (red solid circles) and calculated (solid lines) neutron diffraction patterns of

AlFeO; at 298, 250, 150, 50, and 5 K. Solid line at the bottom in each panel shows the difference
between observed and calculated patterns. Vertical lines show the position of Bragg peaks.

Table 2.2: Atomic coordinates of AlFeO; at 298 K

Space Group: Pna2, (Orthorhombic), a = 4.9806 (3) A, b =8.5511 (6) A, and ¢ = 9.2403 (6) A

Atoms X y z Biso Occ.
Fel/Al 0.1876 (6) 0.1502 (4) 0.5827 (9) 0.20 (2) 0.83(2)/0.17 (2)
Fe2/Al 0.6646 (3) 0.0320 (3) 0.7998 (9) 0.38 (3) 0.81(1)/0.19 (1)
All/Fe 0.1686 (2) 0.1545 (3) 0 0.56 (2) 0.85(1)/0.14 (1)
Al2/Fe 0.8164 (7) 0.1613 (3) 0.3098 (4) 0.56 (4) 0.74 (2) 1 0.26 (2)

o1 0.8164 (7) 0.1613 (3) 0.3098 (4) 0.53 (5) 1.0

02 0.9824 (5) 0.3218 (9) 0.4201 (2) 0.53 (3) 1.0

03 0.5073 (2) 0.4905 (7) 0.4331 (5) 0.80 (2) 1.0

04 0.6620 (9) 0.0047 (9) 0.2040 (8) 0.50 (1) 1.0

05 0.1418 (5) 0.1630 (7) 0.1984 (6) 0.66 (2) 1.0

06 0.8372 (5) 0.1652 (6) 0.6767 (1) 0.50 (3) 1.0

R, = 5.49 %, Ryp = 6.42 %, Reg, = 4.40 %, Rerage = 2.04%, 7° = 2.13 %
p p p 99
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Table 2.3: Bond lengths and bond angles for the AlFeO; sample at 298 K

Site Bond Length Bond Angles
Fe1l-O1," 2.337 (11) 0O1,-Fel-03 174.4 (8)
Fel-O1, 2.115 (12) 0O1,-Fe1-05, 158.2(8)
Fel Fel-02 2.041 (14) 0O2-Fel-05; 161.3 (10)
Fel-03 1.890 (11)
Fel-0O5; 1.954 (11)
Fel-05, 1.950 (11)
Fe2-01 2.236 (10) O1-Fe2-O5  165.0 (8)
Fe2-02 2.076 (14) 02-Fe2-03 158.8 (10)
Fe2 Fe2-03 1.879 (11) O4-Fe2-06 163.8 (9)
Fe2-O4 2.142 (11)
Fe2-05 1.824 (11)
Fe2-06 1.960 (13)
Al1-02 1.767 (15) 02-Al1-04  110.1 (10)
Al1-O4 1.840 (10) 02-Al1-06; 115.7 (10)
All Al1-06, 1.743 (14) 02-Al1-06, 108.3(9)
Al1-06, 1.780 (14) 04-Al1-06;  112.0 (10)
04-Al1-06, 103.7 (9)
06,-Al1-06, 106.0 (10)
Al2-01, 1.900 (14) 01,-Al2-03  179.0 (10)
Al2-01, 1.956 (14) 01,-Al2-04;  175.3 (9)
Al2 Al2-02 1.972 (16) 02-Al2-04, 173.0 (10)
Al2-03 1.827 (14)
Al2-04, 1.920 (13)
Al2-04, 2.018 (14)

" The equivalent oxygen atoms in a given polyhedra are labeled by suffix 1 and 2.
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Table 2.4: Cation-oxygen-cation bond angles for different sites and the corresponding cation-cation
distances for the AlFeO;at 298 K

Bond Angles Cation-Cation Distance

Fel-O1,-Fe2 165.5 (6) Fel-Fe2 4.539 (6)

Fel-O1;-Al2 162.3 (9) Fel-Al2 4.018 (8)

Fel-02-All 116.7 (9) Fel-All 3.246 (12)
Fe2-02-All 117.6 (8) Fe2-All 3.291 (11)
Al1-02-Al2 119.0 (10) Al1-Al2 3.224 (15)
Fel-O3-Fe2 120.3 (7) Fel-Fe2 3.269 (10)
Fel-03-Al2 131.6 (9) Fel-Al2 3.390 (12)
Al1-04-Al2 126.6 (8) All-Al2 3.359 (12)
Al1-04-Al2 120.4 (8) All-Al2 3.348 (12)
Fel-O5-Fe2 131.1 (7) Fel-Fe2 3.439 (10)
Fel-05-Fe2 127.1(7) Fel-Fe2 3.379 (9)

Fe2-06-All 123.2 (8) Fe2-All 3.258 (11)
Fe2-06-All 121.0 (9) Fe2-All 3.256 (12)

Based on the Rietveld analysis of neutron diffraction data, we arrive at the crystal
structure as shown in Figure 2.5. The crystal structure of these compounds is made up
of alternate layers of cations and oxygen ions stacked along the crystallographic c
direction. There are four different cation sites (Fe/Al), labeled as Fel, Fe2, All and Al2
occupying the Wyckoff position 4a. Fe ions predominantly occupy the Fel and Fe2
sites whereas, Al ions mainly present at the All and Al2 sites. Fel, Fe2, and Al2 ions
are present in octahedral surroundings while All site is in a tetrahedral environment
[Figure 2.5]. The octahedra share the edges, whereas the tetrahedron shares oxygen ions
at the corners. No edge sharing occurs between the octahedra and tetrahedra. There are
eight formula units (40 atoms) per unit cell, in agreement with the earlier reports. From
the derived values of bond lengths and bond angles, given in Tables 2.3 and 2.4, a
distortion in (Fe/Al)Os octahedra, as well as Al104 tetrahedra, is evident. The

observed distortion in the polyhedra is due to the significant difference between ionic
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radii of Fe** (0.645 A for coordination number V1) and AI** (0.535 A for coordination

number V1) along with the site disorder caused by Fe and Al mixed occupation [6].

01, 02

o1, 02

04, 03
04,

AllO, Al20g

Figure 2.5: The crystal structure (unit cell) of the AlFeO3. A schematic view of the (Fe/Al)Og octahedra
and Al104 tetrahedra embedded in the unit cell. The right part of the unit cell shows the orientation of
Fel, Fe2, All, Al2 polyhedra.

Magnetic structure of AlFeO3 has been identified based on the indexing of the
magnetic Bragg peaks in the low angle neutron diffraction pattern [Figure 2.4]. The
determination of magnetic structure was accomplished following the representation
analysis technique of group theory described by Bertaut [19,20]. FULLPROF suite
package [17] has been used to obtain the basis vectors associated with each possible
magnetic model. We have summarized the irreducible representations and the basis

vectors in Table 2.5.

hb

Figure 2.6: The magnetic structure (unit cell) of AlFeQa.
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Table 2.5: Basis vectors for k = (000) and position 4a for representation I'y, I',, I's, and I'4 for AlFeOs

Basis vectors

(X, Y,2) (-x, -y, z+1/2)  (x+1/2,-y+1/2,z)  (-x+1/2,y+1/2,2+1/2)
I, ¥, (100) (-100) (-100) (100)
v, 010) (0-10) (010) (0-10)
¥, 001) (001) (00-1) (00-1)
I, ¥, (100) (-100) (100) (-100)
¥, (010) (0-10) (0-10) (010)
¥, (001) (001) (001) 001)
I3 ¥, (100) (100) (-100) (-100)
¥, (010) (010) (010 (010)
¥, (001) (00-1) (00-1) 001)
| ¥, (100) (100) (100) (100)
¥, (010) (010) (0-10) (0-10)
¥, (001) (00-1) (001) (00-1)

A propagation vector, k = (0 0 0), accounts the magnetic reflections. The
magnetic reducible representation I" for the 4a site can be decomposed as a direct sum
of irreducible representations as, I'mag =3 I'1 + 3 I'2+ 3 I's + 3 I'4. The refinement of the
magnetic structure by considering the representation I's (among all four representations)
gives the best fit to the observed diffraction patterns at T < 250 K, i.e., below the
magnetic ordering temperature. We show the fitted data in Figure 2.4, and the
corresponding magnetic structure in Figure 2.6. We describe the magnetic structure as
the collinear ferrimagnetic spin configurations with the ordered magnetic moment

aligned along the crystallographic a direction.

The site occupancies were found not to vary with lowering of temperature.
Therefore, the values of the site occupancies as derived from the analysis of the
diffraction pattern at 298 K (paramagnetic state) were used for the magnetic structure
refinement. The averaged ordered magnetic moments are found to be 3.88 (15), 3.64
(14), 3.01 (75), and 2.79 (43) us/Fe ion at Fel, Fe2, Fe3 (All), and Fe4 (Al2) sites

respectively. Here, the moments at Fel and Fe3 sites are parallel to each other and
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aligned antiparallel to the parallelly aligned moments at Fe2 and Fe4 sites. The

magnetic moments are calculated from the Fourier coefficients using the general

formula, m;; = X Sy; exp(—2mikR,), as discussed in chapter 1 (section 1.8.4).
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Figure 2.7: The temperature dependence of the ordered site moments per Fe ion at Fel, Fe2, Fe3 and
Fe4 sites in AlFeOs.

In Figure 2.7, the temperature dependence of the ordered moments for all four

cation sites is shown. The moments of the Fel, Fe2, and Fe3 sites show almost a

normal Brillouin function like temperature dependence, whereas we observe a clear

deviation from a normal Brillouin function temperature dependence for the ordered

moment of the Fe4 site. The magnetic ordering temperature for all four sites is found to
be ~ 270 K (Ty).
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Figure 2.8: The temperature dependence of lattice parameters of AlFeOs;. The inset shows the
temperature dependence of the unit cell volume.
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Temperature dependence of the lattice parameters (subsequently, the unit cell
volume), depicted in Figure 2.8, shows a unique nature with a dip at T ~ 150 K. The
expansion of the lattice at lower temperatures is a very uncommon and an interesting
phenomenon of negative thermal expansion. In the present compound, the magnetic
ordering occurs due to the cation-oxygen-cation superexchange antiferromagnetic
interactions where the strength of the interaction strongly depends on the bond angles
and bond lengths. The exchange interaction is strongest for the 180° cation-oxygen-
cation bond angle and weakens with the deviation of the bond angle from 180°. In
Table 2.4 we have shown the A-O-A" (A, A’= Fe/Al) bond angles which are greater than
115 degrees, as well as the corresponding cation-cation distances. The most important
pathways for the antiferromagnetic superexchange interactions are Fel-[01/03/05]-Fe2
and Fel-[O1/0O3]-Al2 (Fe ions have occupied 26 at. % of the Al2 site).
cases, the Al1 site is involved which is less populated by Fe ions (~ 14 at. %).

In all other

In Figure 2.9 we show the temperature dependence of Fel-O5-Fe2 bond angles (a
representative case) and corresponding Fel-Fe2 distances. Interestingly, the Fel-O5;-
Fe2 bond angle starts to decrease below ~ 150 K, where the unit cell volume expands
[inset of Figure 2.8], whereas the Fel-O5,-Fe2 bond angle starts increasing below this
temperature. Besides, an anomaly in the Fel-Fe2 distances around the same

temperature has been found.
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Figure 2.9: (a) The temperature dependence of Fel-O5-Fe2 bond angles of AlFeO; and (b)
Corresponding Fel-Fe2 distances as a function of the temperature of AlFeOs.

We have also quantified the distortion in the polyhedra in the following way. The
distortion parameter (A) of a coordination polyhedron AOy (A: Fel, Fe2, All, and Al2)
with an average value of the A-O bond length, d, is defined in Eq. 2.1 as:
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1v -
A= NZ{(dN —d)/dy (2.1)

The temperature dependent values of A for all three octahedral and All tetrahedral sites
shown in Figure 2.10 indicate that the Al1O, tetrahedra are almost regular in nature
while Fel and Fe2 ions are present in the distorted octahedral environment. Although
the octahedral (Al20g) site, relatively less distorted; however, the temperature
dependence of A shows a peak around 150 K, and we correlate this behavior with the
observed temperature dependence of unit cell volume which is a mirror image of the A

versus T curve [Figure 2.8].
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Figure 2.10: The distortion parameter (A) as a function of temperature for Fe/Al polyhedral in AlFeOs.
An enlarged view of the temperature dependence of A for A120g4 octahedra is shown in inset.

2.4.1.1.3 Neutron diffraction of GaFeOs3;

Neutron diffraction experiment followed by Rietveld refined pattern at 298 K reveals
that GaFeOs also crystallizes in the non-centrosymmetric space group Pna2;. In Figure
2.11 neutron diffraction patterns of GaFeO3 at 298 and 5 K are shown indicating that
down to the lowest temperature there is no structural transition. Similar to AlFeOg3 in
the case of GaFeOg, at lower temperatures, an increase in the intensity of the nuclear
Bragg peaks at lower scattering angles suggest a ferromagnetic or ferrimagnetic
ordering [Figures 2.4 and 2.11]. We show the Rietveld refined lattice parameters and
other structural parameters in Tables 2.6 (298 K) and 2.7 (5 K). In the Rietveld
refinement, the coherent nuclear scattering lengths of 0.9450x10™%, 0.7288x10*?, and
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0.5803x10™2 cm for Fe, Ga, and O, respectively, allow accurate determination of
atomic coordinates. The site occupancies were found not to vary with lowering of
temperature. Therefore, the values of the site occupancies as derived from the analysis
of the diffraction pattern at 298 K (paramagnetic state) were used for the magnetic

structure refinement.

Neutron Counts (arb. units)

Figure 2.11: Observed (solid red circles) and calculated (solid lines) neutron diffraction patterns of the
GaFeO; at 298 and 5 K. Solid line at the bottom of each panel shows the difference between observed
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and calculated patterns. Vertical lines indicate the position of Bragg peaks.

Table 2.6: Atomic coordinates of GaFeO; at 298 K

Space Group: Pna2, (Orthorhombic), a =5.0814 (2) A, b =8.7436 (3) A, and ¢ = 9.3910 (2) A

Atoms X y z Biso Ocec.
Fel/Ga  (.1895 (5) 0.1531 (5) 0.5842 (4) 0.21 (3) 0.65(2) /0.35(2)
Fe2/Ga  0.6705 (9) 0.0327 (4) 0.7995 (6) 0.64 (2) 0.70 (1) /0.30 (1)
GallFe  0.1755 (2) 0.1491 (5) 0 0.36 (4) 0.91(3)/0.09 (3)
Ga2/lFe  0.8053 (8) 0.1575 (7) 0.3073 (6) 0.40 (1) 0.46 (1) /0.54 (1)

01 0.9771 (9) 0.3269 (7) 0.4230 (6) 0.87 (5) 1.0

02 05171 (4)  0.4921 (9) 0.4403 (5) 0.84 (3) 1.0

o3 0.6538 (9)  -0.0009 (8) 0.2005 (9) 0.60 (4) 1.0

04 0.1492 (8) 0.1605 (8) 0.1957 (5) 0.68 (5) 1.0

05 0.8401(7)  0.1744 (7) 0.6688 (7) 0.58 (3) 10

06 05093 (3)  0.1676 (10)  0.9405 (8) 0.65 (4) 1.0

R, =4.93 %, Ryp = 5.76 %, Rexp = 3.80 %, Reragy = 2.74%, 72 = 2.3 %
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Table 2.7: Atomic coordinates of GaFeO; at 5 K

Space Group: Pna2; (Orthorhombic), a = 5.0814(2) A , b = 8.7436(3) A, and ¢ = 9.391(2) A

Atoms

Fel/Ga
Fe2/Ga
Gal/Fe
Ga2/Fe
o1
02
03
04
05
06
H Fe1
HFe2
H Fe3
H Fea

X

0.1931 (2)
0.6741 (1)
0.1821 (8)
0.8138 (3)
0.9764 (2)
0.5187 (9)
0.6508 (8)
0.1550 (9)
0.8448 (8)
05113 (2)
-4.41 (25)
3.45 (22)
-2.81 (77)
2.99 (52)

y

0.1537 (6)
0.0308 (5)
0.1479 (8)
0.1586 (6)
0.3266 (5)
0.4906 (6)
0.0007 (6)
0.1630 (1)
0.1716 (1)
0.1655 (3)

z

0.5850 (5)
0.7987 (8)
0
0.3084 (7)
0.4256 (9)
0.4376 (4)
0.2025 (1)
0.1976 (3)
0.6719 (4)
0.9412 (2)

Biso

0.05 (3)
0.48 (1)
0.10 (2)
0.14 (4)
0.61 (5)
0.59 (2)
0.45 (3)
0.42 (4)
0.31(2)
0.49 (3)
%
R, %
Rup %
Rexp %
RBragg %
Rutag %

Occ.

0.65 (2) /0.35 (2)
0.70 (1) / 0.30 (1)
0.91 (3) /0.09 (3)
0.46 (1) / 0.54 (1)

1.0

1.0

1.0

1.0

1.0

1.0

3.57

5.61

6.67

3.53

25

6.92

GaFeO3; has a crystal structure similar to that of AIFeO; with a non-

centrosymmetric space group. In GaFeOs, there are four different cation sites Fel, Fe2,

Gal and Gaz2, of which Fel, Fe2, and Ga2 have an octahedral oxygen environment. The

cation in the Gal site is in the tetrahedral oxygen environment. The crystal structure of

this compound is made up of alternative layers of cations and oxygen ions along the

crystallographic c direction. The octahedra share edges between themselves, whereas

the tetrahedron shares oxygen ions at the corners. No edge sharing occurs between the

octahedra and tetrahedra. There are eight formula units (40 atoms) per unit cell, and the

crystal structure remains same down to 5 K.
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Figure 2.12: (a) Crystal and (b) magnetic structure (unit cell) of GaFeOs.
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The magnetic unit cell dimension of GaFeO; is the same as the nuclear one
[Figures 2.12 (a) and (b)]. The magnetic structure is collinear ferrimagnetic with the
ordered magnetic moment aligned along the crystallographic a direction. The Neel
sublattices are A = Fel+ Gal and B = Fe2 + Ga2. Here, the moments at Fel and Fe3
(Gal) sites are parallel to each other and aligned antiparallel to the moments at Fe2 and
Fe4 (Ga2) sites which are aligned parallel among themselves. In Figure 2.13 the
temperature dependence of the ordered site moments for all four cation sites is shown

indicating a Ty around 220 K.
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Figure 2.13: The temperature dependence of the ordered moments per Fe ion at Fel, Fe2, Fe3, and Fe4
sites in GaFeOs.

Temperature dependence of the lattice parameters (subsequently, the unit cell
volume), depicted in Figure 2.14, shows a unique nature with a dip at T ~ 150 K similar
to that found in AlFeOgs. In both AlFeO3; and GaFeOs; the increase in the parameters
becoming even more marked in the 200-250 K range. It is noteworthy that the Ty values
of Al;xGayxFeOs are in the 200-250 K range as will be seen later. In Figure 2.15 we
show the temperature dependent values of A for all three octahedral and Gal tetrahedral
sites. Strongly distorted nature of the octahedral environment of both Fel and Fe2 sites
and relatively less distorted octahedral site (Ga20g) is evident from Tables 2.8 and 2.9.
The temperature dependence of A was found to be negligible for the GalO, tetrahedron.
Moreover, it was found that (Fe/Ga) polyhedra are more distorted in comparison with
(Fe/Al) polyhedra, which could be due to a larger amount of site disorder associated

with relatively better size matching between Fe** and Ga**.
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Figure 2.14: The temperature dependence of lattice parameters of GaFeQOs. The inset shows the variation
of unit cell volume as a function of temperature.
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Figure 2.15: The distortion parameter (A) as a function of temperature for Fe/Ga polyhedral in GaFeOs.

Table 2.8: Cation-oxygen-cation bond angles for different sites and the corresponding cation-cation

distances for GaFeO; sample

Bond Angles Cation-Cation Distance
Fel-O1,-Fe2 166.7 (5) Fel-Fe2 4.637 (7)
Fel-01,-Ga2 164.5 (6) Fel-Ga2 4.068 (7)
Fel-O02-Gal 120.5 (5) Fel-Gal 3.325 (7)
Fe2-02-Gal 119.0 (5) Fe2-Gal 3.342 (7)
Gal-02-Ga2 112.7 (5) Gal-Ga2 3.237 (6)
Fel-O3-Fe2 122.6 (6) Fel-Fe2 3.342 (7)
Fel-03-Ga2 130.9 (5) Fel-Ga2 3.432 (7)
Gal-04-Ga2 121.3 (4) Gal-Ga2 3.409 (6)
Gal-04-Ga2 125.0 (4) Gal-Ga2 3.446 (6)
Fel-O5-Fe2 126.8 (5) Fel-Fe2 3.486 (7)
Fel-O5-Fe2 127.0 (5) Fel-Fe2 3.412 (7)
Fe2-06-Gal 123.6 (6) Fe2-Gal 3.303 (7)
Fe2-06-Gal 121.6 (5) Fe2-Gal 3.359 (6)
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Table 2.9: Bond lengths & Bond Angles of GaFeO; (T = 298 K)

Site Bond Length Bond Angles
Fel Fel-O1, 2.401 (9) 01,-Fe1-03 174.7 (7)
Fel-O1, 2.112 (9) 01,-Fel-05, 155.9 (7)
05, Fel-02 2.051 (10) 02-Fel-05, 162.8 (7)
05, 03 Fel-03 1.897 (9)
Fel-05; 1.954 (10)
Fel Fel-05, 1.868 (9)
01, 02
01,
Fe2 Fe2-01 2.268 (9) O1-Fe2-05 167.0 (7)
Fe2-02 2.097 (10) 02-Fe2-03 159.2 (8)
01 Fe2-03 1.913 (9) 04-Fe2-06 163.4 (7)

Fe2-04 2.155 (9)
Fe2-05 1.945 (9)
Fe2-06 1.954 (10)

/ 03

04

Site Bond Length Bond Angles
Gal Gal-02 1.776 (9) 02-Gal-04 108.4 (7)
Gal-04 1.845 (6) 02-Gal-06, 119.5 (8)
04 Gal-06,  1.793 (11) 02-Gal-06, 108.3 (7)
Gal-06,  1.894 (10) 04Gal-06, 111.9 (7)
04-Gal-06, 102.5 (6)
Ga 06,-Gal-06, 104.7 (8)
06, 02
06,

Gar Ga2-01,  2.034(9) 01,-Ga2-03 178.7 (7)
o1 Ga2-01,  1.994 (10) 01,-Ga2-04,  175.0 (7)
* - Ga2-02 2.106 (10) 02-Ga2-04, 167.8 (7)

o1, Ga2-03  1.876(9)

Ga2-04,  2.039 (9)

Ga2  Gp04, 2064 (9)

04, 03
04,

2.4.1.1.4 Raman spectroscopy of AlFeO3

Temperature dependent Raman study of AlFeO3; was carried out by Sood et. al. [9] to
shed light on the vibrational properties which bear signatures of structure and magnetic
order, central to the magnetoelectric interaction. AlFeOs; crystallizing in the
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orthorhombic Pna2; space group containing eight formula units i.e. 40 atoms in a unit
cell, giving rise to 120 normal modes, namely I'ee = 6A; + 6A; + 6B1 + 6By, I'aj = 6A;
+ 6A; + 6B; + 6B, I'o = 18A; + 18A, + 18B; + 18B, [21]. Since the inversion
symmetry is lacking, Raman modes are also infrared active. Of the 117 Raman modes,
A;, B, and B, are acoustic modes. Figure 2.16 shows the Raman spectrum at 5 K,
revealing 18 modes labeled as S1 to S18 in the range of 100-2200 cm™. Table 2.10 lists

the experimental (at 5 K) and the calculated frequencies for disordered ferrimagnetic

state close to the experimental values.

Intensity ( arb.units )

. —_
200 400 600

Figure 2.16: Unpolarized Raman spectra of AlFeO; at 5 K. Solid (thin) lines are a fit of individual
modes with a sum of Lorentzian functions, and the thick solid line shows the total fit to the experimental

data.

Table 2.10: List of the experimentally observed frequencies at 5 K and calculated frequencies in AlFeO;

T
800

1UDUI
Raman Shift (cm™)

I
1200

T T T
1400

—
1600

T
1800

for the disordered ferrimagnetic (Fe,-Al, anti-site disorder) state.

5K

Mode Assignment

Experimental o (cm™)

Calculated o (cm™)

S1
S2
S3
S4
S5
S6
S7
S8
S9
S10
S11
S12
S13
S14
S15 (Two-magnon)
S16 (Overtone)
S17 (Second order)
S18 (Overtone)

156
178
198
268
328
380
425
453
498
587
650
698
738
826
1240
1450
1560
1660

154
179
197
270
331
379
425
453
499
581
654
691
733
807
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First principles density functional calculations suggest that the first-order Raman
phonons occur below ~ 810 cm™. Since the intensity of S15 mode is zero above Néel
temperature, it is attributed to the two-magnon Raman scattering. We attribute the
modes S16 to S18 to second-order Raman scattering coupled with magnetic degrees of
freedom. Figure 2.17 shows the temperature-dependent mode frequencies of some of
the prominent first-order phonon modes S4, S7 to S10, S13, and S14. We summarize
the following observations: (1) The frequencies of S4, S7, S8, S9, S10 and S13 modes
show a sharp change at Tn. The temperature derivative of S4 and S10 mode frequencies
(0w/AT) change sign at Ty. (2) The frequency of mode S13 shows a jump by ~ 4 cm™
near Ty. (3) The slope of w with respect to temperature for the S4, S8, S9, S10 and S14
modes show changes near 100 K. In this context it is important to mention that
temperature dependent unit cell volume of AlFeO3; obtained from neutron diffraction
experiment exhibits a broad minima in the 100 K range [see Figure 2.8] where slope

change in few first order phonon modes have been observed.
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Figure 2.17: Temperature dependence of the first-order phonon modes S4, S7, S8, S9, S10, S13, and
S14. The linear fits shown in solid lines (red) are indicative of sharp changes in the three temperature
regions.

The solid lines in panels are linear fits in three regions i.e. 300 to 250 K, 250 to
100 K and 100 to 5 K. The temperature dependence of the mode S8 is anomalous below
Ty, 1.e., frequency decreases on lowering the temperature. The anomalous hardening of
the S8 mode with increasing temperature is attributed to the strong spin-phonon

coupling at the second order (J). First-principles analysis points out that the anomaly
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in S8 mode is primarily influenced by Fe,-Al, disorder, while S4 mode is additionally
influenced by Fe;-Al, disorder [9]. The anomalies in the temperature dependence of the
phonon modes S4, S7, S8, S9 and S10 near Ty are similar to those in RMnOs; (R = Pr,
Nd, Sm, Th, Dy, La) [22] and GaFeOg3 [21]. The sharp change in the frequency of S13
mode at Ty can arise from subtle local structural change. Following manganites and
theoretical calculations, the sharp changes in mode frequencies of S4, S7, S8, S9, and
S10 indicates the strong spin-phonon coupling in the magnetic phase below Ty leading

to strong first-order phonon renormalization.
2.4.1.2 Magnetic properties
2.4.1.2.1 DC magnetization

AlFeOs is ferrimagnetic with a Ty of 250 K while GaFeOj3 exhibits a ferrimagnetic Ty
of 210 K as evident from Figure 2.18. We observe magnetic hysteresis at low
temperatures [see insets of Figure 2.18]. The value of saturation magnetization,
remnant magnetization, and coercive field in the case of AlFeO3; (GaFeOs3) are 13.9
(19.9) emu/g, 7.9 (10.1) emu/g and 12.9 (7.7) kOe respectively. Thus, both magnetic
phase transition and unit cell parameters vary systematically with the cation size or Ga
content. Both the compounds show a divergence between the zero-field-cooled and
field-cooled magnetization data. The ferrimagnetic magnetization of Al;xGaxFeOs3 (x =
0, 1) mainly originates from the difference in Fe occupation at the four inequivalent
cation sites. Low-temperature magnetic ordering in these oxides is due to the cation-

oxygen-cation superexchange antiferromagnetic interaction.
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Figure 2.18: Temperature dependent dc magnetization of (a) AlFeO; and (b) GaFeO; under field -
cooled (FC) and zero - field - cooled (ZFC) conditions. Insets show the magnetic hysteresis at 5 K.

In general, the bifurcation of ZFC and FC data is considered to be an indication of

a spin-glass-like state. Very often by measuring temperature dependent ac susceptibility
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where the maximum temperature of y’, corresponding to the spin freezing temperature
usually varies with the measuring frequency indicative of spin-glass systems.
Temperature dependent ac susceptibility measurements on AlFeO3 exhibits a maximum
in y’ around the ferrimagnetic transition shifting to higher temperature with increasing
frequency as shown in Figure 2.19 indicating that the origin of divergence is associated

with a conventional spin-glass state.
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Figure 2.19: Temperature dependent (a) real and (b) imaginary part of ac magnetic susceptibility data of
AlFeO; measured at various frequencies in the presence of an ac magnetic field of 5 Oe. Inset of (a) and
(b) shows the enlarged region across the peak maxima which shows frequency dependence.

To study the glassy dynamics, we have examined the time-dependent magnetic
relaxation [23] effect at constant temperature and magnetic field on AlFeO;. After
cooling the sample under ZFC or FC mode to the desired measurement temperature we
have applied the magnetic field for ZFC mode, or retain the cooling magnetic field in
the case of FC mode. After that, time dependent magnetization growth is recorded at
the measurement temperature in the presence of a constant magnetic field. In Figure
2.20 we compare the normalized magnetization data (My/My) as a function of time (t) at
200 K in both ZFC and FC conditions performed in the presence of a magnetic field of
100 Oe.
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Figure 2.20: Time-dependent dc magnetization data of AlFeO; at 200 K after zero-field-cooled (ZFC)
and field-cooled (FC) conditions in the presence of a magnetic field of 100 Oe.
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From Figure 2.20, we observe that there is an increase in magnetization with time
in the presence of a magnetic field of 100 Oe under ZFC conditions while the
magnetization data remains almost unchanged with time in the FC conditions. We have
fitted the time-dependent ZFC magnetization data with the stretched exponential
function of the type, M; (H) = Mg (H) + [M., (H) - Mo (H)] [1-exp{- (t/1)*}] [24] as
shown in Figure 2.20. From the fit we obtain stretching parameter, oo = 0.63 and the
characteristic relaxation time, T = 4410 sec. These experimental results confirm the

existence of the glassy state.

2.4.1.2.2 Mossbauer spectra of AlFeOzand GaFeO;

Mdossbauer spectra were recorded by Y. Sundarayya on both oxides and it appeared as
doublets. An analysis of this doublet reveals the paramagnetic nature of the randomly
oriented Fe** jons with no exchange interactions. The isomer shift values obtained for
this doublet also confirms the presence of iron in the oxidation state of Ill. To
determine the distribution of Fe at different cation sites, Mossbauer spectra was
recorded on the samples at low temperatures using a helium closed cycle cooler system
attached to the sample chamber. In Figure 2.21, Mdssbauer spectra of AlFeO3; and
GaFeO; at 10 K is shown. The spectra were analyzed using the WinNormos-for-lgor
Mdossbauer spectra fitting software sold by WisseEl GmbH, Starnberg, Germany. The
hyperfine parameters were obtained by fitting theoretical subspectral curves to
experimental data with Lorentzian line shapes to deconvolute Fe sites in the spectra.
The areas of the lines in the hyperfine spectra were constrained to be in the ratio
3:2:1:1:2:3. In Table 2.11 refined parameters are shown. The isomer shifts obtained at
10 K are found to be 0.2-0.35 mm/s for the three samples compared to a-iron,

consistent with the ferric state in oxide materials [23,25,26].

The site occupancies of the three octahedral sites Fel, Fe2, (Al/Ga)2 and one
tetrahedral sites (Al/Ga)l was determined from the respective areas of different Fe sites
by the method described in the literature [27]. From this analysis, the Fe site
occupancies of the Fel, Fe2, A2 and Al sites in AlFeOj3 are found to be 50, 26, 17 and 7
respectively. The Fe site occupancy values for GaFeOg are respectively 50, 23, 17, 10.
The magnetic hyperfine field values in these oxides correspond to the ferric state and
the hyperfine fields at the Fel, Fe2, (Al/Ga)2, and (Al/Ga)1 sites decreases with the Ga
content in Al;xGaxFeO3; (x =0, 1).
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Figure 2.21: Mdssbauer spectra of Al,,Ga,FeOs (x =0, 1) recorded at 10K.

Table 2.11: Mdossbauer parameters for Al,,Ga,FeO3 (x = 0, 1) system at 10K

0 AEq By Fe Occupancy
Compound Site (mm/sec)  (mm/sec) (kOe) (%)
Fel 0.34 (3) -0.26 (5) 489 (1) 50
AlFeO, Fe2 0.32 (4) -0.25 (7) 466 (1) 26
Al2 0.33 (7) -0.24 (1) 441 (1) 17
All 0.32 (2) -0.19 (4) 394 (1) 7
Fel 0.32 (1) -0.20 (3) 479 (1) 50
GaFeO; Fe2 0.34 (7) -0.26 (3) 455 (1) 23
Ga2 0.33(2) -0.28 (5) 424 (2) 17
Gal 0.25 (2) -0.20 (7) 375 (1) 10

2.4.1.3 Theoretical understanding of cation disorder and related properties

Disorder, magnetic ordering and stability of AIFeO3 have been studied theoretically by

Waghmare et al. [8] and the main results are shown below. Cation site disorder here

means the occupation of Fe site by an Al (or Ga) cation or vice versa, arising from an

interchange of Al and Fe atoms in the perfectly ordered structure. From the observed

data of occupancies of cation sites [Table 2.2] at low temperature, disorder arises with

the highest probability through interchange in the positions of Fe and Al cations at Fe2

and AI2 sites.
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(1) From the energies of the ferromagnetically and antiferromagnetically ordered states
of AlFeO; [Table 2.12], it becomes clear that the antiferromagnetic state (AFM) is
more stable than the ferromagnetic (FM) one in the chemically ordered case. Magnetic
moments of the various Fe ions change significantly [Table 2.13] with a change in their
ordering, resulting in Fe®* in the low-spin state in the FM-ordered state. As the low-spin
state of Fe** is known to be rare in nature, FM state of AlFeOs is indeed much higher in

energy than the AFM one.

Table 2.12: Energetics of magnetic configuration in AlFeO;

order/ Total energy of magnetic configuration (eV)
disorder AlFeO;-FM AlFeO;-AFM  GaFeO3;-AFM
ordered -297.02 -300.67 -270.75
disordered -298.59 -300.09 -270.64

Table 2.13: Magnetic moments of individual Fe ions (ug) in AlFeO;

Magnetic moment (ug)

Atom no. Cation site EM AFEM

order disorder order disorder

1 Fel 1.26 3.85 3.59 3.69
2 Fel 1.26 -3.20 3.59 3.40
3 Fel 1.26 3.12 3.59 3.71
4 Fel 1.26 3.77 3.59 3.58
5 Fe2/Al2 0.50 1.27 -3.57 -3.72
6 Fe2 0.50 3.70 -3.57 -3.59
7 Fe2 0.50 3.66 -3.57 -3.58
8 Fe2 0.50 3.81 -3.57 -3.54

(2) On introducing the anti-site disorder between Fe2 and Al2, it was found that FM
ordering in the disordered state is lower in energy than the FM ordering in the
chemically ordered state. Secondly, the magnetic moments (Table 2.13) change
significantly only of the Fe ion located at the Al2 site indicating that Fe is in the low-
spin state in the FM ordering and the magnetic moment on each Fe** ion varies with the
location in both the AFM and FM states. In this sense, the system is ferrimagnetic with

a rather small effective magnetic moment, consistent with experimental observation.
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(3) Finally, larger exchange energy Exc in the disordered FM state than that in the
ordered FM state is responsible for its high-spin state and its greater stability [Figure
2.22].

(a) - = (b) _
ST e
High spin state Low spin state
~(4u,) ~(1py)
Figure 2.22: (a) High-spin and (b) low-spin states.
(4) From the study of the relation between structure and magnetic ordering as well as
anti-site disorder it is observed that Fe2 site prefers dichotomous (bi-modal
distribution) of bond lengths while the Al2 site exhibits uniformity in bond lengths. In
the relaxed structures, the bond lengths change considerably with the change in
magnetic ordering [Tables 2.14 and 2.15] implying a strong spin-phonon coupling
consistent with the findings of temperature dependent Raman spectroscopy. It indicates
that (a) a high-spin state of Fe** is energetically favorable (lower) than the low-spin
state. (b) Fe-O bonds are longer when Fe** is in the high-spin state, a feature intimately
linked with the disorder since the Shannon-Prewitt radius of Fe** in the low-spin state is
close to that of AI** in octahedral coordination. (c) FM state in the disordered case is
significantly lower in energy because only Fe** at the Al2-site takes the low-spin state,
and Fe** at other sites are in the high-spin state. Therefore, in the high-spin
configuration, Fe-O bond lengths are longer reflecting in the Fe-O bonds in the AFM
state with Fe®" taking the high-spin state.

Table 2.14: Total magnetic moments in AlFeO;

order/ disorder Total magnetic moment (ug)
FM AFM
Ordered 7.80 0.058

Disordered 22.87 -0.002
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Table 2.15: Fe-O and Al-O bond lengths (A) in AlFeO,

Chemically ordered Chemically disordered
state L(Fe-0) L(AI-0) L(Fe-0) L(AI-O)
1.87 1.90 1.85 1.86
1.87 1.92 1.93 1.87
FM 1.97 1.93 1.95 1.91
2.04 1.96 1.97 1.95
2.06 1.96 1.97 2.02
211 2.02 1.99 2.05
1.83 1.88 1.90 1.85
1.89 1.90 2.02 1.86
AFM 1.99 1.92 2.02 1.90
2.10 1.94 2.03 1.95
2.18 1.95 2.05 2.05
2.24 197 2.09 2.07

(5) The energetics of AlFeO3 in perovskite and corundum structures [see Figure 2.23]
has been determined. While Fe is found to prefer A-site with a high-spin state and G-
type AFM ordering, the energy of the cubic perovskite is almost 3 eV higher than the
observed one. Secondly, Fe** randomly occupying Al sites in the corundum structure
takes the low spin state (due to size mismatch), and hence AlFeOs in the corundum
structure is higher in energy by about 84 meV/formula unit. Thus, the stability of the

observed structure is partly due to the distinct sites associated with Al and Fe.

Figure 2.23: Structure of AlFeOs; in (a) orthorhombic and (b) corundum structures.
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(6) From the examination of disorder, magnetic ordering, and stability of GaFeO3 we
found a greater degree of anti-site disorder in GaFeOs. It is understandable from the
fact that the radius of Fe* in the high-spin state (R = 0.62 A) is close to that of Ga*" in
octahedral coordination while the radius of Fe** in the high-spin state does not match

with that of AI**in octahedral coordination. The interesting results are outlined below:

(a) The antiferromagnetic state is lower in energy than the FM one in both the

ordered and disordered cases with a slightly larger magnetic moment in the latter.

(b) In the antiferromagnetic state, magnetic moments at Fel and Fe2 sites are not

of the same magnitude giving a weak magnetic moment effectively.

(c) The energy difference between the AFM states in the disordered and ordered
cases be only 36 meV/formula unit (as opposed to 73 meV/formula unit of AlFeO3).
Thus, an anti-site disorder in GaFeOs; is expected to be more prominent than in AlFeOs.

2.4.2 Effect of Cr substitution on the structural and magnetic properties of
GaFeOa:

GaFeOQg crystallizes in an orthorhombic crystal structure (space group Pna2;) with four
different cation sites labeled Gal, Ga2 (mostly occupied by gallium) and Fel, Fe2
(mostly occupied by iron). Ga2, Fel, Fe2 are present in the octahedral environment,
and Gal is present in the tetrahedral site respectively. GaFeO3 exhibits a ferrimagnetic
Tn of 210 K, which results from the unequal distribution of Fe spins of nearly equal
magnitude on the sublattice. GaFeO3 contains only trivalent metals in the structure like
rare earth orthoferrites, making them attractive systems for investigations by
substituting cations of similar charges. In LaFeQg, partial substitution of Fe by Cr leads
to a reduction in the Néel temperature from 750 K in LaFeO; to 280K in LaCrOs [11].
Moreover, Cr doping is one of the most adopted strategies to tune the dielectric and
piezoelectric properties of ferroelectrics for practical applications. Cr is effective in
decreasing the aging effect and the dielectric loss; thus, the effect of doping of Cr** is
that of stabilizing the piezoelectric and dielectric properties [28,29]. In this work the
effect of Cr substitution on magnetic properties of GaFeO3; have been investigated by
synthesizing GaFe;«CryO3 (x = 0.05, 0.1 and 0.2) and Ga;xCrxFeO3 (x = 0.05 and 0.1)
and examining their magnetic properties. In addition to that, we have also tried to
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understand how the crystallographic site-specific substitution of Cr either in Ga or Fe
sites of GaFeO; manifest itself and the resulting magnetic properties can be

differentiated based on the substitution site of Cr.

All these oxides were found to crystallize in the orthorhombic structure (space
group Pna2;) as parent compound GaFeOs as evident from the XRD pattern shown in
Figures 2.24 and 2.25.
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Figure 2.24: XRD patterns of (a) GaFeg¢sCro 0503, (b) GaFeqoCry103 and (¢) GaFeqgCrq,03 along with
profile fits, difference patterns and Bragg positions (T = 298 K).
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Figure 2.25: XRD patterns of (a) GaggsCroosFeOz and (b) GaygCrq;FeO3 along with profile fits,
difference patterns and Bragg positions (T = 298 K).

The crystallographic data of precursor oxides and Cr-substituted GaFeO3 is shown in
Tables 2.16 and 2.17, respectively. In Figure 2.26 the variation of lattice parameters in

GaFe;«CrxO3 and Ga;.xCryFeO3; with composition have been plotted.

Table 2.16: Crystallographic data of precursor oxides

(Fe1xCry),05 (Space Group: R3¢, Rhombohedral)

% a(A) b (A) c(A) %*  Renug
substitution (%) (%)
x (Cr) 10 5.0309 (4) 13.7167 (13) 241 171

(Gay.,Cr,),05 (Space Group: C2/m, Monoclinic)

y (Cr) 10 122459 (7) 3.0410(2) 5.8114(3) 357 062




92

Chapter 2

Table 2.17: Crystallographic data of GaFe,..Cr,Oz and Ga,.,Cr,FeOs

GaFe;4CrO3 (Space Group: Pna2;, Orthorhombic)

% a (A) b (A) C (A) XZ RBragg
substitution (%) (%)
0 5.0814 (2) 8.7436 (3) 9.3910 (2) 230 274
5.0778 (0) 8.7335 (1) 9.3814 (1) 211 150
x(Cn) 10 5.0762 (1) 8.7307 (1) 9.3765 (1) 272 174
20 5.0712 (1) 8.7222 (1) 9.3640 (1) 293 167
Ga,.,Cr,FeO; (Space Group: Pna2;, Orthorhombic)
y (Cr) 5 5.0786 (1) 8.7363 (1) 9.3856 (1) 273 158
10 5.0795 (1) 8.7386 (1) 9.3870 (1) 207 158
5.084
5.080-
5.076-
5.072-
< 8.743-
£ 8736/
=
S 8.729,
g
S 8722 .
— 9392

9.384

93761 _g-Gar e, Cr O,

9.368 -@-Ga,_CrFeO,

9.360

0.00 0.05 0.10 0.15 0.20
Cr content (x)

Figure 2.26: Variation of lattice constants in GaFe; ,Cr,O3 (X = 0.05, 0.1 and 0.2) and Ga;Cr,FeO; (X =
0.05 and 0.1) with Cr content at 298 K obtained from XRD. Variation of unit cell volume is shown in the

inset.

From Figure 2.26, it is observed that the change in lattice constants is more

marked when Cr is substituted in the Fe site of GaFeOs; while the effect in lattice

constants and unit cell volume is marginal when substituted Cr is present in the Ga site
of GaFeOs. The unit cell volume of GaFe; «CrxO3 decreases from 417 (x = 0.0) to 414
A2 (x = 0.2) compared to Ga.CryFeOz which has a unit cell volume close to that of
GaFeO;. These changes are consistent with the radius of octahedral Cr** (0.615 A)
compared to Fe** (0.645 A, High Spin) and Ga*" (0.62 A), the radius of Cr** being
considerably smaller than that of Fe**. To establish that Cr** has gone into the
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octahedral Ga2 site (Cr*" cannot occupy the tetrahedral Gal site) in the Ga;xCryFeOs
series of compounds a detailed analysis of the XRD data for the x = 0.1 composition
have been carried out. For this purpose, all the occupancies have been fixed because x-
rays cannot differentiate elements of close atomic numbers. The occupancies were
fixed based on neutron diffraction results as shown in Table 2.6. We refined the thermal
parameters while placing the substituent atoms at different (Ga and Fe) sites and found
large thermal parameters when the atoms are present at Fe sites. The results of the
refinement are shown in Table 2.18 to indicate that the proposed cation distribution is
consistent with the diffraction data, but due to the similar scattering powers of the
cations, the diffraction data is not very sensitive to the cation distribution. The
differences observed in the structural parameters and magnetic properties of GaFe;.
«CryO3 and Ga,..CryFeO3 also show that we have achieved Cr substitution at different

sites.

Table 2.18: Results of structure refinement of Gag oCryFeO; at 298 K

GaolgcroAlFeO;g
Space Group: Pna2, (Orthorhombic), a =5.0795 (1) A, b =8.7386 (1) A, and ¢ = 9.3870 (1) A

Atoms X y 7 Biso Ocec.

Fel/Ga3  0.1968 (10)  0.1507 (8) 05857 (4)  0.95(11) 0.65(0)/0.35 (0)

Fe2/Gad  0.6741(6)  0.0335 (3) 07939(7) 075 (6)  0.70(0)/0.30 (0)

GallFe3  0.1742(8)  0.1543 (8) 0.0000 (0)  1.60 (10)  0.91(0)/0.09 (0)
Ga2/Fe4/Cr  0.8148 (6)  0.1632 (4) 03090 (5)  0.25 (7)  0.25(0)/0.55(0) /

0.20 (0)
o1 0.984 (3) 0.324 (2) 0.423 (1) 051 (8) 1.0
02 0.531 (2) 0.485 (2) 0.428 (1) 0.51 (8) 1.0
03 0.655 (3) 0.005 (1) 0.208 (1) 0.51 (8) 1.0
04 0.156 (3) 0.156 (2) 0.200 (0) 0.51 (8) 1.0
05 0.867 (3) 0.160 (2) 0.671 (1) 0.51 (8) 1.0
06 0.526 (3) 0.163 (2) 0.941 (1) 0.51 (8) 1.0

RBragg =8.09 %, XZ =220%

GaFe;xCrO3 exhibits ferrimagnetic Ty values of 192 K, 170 K and 110 K for x =
0.05, 0.1 and 0.2 respectively, compared with a Ty of 210 K in the case of GaFeO3. On
the other hand Ga;.«CrsFeO3 for x = 0.05, 0.1 shows Ty of 215 and 220 K respectively,
indicating that the substitution of Cr at the Ga site has a negligible effect on
ferrimagnetic transition. Typical magnetization plots of GaFe;.xCryO3 and Ga; «CriFeO3
are shown in Figures 2.27 and 2.28 respectively. From Figure 2.28 (a) it is observed
that Ty decreases significantly with increase in x in GaFe;«CriOs. A magnetic

hysteresis has been observed at low temperature (see insets of Figures 2.27 and 2.28).
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Figure 2.27: Temperature dependent magnetization of (a) GaFeggsCro o503, (b) GaFeqqCry103; and (c)
GaFe,gCrq 205 under field-cooled (FC) and zero-field-cooled (ZFC) conditions. Magnetic hysteresis at 5
K is shown in the inset.
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Figure 2.28: Temperature dependent magnetization of (a) Gag.gsCroosFeO3 and (b) Gag oCryFeOs under
field-cooled (FC) and zero-field-cooled (ZFC) conditions. Magnetic hysteresis at 5 K is shown in the

inset.

In Table 2.19 the values of saturation magnetization (M), remanent
magnetization (Mg), and coercive field (Hc) are shown. The divergence between the
field-cooled (FC) and zero-field-cooled (ZFC) magnetization data was observed just as

in GaFeOs.

Table 2.19: Magnetic data from the hysteresis of GaFe;,Cr,O3; and Ga;4CrFeOs (two component
mixture)

Compound Ms (emu/g) Mg (emu/g) Hc (kOe) Ty (K)
GaFeyCrg,03 9.01 3.4 4.4 110
GaFey4Crg103 135 6.5 5 170
GaFegesCro 0503 16.4 8.4 2.3 192
GaFeO; 19.9 10.1 7.7 210
Gag 95Croo5Fe03 19.1 9.8 1.1 215
GagoCrp1FeO; 19.7 10 1.9 220

Although a decreasing trend has been found in Ms and Mg with x in GaFe;-
xCr¢Os, it is negligible with x in Ga;.xCrxFeOs. The important result from the study of
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Cr substitution in GaFeO; is that Cr substitution in the Fe site in GaFe;.xCrOs
markedly affects the structural parameters as well as the magnetic properties while
substitution of Cr at the Ga site has marginal effects as illustrated in Figure 2.29. The
weak interaction between Cr¥* (3ug)-O-Cr® (3ug) and Fe** (5ug)-O-Cr®* (3ug) [30] as
compared with Fe** (5ug)-O-Fe®" (5ug) interaction may be related to the lowering of
Tn. If the spin of the substituting Cr®* ion aligns with the Fe®*" ion, spin magnetic
moment (SMM) of Cr¥*(d®) ion is 3ug; thus, the net SMM is expected to be reduced by
2up per formula unit [22].

‘ ' Ga,_Cr FeO —o =
220 Ga, Cr FeO, 1 20 ‘-_i'_l‘_:'nc‘__i__.-;n:_.:z . Gu,_Cr FeO, ]
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Figure 2.29: Variation of (a) Néel temperature (Ty) and (b) Ms (in the inset Mg) with Cr concentration
for GaFe,Cr,O5 (x = 0.05, 0.1 and 0.2) and Gay,Cr,FeO3 (x = 0.05 and 0.1) respectively.

Table 2.20: Magnetic data from the hysteresis of GaFe; ,Cr,O3 and Ga,.,Cr,FeO; (three component

mixture)
Compound formula Ms Mg Hc (kOe) Tn (K)
(emu/g) (emu/qg)

GaFe¢Crg103 14.2 6.8 4.2 168
GaFeg 95Crp.0503 16.8 8.5 7.1 201
GaFeO3 19.9 10.1 1.7 210
Gap.g5Cro 0sFe03 19.9 10.4 7.7 222
Gay oCrg1FeO; 18.4 9.1 5.7 201

It is important to note that the magnetization data of Cr-substituted GaFeOs;
prepared from a three-component mixture of Ga,Os; Fe O3 and Cr,O3 are entirely
different [Table 2.20]. The Néel temperatures, as well as unit cell parameters, are also
different [11]. Thus, there is negligible change in the unit cell volume even when x =
0.15, and the Ty values are much lower than those observed here. These results

observed on Cr substituted GaFeO3 establish that the method of preparation employed
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has enabled site-selective substitution. The changes in structural parameters and
magnetic properties with x corroborate the occurrence of specific site effects. The
decrease in Ty and other properties of GaFe;.xCr«O3 with an increase in x parallels the
reduction in unit cell volume. Rare-earth orthochromates show such a decline in Ty

with unit cell volume.
2.4.2.1 Theoretical understanding of site-specific cation substitution

Theoretical understandings on the above experimental findings developed by
Waghmare et al. [12] through first-principles calculations show that substitution at the
Ga2 and Fel sites would have different effects on the structural parameters and
magnetic properties of GaFeOj3. The effect of Cr doping at Fel, Fe2, Gal and Gaz2 sites
have been studied, taking the concentration of substituent to be one Cr per unit cell (i.e.
12.5 %).

In simulations of Cr substitution at the cation sites, both antiferromagnetic (AFM)
(note that this forms a ferrimagnetic (FiM) state with a nonzero moment) and
ferromagnetic (FM) configurations have been considered, i.e., magnetic moments on
transition metals aligned anti-parallel or parallel to each other [8]. From the cohesive
energies of these configurations, it was observed that Cr substitution at Ga2 site with
the antiferromagnetic ordering of spins is favorable (-6.94 eV/atom). Since both Fel
and Fe2 sites have octahedral coordination, energies of Cr substitution at these two
locations is almost the same (-6.85 eV//atom). Gal being a tetrahedral site, Cr** cannot
occupy it. The bond-valence sums, V, was calculated by Eqg. (2.2),

V = eRo/BY oRi/B (2.2)

where, R, is the length of a bond of unit valence, R; is the bond length of bond i the ion
connected to, and B is a parameter, approximately equal to 0.37 A for most bonds.
Knowledge of the bond valence sums against the oxidation state of each atom allows
one to assess if a given structure obeys the normal rules of structural chemistry. If the
bond valence sum differs by more than 0.1 valence unit from the oxidation state of the
ion, it suggests that the structure may not be stable. The Bond-valence sums for the Cr
ion at the Fel, Fe2, Gal and Ga2 sites are shown in Table 2.21. Since Cr is in the +1II

oxidation state, according to the criterion for stability of the structure discussed above,
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Cr substitution at Ga2 (both AFM and FM states) and Fel (both AFM and FM) sites is
favored. On the other hand, Cr is relatively weakly bonded to the lattice when
substituted at Fe2 and Gal sites. It is important to note that the overall energetics would
have contributions from all the ions and bonds giving rise to the reasonable stability of
all the configurations. From the bond-valence analysis, we infer that the structure is not

locally stable, particularly at the substituted Cr-site.

Table 2.21: Bond valence sum of Cr-O bonds

Cation site Magnetic ordering
FM AFM
Fel 2.98 3.07
Fe2 3.12 3.22
Gal 3.30 3.36
Ga2 3.03 3.06 (AFM)”
3.003 (FM)”

"AFM: Fel-O-Cr AFM interaction; FM: Fe1-O-Cr FM interaction

Noting that Fe1-O-Fel and Fe2-O-Fe2 bond angles are quite smaller than 150°
and Fel-O-Fe2 bond angles are close to 180°, we have focused on magnetic
configurations with moments/spins at all Fel sites aligned up and those at all Fe2 sites
aligned down. Even in the AFM configurations, there is an overall magnetic moment
[Table 2.22] in the system reflecting the asymmetry in the electronic density of states
with up and down spins [Figure 2.30]. This asymmetry, prominent near the Fermi
energy, is stronger in the case of Cr substitution at Ga2 site correlating with its larger
total magnetic moment. Also, the pseudogap at the Fermi energy in the Ga2-AFM
configuration reaffirms its greater relative stability inferred from bond-valence analysis.
Although we have initialized the spins of magnetic ions at all the sites with the up state,
these magnetic moments relax to slightly different spin configurations, particularly the
one at Cr-site [Table 2.22] in the self-consistent solution. We find that the magnetic
moment of Cr ion in the AFM (i.e. FiM) case is the largest for doping at the Gaz2 site.
Cr at the Gaz2 site is connected to 4 Fel sites via oxygen with (Fe1l-O-Cr) bond angles
of 165° 130° 104° and 99°. Cr** and Fe** ions being in the d3and d° states
respectively, super-exchange between Cr and Fel connected with a bond angle of 165°
is FM in nature, while it is AFM for the remaining Fel sites with bond angles of <
150°. Therefore, the orientation of spin at the Cr substituted at Ga2 site parallel to that
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of the spins on the Fel site (opposite to the Fe2 site) in the former and anti-parallel to
the spins on the Fel site (parallel to the Fe2 site) in the latter. These competing
interactions lead to nearly the same energies of configurations with the spin of Cr®* (a)
parallel and (b) antiparallel to the spins at the Fel sites. Thus, the AFM (FiM) state and
associated transition are not affected much by Cr substitution at the Ga2 site, while
maintaining a sizeable magnetic moment of Cr** [Table 2.22]. In contrast, substitution

of Cr at the Fel site results in the reduction of the total magnetic moment.

Table 2.22: Total magnetic moment and magnetic moments of Cr**

Total magnetic moment (ug) Magnetic moment on Cr (ug)
Cation site FM AFM FM AFM
Fel 23.20 -1.87 2.66 2.39
Fe2 26.01 1.99 2.52 -2.29
Gal 22.00 191 -1.79 1.69
Ga2 20.03 -2.79 (AFM)” 2.66 -2.57 (AFM)”
2.8 (FM) 2.68 (FM)”

*AFM: Fel-O-Cr AFM interaction; FM: Fel-O-Cr FM interaction
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Figure 2.30: Electronic density of states for (a) Cr at Ga2 site with AFM ordering and (b) for Cr at Fel
site with AFM ordering.

To understand the observed change in Ty with Cr-substitution in GaFeOs3 requires
the inclusion of the effects of the disorder. Unsubstituted GaFeO3 has anti-site disorder
between Ga2 and Fe sites [8]. This disorder is promoted further when Cr is substituted
at the Fel site while it reduces upon substituting Cr at the Ga2 site. As disorder results
in the reduction of the strength of magnetic interactions [8], we expect a decrease in Ty
when Cr substitution occurs at the Fel site. On the other hand, disorder is supposed to
be weaker when Cr substitution takes the Ga2 sites, and the strength of AFM

superexchange, therefore, remains roughly the same (while increasing the overall
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magnetic moment). We, therefore, expect Ty to remain nearly the same for Cr-
substitution at Ga2 sites as observed in our experiments. Note that in the octahedral
coordination, Cr** ion has an ionic radius of 0.615 A, whereas Fe** has an ionic radius
of 0.645 A in the high spin state and 0.55 A in the low spin state in an octahedral
oxygen environment. Ga®" in octahedral (Ga2) and tetrahedral (Gal) coordination has
ionic radii of 0.62 A and 0.47 A ionic radii respectively. The difference in ionic radii is
the least for Cr at Ga2 site as compared to that of Fel or Fe2 sites. We expect
compressive stress on the crystal upon substitution of Cr at the Fel site and hence a
reduction in unit cell volume and subsequent decrease in the strength of AFM
interactions and Ty. In contrast, simulations reveal no significant stress when Cr is
substituted at the Fe2 site (AFM ordering), correlating with essentially no change in Ty

in this case.

2.4.3 Ball-milling induced structural transitions in Al GaxFeO3 (x =0, 0.5, 1):
2.4.3.1 AlFeO3

2.4.3.1.1 X-ray diffraction study

X-ray diffraction data was recorded on AlFeOs; subjected to ball milling for 12 h at
room temperature. The XRD patterns of the starting material and the ball-milled
samples are shown in Figure 2.31(a) and 2.31(b) respectively. The ball-milled sample
shows completely different diffraction pattern as compared with the starting pattern.
The ball-milled sample shows line broadening and the crystallite size calculated from
line broadening employing the Scherrer formula was found to be around 20 nm.
Annealing the ball-milled sample at 700 °C showed no changes in the positions of the
reflections as can be seen from Figure 2.31(c). The XRD pattern of the ball-milled
AlFeO3; does not match with that of a-Fe;Os. Furthermore, XRD pattern of a 1:1
mixture of a-Fe;O3 and a-Al,O3 [Figure 2.31(d)] is entirely different from that of ball-
milled AlFeO3 confirming that the ball-milling does not decompose AlFeO; into the
constituent oxides. Interestingly, we observe that ball-milling for extended periods of
24 h at 298 K gives rise to different diffraction pattern which is similar to the XRD
pattern of a-Fe,O3z (R3c) as shown in Figure 2.31(e). Moreover upon heating the 24 h
ball-milled sample to 1350 °C, we observe that the XRD pattern [Figure 2.31(f)] of

AlFeO3; looks similar to the starting pattern of the compound indicating that the
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structure retraces to the original one. Profile fitting using FULLPROF suite [Figure
2.31(g)] showed that the structure of 12 h ball-milled AlFeO3 was akin to 6-Al,O3 with
the P2,2,2; space group [31]. The lattice parameters of this P2;2;2; were found to be a
=15.886 (11) A, b = 11.408 (6) A and ¢ = 7.803 (4) A. The 5-Al,03 phase is related to
spinel structure and is different from the & -Al,05 (P222) [32] with lattice parameters a
=7.936 A, b=7.956 A and c = 11.711 A reported by Fargeot et. al. [32]. It is, however,
impossible to differentiate the P222 and P2,2;2; structures based on profile fitting. It is
possible that the & phase of Fargeot et. al. is the & phase described by Levin and
Brandon [31]. On the other hand, 24 h ball-milled AlFeO3; adopt rhombohedral
structure with the space group R3c as shown in the profile fitting [Figure 2.31(h)]. The
lattice parameters of the rhombohedral AlFeOzare, a = 4.909(2) A and ¢ = 13.393(7) A.
Note that the lattice parameters of a-Fe,O3 are, a = 5.032 A and ¢ = 13.733 A, while
those of a-Al,Os are, a = 4.760 A and ¢ = 12.993 A (JCPDS).
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Figure 2.31: X-ray diffraction patterns of (a) orthorhombic (Pna2;) AlFeO; sample; (b) ball-milled
AlFeO3 (12 h); (c) 12 h ball-milled AlFeO; annealed at 700 °C; (d) mixture of a-Fe,O3 + a-Al,O3 (1:1)
and (e) ball-milled AlFeO; (24 h); (f) ball-milled AlFeO; annealed at 1350 °C; XRD patterns of ball-
milled AlFeO; in (g) §-Al,05 structure (P2,2;2;) and (h) R3c structure along with profile fits, difference
patterns and Bragg positions.

2.4.3.1.2 Raman spectroscopic study
Raman spectroscopic study has been carried out to understand the differences in the

structural phases upon ball-milling. The Raman spectrum of AlFeOj3 ball-milled for 12
h at 298 K with the P2,2,2; structure is distinctly different from that of bulk AlFeO;
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with the Pna2; structure [see Figure 2.32(a) and 2.32(b)]. After annealing ball-milled
AlFeOs at 700 °C, the Raman spectrum did not change significantly [Figure 2.32(c)]
except for sharpening of the bands. Figure 2.32(d) shows the Raman spectrum of
AlFeO; ball-milled for 24 h at 298 K. The spectrum is that expected of the R3c space
group. Thus, XRD and Raman studies of AlFeOs clearly establish that the orthorhombic
structure (Pna2,) first transforms to the orthorhombic P2;2:2; structure of 6-Al,O3 on
ball-milling for 12 h and transforms to the rhombohedral R3c structure on further ball-

milling.
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Figure 2.32: Raman spectra of (a) orthorhombic AlFeO3; sample; (b) ball-milled AlFeO; (12 h); (¢) 12 h
ball-milled AlFeO; annealed at 700 °C and (d) ball-milled AlFeOs (24 h).

2.4.3.1.3 Magnetic property

DC magnetization measurements were carried out to establish the magnetic behavior of
AlFeO3 with different structures. The magnetization data of AlFeO3 ball-milled for 12 h
has been compared with those of AlFeO; structure with the Pna2; space group. In
Figure 2.33(a), temperature-dependent FC (field-cooled) and ZFC (zero-field-cooled)
magnetization data of ball-milled AlIFeOs; in the P2;2:2; structure are shown. A
divergence between the FC and the ZFC data has been realized below 390 K in the
P2,2:2; sample. Furthermore, the nature of the magnetization curves of this sample is
quite different from that of the Pna2; sample which shows a sharp ferrimagnetic
transition (Ty) at 250 K [8]. The P2:2,2; sample shows magnetic hysteresis at 5 K as
shown in the inset of Figure 2.33(a). Figure 2.33(b) shows the magnetization data of
AlFeOs in the R3c structure obtained by ball-milling for 24 h. The field-cooled data

shows a ferrimagnetic transition at a different temperature from that of the Pna2;
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structure, with a Ty of 225 K. We observe magnetic hysteresis at 5 K, in the R3c
sample as well but no saturation. The magnitude of magnetization of both the P2,2;2;
and R3c samples are much lower than that of the orthorhombic Pna2; structure showing

a preponderance of antiferromagnetic interaction in these transformed phases.

4 /
¥H =7 / T=5K

ey

_—
2 -
—

bt

i

th
.

= o

. M (emu/g)

M (emu/g)

=
o
=

T=5K

& ot ~

= 60 40 20 0 40 e B0 \

E H (kOe) = 0.15 R 00 A 20 0 20 40 60

2 0.9 E % H (kO¢)

= 0.9r - | N

~ Z¥C = 0.10 ',_
0-"’{7 1 0.05—————— %

0.3

i i ————————4 0.00 I | T
0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
T (K) T(K)

Figure 2.33: Temperature dependent dc magnetization of ball-milled AlFeOs in the (a) P2,2,2; and (b)
R3c structures under field-cooled (FC) and zero-field cooled (ZFC) conditions. Magnetic hysteresis at 5
K is shown in the inset.

2.4.3.2 GaFeO;
2.4.3.2.1 X-ray diffraction study

We next examined the effect of ball milling on the structure of GaFeO; by performing
x-ray diffraction experiment. In Figure 2.34 we show the x-ray diffraction patterns of
GaFeOs in the Pna2; structure as well as of the GaFeOs; ball-milled for 12 h or 6 h at
300 K. In this figure we also show the XRD pattern of GaFeO3 nanoparticles prepared
by the sol-gel route. The XRD pattern of the nanoparticles prepared by the sol-gel route
is the same as that of the Pna2; GaFeOs [see Figure 2.34(a) and 2.34(b)] except for line
broadening due to the small size. Using the Scherrer formula the crystallite size was
found to be 25 nm. The XRD pattern of ball-milled GaFeOj3 [Figure 2.34(c)] is quite
different from that of the starting material [Figure 2.34(a)] and it is similar to the XRD
pattern of a-Fe;Os crystallizing in the rhombohedral structure with the space group
R3c. The ball-milled pattern has rather broad reflections due to the small crystallite
size, estimated to be 20 nm. On annealing the ball-milled GaFeO3 at 700 °C the XRD
pattern remains the same [Figure 2.34(d)], but with smaller line width due to the
increase in the crystallite size (estimated to be 40 nm). Furthermore, the XRD pattern of
a 1:1 mixture of Fe,O3 and Ga,O3 [Figure 2.34(e)] is entirely different from that of ball-
milled GaFeOs. Interestingly, on heating ball-milled GaFeO; sample to 1000 °C, it
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transformed back to the orthorhombic chiral (Pna2;) structure as can be seen from the
XRD pattern in Figure 2.34(f).
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Figure 2.34: X-ray diffraction patterns of (a) orthorhombic GaFeO; sample; (b) GaFeO3 hanoparticles by
sol-gel route; (c) ball-milled GaFeOs; (d) ball-milled GaFeO; annealed at 700 °C; (e) mixture of Fe,Oz +
Ga,0; (1:1) and (f) ball-milled GaFeO; annealed at 1000 °C.

In Figure 2.35 we show the XRD pattern of ball-milled GaFeO3; along with

profile fit and difference pattern. The lattice parameters of ball-milled GaFeO; are, a =
5.022(2) A and ¢ =13.606(5) A. Note that the lattice parameters of a-Fe,O3 and
rhombohedral Ga,Os are, a = 5.032 A, ¢ = 13.733 A and a = 4.979 A, ¢ = 13.429 A
respectively. In both the ball-milled sample, AlFeO3 (24 h) and GaFeO3 (6 or 12 h) the

transformed space group is R3c, rather than R3c, was confirmed by the absence of

second harmonic generation by these materials.
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Figure 2.35: XRD patterns of ball-milled GaFeO; along with profile fit, difference pattern, and Bragg

positions.
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2.4.3.2.2 Raman spectroscopic study

The Raman spectrum of ball-milled GaFeOs; (R3c) is compared with that of the
orthorhombic sample as well as that of the nanoparticles of GaFeO3 synthesized by the
sol-gel route. The Raman spectrum of the starting GaFeO3; sample [Figure 2.36(a)] is
similar to that of the nanoparticles of GaFeO3 [Figure 2.36(b)], but we see distinct
differences in the spectrum of ball-milled GaFeO; [Figure 2.36(c)]. After annealing the
ball-milled GaFeOs at 700 °C, the spectrum remained the same [Figure 2.36(d)] except
for sharpening of the bands. The Raman spectrum recorded after annealing the ball-
milled sample at 1000 °C [Figure 2.36(e)] is similar to that of the starting GaFeOs
sample [Figure 2.36(a)]. The XRD and Raman results clearly show that orthorhombic
GaFeOs (Pna2,) transforms directly to the rhombohedral R3¢ structure when subjected
to ball-milling, unlike AlFeO3; which goes through an intermediate phase of P2;2:2;

space group.
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Figure 2.36: Raman spectra of (a) orthorhombic GaFeO; sample; (b) GaFeO; nanoparticles by sol-gel
route; (c) ball-milled GaFeOs; (d) ball-milled GaFeO; annealed at 700 °C and (e) ball-milled GaFeOs;
annealed at 1000 °C.

2.4.3.2.3 Magnetic property

In Figure 2.37, the temperature dependence of magnetization data of the R3¢ sample of
GaFeO3; under FC (field-cooled) and ZFC (zero-field cooled) conditions is shown.
There is a divergence between the FC and ZFC data below 350 K, and there is no sharp
ferrimagnetic transition. Thus, the magnetization curves are quite different from those

of the orthorhombic structure GaFeO3, which shows a sharp ferrimagnetic transition at



Chapter 2 105

210 K [8,14]. The magnitude of magnetization of the R3c sample is much smaller than
that of the Pna2; sample showing the presence of prominent antiferromagnetic
interaction. Nanoparticles of GaFeO3 however, show similar magnetic behavior as that

of the Pna2; GaFeO3 sample, but with a higher Ty.
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Figure 2.37: Temperature dependent dc magnetization of ball-milled GaFeO3; under field-cooled (FC)
and zero-field-cooled (ZFC) conditions. Insets show the magnetic hysteresis at 5 K.

Although AlFeO; and GaFeOj3; show different phase transition characteristics on
ball-milling, it is interesting that partial substitution of Al by Ga in AlFeO; i.e.
AlosGagsFeOs favors the direct transformation of the Pna2; phase to the R3¢ phase [a
=4.970 (1) A; ¢ = 13.509 (3) A] on ball-milling for the duration of 6 to 24 h without
arriving at the P2,2,2; phase. On heating the ball-milled AlysGaosFeO to 1200° C, it
reverts to the Pna2; structure [Figure 2.38]. XRD pattern and Raman spectrum of ball-
milled sample of AlysGagsFeOs are consistent with the R3¢ structure. We compare the
lattice parameters of different structural phases among these compounds as displayed in
Table 2.23.

Table 2.23: Structural data of the various phases of Al ,Ga,FeO; (x =0, 0.5, 1)
AlFeO,
Structure Space a(A) b (A) c(A)
Group

Orthorhombic ~ Pna2,  4.9806 (3)  8.5511(6) 9.2403 (6)
Orthorhombic ~ P2,2;2,  15.886 (11)  11.408 (4)  7.803 (4)

Rhombohedral R3c 4.909 (2) 13.393 (7)
GaFeO;
Orthorhombic Pna2, 5.0814 (2) 8.7436 (3) 9.3910 (2)
Rhombohedral R3c 5.022 (2) 13.606 (5)
AlysGag sFeO;

Orthorhombic Pna2; 5.0306 (1) 8.6461 (2) 9.3175(2)
Rhombohedral R3c 4.970 (1) 13.509 (3)
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Figure 2.38: X-ray diffraction patterns of (a) orthorhombic AlysGagsFeOs; sample; (b) ball-milled
AlgsGagsFeOs (12 h); (c) ball-milled AlysGagsFeO; annealed at 700 °C; (d) mixture of Fe,O3, Al,Os,
Ga,0; (1:0.5:0.5) and (e) ball-milled AlysGaysFeOs annealed at 1200 °C.

Now the structural transformation of AIFeO; in the light of the various
transformations of Al,O3; will be discussed [31]. The most stable structure of Al,Os is
the o-form with the space group R3c. We can view this structure as an HCP sublattice

I** cations fill the 2/3 of the octahedral interstices in an

of oxygen anions in which A
ordered array. The oxygen anions occupy 18c Wyckoff positions, the coordinates of
which are x, 0, 1/4 (x = 0.306), whereas the aluminium cations located at 12c¢ positions
have coordinates 0, 0, z (z = 0.347). Boehmite on heating to 700 °C and above gives
rise to an orthorhombic &-phase. The 6-phase of Al,O3 is different from the 8*-phase
mentioned by Fargeot et. al. [32] compared to the structure of AlFeOs. The d-phase
derived from the spinel structure belongs to the P2,2;2; space group [33]. The
orthorhombic structure found by us in AlFeO3 and GaFeOj; are akin to k-phase of Al,O3
which has lattice parameters a = 4.69 A, b = 8.18 A and ¢ = 8.87 A. The unit cell
contains 16 cations ordered in octahedral and tetrahedral sites. The packing of oxygen
anions is expected to remain nearly unaffected in Al,O3 through the phase
transformations. The chemical ordering of cations in the FCC anion structure gives rise
to different structures with partly disordered sublattice. While the orthorhombic
structures order chemically, there will be considerable disorder in the R3c structure.

Looking at the Al,O3—Fe,03 phase diagram [34,35], we find that at 50:50 composition
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the orthorhombic phase is stable, but decompose to the a-phase of the two component
oxides on heating. In our case of phase transformation, we obtain the Pna2; as the
stable room temperature phase which further transforms to §-phase of Al,O3 or R3¢ on
ball-milling. It appears that the disorder kinetics favors the phase transformation rather
than the relative stability and pressure effects. It is important to note that in our

experiment we did not observe any decomposition of the orthorhombic Pna2; phase.

The important role of disorder kinetics and the change in molar volume is the
driving force for the phase transformations which is also evident from the first-
principles calculations carried out by Waghmare et al. [15]. We summarize the key

observations below.

(@) The minimum energy volume of the crystal cell (see results in Table 2.24) show
that the corundum structure has a cell volume about 12 and 6% smaller than that of
the orthorhombic structure of AlFeO3; and GaFeOs; respectively, suggesting a
possible transition from the orthorhombic to corundum structure upon application
of pressure. For the purpose of calculations, lowest energy structure of the
orthorhombic phase with Pna2; space group have been used and but not considered
the possibility of anti-site disorder between Al (or Ga) and Fe. On the other hand,
for the corundum structure (R3¢ space group) with half the cation sites randomly
chosen for occupation with Fe because Al,O3 is known to take this structure and
there are no distinct cation sites. In the case of corundum structure anti-site disorder

have been taken into account.

Table 2.24: Calculated equilibrium volumes (per formula unit), binding energies (per formula unit), bulk
modulus for orthorhombic (Ort) and corundum (Cor) structures of AlFeO; and GaFeO; and their critical
pressures for transition from orthorhombic to corundum structures

Compound  V (Ort) V(Cor) E(Ort) E(Cor) B(Ort)  B(Cor) Perit
(A%fmu)  (A%fmu) (eV/fmu) (eV/fmu) (GPa) (GPa) (GPa)

AlFeO; 50.1 443 -37.59 -37.29 192 259.0 9.0

GaFeO; 53.9 50.9 -33.89 -33.61 186 131.5 12.7
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(b) The corundum structure is higher in energy than the orthorhombic one by about 0.3
eV per formula unit for both the compounds. Using the minimum energies, volumes
and bulk moduli, and a parabolic approximation to the energy function, our
estimates of the pressure of transition from the orthorhombic to corundum structure
are quite similar for both AlFeO3; and GaFeO; (slightly higher for GaFeO3). We
should note that the critical pressure for the orthorhombic to corundum structure
would reduce with the disorder. We note that the estimated critical pressures for a
transition from orthorhombic to corundum structure are relatively small and readily

achievable in the laboratory conditions.
2.5 Conclusions

From X-ray and neutron diffraction studies of the Al,.xGaxFeO3 family of oxides, it is
observed that all these oxides crystallize in the orthorhombic structure with the space
group, Pna2;. The unit cell parameters and volume of an Al;_xGaxFeO3 family of oxides
increase with the Ga content. Interestingly, the temperature dependence of unit cell
volume shows a marked increase in the 200-250 K regions along with a small dip
around 150 K. The dimension of chemical and magnetic unit cells of these oxides are
the same and all these oxides ferrimagnetically order around 200-250 K. Mdssbauer
spectroscopy gives useful information on site occupancies and the hyperfine field
decreases with increasing Ga content. Cr substituted GaFeO3; showed interesting
magnetic properties. We observe that on the substitution of Cr in Fe site leads to a
reduction in magnetic transition temperature (Ty) while Ty value slightly increases on
Cr substitution at the Ga site as compared with parent GaFeOs. First-principles
calculations show (1) greater anti-site disorder in GaFeOj3 than in AlFeO3 due to better
matching of ionic radii of Fe and Ga. (2) The weak magnetic moment arises from the
difference in effective magnetic moments of Fe** at Fel, Fe2 and Al2 sites. (3) The
presence of strong spin-phonon coupling resulting from a significant difference in ionic
radii of Fe** in high and low spin states (0.645 and 0.55 A respectively). Both disorder
and magnetic properties are intimately related to the local structure as well as ionic
sizes. Raman spectroscopic study on AlFeQOj; establishes the existence of spin-phonon
coupling in the magnetically ordered state.



Chapter 2 109

Ball-milling brings about interesting structural transformations of AlFeO; and
GaFeOj3 from the orthorhombic (Pna2;) structure. The contrast between the structural
behavior of AlFeO3; and GaFeOj3 on ball-milling has been understood by invoking an
intermediate phase that facilitates the transformation of AlFeO5; from the orthorhombic
phase. Since Al,O3 is known to occur in the 6 structure with the P2;2,2; space group, it
is understandable why this occurs as the intermediate structure in the transformation of
AlFeO3 There is a change in volume in the transformations indicating their first order
nature. It is noteworthy that partial substitution of Al by Ga in AlFeO3 eliminates the
P2:2:2; intermediate phase. While XRD and Raman spectroscopic data suffice to
characterize the phase transitions fully, magnetic data also throw light on the
transformed phases. The phases with the Pna2; structure exhibit sharp ferrimagnetic
transitions, but the R3c phases are antiferromagnetic with much smaller values of
magnetization and a high irreversibility temperature. In the case of AlFeOs, it is
noteworthy that the orthorhombic structure seems to be more stable than the

rhombohedral structure unlike in the case of Al,Os.
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Crystallographic and magnetic
structures of the magnetoelectric

%
EuZrOs

Summary

High-resolution temperature dependent synchrotron x-ray and neutron powder diffraction
experiments have been carried out to investigate the crystal and magnetic structures of EuZrOs.
From the neutron diffraction experiment we establish that in the ordered state, Eu** moments
(G-type) in EuZrO; are oriented along the crystallographic c-axis while Eu** moments in
EuTiO; are reported to lie in the ab-plane. Based on the antiferromagnetic vector direction
along c in EuZrOs, we arrive at the magnetic space group symmetry (Pn'm’a") which supports
linear magnetoelectric effect in this compound. In addition, by applying Landau theory analysis
to EuTiO; and EuZrOg3, we are able to contrast the differing magnetoelectric coupling resulting
from the different magnetic space groups of the Ti and Zr compounds in the magnetically
ordered state. The observed order parameter () of EuZrO; obtained from the fitting of the
temperature dependent integrated intensity of the (110) and (011) reflections is consistent with

the asymptotic three dimensional Ising model.

*Paper based on this chapter is published in: Phys. Rev. B 93, 014409 (2016), © (2016) by the American Physical
Society.



114 Chapter 3




Chapter 3 115

3.1 Introduction

Magnetoelectric Multiferroic materials enable to control the ferroelectric polarization
with a magnetic field and the magnetization by an electric field [1,2]. These fascinating
technologically advantageous materials with unique magnetoelectric coupling also
allow us to investigate the fundamental interplay between magnetic and electric order
parameters. Most commonly known multiferroics are perovskite oxides having a
general formula ABO3; e.g., TbMnOj3; shows unambiguous, strong cross-coupling
between the electric field and magnetization or vice-versa [3]. The only known
perovskite which shows multiferroicity at room temperature is BiFeOs, where weak

ferromagnetism arises from the canting of the antiferromagnetically aligned spins [4,5].

EuTiO3 has a cubic structure with the space group Pm3m and the small optical
band gap of 0.8 eV while EuZrO3 has an orthorhombic structure with the space group
Pnma and has a much higher optical band gap of about 2.4 eV [6,7]. However, these
compounds exhibit similar magnetic properties where A-site Eu** (S = 7/2) ion
undergoes a paramagnetic-to-antiferromagnetic (AFM) transition in the temperature
range of 4-5 K. Neutron scattering and magnetic resonant X-ray diffraction techniques
revealed the spin structure of EuTiOs and EuZrOs [8,9]. In Eu?* containing perovskite
oxides, nearest-neighbour superexchange interactions via the Ti or Zr d-states are
antiferromagnetic (AFM) while the interaction with the next-nearest-neighbour is
ferromagnetic (FM). In both Ti and Zr compounds G-type AFM ordering takes place
below Néel temperature (Ty = 5.3 and 4.1 K) with the moments lying within the ab-
plane along the plane diagonal and a-axis respectively. The stronger AFM
superexchange interaction involving smaller energy gap between Eu 4f and Ti 3d-states
in EuTiO3; leads to the higher Ty in EuTiO; compared to EuZrO3; where AFM
interaction involves larger gap between Eu 4f and Zr 4d states. In these materials, a
delicate balance exists between the AFM and FM states. For example, one can obtain
the FM metallic state instead of the AFM insulator state in EuTiO3 by strain [10] and
hydride substitution [11].

Perovskite oxides based on divalent europium ions, like EuTiO3; and EuZrO;
having localized spin S = 7/2 are also being investigated experimentally and

theoretically extensively to understand the intriguing correlation of magnetic and
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dielectric properties giving rise to magnetoelectric effects. Figures 3.1 and 3.2 show the

experimental demonstration of magnetodielectric effect in EuTiO; and EuZrOs;

respectively [12,13].
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Figure 3.1: (a) Dielectric constants at 1 kHz and (b) magnetization as a function of temperature under
several magnetic fields for EuTiO3. Solid lines in (a) are the fittings with the spin correlation function
[e (T,H) = &(T)(1 + a(S;.5;))] where a (2.74 X10?) is the coupling constant between spin
correlation and dielectric constants. The inset shows the magnetic field dependence of the dielectric
constant (normalized to the value at zero field) at 2 K; (c) spin pair correlation between nearest-neighbor
sites (S;.S;) and (d) the z component (parallel to the magnetic field) of the total magnetization (S,) for
the system with S = 7/2 on the cubic lattice by a mean-field calculation. The nearest-neighbor interaction
J; is -0.037 K and the next-nearest-neighbor interaction J, is 0.069 K [adapted with permission from ref.
12, © (2001) by the American Physical Society].
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Figure 3.2: Temperature dependent dielectric constant of EuZrO; measured at 200 kHz in the presence
of different magnetic field and (b) spin correlation function for cubic EuZrO; calculated using a mean-
field approximation [adapted with permission from ref. 13, © (2010) by the AIP publishing LLC].
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Both the compounds show a decrease in dielectric constant with
antiferromagnetic ordering while the dielectric constant increases in the presence of a
magnetic field due to the ferromagnetic arrangement of the Eu** moments. The
occurrence of magnetodielectric effect in these compounds is understood based on the
spin-pair correlation [e (T,H) = &(T)(1 + §(S;.S;)), where &,(T) is the dielectric
constant in the absence of spin correlation, § is the coupling constant between spin
correlation and dielectric constants, (S;.S;) is the spins on Eu sites next to each other;
the coupling constant § is related to the third-order susceptibility tensor in the Landau
free energy expansion] between the nearest-neighbor Eu®* spins through the variation
of soft phonon mode frequency associated with the Ti or Zr vibrations against the Og
octahedra [12]. Since the soft phonon mode (Slater) is coupled with localized Eu?*
spins which can be controlled by the magnetic fields, therefore on application of
external magnetic field Eu-O-Eu superexchange interaction is modified which in turn
controls the frequency of soft phonon mode. As a result, the dielectric constants of
these materials are also strongly affected by the application of an external magnetic
field indicating a strong coupling between magnetization and dielectric constant. The
stronger magnetodielectric coupling in EuTiO3 as compared to EuZrO;z could be
attributed to the stronger covalency of the Ti-O bond as compared to the Zr-O bond
(more ionic in nature) favoring the formation of soft phonon mode (Ti,) which
facilitates the coupling with the low energy magnetic excitations [14]. This result
indicates that the spin phonon coupling in EuZrOs is smaller than EuTiOs. In this
context it is also important to mention that the spin dependent hybridization of Eu-4f
orbital with transition metal d-orbital which is the source of spin-lattice coupling
actually drives the bulk EuTiO3 away from ferroelectricity [15]. The increased Eu-Ti
hybridization also lowers the energy and stabilizes the rotational lattice distortion in

EuTiO3 as compared to analogous compound SrTiO3 [16].
3.2 Scope of the present investigation

To investigate the nuclear and magnetic structure of EuZrO; we have carried out
temperature dependent synchrotron x-ray and high-resolution neutron powder
diffraction (time-of-flight) experiment respectively. High-resolution neutron diffraction

allows us to determine the direction of easy axis unambiguously in the ordered state of
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EuZrOs;. A proper knowledge of the magnetic easy axis is essential for a correct
analysis of magnetic symmetry governing the magnetoelectric coupling. The previous
report on neutron powder diffraction experiments in EuZrO; revealed G-type AFM
ordering although the spin direction along the crystallographic axis could not be
determined unambiguously. They obtained a better agreement when the magnetic
moments were assumed to be aligned parallel to a-axis resulting in magnetic space
group Pnm'a [9] which does not support linear magnetoelectric coupling in EuZrOs. It
has been shown theoretically in a recent paper [17] that the possible magnetic structure
of EuZrO; could be isotropic G-AFM or anisotropic A-AFM. It is therefore extremely
important to determine the spin-orientation with respect to the crystallographic
directions in the orthorhombic perovskite EuZrOs; as directional spin-orbit coupling
play pivotal role in determining magnetoelectric coupling in these materials [4,5]. From
the Rietveld analysis of high-resolution neutron powder diffraction pattern below Néel
temperature of 4.4 K, we obtained the magnetic moment which is oriented along the c-
axis corresponding to magnetic symmetry Pn'm’a’ which allows linear
magnetoelectric effect. Based on our analysis we observe that the Eu** ions attain a
moment of 6.40 pg along c-axis at 1.5 K following the asymptotic three-dimensional
(3D) Ising model with order parameter 5 = 0.29 [18].

3.3 Experimental details

Polycrystalline sample of EuZrO3 was prepared by the conventional solid-state reaction
in a reducing atmosphere of pure H; (99.9995%) starting from the binary oxides namely
Eu,0O3 (Sigma-Aldrich, 99.9%) and ZrO, (Fluka Chemika, 97%). Stoichiometric
amounts of the precursors were mixed, ground and heated in a reducing atmosphere at
1400 °C for 24 hrs with several intermittent grindings. X-ray diffraction (XRD) patterns
of the samples were recorded with a PANalytical monochromatic laboratory x-ray
diffractometer (A = 1.5406 A) to confirm the phase purity. We have also recorded
synchrotron XRD pattern at 298 and 10 K at ESRF, Grenoble (France). The
FULLPROF suite [19] program was used to refine the crystallographic parameters
obtained from x-ray diffraction. DC magnetization measurements were carried out
using a Superconducting Quantum Interference Device Magnetometer (SQUID,
MPMS3, Quantum Design, USA) in the temperature range of 2-390 K under Zero-
field-cooled (ZFC) and Field-cooled (FC) conditions in the presence of different
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magnetic fields. Isothermal magnetization measurement was carried out in the magnetic
field range of £70 kOe. Neutron powder diffraction measurements were performed on
the high-resolution long wavelength diffractometer (TOF) WISH [20] at the ISIS
facility in zero applied magnetic field. To perform the neutron diffraction experiment,
the powder sample was loaded in a 3 mm diameter thin walled vanadium can, lightly
packed to minimize absorption. The Rietveld analysis of the neutron data was
performed with the JANA2006 [21] software using standard scattering length densities
and the Eu**form factor. The effect of neutron absorption was treated in the standard
linear absorption coefficient manner and was not found to be significant.

3.4 Results and discussion

3.4.1 Crystal structure:

In Figure 3.3(a) Rietveld refinement of the XRD data of polycrystalline EuZrOs;
collected at room temperature using synchrotron x-ray source is shown. From the
Rietveld refinement of XRD pattern, it is confirmed that this compound has an

orthorhombic perovskite structure with the space group Pnma at room temperature [9].
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Figure 3.3: Rietveld refinement of XRD pattern of polycrystalline EuZrO; acquired at (a) 298 and (b) 10
K using synchrotron x-ray with wavelength = 1.0379 A. Red open circle and solid black line indicate the
experimental data and calculated profile, green ticks indicate the Bragg positions for the space group
Pnma and the blue line below is the difference between observed and calculated profile. Inset of (a)
shows the schematic of the crystal structure of EuZrOs.
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The sample contains a small amount of Eu,Zr,0; as an impurity phase. EuZrOs;
does not show any symmetry lowering or structural phase transition down to 10 K
[Figure 3.3(b)]. In contrast, EuTiOj3 is known to show a structural phase transition from
cubic Pm3m to tetragonal 14/mem structure at 235 K [22]. Neutron diffraction pattern
of EuZrO; also shows that the compound retains the orthorhombic space group Pnma
down to lowest temperature (T = 1.5 K) which we will discuss later. For the structural
refinement, we have used the Pnma standard settings where Eu, Zr, O1, and O2 are
present at 4c, 4b, 8d and 4c Wyckoff sites respectively. The structure of EuZrO;
consists of corner shared ZrOs octahedra forming a perovskite network with the Eu®*
ions occupying the interstitial sites as shown in the inset of Figure 3.3(a). In EuZrOg3 the
smaller tolerance factor, as compared to EuTiO3; leads to a rotation of the ZrOg
octahedra, resulting in GdFeO; type structural distortion. Though the octahedral
rotation will facilitate the hybridization between the Eu 4f and Zr 4d states it will occur
to a lesser extent in EuZrO3 as compared to EuTiO3 as a result of the larger band gap in
the former as compared to the latter. The octahedral rotation will also lead to the
change in the coordination environment of the Eu-site and alter the covalent bonding
strength as well as hybridization between the Eu-O bonds. Importantly, the octahedral
rotation has also impact on the strength of superexchange interaction other than
optimizing the bonding of two cations [23]. Further, Akamatsu et al. in ref. [23] have
pointed out that the firm correlation between octahedral rotation and magnetism in
EuXO3 (X = Ti, Zr, Hf) stabilizing the G-AFM ground state rather than FM state when

the structure changes from cubic to orthorhombic.
3.4.2 Magnetic properties:

The temperature dependent dc magnetization data of EuZrO; at different magnetic
fields is shown in Figure 3.4. The temperature dependent Zero-Field-Cooled (ZFC) and
Field-Cooled (FC) data recorded in the presence of an applied magnetic field of 50 Oe
show a sharp kink at 4.4 K without any divergence between the ZFC and FC data down
to lowest temperature as shown in the inset of Figure 3.4(a). The kink at 4.4 K indicates
the second order magnetic phase transition from the paramagnetic to the
antiferromagnetic state which is also evident from the inverse susceptibility against
temperature plot shown in the inset of Figure 3.4(a). Interestingly, the sharp kink

gradually becomes broader with increasing magnetic field, and it completely disappears
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at about 20 kOe as evident from the temperature dependent magnetization data shown
in Figure 3.4 (a).
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Figure 3.4: (a) Temperature dependent dc magnetization data recorded at various magnetic fields under
Field-Cooled (FC) conditions. The inset shows the ZFC and FC magnetization and inverse susceptibility
as a function of temperature at H = 50 Oe; (c) Isothermal magnetization data recorded at 2 K showing
spin-flop behavior at the moderate magnetic field. The inset shows the first derivative of magnetization
with respect to magnetic field plotted as a function of magnetic field.

Isothermal magnetization data as a function of magnetic field recorded at 2 K
[Figure 3.4 (b)] shows linear behavior up to about 20 kOe. After that the magnetization
data tends to be saturated indicating the appearance of ferromagnetic state with the
saturation magnetization value around 6.2 ug per formula unit which is close to the spin
only moment of Eu** (7ug) ion. From Figure 3.4 (b) we see that initially the slope of the
M vs. H curve increases with the magnetic field and then the slope changes ~ 5 kOe
which is prominent from the inspection of the derivative plot as shown in the inset of
Figure 3.4(b). This phenomenon is similar to the spin-flop transition where spins in the
antiferromagnetic state start flipping perpendicular to the magnetic field and then
gradually changes to the ferromagnetic state with increasing magnetic field. Spin
flipping continues with increasing magnetic field up to 20 kOe where all the spins go to
the ferromagnetic state. It is consistent with the observation of M (T) data, where the
kink in the temperature dependent magnetization data disappears in the presence of a
magnetic field of 20 kOe. This spin flop behavior at moderate magnetic fields occurs
due to the weak inter sublattice molecular field coefficient (An¢) and a small uniaxial
magnetic anisotropy constant (K,) of Eu?* ion (S = 7/2, L = 0) [6]. At T = 0 K, the spin-
flop field is represented as He = (2KuAm)*. Such a magnetic field induced change in
spin configuration also affects the dielectric properties of EuZrOs significantly as

shown in Figure 3.2.
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3.4.3 Magnetic structure:

Now we will discuss the results obtained from the neutron diffraction experiment. From
the Rietveld refinement of neutron diffraction pattern [Figure 3.5] recorded in the
paramagnetic region (T = 10 K) we observe that the compound remains in the
orthorhombic structure with the space group Pnma, a similar agreement obtained from
the synchrotron XRD pattern. In Table 3.1 we report the crystal structure parameters.
The refined thermal parameters are consistent with manageable absorption effects for
the transmission geometry (used in the experiment) as evident from the absence of a

large sloping background in the neutron diffraction data shown in Figure 3.5.
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Figure 3.5: The Rietveld refinement of the time-of-flight (TOF) neutron data acquired at T = 10 K. The
black crosses represent the neutron data, and the red and blue lines represent the calculated profile and its
difference to the data respectively. The black lines show the positions of the Bragg peaks.

Table 3.1: Structural parameters of EuZrO; at 10 K

EuZrO; (Space Group: Pnma)

a=5.8172 (2) A b=8.1805(2) A, c =5.7833 (2) A

Atom (Position) X y z Uiso (A9) Occupancy
Eu (4c) 0.0237 (11) 0.25 0.4853 (15) 0.002 (1) 1.0
Zr (4b) 0 0 0 0.002 (1) 1.0
01 (8d) 0.2784 (9) 0.0427 (6) 0.2123 (9) 0.007 (2) 1.0
02 (4c) 0.4807 (16) 0.25 0.5702 (16) 0.007 (2) 1.0

Rp = 1.82 %, Ryp= 2.03 %, goodness-of-fit = 1.65
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In Figure 3.6 we show the refinement of the neutron diffraction data collected at

1.5 K. As the magnetically ordered phase appears, magnetic contribution in some of the

Bragg peaks become apparent, indicating a propagation vector k= (0 0 0) pointing out
that the magnetic and chemical unit cells are of the same dimension. Neutron
diffraction is an ideal technique for the internal calibration of the magnetic moment as
the magnetic scattering contribution gets added to the nuclear scattering as the
temperature approaches the AFM transition. From the refinement below, we obtain the
collinear G-type antiferromagnetic structure for the Eu** ions in the Pn'm’a’ magnetic
space group with a moment of 6.40 (2) ug along the c direction [inset of Figure 3.6].
The obtained magnetic moment is quite close to the theoretically predicted moment of
6.82 ug for the Eu* ions [24]. There is also agreement with our magnetometry

measurements.
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Figure 3.6: The Rietveld refinement of the time-of-flight (TOF) neutron data acquired at T = 1.5 K. The
black crosses represent the neutron data and the red and blue lines represent the calculated profile and its
difference from the data respectively. The black lines show the positions of the Bragg peaks. The inset
shows a schematic of the G-type antiferromagnetic structure in the Pn'm'a’ Shubnikov group. The
agreement factors are Ry = 1.99 %, Ry, = 2.25 % and goodness-of-fit= 1.62.

Now we focus on the high d-spacing region of the neutron powder diffraction
pattern collected at 1.5 K as shown in Figure 3.7. Although the presented data in Figure
3.7 is broadly consistent with the earlier result [9], higher resolution of our time-of-
flight (TOF) data allows to distinguish the (110) and (011) reflections and becomes
crucial in solving the magnetic structure. The refinement indicates the alignment of
spins on the Eu®* ions along the c-axis which results in the magnetic space group,

Pn'm’a’. The relative intensities of (110) and (011) Bragg reflections were found to be
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strongly dependent on the preferred orientation of the spin of Eu®" ions along a
particular axis of this orthorhombic structure. In the right panel of Figure 3.7 we have
shown the results of our refinements assuming different orientations of the Eu?*
magnetic moments, corresponding to the different magnetic space groups. The
calculated data agree with the measured intensity profile only when we assume the

spins are orientated along c-axis of this G-AFM magnetic structure.
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Figure 3.7: The experimental time-of-flight (TOF) neutron data (black) for the (110) and (011)
reflections recorded at T = 1.5 K. In the main panel of Rietveld refinement, the red and blue lines
represent the calculated profile and its difference from the data respectively. The right inset shows the
calculated profile assuming that the orientation of spins along a-axis (Pnm’a) or b-axis (Pn'ma), upper
and lower curves respectively. Both of these models fail to accurately represent the data.

It is noteworthy that the closeness of the d spacing (and respective neutron
wavelength) for these two reflections minimizes the effect of sample absorption on the
subsequent interpretation. It is evident from the calculated profiles that the assumption
of spin-orientation along the a-axis (Pnm’a) and b-axis (Pn'ma) presented in right
inset of Figure 3.7 does not reproduce the measured data. It should be mentioned here
that in the previous neutron diffraction measurement [9] the R-factors for these three
different magnetic structures were fairly similar and authors pointed out that with the
Eu moment lying along the a-axis (Pnm’a) gives a slightly better fit. However, the
better resolution of the data presented here clearly indicates that the moments lie along
the c-axis (Pn'm’'a’) as shown in Figures 3.6 and 3.7. Of these two mentioned
magnetic space groups (Pnm’a and Pn'm’a’) the second one (as proposed from our
refinement) allows a linear magnetoelectric effect while the latter does not [25]. It is

important to highlight the difference between the moment direction in the two
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compounds EuZrOz and EuTiOs. In order to avoid misunderstanding due to the
different cell choice and space group of the two compounds, it is worthwhile to
describe the moment direction with respect to the BOg octahedra. In the case of the
EuTiOs; compound the Eu** moments point towards the void left by the octahedra
networks, whereas in the case of the EuZrOs the Eu** moments point towards the apical

oxygen of the BOg polyhedra.

In Figure 3.8 we have plotted the background corrected integrated intensity of the
(110) and (011) peaks as a function of temperature to analyze the magnetic scattering

with temperature. We fit the data with a power law (the red curve) of the form I «
—7.\2B
(%) yielding a T of 4.0(1) K and p = 0.29(4). The critical exponent g = 0.29(4) is

consistent with the asymptotic three dimensional (3D) Ising model.
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Figure 3.8: The background corrected integrated intensity of the (110) and (011) reflections as a function
of temperature. The intensity increases below Ty ~ 4.1 K. The solid line is the power-law fit.

Based on the literature report, AFM order of an epitaxial EuTiO3 film follows
either the 3D Heisenberg model with an exponent of g = 0.385 or larger 5 = 0.496,
depending upon the strain induced by the substrates [26]. The value of exponent
compares with 0.373 in a bulk single crystal [27]. The Eu®* moments in both the Zr
[27] and Ti [12] are treated as Heisenberg-like, given their spin only moment.
Interestingly, in our zero field data we see evidence of a reduced £ consistent with an
Ising-like symmetry. The interpretation is in conformity with the weak spin-flop
transition as observed in the magnetometry data and implies a weak anisotropy which

we easily overcome with an applied field greater than 5 kOe. As reported, this is only a
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weak anisotropy given the isotropic nature of the 4f electrons and the weak sublattice

interactions [6].
3.4.4 Magnetic symmetry analysis:

Based on the obtained result of magnetic easy axis we now analyze the magnetic
symmetry. Magnetic anisotropy, which arises primarily due to spin-orbit coupling,
plays a major role in determining the magnetoelectric coupling. Based on the symmetry
analysis we compare the different nature of the magnetoelectric coupling between Ti
and Zr compounds. Based on the reported G-type AFM structure of EuTiO3z with the
magnetic moments aligned along the diagonal of the tetragonal ab-plane, we obtain the
magnetic space group (Fm'mm) with the help of ISODISTORT software [28]. The
magnetic space group of EuZrO; is Pn'm’a’ obtained based on our neutron diffraction

experiment.

By writing the Landau theory of free energy F in terms of the ith component of an
applied magnetic field H and an applied electric field E, we can describe the
magnetoelectric effect. We write the Landau free energy constructed based on the

magnetic point group for both the compounds up to fourth order as:

F (E,H) = &xEEy + xiHiHy + aywEiHy + SijymEiExH Hypy (3.1)

From the expansion of free energy, it is observed that there is a possibility of
linear and biquadratic magnetoelectric coupling in both the Ti and Zr system. In Table
3.2 we summarize the allowed components of ajxand dikm in the contracted matrix form
[25]. Regarding the linear magnetoelectric tensor aix, the only allowed coefficients from
the magnetic point group (m'mm) of EuTiOj3 are the off-diagonal terms a,3 and sy,
while for EuZrO3; the magnetic point group, m'm'm/, allows only the diagonal terms
011, 022 and asz. Therefore based on the magnetic symmetry analysis, it becomes
apparent that allowed linear magnetoelectric tensors are different in both the materials
as a result of different magnetic point group symmetry. Interestingly, the fourth rank
tensor dium Which is related to the giant magnetocapacitance effect at the magnetic
transition [29] has the same internal symmetry for the two materials, though of course,

the values of the tensor components may be different.



Chapter 3 127

Table 3.2: Magnetoelectric tensor components a;, and digm, for EuXO3 (X = Ti, Zr)

EuTiO, EuZrO,
Magnetic point group m'mm m'm'm’
0 0 0 a;; O 0
aik [0 0 a23l [0 azz Ol
0 a3 O 0 0 as;
6117 612 613 0 0 0
821 822 O3 O 0 0
Sikim 8317 033 6033 O 0 0
0 0 0 644 0 0
0 0 0 0 655 O
0 0 0 O 0 Jg6

From the above discussion, it becomes clear that the different nature of
magnetoelectric coupling in these two systems is caused by the different magnetic
space groups of the ordered structure. However, the magnetic symmetry analysis cannot
predict the strength of magnetoelectric coupling because it depends on the specific
microscopic coupling mechanism. For example, the partially covalent Ti-O bond in
EuTiO;3 favors a soft phonon mode which then couples to the magnetic excitations [14],
in contrast to the more ionic-like Zr-O bond in EuZrO3 [13]. Improved covalency

suggests a larger magnetoelectric coupling in the Ti system over the Zr one.
3.5 Conclusions

In conclusion, our results of a high-resolution time-of-flight (TOF) neutron powder
diffraction study clearly demonstrates that Eu?* moments direction in the magnetically
ordered state of EuZrOs is along c-axis. In contrast, in the case of EuTiO3 Eu®* spin
orientation is along the diagonal of ab-plane. Moreover, by applying Landau theory, we
indicate the symmetry allowed magnetoelectric coupling in the EuXO3; (X = Ti, Zr)
compounds, and highlight the distinct tensor properties in the two materials induced by
the different magnetic groups which describe the differing magnetoelectric behaviors.
The presented magnetic structure obtained in this perovskite oxide is intriguing given
the first principles calculations [15,30] have revealed critically balanced states between
the antiferromagnetic and ferromagnetic ordering and shows a spin flop transition at
moderate magnetic fields. It will be interesting to study magnetic structure of EuZrO;

as a function of strain [10] and hydride substitution [11] as demonstrated for EuTiOs.
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Temperature effects on the
X

structural aspects of YVOs3

Summary

A temperature dependent synchrotron x-ray diffraction experiment carried out on
polycrystalline YVO; showing the distribution of lattice parameters at all temperatures as well
as the coexistence of monaoclinic (G-type orbital order) and orthorhombic (C-type orbital order)
phases in the temperature range, Ts < T < Ty. The appearance of C-type orbital-ordered state
(Pnma) at Ty in the background of G-type orbital-ordered state (P2,/a) is triggered by the
magnetic exchange striction, in addition to the increased GdFeO; type octahedral distortion.
The phase coexistence in YVO; in Ts < T < Ty, gains additional stabilization from the lattice
strain associated with the difference in unit cell volume. The distribution of lattice parameters
has also been observed for other orthovanadates. The origin of lattice parameters distribution
has been suggested to be due to strain resulting from the fact that RVO; (R = rare-earth and Y)

is prepared from RVO, by hydrogen reduction.
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4.1 Introduction

RVO; (R = rare-earth and Y) family of compounds with the perovskite structure
provide an interesting and rich playground to explore the complex interplay among
spin, charge, orbital and lattice degrees of freedom [1-5]. Importantly, various physical
properties of RVOs3 are strongly coupled with the spin and orbital-ordered states which
depend on the cationic radii of the A-site ions [6]. In this distorted orthovanadates,
V3*(d?) ions present at the octahedral coordination undergo crystal field splitting
resulting in the occupation of two valence electrons in the triply degenerated
t,g Orbitals. In the low-temperature Jahn-Teller (JT) ordered state, a tetragonal
distortion of the V** octahedra leads to the splitting of the t,4 Orbitals into a singlet of
higher energy and a doublet of lower energy. The doublet contains d,,, orbital which
remains always occupied, and either d,, or d,,, orbital would be occupied alternatively
on the neighboring V** sites giving rise to orbital-ordered (OO) state [3,7]. In RVOs,
two types of orbital ordering are found to be present, e.g., G- and C-type orbital
ordering (OO) which have been observed from many experimental techniques [8-10].
In G-type orbital ordering, the d,,and d,,, orbitals are alternately occupied along three
orthogonal directions. In C-type orbital ordering, the d,,and d,,, orbitals are alternately
occupied in the ab plane and similar orbitals (either d,, or d,,,) are occupied along the
¢ direction as shown schematically in Figure 4.1 [5]. In RVOs, Jahn-Teller active V**
ions undergo antiferromagnetic ordering below the orbital ordering transition (Too ~
180-200 K), indicating that the orbital interactions among t,, orbitals are weak. In
RMnO;, Mn*" ions with the electronic configuration t3 e} are also Jahn-Teller active.
In LaMnOg, the e4orbital undergoes orbital ordering at very high temperature (Too ~
800 K) followed by A-type antiferromagnetic ordering at low temperature (Ty ~ 150 K)
indicating that the orbital interactions among the e, orbitals are strong [10-12]. It
contrast to RVOgs, in LaMnOg the orbital order-disorder phase transition involving the
egorbital, does not change the structural symmetry, not even with the application of

pressure [11,13].

The appearance of G-OO state in RVO3 is accompanied by the change in crystal

symmetry from orthorhombic (Pnma) to monoclinic symmetry (P112/a; y # 90°, ¢ is
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unique axis). In the C-OO state the orthorhombic symmetry is preserved except there
exists long and short V-O bond lengths which alternate along the [110] and [110]
directions of the ab plane due to Jahn-Teller distortion. On the other hand, in the orbital
disordered state with the orthorhombic symmetry, all the V-O distances in the ab-plane
are nearly similar [14]. Interestingly, due to the strong coupling between spin and
orbital-ordered states [15] and Goodenough-Kanamori-Anderson (GKA) rule [16,17],
the G-OO favours C-type spin ordering (C-SO) while C-OO leads to G-type spin
ordering (G-SO) as shown in Figure 4.1.

Figure 4.1: Schematic representation of (a) G-type and (b) C-type orbital ordering (OO) in RVO; with
the nominal cubic perovskite axes, respectively. The arrows indicate the directions of magnetic moment
on V** ion in the magnetically ordered state, where C-SO indicates that spin ordering along c-axis is
ferromagnetic, and G-SO indicates that spin ordering along all the three orthogonal directions is
antiferromagnetic in nature. For convenience, only occupied d,, and d, orbitals are shown while d,,
orbital remains always filled.

In RVO; family of compounds, a series of temperature-induced structural phase
transitions between states with a different spin and orbital-ordered configurations have
been reported. For R = La-Thb, the ground state configuration of RVO3 is G-O0/C-AF
(AF - antiferromagnetic), while for R = Dy-Lu and Y, it undergoes a further phase
transition at low temperature from G-OO/C-AF to C-OO/G-AF which is the ground
state configuration. Later, it is found that in DyVOs; four transitions occur. G-type
orbital ordering at Top = 190 K, the C-type of antiferromagnetic phase transition at Ty
= 113 K followed by the orbital phase transition from G-OO/C-AF to C-O0/G-AF at
Tce1 ~ 57 - 64 K, and finally a re-entrant transition to G-OO/C-AF at Teg ~ 12 - 22 K
[18]. In DyVOs; it has been demonstrated using a magnetic field that C-OO can be
switched to G-OO with the concomitant result of the change in G-SO to C-SO [19]. In
the case of YVOs;, it shows orbital disordered orthorhombic phase (Pnma) in the
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temperature range of 300-200 K followed by G-type orbital ordered monoclinic phase
(P1124/a) in the region of 200-77 K, and finally, C-type orbital ordered orthorhombic
phase (Pnma) below 77 K (Pnma) [20].

Interestingly, rare-earth ions having ionic radii larger than Dy** are known to
exhibit a region of phase coexistence of G- and C-type orbital ordering of different
symmetry below antiferromagnetic ordering, driven by magnetic exchange striction
which mediates the coupling between orbital and lattice, whereas rare-earth ions which
have ionic radii < Dy** show complete and sharp orbital phase transition due to
increasing magnitude of octahedral tilting of VOg octahedra [6,21]. It has been reported
that in the solid solution, Dy gTho2VO3, both G- and C-type orbital ordered states
coexist in the temperature range of 2-60 K where the phase fraction is temperature and
magnetic field dependent [18]. On the other hand, independent structural studies
performed on single crystalline TbhVO3; and SmVVO3; by employing neutron [4] and
synchrotron x-ray diffraction [22] respectively, did not find any evidence of
orthorhombic symmetry with C-OO state below the magnetic transition. Interestingly, a
recent report on TmVO;3 finds coexistence of structural phases of orthorhombic and
monoclinic symmetry with C- and G-type orbital ordered states between Ty ~ 105 K
and Ts ~ 75 K[23]. In TmVOs3, the formation of orthorhombic phase (C-OQO) in the
background of monoclinic phase (G-OO) at Ty indicates that the appearance of
orthorhombic phase is triggered by antiferromagnetic transition [23]. Moreover, the
effect of hydrostatic pressure on the orbital-ordered states of RVO3; has also been
reported in the literature. It has been observed that in YVO3; and ThVO; ground state
orbital configuration completely quenches to C-OO state at an applied pressure of 6 and
8 GPa respectively [24]. Therefore, the rich structural diversity in RVO3; family of

compounds is indeed interesting.
4.2 Scope of the present investigation

Motivated by the rich structural features of RVOs3, we have investigated the different
structural phases of YVO3 associated with orbital order/disorder states as a function of
temperature by employing synchrotron x-ray diffraction technique. The present study
indicates that the phase coexistence is not only limited to RVO3 with intermediate radii
of rare-earth cation or TmVOg3 but could be independent of the size of the rare-earth
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ions which requires careful investigation. Careful analysis x-ray diffraction data of
YVO; collected at room temperature reveals a highly asymmetric nature of some Bragg
peaks which could only be modelled with a distribution of lattice parameters with the
same orthorhombic symmetry (Pnma). Rietveld refinement of the ambient condition x-
ray diffraction pattern of rare-earth orthovanadates with the intermediate size rare-earth
cations (R = Sm, Eu, Gd, and Thb) also show the existence of multiple lattice
parameters. Interestingly, we see that such a lattice parameter distribution is also
observed in low-temperature G-type (P112;/a) and C-type (Pnma) orbital ordered
phases. The origin of lattice parameters distribution has been suggested to be due to
strain which could result from the fact that these samples are prepared from RVO, by
hydrogen reduction. The sample preparation method that involves different
temperatures and annealing conditions determine the extent of lattice parameter
distribution. We also report the occurrence of phase coexistence of G-type (P112:/a)
and C-type (Pnma) orbital ordered states in the temperature range between Ts ~ 77 K
and Ty ~ 116 K. Below Ts, the coexisting structural phases transform to the C-OO state
(Pnma) which is in correspondence with the reported literature. The appearance of C-
type orbital-ordered state (Pnma) at Ty in the background of G-type orbital-ordered
state (P2,/a) is triggered by the magnetic exchange striction, in addition to the
increased GdFeOs type octahedral distortion. The phase coexistence in YVO3 in Ts< T
< Ty, gains additional stabilization from the lattice strain associated with the difference

in unit cell volume.
4.3 Experimental details

The polycrystalline samples of RVO3; (R = Sm, Eu, Gd, Tb, and Y) were prepared by
reducing the RVO, under a pure H, (99.9995 %) atmosphere at 1400 °C for 24 hrs with
several intermittent grinding to improve the homogeneity of the phase pure RVOs. The
polycrystalline powders of RVO, were prepared by the conventional solid-state reaction
starting from the stoichiometric amounts of respective binary rare-earth oxides e.g.,
Sm,03 (Alfa Aesar, 99.9 %), Eu,O3; (Alfa Aesar, 99.9 %), Gd,O3 (Indian Rare Earths
Ltd., 99.99 %), Th,O; (Alfa Aesar, 99.99 %), Y,03 (Alfa Aesar, 99.99 %) and V,0s
(Sigma-Aldrich, 99.99 %). The respective oxides were mixed, ground and heated in air
at 1000 °C and 1200 °C for the duration of 12 hrs with intermediate grinding. Also, we
have prepared YVO3; samples under mild reducing condition in the presence of Ar/H



Chapter 4 137

and lower annealing temperatures (800 and 1000 °C) separately. We confirmed the
phase purity of the polycrystalline samples of RVO, and RVO;3; by acquiring x-ray
diffraction data at room temperature with a PANalytical Empyrean diffractometer using
monochromatic CuKa; radiation with wavelength, A = 1.5406 A. Temperature
dependent synchrotron x-ray diffraction on YVO3 was carried out using x-rays of two
diffferent wavelengths A = 0.32 and 0.48 A at material science powder diffraction
beamline (BLO4-MSPD) of the ALBA synchrotron facility [25,26]. A software package
FULLPROF suite [27] was used for the treatment of diffraction pattern and Rietveld
analysis. Temperature dependent dc magnetization and ac magnetic susceptibility
measurements of YVO3 were carried out using Superconducting Quantum Interference
Device Magnetometer (SQUID, MPMS3) and Physical Property Measurement System
(PPMS), Quantum Design, USA, respectively to determine the magnetic phase
transition temperatures. Thermogravimetric Analysis (TGA) was carried out with a
Perkin-Elmer Pyrisl instrument. About 20-30 mg sample was loaded into a furnace
using a platinum crucible and heated to the target temperature at the rate of 10 °C/min.

4.4 Results and discussion

4.4.1 Ambient condition x-ray diffraction study in RVO3 (R =Y, Sm, Eu, Gd, Th):

3 (a) [ 2 (b) ]

Intensity (a. u.)
Intensity (a. u.)
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Figure 4.2: Synchrotron x-ray diffraction data of polycrystalline YVO; at 298 K using monochromatic
x-rays with wavelength A = 0.32 A, showing asymmetric broadening (indicated by an arrow) of selected
reflections at (a), (b) higher and (c), (d) lower angle, respectively.
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Analysis of synchrotron XRD data of YVOj3 collected at ambient condition confirmed
that the compound crystallizes in the orthorhombic structure (Pnma) as reported earlier
[4]. However, from a careful inspection of ambient condition XRD profile, we found
that the profile of the reflections (200, 220, 202, 321) and (022, 040, 042, 004, 161) are
highly asymmetric with a Lorentzian tail on the side of higher and lower angles,
respectively as shown in Figure 4.2. Secondary phase cannot account such an
asymmetric broadening, and we have considered the possibility of lattice parameter
distribution with the same orthorhombic structure (Pnma) [28].

To analyze the asymmetric broadening of the reflection we have performed
Rietveld refinement with two sets of lattice parameters under the consideration of same
Pnma space group as shown in Figure 4.3. Inset of Figure 4.3 shows the enlarged view
of fitted XRD pattern of YVO3; across the highest intensity region indicating the
goodness of fit to the asymmetric reflections, (200) and (210) as shown by the arrow.
The structural parameters obtained from the Rietveld refinement of ambient condition

XRD pattern are shown in Table 4.1.
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Figure 4.3: The Rietveld refinement of synchrotron x-ray diffraction pattern of polycrystalline YVO; at
298 K using a wavelength of A = 0.32 A. The inset shows the enlarged view of Bragg peaks across the
highest intensity to reveal the asymmetry in (200) and (210) peaks (indicated by an arrow). First, two
Bragg positions are associated with the two different sets of lattice parameters under the space group
Pnma, and the last Bragg positions are due to the TiO, (Rutile phase) originated from the cryostat.
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Table 4.1: Structural parameters of YVO3 at 298 K
Space Group: Pnma (Orthorhombic)
a=5.60413 (1) A, b =7.57320 (2) A, ¢ =5.27781 (1) A
Atom (Position) X y z Biso (A?) Occupancy
Y (4¢) 0.0690 (2) 0.25 0.9798 (2) 0.39 (2) 1.0
V (4b) 0 0 0.5 0.31 (3) 1.0
01 (4c) 0.4538 (12) 0.25 0.1135 (14) 0.42 (5) 1.0
02 (8d) 0.3028 (9) 0.0595 (8) 0.6907 (11) 0.42 (5) 1.0

Rg = 3.24 %, R = 3.59 %, y° = 1.94 %
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Figure 4.4: The Rietveld refinement of synchrotron x-ray diffraction pattern of polycrystalline YVO; at
298 K (A = 0.32 A) fitted with six sets of lattice parameters under the space group Pnma and the 7"
Bragg positions are due to the TiO, (Rutile phase) originated from the cryostat.

In fact, it is possible to have the better goodness of fit as we introduce more sets
of lattice parameters [Figure 4.4]. However, to obtain reasonable structural parameters
we limited to only two sets of lattice parameters. Since we prepare the samples under
reducing conditions, so to find the oxygen content we performed thermogravimetric
analysis (TGA). The experiment shows that the starting compound (YVOs.s) gains 8.75
% weight while heating in the presence of oxygen resulting in the transformation to
YVO, which is confirmed by the x-ray diffraction. From the weight gain, we have

calculated the oxygen content of starting compound to be ~ 2.97 [Figure 4.5].
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Figure 4.5: TGA curves (weight gain as a function of temperature) of YVOj recorded in the presence of
oxygen atmosphere to determine the initial oxygen content of the sample.

The distribution of cell parameters in these samples can arise from strain or
oxygen distribution which should not be a surprise as these samples are prepared from
RVO, by reducing under a hydrogen atmosphere. This observation prompted us to
check the role of the synthetic condition in controlling the oxygen content and
distribution throughout the sample. Therefore, we have synthesized YVO3 under mild
reducing condition (Ar/H) at lower annealing temperature (800 °C) and recorded XRD

pattern at room temperature using laboratory monochromatic x-ray.
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Figure 4.6: The Rietveld refinement of x-ray diffraction pattern of polycrystalline YVO; prepared at
800°C under reducing condition, crystallizing in the orthorhombic perovskite structure (Pnmay), acquired
at 298 K using a monochromatic laboratory x-rays with wavelength A = 1.5406 A. Inset shows the
enlarged view of Bragg peaks across the highest intensity to reveal the asymmetry in (200) and (210)
peaks (indicated by an arrow).
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In Figure 4.6 we show the Rietveld refinement on the XRD pattern which reveals
reduced asymmetry in the reflections. The expanded view of the highest intensity
region (inset of Figure 4.6) shows that (200) and (210) reflections are more symmetric
compared to the sample prepared at higher temperature indicating the vital role of the
synthetic condition in controlling the distribution of lattice parameters. The degree of
peak asymmetry which strongly depends on the synthetic condition is also evident from
Figure 4.7. From this figure, it is seen that mild reducing condition and lower annealing
temperature reduce the asymmetric broadening while strong reducing condition and
higher annealing temperature enhance the asymmetry in the XRD reflections.
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Figure 4.7: Synthetic condition dependence of broadening of XRD peaks of YVO3. The XRD data was
acquired at 298 K using a monochromatic laboratory x-rays with wavelength A = 1.5406 A.

In the context, we mention here that, we see similar asymmetric reflections in the
XRD pattern of other RVO3; compounds with intermediate size rare-earth ions (R = Sm,
Eu, Gd, and Tb) recorded at the ambient condition as shown in Figure 4.8. It is
important to mention that all these samples are free of impurities, and therefore the
existence of lattice parameter distribution at ambient condition is the intrinsic nature of
chemicaly phase pure YVO3; and other orthovanadates. Thus, these results demonstrate
that RVO;3; prepared from RVO, will have different extent of lattice parameter

distribution depending on the nature of reducing condition and annealing temperature.

However, such an asymmetric broadening is also reported in the synchrotron data
of GdVO; collected at 295 K [6]. From ref. [6], we can clearly see the asymmetric
broadening of (321) reflection [considering Pnma symmetry]. We see similar
asymmetry in the (321) reflection of YVOg3 (as well in GdVOs;) and to account that
asymmetric broadening we have modelled the synchrotron XRD data with two phases
(both under the consideration of Pnma symmetry) to improve the goodness of fit as

shown in Figure 4.9. The requirement of two phases does not mean there is structural
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phase separation at room temperature rather it indicates the distribution of lattice

parameters which is the main origin of asymmetric broadening.
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Figure 4.8: The Rietveld refinement of x-ray diffraction pattern of polycrystalline (a) SmVOs3, (b)
EuVOs;, () GdVO; and (d) ThVO; crystallizing in the orthorhombic perovskite structure (Pnma),
acquired at 298 K using monochromatic laboratory x-rays with wavelength A = 1.5406 A. Insets of (a),
(b), (c) and (d) show the enlarged view of Bragg peaks across the highest intensity to reveal the
asymmetry in (200) and (210) peaks (indicated by an arrow). Red open circle and the solid black line
indicate the experimental data and calculated profile; green ticks indicate the Bragg positions and the
blue line below is the difference between observed and calculated profile.
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Figure 4.9: The Rietveld refinement of synchrotron x-ray diffraction pattern of polycrystalline YVO; at
298 K using a wavelength of A = 0.32 A, showing the asymmetry in (321) reflection which has been
fitted well by considering two different sets of lattice parameters.

In ref. [6] authors have explained the occurrence of asymmetry in the (h00) and
(OkO) reflections [considering Pnma symmetry] by linking with the evolution of a and b

lattice parameters as a function of temperature at the onset of G-type OO state. The
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asymmetric tail represents a range of a and b lattice parameters which has been
accounted based on the martensitic-type transition where inside the main matrix (main
peak), a fraction of the sample has a range of slightly different lattice parameters
(reflected in the asymmetric tail part). However, the observation of peak asymmetry in
the reported literature is only limited to the rare-earth ions with larger size and only
observable below the orbital ordering temperatures. According to the reported data, as
the ionic radius of the rare-earth ions become smaller, this phenomenon appearing at
Too would disappear because the rate of increase in a and decrease in b lattice
parameter would be smaller as compared to rare-earth ions with the larger size. In
contrast, our observation of asymmetric (h00) and (0kO) reflection in YVO3 at room
temperature suggests that the asymmetry is due to strain arises from the oxygen

distribution controlled by the synthetic conditions as illustrated in Figures 4.6 and 4.7.
4.4.2 Low-temperature x-ray diffraction study in YVOs:

Since we observe the distribution of lattice parameters in YV O3 at ambient conditions,
due to the distribution of oxygen content, we were curious to explore the presence of
such lattice parameter distribution at low temperatures. With this motivation,
synchrotron x-ray diffraction data on YVOj3 were collected at low temperatures and the
results of Rietveld refinement are shown for 90 and 7 K XRD data in Figure 4.10. From
the analysis of Rietveld refinement of the XRD data of YVO3 recorded at 90 K [Figure
4.10(a)], we infer that the modeling of XRD pattern requires a mixture of two
crystallographic phases with the monoclinic (P112;/a) and orthorhombic (Pnma)
symmetry. In the previous report, no such phase coexistence has been reported in YVOs3
at this temperature [20]. In YVOg3 only a short range correlation or fluctuation of C-
type orbital order coexisting with the G-type OO state has been suggested based on
Raman spectroscopic study [29]. Such an orbital fluctuation can lower the symmetry of
G-type OO state from P112;/a to P1la symmetry where the VOg octahedra form a
dimerized chain along the c-axis [30,31]. Similar observation was also reported in
HoVO; by Blake et al. [31] in the temperature range between Too and Ts. Since the
ionic radii of Y** and Ho®" are nearly identical, therefore in our sample there is a
possibility of reduction of crystallographic symmetry further below to P11a in the G-
type OO state. Since our sample is polycrystalline in nature, we could not confirm the

existence of any symmetry other than P112;/a and hence we stick to the monoclinic
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space group associated with the G-type OO state. To determine the accurate symmetry,
one has to perform diffraction experiment on a single crystalline sample. From the
temperature dependent XRD data we observe that this two-phase coexistence arises in
the vicinity of magnetic ordering temperature (Ty ~ 116 K). A similar observation has
been reported in RVO3; compounds with intermediate size rare-earth ions (R = Sm, Eu,
and Gd) [6,23] and recently in TmVO3; [23]. Based on the findings in TmVO3;, we
believe that the second orthorhombic phase of YVO3 appearing at Ty is C-type orbital
ordered (Pnma) which coexists with the major G-type orbital ordered (P112;/a) phase.
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Figure 4.10: (a), (b) The Rietveld refinement of temperature dependent synchrotron x-ray diffraction
pattern of polycrystalline YVOj3 at 90 and 7 K respectively using a wavelength of A = 0.48 and 0.32 A
respectively. Insets of (a) and (b) show the enlarged view of Bragg peaks across the highest intensity to
reveal the asymmetry in (200) and (210) peaks (indicated by an arrow). For each space group, two sets of
lattice parameters have been used and hence two Bragg positions. The last Bragg positions in each panel
are due to the TiO, (Rutile phase) originated from the cryostat. In the insets, the suffix O and M outside
the parenthesis stands for orthorhombic and monoclinic symmetry respectively.

The obtained structural parameters from the Rietveld refinement of 90 K data are
displayed in Table 4.2. From the Rietveld analysis of temperature dependent diffraction
data, we observe that such phase coexistence which arises near Ty remains till the
second structural transition at Ts ~ 77 K, below that temperature coexisting phases

convert to the single orthorhombic phase (Pnma) with C-OO state.
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Table 4.2: Structural parameters of YVO; at 90 K

a=5.62036 (2) A, b =7.53460 (3) A, ¢ = 5.27336 (2) A; y = 90.0139 (9) °

Space Group: P 1 1 2;/a (Monoclinic)

Atom (Position) X y z Bio (A% Occupancy
Y (4e) 0.0709 (2) 0.2501 (8) 0.9834 (3) 1.63 (3) 1.0
V1 (2c) 0.5 0 0 1.51 (5) 1.0
V2 (2b) 0 0.5 0.5 1.51 (5) 1.0
01 (4e) 0.4327 (17) 0.2668 (26) 0.1280 (17) 1.00 1.0
02 (4e) 0.2884 (35) 0.0548 (27) 0.6826 (29) 1.00 1.0
03 (4€) 0.6920 (38) 0.5619 (26) 0.2627 (32) 1.00 1.0
Rg =2.04 %, Re=1.47 %, x2=1.90 %
Space Group: Pnma (Orthorhombic)
a=5.58359 (11) A, b = 7.55268 (16) A, ¢ = 5.28533 (15) A
Atom (Position) X y z Bio (A%  Occupancy
Y (4c) 0.0680 (11) 0.25 0.9769 (32)  1.63(3) 1.0
V (4b) 0 0 0.5 1.51 (5) 1.0
01 (4¢) 0.5923 (88) 0.25 0.3979 (98) 1.00 1.0
02 (8d) 0.2397 (92) 0.0257 (71) 0.7125 (71) 1.00 1.0

Rg =2.32 %, Re=2.08 %, x2=1.90 %

In Figure 4.10(b) we show the Rietveld analysis of the XRD data of YVO;3;
recorded at 7 K (C-OO state). From Figure 4.10(b), it is evident that the XRD data can
be modelled with only single orthorhombic symmetry with two different sets of lattice

parameters similar to the room temperature data. The (200) reflection which is the

characteristics of the distribution of cell parameters is found to be asymmetric at both
the temperatures, 7 and 90 K [insets of Figures 4.10(a) and 4.10(b)]. We show the
structural parameters extracted from the refinement of 7 K data in Table 4.3. The phase

transitions temperatures of polycrystalline YVO3; were obtained from the temperature

dependent dc and ac magnetization data as illustrated in Figure 4.11.
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Table 4.3: Structural parameters of YVO; at 7 K

Space Group: Pnma (Orthorhombic)

a=5.58702 (2) A, b=7.54766 (2) A, c=5.28008 (2) A

Atom (Position) X y z Biso (A% Occupancy
Y (4c) 0.0706 (2) 0.25 0.9781(2) 0.47 2) 1.0
V (4b) 0 0 0.5 0.46 (3) 1.0
01 (4c) 0.4568 (15) 0.25 01178 (17)  0.74 (4) 1.0
02 (8d) 0.2991 (12) 0.0579 (9) 0.6905 (14)  0.74(4) 1.0

Rg=4.27%, Re=2.43%, y2=14%
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Figure 4.11: (a), (b) Temperature dependent dc magnetization data in the presence of a magnetic field of
100 Oe (right) and real part of ac magnetic susceptibility in the presence of an ac amplitude of 10 Oe
(left) for polycrystalline YVOs.

In Figures 4.12 and 4.13, we show the thermal variation of structural parameters
such as lattice parameters, V-O bond lengths and V-0;-V bond angle (apical) which are
indicative of different orbital-ordered states. In Figure 4.12 we show the variation of
lattice parameters and unit cell volume as a function of temperature. From this figure,
we observe that there is a change in slope in all the three lattice parameters at Too, Tn
and Ts. Temperature dependent volume data [Figures 4.12(d)] shows a monotonous
decrease with lowering temperature followed by a jump at Ty ~ 116 K, indicating a first
order phase transition associated with the coexistence of crystallogeaphic phases of

monoclinic (P112,/a) and orthorhombic (Pnma) symmetry. Interestingly, both b and ¢
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lattice parameters decrease while a parameter increases with lowering the temperature
in the region of 200-116 K. This anisotropic expansion and contraction is understood
from the variation of V-O bonding pattern of VOg octahedra. The anisotropic lattice
parameter suggests that there would be two pairs of short and one pair of long V-O
bonds which are an indication of Jahn-Teller ordered state. In Pnma settings, the
equatorial ac-plane of the VOg octahedra would contain two long and two short V-0,

bonds. The second pair of the short bond (V-O;) would be along the apical b-axis.
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Figure 4.12: Variation of lattice parameters and unit cell volume of polycrystalline YVO; as a function
of temperature.

In Figure 4.13(a) we have plotted the V-O bond lengths obtained from the
Rietveld analysis of synchrotron x-ray diffraction data. Despite the fact that
determination of VV-O bond length would involve larger standard deviation as compared
to the results obtained from neutron diffraction experiment, qualitatively the obtained
bond lengths agree with the reported literature [20]. From Figure 4.13(a) it is evident
that at the onset of G-type OO state (Too ~ 200 K), the six bonds of VOg octahedra are
split into two short and two long bonds in the ac-plane suggesting that orbital
degeneracy of t,, orbital of V3* (d?) ion is lifted. In contrast, there would be three
inequivalent V-O bonds at all the temperature above the Jahn-Teller transition
temperature (Too ~ 200 K). In Figure 4.13(a) we observe a jump in the apical V-O,

bond distance around 90 K, which could be due to the sudden change in the tilt of
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octahedra. Interestingly, we also see an anomaly around 90 K in the temperature

dependent V-01-V bond angles data as shown in Figure 4.13(b).
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Figure 4.13: Temperature dependent (a) V-O bond distances, (b) V-O;-V bond angles (bold circle, left)
and apical V-0O; distance (bold square, right) of polycrystalline YVO; obtained from the Rietveld
refinement of synchrotron x-ray diffraction data. The standard error of the data would be high due to the
inability of x-ray diffraction to determine the position of oxygen atom accurately in the presence of
dominating scattering from Y** ion.

Now we turn our discussion on the structural phase coexistence observed in the
temperature range of Ts < T < Ty. Sage et al. have constructed a phase diagram on the
stability of G- and C-type orbital ordered states of RVO; based on the opposing
influence of octahedral distortion and the magnetic exchange interaction [6]. From the
phase diagram, it is evident that C-OO is preferred with increasing octahedral
distortion, while with increasing magnetic exchange striction G-OO state would be
stabilized. In our study of YVOs3, we find that monoclinic phase with G-type OO state
appears at 200 K and then with lowering temperature octahedral tilting (GdFeOs-type
distortion) increases leading to the appearance of C-OO state with Pnma symmetry
around Ty ~ 116 K in the background of monoclinic phase (P112/a) thereby creating
phase coexistence. In contrast to the RVO3; compounds with intermediate size rare-earth
ions (R = Sm, Eu, Gd and Tb), where the phase coexistence appearing just below Ty
remains down to lowest temperature (5 K), the phase coexistence in YVOg3 survives
only in the temperature window between Ty and Ts. The occurrence of phase
coexistence in these orthovanadates with intermediate size rare-earths has been
attributed to the magnetic exchange striction which leads to the change in volume in the
vicinity of Ty. Interestingly, we also see a similar change in the temperature dependent
volume data at Ty [Figure 4.12] indicating that magnetic exchange striction is playing
an important role to nucleate the Pnma phase with C-type OO state. In YVO3; we could

connect the origin of phase coexistence of G- and C-type of orbital ordered states based
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on recent observation on TmVO3; [23]. In TmVOs3, the occurrence of phase coexistence
in the temperature region of Ts < T < Ty has been attributed to different coexisting
magnetic structures with the nuclear phases P112;/a (major) and Pnma (minor). In the
case of YVOs;, with lowering temperature octahedral distortion/tilting increases and it
becomes maximum around 90 K where the orthorhombic phase starts picking up at the
expense of monoclinic phase as shown in Figure 4.14. We have seen from Figure
4.13(a) that apical V-O; bond distance (along b axis) of VOg octahedra peaks around 90
K and then decreases which indicates a sudden increase in octahedral tilting followed
by relief from the octahedral distortion. The abrupt change in V-O; bond length is also
reflected in the sudden change in V-O;-V bond angle as shown in Figure 4.13(b).
Accordingly our phase coexistence data which nucleates at Ty suggests that probably
the upper stability limit to support the octahedral tilting by P112;/a phase has reached a
maximum limit near 90 K and therefore to relieve from that P112,/a phase gradually
converts to the Pnma phase.
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Figure 4.14: Variation of phase fractions of orthorhombic and monoclinic structures of polycrystalline
YVO; as a function of temperature.

We Dbelieve that the phenomenon phase coexistence in these orthovanadates could
be independent of the size of the rare-earth ions. It has already been reported that there
exists short range correlation of C-type OO state in the G-type OO state [29]. To the
best of our knowledge, the occurrence of C-type OO state in the G-type OO state in
YVO; could not be identified from the diffraction experiment which is very much
sensitive to the long-range phenomena. We believe that to establish the long-range

order one has to pay attention to the annealing temperature at which the samples are
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prepared. We have prepared our sample at 1400 °C which probably helps to establish a
long-range order and therefore we could identify the phase coexistence from the
synchrotron x-ray diffraction experiment. Most of the YVO3; samples reported in the
literature are prepared at 1000 °C which may not be sufficient to establish the long-
range order. In this context, it is important to mention that RVO3; compounds with
intermediate size rare-earth ions (R = Sm, Eu, Gd, and Th) where phase coexistence has
been reported were synthesized at 1400 °C [6]. In these compounds, the occurrence of
orbital phase coexistence has been attributed to the lattice strain associated with the
difference in unit cell volume of orthorhombic (C-OO0) and monoclinic (G-O0)
structure and strain present in the system prevents complete phase transformations

thereby coexistence prevails till 5 K [6,21].

Such phase separation into orbitally ordered states (G- and C-type) of different
structural symmetry in Ts< T < Ty is analogous to the phenomenon of electronic phase
coexistence between metallic and insulating phases in doped manganites. The origin of
this electronic phase separation phenomena in manganites has been attributed to the
strong electron-lattice coupling and presence of long-range strain [32]. In magnetically
phase separated manganites, ferromagnetic metallic puddles grow on the matrix of an
insulating antiferromagnetic background. In comparable fashion, we can say that the
competition between the ordering of different orbital states favours the formation of
one type of orbital ordering over the background of another orbital ordered state in
YVO; leading to the orbital phase separation into G- and C-type. Since the lattice
mediates the coupling between different orbital states, therefore, the change in orbital
state would be reflected on lattice symmetry. Now with decreasing temperature due to a
reduction in unit cell volume C-OO state (Pnma) evolves in the regime of G-OO state
as a result of increased GdFeOs-type distortion facilitating to release the strain. In
Figure 4.12(d) the relaxation of strain is reflected in the reduction of unit cell volume
with decreasing temperature indicating the occurrence of first-order orbital phase
transition. GdFeOs-type structural distortion shifts the A-site ion facilitating the A-O
covalency which favours the d-type Jahn-Teller distortion or C-OO state whereas in the
absence of GdFeOs-type distortion orbital ordering gains the energy in a-type Jahn-
Teller distorted or G-OO state [5].
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4.5 Conclusions

In conclusion, we have demonstrated using high-resolution synchrotron x-ray
diffraction that the ambient condition orthorhombic phase of YV O3 has a distribution of
lattice parameters which stems from the possible strain. A similar observation on the
rare-earth orthovanadates with the intermediate size rare-earth cations (R = Sm, Eu, Gd,
and Tb) at ambient condition further generalizes the significant role of oxygen
distribution throughout the sample in the existence of multiple lattice parameters. The
distributions of lattice parameters are also found to be present in YVO3; at low
temperature as clearly seen in the C-OO state of YVO3; suggesting that the findings are
intrinsic in nature. The appearance of orthorhombic phase with C-OO state near Ty is
attributed to the magnetostriction, in addition to the GdFeO3-type octahedral distortion.
The occurrence of phase coexistence in the temperature range Ts < T < Ty is stabilized
by the strain associated with the difference in unit cell volume of orthorhombic and

monoclinic structure.
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Exchange bias at the interface
between ferromagnetic

Lag 75rp.3sMnQO3 and charge-
ordered antiferromagnetic

%
Y 5CagsMnOs

Summary

Epitaxial thin films of ferromagnetic Lag;SrosMnO; (LSMO) and charge-ordered,
antiferromagnetic Y5CagsMnO; (YCMO) bilayers were deposited on SrTiOs; (100) substrates
by pulsed laser deposition (PLD). The heterostructure undergoes tetragonal distortion due to
strong biaxial tensile strain imposed by the underlying STO substrate. In addition to the
conventional exchange bias (CEB) in the presence of strong cooling magnetic fields, bilayers of
LSMO-YCMO exhibit significant exchange bias (EB) under cooling in the presence of small
remnant magnetic field (~ 5 Oe) of the superconducting magnet. The unidirectional exchange
anisotropy at the interface is switchable by reversing the polarity of the remnant magnetic field.

The occurrence of EB under cooling in the presence of such a low magnetic field is noteworthy.
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5.1 Introduction

In perovskite manganites, interactions among spin, lattice, charge and orbital degrees of
freedom give rise to interesting physical properties, e.g., high T¢ superconductivity [1],
colossal magnetoresistance [2,3], metal-insulator transition [4] and magnetoelectric
multiferroicity [5,6]. Such interactions also give rise to novel effects at the interfaces of
artificially grown heterostructures by modifying the electronic states or through orbital
reconstruction [7]. Thus, a ferromagnetic (FM) state has been realized in
antiferromagnetic (AFM) BiFeO3; by interfacing with ferromagnetic Lag7Sro3sMnOs
(FM-LSMO) as a result of electronic orbital reconstruction [8]. Interfaces between
LaAlO; and SrTiO3; undergoes electronic reconstruction that modifies the transport
properties [9]. Charge transfer-driven orbital ordering and ferromagnetism exist at the
interface between YBa,Cu3z07 and Lags;Cap33MnO3 [10]. There has been considerable
effort to study the magnetic properties of such heterostructure interfaces.

When two magnetically different materials (e.g. antiferromagnet and
ferromagnet) are adjoined and allowed to cool across the Néel temperature (Ty),
unidirectional exchange anisotropy is realized at the interface, known as exchange bias
(EB) [11-13]. Since the pioneering discovery of EB in oxide-coated fine particles of
cobalt by Meiklejohn and Bean in 1956, it has been extensively studied due to its
applications in ultrahigh-density magnetic recording, giant magnetoresistance and spin

valve devices [14,15]. The Meiklejohn and Bean equation is [11],

SAFMSFM

He ==/ HotrmMpeym G.1)
where, J is the exchange integral across the FM/AFM interface per unit area; Sapm, Sem
are the interface magnetization of the AFM and FM layer respectively; Mgy is the
spontaneous magnetization of FM layer; try is the thickness of FM layer. According to
the above equation, EB is roughly inversely proportional to the thickness of the
ferromagnetic layer. The occurrence of EB is manifested by the shift of the isothermal
M (H) loop either along the positive or negative magnetic field (H) axis depending on
the strength of the cooling magnetic field and coupling at the magnetic interface
[16,17]. The exchange bias field (Hg) and coercive field (Hc) of the shifted M (H) loop

are given by He = -[(H.+HR)/2] and Hc = - [(H.-HR)/2], where H_ and Hg are the
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coercive fields at the left and right sides, respectively. Exchange bias also exists at the
interfaces of soft FM - hard FM [18], FM - spin glass (SG) [19], AFM - ferrimagnet
[20] and FM - ferrimagnet [21] other than the FM - AFM interface [12].

Recent reports show that EB at the interface between FM-LSMO and AFM-
ferroelectric BiFeO3 can be switched reversibly by changing the polarity of ferroelectric
polarization which in turn facilitates electric-field-controlled interface ferromagnetism
thereby enabling electrically controllable spintronic devices [22,23]. Electric field
control of interface magnetization would provide a new direction towards the

realization of strong magnetoelectric coupling essential for technological applications.
5.2 Scope of the present investigation

We have studied the exchange bias at the interface between charge-orbital-
ordered [24] (COO) antiferromagnetic Y5CagsMnO; (YCMO) and ferromagnetic
Lag 7Sro3sMnO3 (LSMO). Interestingly, the charge-order state of bulk YCMO with small
A-site cation radius is so robust that it cannot be destroyed even with the application of
very high magnetic field of the order of 40 T [25]. In nanoparticles of YCMO with the
reduction of particle size, there is a suppression of charge-ordering transition
temperature [26]. Such destabilization of charge-ordered state in nanoparticle of
SmysCapsMnO; give rise to a weak ferromagnetic state followed by spin-glass-like
phase at low temperature [27]. The presence of the interface between disordered spin-
glass (SG) and AFM core gives rise to an exchange bias effect. Magnetometry
measures the average interaction over the whole interface area in the film. Exchange
bias is an interface phenomenon which strongly depends on the thickness of the
ferromagnetic layer and the interface magnetization. With this motivation, we have
grown epitaxial LSMO-YCMO bilayers of different thicknesses and have examined the
evolution of EB at the interface. We have also compared the results on bilayers of
LSMO-YCMO with those of bare epitaxial YCMO films on SrTiO3 (STO).

Interestingly, we observe significant EB in the bilayers in the presence of a small
remnant magnetic field of ~ 5 Oe present in the superconducting magnet. We find the
value of the field-cooled (FC) conventional exchange bias (CEB) to be maximum in the
LSMO (2 nm) - YCMO (20 nm) bilayer. In addition we have also studied the interface
atomic configuration of LSMO-YCMO bilayer by electron microscopy.
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5.3 Experimental details

Single and bilayer of perovskite manganite thin films consists of ferromagnetic
Lay7Sro3sMnO3 and charge-orbital-ordered antiferromagnetic Y 5CagsMnOs3 layers of
different thicknesses were grown on (100) oriented SrTiO3; (STO) substrate using
pulsed laser deposition (PLD). To get a bilayer, YCMO layer was grown on top of
ferromagnetic LSMO layer immediately after depositing the ferromagnetic layer. Film
deposition was carried out using a KrF excimer laser of 248 nm wavelength and 20 ns
pulse width. The laser repetition rate and the energy per pulse were 5 Hz and 150 mJ
respectively. The distance between the target and substrates was kept constant at 50
mm. During deposition, the substrate temperature and partial pressure of oxygen was
maintained at 750 °C and ~ 300 mTorr respectively. To avoid oxygen
nonstoichiometry, after depositing the films the substrates were cooled down to room
temperature slowly in the presence of ~1 atm oxygen pressure. We have prepared a
dense ceramic target of LSMO and YCMO by mixing stoichiometric amounts of the
binary oxides namely, La,O3; (Alfa Aesar, 99.9%), SrCOj3 (Sigma-Aldrich, 99.9%),
Mn,O3 (Sigma-Aldrich, 99.0%) (for LSMO) and Y,03; (Sigma-Aldrich, 99.99%),
CaCOg (Sigma-Aldrich, 99.0%), Mn,0O3 (for YCMO). The mixtures were ground and
heated in the temperature range 1000-1300°C in air for 12 h with several intermittent
grindings. Finally, after phase confirmation by analyzing the x-ray diffraction data
(XRD) collected with PANalytical Empyrean diffractometer using Cu Koy
monochromatic x-ray radiation, the targets were prepared and sintered in air at 1400°C
for the duration of 12 h.

To study the interface atomic configuration, high-resolution transmission electron
microscopy (HRTEM) imaging was performed using an aberration-corrected FEI
TITAN*™ 80-300 kV TEM with a Cs ~ -35 um and a Af ~ 8 nm [28]. Cross-sectional
TEM samples were prepared first by conventional mechanical polishing and then Ar
ion milling to generate greater electron transparent area. High angle annular dark field
(HAADF) combined with energy dispersive spectroscopy (EDS) was performed to

distinguish the chemical homogeneity of the films across the interface.

We have performed magnetic measurements with the superconducting quantum

interference device (SQUID) magnetometer (MPMS, Quantum Design) and applied the
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magnetic fields parallel to the sample surface. We have carried out temperature
dependent dc magnetization measurements at H = 0.1 kOe in the temperature range 2-
390 K. To study the exchange bias first we cooled the sample from 390 to 2 K in the
presence of a magnetic field, and then recorded the M (H) loop while sweeping the
magnetic field in the range + 70 kOe under isothermal condition. We have also
recorded isothermal M (H) loop after cooling the sample in the presence of remnant
magnetic field of the superconducting magnet. To reduce the effect of remnant-field of
the superconducting magnet demagnetization process has been performed by oscillating
fields at 390 K where the sample is in the paramagnetic region. However, there still was
a small unavoidable positive or negative trapped magnetic field (~ 5 Oe), depending on
the polarity of the initial magnetic field, either negative or positive from which
demagnetization starts. We have used this small remnant magnetic field of the
superconducting magnet present as the source of low magnetic field for our experiment.
Two types of M (H) loops, namely P and N type were measured, where P and N
indicate the positive (0 — +H) and negative (0 — —H) directions of the initial
magnetization. Since both the hysteresis loops coincide with each other, we have
carried out P type of M (H) loop for positive cooling magnetic field and N-type M (H)
loop for the negative cooling magnetic field. In both cases we have recorded closed M
(H) loop following the magnetic field ramping sequence as + 70 — 0 — - 70 — + 70
kOeor -70 - 0 —» + 70 — - 70 kOe. To estimate the exchange bias parameter we
have recorded isothermal closed M (H) loop in stable at each magnetic field mode (log

scale) with the ramping rate of 0.1 kOe/sec.
5.4 Results and discussion

5.4.1 Structure characterization of LSMO - YCMO bilayer:

To examine the interface atomic configuration, imaging by high-resolution
transmission electron microscopy (HRTEM) has been carried out across the film
interfaces. The HRTEM image in Figure 5.1(a) shows layers, corresponding to the
substrate STO, interlayer LSMO, and the epilayer YCMO. The thickness of the LSMO
and YCMO layers are 5 and 20 nm respectively. The interface between the YCMO
epilayer and interlayer LSMO is atomically sharp. The additional broad dark contrast at
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both the interfaces arises due to the strain. The films have following epitaxial
relationship: STO (0-10) || LSMO (0-10) || YCMO (0-10).
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Figure 5.1: (a) HRTEM image of epitaxial YCMO (20 nm) - LSMO (5 nm) thin films on STO substrate.
Local Fourier transformation (FT) images of (b) YCMO film with superlattice spots associated with
charge ordering at room temperature, (c) LSMO - YCMO interface and (d) epitaxial LSMO film - STO
substrate interface. () Atomic resolution TEM image of YCMO film with the corresponding (f) ED
pattern along [101] zone axis. The simulated projection and ED pattern of YCMO film with tetragonal
structure along [101] zone axis are shown in the inset of (e) and (f), respectively. (g) Atomic resolution
TEM image with corresponding (h) local FT from LSMO layer along [101] zone axis. The simulated
projection and ED pattern of LSMO film with tetragonal structure along [101] zone axis are shown in the
inset of (g) and (h) respectively.

Figure 5.1(b) is the Fourier transform (FT) image of the YCMO lattice, showing
superlattice spots confirming the presence of charge ordering at room temperature. The
superlattice spot at g = %2 (1-1-1) is commensurate with the lattice vector. Figure 5.1(c)
shows the FT from LSMO-YCMO along [101] zone axis of STO confirming the
epitaxial nature of the thin film. Figure 5.1(d) is the local FT pattern from STO -
LSMO, indicating epitaxial growth with in-plane strain. Interestingly, the presence of
strong biaxial strain leads to tetragonal distortion of both LSMO and YCMO layers.
Atomic resolution TEM projection image as well as electron diffraction (ED) of
YCMO [Figures 5.1(e) and 5.1(f)] and LSMO [Figures 5.1(g) and 5.1(h)] shown along
the zone axis [101] are found to be identical with the simulated projection [insets of
Figures 5.1(e) and 5.1(g)] and ED [insets of Figures 5.1(f) and 5.1(h)] with tetragonal
structure along the same orientation. In contrast, the structure of LSMO and YCMO in
the bulk state is found to be rhombohedral (R3c) and orthorhombic (Pnma)
respectively. A Large area view of the epitaxial thin film with the corresponding SAD
(Selected Area Diffraction) along the zone axis [101] from STO, LSMO - YCMO,
YCMO is shown in Figure 5.2.



162 Chapter 5

- .
YCMO ()
@mom g =

Figure 5.2: (a) Large area view of the bilayer of LSMO - YCMO thin film. The film is grown under
tensile strain which has been reflected in the additional strain contrast across the respective interfaces. (b)
The magnified view of the film clearly indicates that the interface is atomically sharp and of epitaxial
nature. (c) Electron diffraction (ED) pattern from STO. (d) SAD from a bilayer of LSMO -YCMO, where
additional superlattice spots represent the charge ordering arising from YCMO layer. Individual lattice
plane contribution from LSMO, YCMO is shown in the rectangular box and (¢) SAD from YCMO along
the [101] zone axis. The commensurate superlattice spots are marked with a circle.

In order to detect the chemical homogeneity across the interlayers of YCMO-
LSMO-STO, STEM-EDX (Scanning Transmission Electron Microscopy — Energy-
dispersive x-ray Spectroscopy) line scan was performed over ~ 25 nm distance
covering both the interfaces. LSMO film appears with brighter contrast because of
higher average Z compared to STO and LSMO [Figure 5.3(a)]. HAADF and EDS line
scan profile across the layers confirm that there is no interdiffusion of elements
between the layers [Figure 5.3(b)].
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Figure 5.3: (a) STEM-HAADF image used for the STEM-EDS line profile of STO-LSMO-YCMO thin

film and (b) STEM-EDX line scan profile. The elemental detection of Y from YCMO, La from LSMO

and Ti from STO is plotted with normalized intensity.
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The epitaxial nature of the thin films was also confirmed by recording the x-ray
diffraction pattern at room temperature [Figure 5.4]. The lattice parameter mismatch
between STO - LSMO is 1.18 %, and that between LSMO - YCMO is 2.05 %
indicating that the films are grown under biaxial tensile strain imposed by the STO
substrate. Analysis of the x-ray diffraction pattern reveal that bare LSMO (~ 20 nm)
and YCMO (~ 20 nm) films undergo a shortening of the c-axis, ~ 3.845 (LSMO) and ~
3.703 A (YCMO) respectively relative to the bulk value of ~ 3.858 (LSMO) and ~
3.780 A (YCMO) indicating that the films are tensile strained on the STO (100)
substrate (~ 3.905 A). The tetragonal distortion is also evidenced by the c/a ratios of
0.95 (=20 nm of YCMO) and 0.98 (~ 20 nm of LSMO) obtained from the

monochromatic laboratory x-ray diffraction data.
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Figure 5.4: Room temperature XRD pattern of (a) Lag7Sro3sMnO; (LSMO) film of ~ 20 nm thickness
and (b) Y,5CaysMnO; (YCMO) films of varying thicknesses grown on (100) oriented SrTiO3z (STO)
substrates, acquired using PANalytical Empyrean diffractometer using Cu Ka; monochromatic x-ray of

wavelength A = 1.54 A,

5.4.2 DC Magnetization as a function of temperature [M (T)] and time [M (t)]:

Temperature dependent dc magnetization data shows an anomaly at Tcoo ~ 360 K in
the bilayer containing a 2 nm LSMO - 20 nm YCMO layer [Figure 5.5(a)] and at Tcoo
~ 355 K in 40 nm bare YCMO film [inset of Figure 5.5(d)] due to charge ordering. The
charge ordering state [3] is a long range ordering of Mn** and Mn*" ions associated
with egorbital ordering of Mn® ions. It is important to note that the different charge
ordering transition temperature (Tcoo) in the YCMO films of different thickness is
associated with the different biaxial strain [29]. The weak antiferromagnetic transition

(Tn) is generally not visible in films of bilayers or of bare YCMO, but a gradual
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increase in the Curie temperature (T¢) is observed in the bilayers with increasing
thickness of the ferromagnetic LSMO layer [Figures 5.5(a) - 5.5(c)].
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Figure 5.5: M (T) data for (a-c) bilayers of LSMO (varying thickness) - YCMO (20 nm) and (d) 20 nm
YCMO film under FC conditions in the presence of a magnetic field of 0.1 kOe. Upper inset of (d) shows
the M (T) data of 40 nm YCMO film. Bottom insets of (a-d) show M (H) data of the respective thin films
at different temperatures.
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Figure 5.6: (a-c) Temperature dependence of dc magnetization data, M (T), under field-cooled (FC)
conditions in the presence of a magnetic field of 0.1 kOe and (d-f) isothermal dc magnetization data as a
function of magnetic field, M (H) at various temperatures for bilayers of LSMO (5 nm) - YCMO
(varying thickness).
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Weak anomaly associated with charge-ordering is also not visible in bilayers
containing LSMO of fixed thickness and YCMO of varying thickness as shown in
Figure 5.6. Magnetic field dependent isothermal magnetization data, M (H), at different
temperatures [insets in Figure 5.5 and Figures 5.6(d) - 5.6(f)] suggest that canted
antiferromagnetism coexists with ferromagnetism as a result of electronic phase

separation [30].

In the phase separated perovskite manganites it is observed that the glassy phase
coexists along with the ferromagnetic (FM) clusters in the background of
antiferromagnetic (AFM) matrix and the interface between AFM and SG/FM (spin-
glass/ferromagnetic) clusters give rise to exchange bias in manganites [29] and as well
as in many other systems, e.g., in NiMnlIny3 Heusler alloys [31] and BiFeO3-Bi,Fe Oq
nanocomposites [32]. To verify the presence of the glassy state, we have carried out dc
magnetic memory experiment because memory and rejuvenations are the essential
characteristics feature for the spin-glass system [33]. We have performed dc memory
experiment on bilayer of LSMO (2 nm) - YCMO (20 nm). We performed dc memory
experiment by cooling the sample to a particular temperature (T, the waiting
temperature) under ZFC conditions and then allowed to wait at that temperature for the
duration of ~ 10* sec. After that the sample is cooled to the lowest possible temperature
under ZFC conditions and M (T) is measured while warming in the presence of a
magnetic field of 0.1 kOe. We must note that under the ZFC conditions there is a small

remnant magnetic field of ~ 5 Oe in the superconducting magnet.
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Figure 5.7: (a) DC memory effect experiment carried out with and without halt at 30 and 50 K under
ZFC conditions for bilayer of LSMO (2 nm) - YCMO (20 nm). Inset of (a) shows the difference in ZFC
magnetization with and without halt as a function of temperature. (b) Time-dependent dc magnetization
data at 2 K after zero-field-cooled (ZFC) and field-cooled (FC) conditions at H = 10 kOe.
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In Figure 5.7(a) we show the ZFC, M (T) data with and without halt at 30 and 50
K respectively. From this figure, it is clearly seen that there is a dip at 30 K, but we do
not see any dip at 50 K. In the inset of Figure 5.7(a) we show the difference plot
between the ZFC data without and with waiting as a function of temperature, which
show a sharp peak feature at 30 K but no such feature at the waiting temperature at 50
K suggesting that the previous temperature is below the glass transition temperature
and the other temperature is above the glass transition. This memory effect suggests
that in this bilayer metastable glassy state exists.

To study the glassy dynamics, we have examined the time-dependent magnetic
relaxation effect at a constant temperature and the effect of magnetic field on the
bilayer of LSMO (2 nm) — YCMO (20 nm) following the measurement protocols
mentioned in the literature [34]. The sample is cooled under ZFC or FC conditions to
the desired measurement temperature, and then the magnetic field is applied for ZFC
conditions, or the cooling magnetic field is retained in case of FC mode. After that time
dependent magnetization growth is recorded at the measurement temperature in the
presence of a steady magnetic field. In Figure 5.7(b) we compare the normalized
magnetization data (M¢/My) as a function of time (t) at 2 K in both ZFC and FC
conditions performed in the presence of a magnetic field of 10 kOe. We do not observe
any magnetic relaxation effect either in ZFC or FC mode at low magnetic field (0.1
kOe). Therefore, we have performed the relaxation experiment with the high magnetic
field (10 kOe). From Figure 5.7(b) we see that there is an increase in magnetization
with time at H = 10 kOe under ZFC conditions while the magnetization data remains
almost unchanged with time under FC conditions. This experimental observation
indicates that there is a field induced isothermal growth of ferromagnetic clusters under
ZFC conditions in the presence of a high magnetic field. The evolution of ZFC
magnetization as a function of time at constant temperature and magnetic field has been
fitted well with the stretched exponential function [35] of the type, M; (H) = My (H) +
[Ms, (H) - Mo (H)] [1-exp{- (t/1)*}] as shown in Figure 5.7(b), where t is the
characteristic relaxation time, a is the stretching parameter which ranges between 0 and
1. From the fit, we obtain stretching parameter, o = 0.63 and the characteristic
relaxation time, T = 978 sec. These experimental results indicate the coexistence of

glassy state along with the FM clusters embedded in the AFM matrix which is crucial
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in the understanding of exchange interaction phenomena across the interface in the
bilayer of LSMO - YCMO.

5.4.3 DC Magnetization as a function of magnetic field, M (H):
5.4.3.1 Field - Cooled (FC) exchange bias

To understand the microscopic exchange interactions at the interface of LSMO -
YCMO, we have recorded the M (H) loops at 2 K under FC conditions. The results on
the field-cooled (> 10 kOe) exchange bias on bilayers of LSMO - YCMO have been
compared with that of bare YCMO film. We have performed the experiment by cooling
the samples from 390 to 2 K at H = +10 kOe and then data was recorded at 2 K while
sweeping the magnetic field in the range of £70 kOe. The presence of exchange
anisotropy at the interface of the LSMO - YCMO bilayer is revealed by the asymmetric
shift in the FC M (H) loop along the negative and positive magnetic field axis when the
cooling magnetic field is either positive or negative, respectively [Figure 5.8]. Although
the bare YCMO film shows a minor shift in the M (H) loop due to intrinsic magnetic
phase separation [36,37], the shift is enhanced in the LSMO - YCMO bilayer due to the
ferromagnetic moment induced at the interface of YCMO thereby allowing a greater

number of pinning centers causing enhanced unidirectional anisotropy.
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Figure 5.8: M (H) hysteresis loops of (a-c) bilayers of LSMO (varying thickness) - YCMO (20 nm) and
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From the examination of above data, it is evident that in the case of a bilayer of
LSMO (varying thickness) - YCMO (20 nm), the asymmetry in the M (H) hysteresis
loop gradually reduces with the increasing thickness of ferromagnetic LSMO layer
indicating the reduction in exchange bias (Hg) value. This result is consistent with the
Meiklejohn and Bean equation [11], which suggests that EB varies inversely with the

thickness of the ferromagnetic layer.

We have also compared the various cooling magnetic field dependence of M (H)
loops of bilayers of LSMO of different thickness - YCMO of fixed thickness (20 nm)
with the bare 20 nm YCMO film at 2 K as shown in Figure 5.9. We performed the
measurement after field cooling the sample in the presence of various magnetic fields
from 390 to 2 K and then isothermal M (H) data is recorded after each FC at H = £ 70
kOe. Interestingly, these bilayers show non-monotonic behavior of Hg and Hc as

functions of the cooling magnetic field at 2 K as shown in the Figures 5.9(e) and 5.9(f).
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Figure 5.9: Cooling magnetic field dependence of M (H) hysteresis loops at 2 K for (a) bare YCMO film
(20 nm) and (b-d) bilayers of LSMO (varying thickness) - YCMO (20 nm). Comparison of (e) exchange
bias (Hg) and (f) coercive field (Hc) as a function of the magnetic field between 20 nm bare YCMO film
and bilayers of LSMO (varying thickness) - YCMO (20 nm) at 2 K.

From Figure 5.9 it is observed that initially the value of Hg and Hc increases for
both bare YCMO film (20 nm) and bilayers up to 30 and 10 kOe respectively and then
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it decreases. In Table 5.1 we have summarized the remnant field-cooled (RFC) and FC,
He and Hc parameters for bare YCMO film (20 nm) and bilayers of LSMO (varying
thickness) - YCMO (20 nm).

Table 5.1: Comparison of exchange bias parameters among bilayers of YCMO (20 nm) - LSMO

(varying thickness) with respect to bare YCMO film (20 nm) at T = 2 K in the presence of different
cooling magnetic fields applied at 390 K.

N LSMO (2 nm) - LSMO (5 nm) - LSMO (7 nm) -
Sample |\ oMo 20 nm) YCMO (20 nm) YCMO (20 nm) YCMO (20 nm)
H (kOe) | Hg (Oe) Hc (Oe) He (Oe) Hc (Oe) He (Oe) Hc (Oe) He (Oe) Hc (Oe)
~0.005 262 725 107 466 78 252 10 385
5 315 833 110 479 93 278 79 474
10 308 840 93 494 88 283 124 530
30 272 874 67 512 70 292 174 639
50 238 898 60 509 56 283 143 648
70 212 899 54 506 41 271 123 654

The variation of Hg and H¢ with cooling field can be understood in terms of the
competition between Zeeman coupling and interfacial interaction of the LSMO-YCMO
bilayer, where the spin-glass phase of YCMO is strongly affected by the strength of
cooling magnetic field [38]. With increasing external magnetic field the effective
Zeeman energy increases which align more and more ferromagnetic spins from the FM
clusters/SG region along a preferential direction thereby leading to the reduction of
average anisotropy of the bilayers due to randomness. On the other hand, in bare
YCMO film with increasing magnetic field, spins from spin-glass regions interfacing
with the FM clusters aligns along the same direction resulting in strong exchange
anisotropy. As a result, we see an initial increase in Hg in both bare YCMO and
bilayers of LSMO - YCMO with a magnetic field. On further increasing the cooling
magnetic field glassy phase fraction reduces resulting in unfreezing the spin-glass
regions. Therefore, there is a decrease in the relative proportion of SG regions with
respect to FM clusters and therefore, the small amounts of spins from the SG region can
no longer exert the pinning force on the relatively larger ferromagnetic moments of the
FM clusters resulting in weaker exchange anisotropy which results in lowering of Hg in

bare YCMO film. On the other hand, in the bilayer with the increase in magnetic field it
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leads to the saturation of ferromagnetic magnetization of LSMO as well as an
increment in the growth of ferromagnetic clusters and reduction of frozen
ferromagnetic spins in the SG region from YCMO layer. As a result, He decreases in

the bilayer with magnetic field.

Now we discuss the results on FC M (H) behavior at 2 K after magnetic field
cooling with £10 kOe for bilayers of LSMO of fixed thickness (5 nm) - YCMO of
varying thickness as shown in Figures 5.10(a), 5.10(b) and 5.10(c), respectively. From
this experiment, we observe that increasing the thickness of YCMO layer reduces the
exchange bias value of the bilayer as a result of growing amount of ferromagnetic
clusters at the expense of glassy regions present in the antiferromagnetic matrix of
YCMO due to intrinsic magnetic phase separation. Although the previous observation
is somewhat opposite to that expected trend because with increasing thickness of
antiferromagnetic YCMO layer average anisotropy should increase which will pin the
ferromagnetic moments with greater force. Similar experiments have been carried out
for the bare YCMO films of varying thickness as shown in Figures 5.11(a), 5.11(b) and
5.11(c), respectively.
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Figure 5.10: M (H) hysteresis loops at 2 K (a-c) under field-cooled (FC) condition at H = +10 kOe and
(d-f) as a function of various cooling magnetic fields applied at 390 K for bilayers of LSMO (5 nm) -
YCMO (varying thickness).
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Figure 5.11: M (H) hysteresis loops at 2 K (a-c) under field-cooled (FC) condition at H = £10 kOe and
(d-f) as a function of cooling magnetic field for bare YCMO films of varying thickness.

We have recorded M (H) loops at 2 K after cooling the sample from 390 K in the
presence of different magnetic fields for bilayers of LSMO (5 nm) - YCMO (varying
thickness) as well as for bare YCMO film (varying thickness) as shown in Figures 5.10
and 5.11 respectively. Based on the observations as displayed in Figures 5.10 and 5.11,
we have compared the cooling magnetic field dependent He and Hc of bilayers to that
of bare YCMO film at 2 K as shown in Figure 5.12. From this figure we observe that
He and Hc values are always lower in magnitude in the bilayers of LSMO - YCMO as
compared to bare YCMO films which suggest that increased ferromagnetic component
in the bilayer leads to the weakening of interfacial exchange anisotropy and therefore

reduction in exchange bias.

In the case of bare YCMO film, with lowering the thickness of YCMO, there is
an increased magnetic phase separation resulting in more glassy/FM components which
create more interfaces with the non-ferromagnetic counterpart thereby leading to the
increment in exchange bias. In this context, it is important to mention that in the bare
YCMO film of thickness 8 nm, we observe complete ferromagnetic M (H) loop with
very low coercivity measured at 2 K after FC with 70 kOe as shown in Figure 5.11(d)
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indicating the dominance of ferromagnetic clusters in the YCMO film with lower

thickness.
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Figure 5.12: Comparison of exchange bias (Hg) and coercive field (Hc) as a function of magnetic field at
2 K between (a-b) bilayers of LSMO (5 nm) - YCMO (varying thickness) and (c-d) bare YCMO films of
varying thickness.

5.4.3.2 Training effect

We have studied the training effect in the exchange-biased bilayer of LSMO (2 nm) -
YCMO (20 nm). The training effect is the gradual reduction in asymmetry in the
isothermal M (H) hysteresis loops as a result of decreased exchange anisotropy at the
interface when the exchange coupled magnetic systems undergo continuous field
cycling through several hysteresis loops [16]. We have investigated the training effect
after field cooling the sample in the presence of a magnetic field of 10 kOe from 390 to
2 K, and then the isothermal M (H) loops are measured consecutively up to 10 cycles in
the magnetic field range of + 70 kOe as shown in Figure 5.13(a). In Figure 5.13(b) we
have shown that the value of Hg reduces with increasing number of consecutive field
cycling as a result of training effect. The occurrence of training effect in this exchange-
biased bilayer can be understood based on the well-known spin configurational
relaxation model [39]. Although the observation of thermal training effect is somewhat
unusual for a single crystalline system, we attribute the occurrence of training due to
the presence of spin-glass phase (in the YCMO layer) which evolves from a non-

equilibrium spin-configurations toward an equilibrium configuration with field cycling.
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Though there are several potential models [40,41] which can explain the training effect,
a complete understanding requires characterization of the interfacial spin
configurations. With consecutive magnetic field cycling the ferromagnetic domain of
the LSMO and SG-like spins of the YCMO change their direction in a synchronous
manner leading to the relaxation of AFM interface spin configuration towards
equilibrium. This results in the weakening of exchange interaction at the interface
between AFM and FM with the consequence of decreased exchange bias. A similar
mechanism has also been found to be operative in the phase separated manganite,
Pr13Caz3MnQOg3 giving rise to training effect [37].
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Figure 5.13: (a) Training effect of field-cooled conventional exchange bias (CEB) at 2 K and (b)
variation of Hg as a function of increasing number of magnetic field cycle at 2 K for bilayer of LSMO (2
nm) - YCMO (20 nm).

5.4.3.3 Remnant - Field - Cooled (RFC) exchange bias

Now we turn our discussion on the remnant-field-cooled exchange bias on bilayers of
LSMO - YCMO. We must note that in the absence of any externally applied magnetic
field, a small remnant magnetic field of ~ 5 Oe exists in the superconducting magnet
[42]. Interestingly, upon cooling in the presence of remnant magnetic field, we observe
an asymmetric shift in the M (H) loop of LSMO (2 nm) - YCMO (20 nm) along the
magnetic field (H) axis as shown in Figure 5.14. From this figure, we see that the initial
magnetization curve [i.e. the first portion of the M (H) data associated with the
sweeping of magnetic field between 0 and + H] recorded under RFC condition, starts
from a magnetized state (M # 0 at H = 0) suggesting the existence of a remnant
magnetic field in the superconducting magnet. It has already been mentioned that we
find the existence of a small trapped magnetic field even after demagnetizing the

remnant magnetic field of the superconducting magnet by oscillating the magnetic field
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before each experiment. In order to examine the effect of the trapped magnetic field on
EB, we have carefully performed the M (H) loop measurements after cooling the
sample in the presence of a remnant magnetic field. Furthermore, we observe that
depending on the polarity of the remnant magnetic field of the superconducting magnet
whether positive or negative, M (H) loop is shifted along either negative or positive axis
of the magnetic field [Figure 5.14].
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Figure 5.14: M (H) hysteresis loops at 2 K for LSMO (2 nm)-YCMO (20 nm) bilayer under cooling in
the presence of small remnant magnetic field.

The observation of significant EB in this bilayer in the presence of such a small
remnant magnetic field is noteworthy. In the case of conventional exchange bias as
shown in Figure 5.8(a), the sample is cooled in the presence of a magnetic field across
the Néel or spin-glass transition temperature to realize the unidirectional magnetic
anisotropy at the interface. On the other hand, in the case of RFC experiment exchange
interaction across the interface gets locked in while cooling under such a low remnant
magnetic field [43], since the ferromagnetic LSMO layer orders at a higher temperature
than the antiferromagnetic YCMO layer. It can, therefore, be inferred that such a
significant loop shift is associated with the remnant magnetization state of LSMO at T
> Ty where the small magnetic field of ~ 5 Oe saturates the FM layer due to small
anisotropy [44]. In Figure 5.15(a), we compare the P and N, M (H) loops recorded
under remnant field-cooled conditions where both the hysteresis loops are shifted along
the negative magnetic field axis overlapping with each other without showing any

effect of initial magnetization direction (P or N) [21,31]. A similar behavior was
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observed for the P and N, M (H) loops recorded after field cooling with +10 kOe
[Figure 5.15(b)] suggesting that the exchange bias in the former case (RFC conditions)
is of conventional type due to the presence of small trapped field and depends only on
the direction of the cooling remnant magnetic field. To record the P, N M (H) loop
under FC conditions, we have performed the following experiment. The sample was
cooled from 390 to 2 K in the presence of a magnetic field of 10 kOe and then switched
off the magnetic field to zero followed by ramping of the magnetic field in P and N
sequence while recording the M (H) data. EB under such a low remnant magnetic field
is also observed in the virgin LSMO-YCMO bilayers not exposed to a magnetic field

indicating that low-field EB is independent of any magnetic history of the sample.
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Figure 5.15: P and N-types of M (H) loops at 2 K for LSMO (2 nm) - YCMO (20 nm) bilayer under (a)
remnant field-cooled and (b) FC conditions. REB and FEB stands for remnant-field-cooled and field-
cooled exchange bias respectively. [P = 0 — (+H) — (-H) — (+H); N =0 — (-H) —»(+H ) —(-H),
where 0— (+H) or 0 — (—H) is the initial positive (P) and negative (N) magnetization directions
respectively].

5.4.3.4 Temperature-dependent Field - Cooled (FC) exchange bias

We have examined the temperature dependence of interfacial exchange
interaction in LSMO (2 nm) - YCMO (20 nm) bilayer, after field cooling the sample in
the presence of a magnetic field of 10 kOe from 390 K to the desired temperature and
then M (H) loops are recorded at different temperatures [inset of Figure 5.16]. Figure
5.16 shows the variation of He and Hc as functions of temperature showing that with
increasing temperature He gradually decreases and disappears at blocking temperature
(Ts ~ 70 K). A similar trend observed in Hc indicates a common mechanism for the
exchange bias and coercivity. The exchange anisotropy across the magnetic interface
becomes weaker resulting in free switching of the ferromagnetic layer while Hg

remains zero above the blocking temperature.
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Figure 5.16: Temperature dependence of field-cooled (FC) exchange bias (Hg) and coercive field (Hc)
for LSMO (2 nm) - YCMO (20 nm) bilayer. The inset shows the FC M (H) hysteresis loops at different
temperatures.

5.5 Conclusions

In conclusion, we observe that LSMO-YCMO bilayers grown on STO substrates
undergo tetragonal distortion due to the strong biaxial tensile strain induced by STO.
We have studied the magnetic field and temperature dependence of exchange bias and
coercivity for the LSMO-YCMO bilayers. In addition, we have compared the EB
results on the LSMO - YCMO bilayers with that of bare YCMO films which alone
show exchange bias due to intrinsic electronic phase separation.

The observation of exchange bias in LSMO-YCMO bilayers in the presence of a
small remnant magnetic field (~ 5 Oe) of the superconducting magnet provides a means
to control exchange-coupled interfaces in the heterostructures. Therefore, an
investigation of the magnetic configuration across the LSMO-YCMO interface would
be of great interest and would throw light on the nature of exchange bias phenomenon.
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Magnetoelectric effect in A-site

magnetic spinel oxides, MnXs0y
%

(X = Al, Ga)

Summary

Electric field control of magnetism in materials has received much attention in recent years
because of its potential for magnetoelectric devices and technological applications. Several
materials exhibiting magnetoelectric effect, i.e. mutual control of electric polarization with the
magnetic field or magnetization with an electric field, below the magnetic ordering temperature
have been discovered. In this chapter, the discovery of linear magnetoelectric effect in this A-
site antiferromagnetic spinel family of oxides, MnX,0, (X = Al, Ga) has been discussed. An
external magnetic field induces a dielectric anomaly at Ty, accompanied by the generation of
electric polarization that varies linearly with magnetic field. Powder neutron diffraction
together with magnetic, magnetoelectric measurements on single crystal of MnGa,O, and
phenomenological theory suggest that the easy axis direction in this compound is [111] with the
corresponding magnetic symmetry R3'm’. According to the proposed theoretical model the
magnetoelectric effect in these compounds is due to single-ion contribution of magnetic ions

located in non-centrosymmetric crystal environment.
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6.1 Introduction

The spinel structure with the chemical formula, AB,(O, S, Se)s, is one of the most
important class of transition metal compounds which have provided a rich variety of
phenomena, including ferromagnetism, ferrimagnetism, antiferromagnetism and Jahn-
Teller transitions [1]. The spinel structure contains two fundamental building blocks,
AQ, tetrahedra and BOg octahedra [Figure 6.1(a)]. There is an edge-sharing between the
BO¢ octahedra giving rise to rutile-like array of edge-sharing chains along the [110],
[110], [101], [101], [011] and [011] directions. The B ions themselves form a three-
dimensional network of corner-sharing tetrahedra which is known as the pyrochlore
lattice [Figure 6.1(b)]. This pyrochlore structure gives rise to strong geometrical
frustration. If we look at the pyrochlore lattice from the [111] direction as displayed in
Figure 6.1(c) we will see that there are two types of plane with alternate stacking. One
is a two-dimensional triangular lattice consisting of apical B ions of the tetrahedra, and
the other is a two-dimensional kagomé lattice consists of the B triangles at the base of
the tetrahedra. The tetrahedrally coordinated A-ions located in the vacant spaces left by
the BOg octahedra form a diamond lattice as shown in Figure 6.1(d). In spinel oxides,
BOs octahedra can be either compressed or elongated along the [111] direction giving
rise to a local trigonal symmetry which determines the electronic configuration of the B
ions. The trigonal distortion is parameterized by the “u parameter”, which represents
the position of O ions within the cubic cell. For ideal BOg octahedra, u = 3/8, while a
value smaller or larger than 3/8 corresponds to compression or elongation of the
octahedra.

In the presence of cubic crystal field fivefold-degeneracy of the d-orbitals of
transition-metal ion is lifted leading to the formation of high-lying, doubly degenerate

e, and low-lying, triply degenerate t,, orbitals. In addition, a local trigonal distortion
of the crystal field further leads to the splitting of triply degenerate ¢, orbitals into one
a,, orbital oriented towards the centre of the B-lattice tetrahedron and two degenerate
é, orbitals (different from the e, doublet under cubic crystal field) extending
perpendicular to the a4 orbital [Figure 6.1(e)]. Moreover, a tetragonal distortion splits
the triply degenerate tyq orbitals into d,, and a doubly degenerate d,,,/d, pair at low

temperature and the doubly degenerate e, orbitals into nondegenerate d,2_,> and

y
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ds,2_,2 orbitals. On the other hand, fivefold degenerate d-orbitals of the transition-
metal ion located in the tetrahedral A-site undergoes splitting into high-lying, triply
degenerate t, and low-lying doubly degenerate e orbitals, a reverse situation as
compared to the octahedral B-site. The magnetic coupling in spinels usually varies with
the number of d-electrons, reflecting changes in orbital character. Most spinel oxides
with transition-metal ions are magnetic insulators because of the strong Coulomb
repulsion within the narrow d-orbitals. The non-magnetic state could be formed as a
result of the formation of a spin singlet state. Metallic nature has also been observed
sometimes in mixed-valent spinels but not often. Usually, spinel sulfides are much
more conducting than oxides as a result of increased bandwidth due to enhanced p —d
hybridization.
a AB,Oy spinel b B sublattice

i SO

BO,

octahedra

L AT 4

u = 0.375

I

|I

® )
Peo
Ao —u

u > 0.375

Figure 6.1: (a) Schematic representation of cubic spinel structure consists of fundamental building
blocks of AO, tetrahedra and BOg octahedra, (b) the pyrochlore lattice made of B sublattice, (c) the
pyrochlore lattice viewed from the [111] direction, (d) the diamond lattice made of A sublattice and (e)
octahedrally coordinated B ions embedded in the cubic spinel structure. The inset shows the trigonal
distortion (u) of the BOg octahedra [adapted with permission from ref. 2, © (2011) by Springer].
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The diversity of magnetic properties of spinels is due to the fact, that both the A
and B sublattice can accommodate magnetic ions with various exchange paths between
them [2]. The A-A intra-sublattice magnetic interactions are known to be weak and do
not influence the type of magnetic order as long as there is a sufficient number of
magnetic ions at the B-site. However, some spinels with only A-site magnetic ions are
known to undergo antiferromagnetic ordering at low temperatures [3]. In this chapter,

we will discuss the magnetoelectric properties of such A-site magnetic spinel oxides.
6.2 Scope of the present investigation

Since the pioneering work of Dzyaloshinskii on the prediction of magnetoelectric effect
in Cr,0; followed by its experimental observation by Astrov and Rado, the research on
magnetoelectric materials continues to grow [4-7]. In linear magnetoelectric materials
the cross coupling between magnetic and electric order parameters (P; = a;;H; or
M; = a;;E;) provides an additional degree of freedom, which is promising to design
novel devices [8,9]. However, the linear magnetoelectric materials are limited by
symmetry requirements, where both spatial inversion and time reversal symmetry needs
to be broken simultaneously [10]. There are two classes of materials; one exhibits linear
magnetoelectric effects without spontaneous electric polarization as observed in
materials such as Cr,03 [11] MnTiO3 [12], NdCrTiOs [13], and CosNb,Og [14]. In the
second class, a large magnetoelectric effect has been reported in multiferroic materials
such as TboMnO3 [15], RMn,0s [16] and GdFeOs [17], where a spontaneous polarization
appears upon magnetic ordering. At room temperature the magnetoelectric effect is
found only in few materials, e.g. BiFeO3; and Z-type hexaferrite (Sr3CoFez4041)
[18,19].

Materials having the spinel structure (AB,O,) exhibit a rich variety of long-range
magnetic ordering, e.g. ferro-, ferri-, and antiferromagnetism, which often occur at high
temperatures. The prominent example is the naturally occurring ferrimagnet Fe;O4 with
T. = 860 K. However, only a few compounds in the spinel family, e.g. CoCr,04 [20]
and ZnCr,Se, [21], are known to exhibit magnetoelectric properties, including the
celebrated compound Fe304 [22]. CoCr,0,4 is magnetoelectric multiferroic, in which
conical spin ordering gives rise to spontaneous electric polarization, whereas ZnCr,Se,4

exhibits a proper screw spin structure without spontaneous polarization, which can be
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induced by application of the external magnetic field. Both compounds show
magnetoelectric properties at temperatures below approximately 25 K. Therefore,
exploring new magnetoelectric materials, especially in such a rich magnetic compounds
with crystallographic class as spinels, would help understanding different microscopic
mechanisms, which in turn will lead to identify materials with large magnetoelectric
coupling. In this chapter, experimental observation of the linear magnetoelectric effect
has been discussed following the theoretical prediction on a family of A-site collinear
antiferromagnetic spinel oxides, MnGa,O4, and MnAl,O4. The symmetry analysis
argues that only single-ion effects of magnetic ion located in non-centrosymmetric
crystal environment are responsible for the microscopic origin of magnetoelectric

coupling in these spinels [23].
6.3 Experimental details

Polycrystalline samples of A-site magnetic spinel, MnX,0,4 (X = Al, Ga) were prepared
by conventional solid state reactions starting from the binary oxides namely MnO
(reduced from Mn,03, Sigma-Aldrich, 99%), Al,O3; (Alfa Aesar, 99.99%) and Ga,0;
(Sigma-Aldrich, 99.99%). The stoichiometric amounts of precursors were mixed,
ground and heated in evacuated quartz ampoules at 900 °C and 1000 °C for 24 hrs.
Then the powders were reground, pelletized and sintered in evacuated quartz ampoules
at 1100 °C for 24 hrs followed by cooling at the rate of 1 °C/min. Also, MnAl,O,
samples under different cooling rates (0.2 and 5 °C/min) were prepared from the
sintering temperature of 1100 °C. For all the synthesis we have used a heating rate of 5
°C/min. It is important to mention that the cation inversion can be controlled by
different cooling rate and this disorder significantly affects the properties of this A-site
magnetic spinel. Phase purities of all these samples were confirmed by recording XRD
patterns with PANalytical Empyrean diffractometer using Cu Koy monochromatic x-ray
radiation. The temperature dependent neutron diffraction experiment was carried out on
the D2B diffractometer at the Institut Laue-Langevin (ILL) using wavelengths of 1.594
A. A software package FULLPROF suite [24] was used for the treatment of diffraction

pattern and Rietveld analysis.

DC magnetization measurements were carried out using a Superconducting

Quantum Interference Device Magnetometer (SQUID, MPMS3, Quantum Design,
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USA) in the temperature range of 2-390 K. The specific heat (C,) was measured while
cooling the sample from the temperature above Ty in Physical Property Measurement
System (PPMS, Quantum Design, USA). To measure the capacitance and the
pyroelectric current an LCR meter (Agilent E4980A) and an electrometer (Keithley
6517A), respectively, were used using a multifunction probe inserted in the PPMS,
which allowed accessing the temperature and the magnetic field. The electrode was
made by applying conducting Ag paint on both sides of the thin pellets and dried under
an infrared lamp. We measured the capacitance in the presence of a magnetic field
while warming after performing the magnetic field cooling of the sample from above
Tn. Before measuring the pyroelectric  current, the sample was poled
magnetoelectrically while cooling from a temperature above Ty and then short circuited
for 15 min to remove any charges related to the leakage current but the magnetic field
was not removed. After that, we measured the magnetoelectric current on warming the
sample to a temperature above Ty following the ramping rate of 15 K/min in the
presence of an external magnetic field. The electric polarization was obtained by
integrating the magnetoelectric current with respect to time and dividing it by the area
of the sample after performing required background subtraction. The dc voltage was
applied to the samples by using a Radiant Technologies Inc. precision workstation.

6.4 Results and discussion

6.4.1 Structure:
6.4.1.1 X-ray diffraction of MnX,0, (X = Al, Ga)

Rietveld refinements performed on the x-ray powder diffraction pattern of
polycrystalline samples of MnAl,O, and MnGa,O, recorded at 298 K with
monochromatic laboratory x-ray show that the XRD pattern can be well modeled with
the normal spinel structure with the space group Fd3m. On the other hand, magnetite
(FesO4) crystallizes in the same space group but with inverse spinel structure where
one-half of the Fe** ions occupy the tetrahedral sites (8a) and the remaining Fe** and
Fe?* ions occupy octahedral sites (16d) and therefore, the formula is written as
Fe**[Fe?*Fe*10,4 [25]. In the A-site magnetic spinel structure Mn and Al or Ga atoms
are located in the non-centrosymmetric Wyckoff positions (8a) with tetragonal local
symmetry T4 and centrosymmetric Wyckoff positions (16d) with rhombohedral
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symmetry Dzq, respectively. The results obtained based on this refinement show that the
experimental sample contains a small amount of anti-site disorder between 8a and 16d
crystallographic sites and the anti-site disorder is more in the MnGa,O,4 as compared to
MnAI,O4. The higher anti-site disorder in MnGa,O4 could be attributed to the smaller
difference (0.19 A) between the ionic radii of Mn®* (0.66 A) and Ga** (0.47 A) in

tetrahedral coordination as compared to the difference (0.27 A) between Mn?* and AI**

(039 A) in MnAIZO4.

Table 6.1: Structural parameters of MnX,0, (synthesized at 1100 °C) at 298 K

MnX,0, (Space Group: Fd3m)

Compound MnAI,O, MnAl,O, MnAI,O, MnGa,0,
(0.2°Cc)” (1°cy’ (5°C)” (1°c)”
a(A) 8.20943 (1) 8.20967 (1) 8.20779 (1) 8.45085 (4)
Mnl/Al1(Gal)
(8a)
X 1/8 1/8 1/8 1/8
y 1/8 1/8 1/8 1/8
z 1/8 1/8 1/8 1/8
Al2(Ga2)/Mn2
(16d)
X 1/2 1/2 1/2 1/2
y 1/2 1/2 1/2 1/2
z 1/2 1/2 1/2 1/2
O (32¢)
X 0.26525 (10) 0.26579 (9) 0.26551 (10) 0.26150 (18)
y 0.26525 (10) 0.26579 (9) 0.26551 (10) 0.26150 (18)
z 0.26525 (18) 0.26579 (9) 0.26551 (10) 0.26150 (18)
Biso (Az)
Mn 0.74 (2) 0.68 (2) 0.73 (2) 0.49 (5)
Al/Ga 0.62 (3) 0.50 (3) 0.57 (3) 0.18 (2)
@] 1.00 1.00 1.00 1.00
Occupancy
Mnl/AIL(Gal)  0.920(3)/0.080(3) 0.919(3)/0.081(3)  0.935(3)/0.065(3)  0.835(9)/0.165(9)
(8a)
Al2(Ga2)/Mn2  1.920(3)/0.080(3) 1.919(3)/0.081(3)  1.935(3)/0.065(3)  1.835(9)/0.165(9)
(16d)
0O (32¢) 1.000 1.000 1.000 1.000

"Cooling rate

The parameter, a defines the degree of cation inversion (or anti-site disorder)

present in the spinel structure (AB,Os), A% 1.5, B**2, (B**2.2, A%*5,) O4, Where the metal

ions outside the bracket belong to the tetrahedral sites (8a) and the metal ions within the
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bracket, belong to the octahedral sites (16d). Since the degree of cation inversion is
strongly dependent on the synthetic conditions, we have prepared MnAl,O4 samples by
different annealing conditions, cooling rates and compared among these samples after
performing Rietveld refinements as shown in Table 6.1. Despite our effort, we could
see only negligible differences among the MnAl,O, samples due to the small contrast in
the x-ray scattering power of Mn and Al To study the magnetic and electrical
properties, all measurements were performed on the samples prepared at 1100 °C with a

cooling rate of 1 °C/min.

Table 6.2: Structural parameters of MnAl,O, (synthesized at 1350 °C) at 298 K

MnAI,O, (Space Group: Fd3m)

Compound MnAlO, (1°C) MnALQ, (5°C)”
a(A) 8.20640 (4) 8.20511 (4)
Mn1/Al1 (8a)
X 1/8 1/8
y 1/8 1/8
z 1/8 1/8
Al2/Mn2 (16d)
X 1/2 1/2
y 1/2 1/2
z 1/2 1/2
O (32¢)
X 0.26611 (37) 0.26558 (36)
y 0.26611 (37) 0.26558 (36)
z 0.26611 (37) 0.26558 (36)
Biso (A%
Mn 0.46 (8) 0.25 (10)
Al 0.39 (12) 0.84 (15)
O 1.00 1.00
Occupancy
Mn1/Al1 (8a) 0.927(13) / 0.073 (13) 0.833(11) /0.167(11)
Al2/Mn2 (16d) 1.927(13) / 0.073(13) 1.833(11) / 0.167(11)
O (32¢) 1.000 1.000

"Cooling rate
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We have studied the effect of annealing temperature on cation distribution by
preparing MnAl,O4 samples at high temperature (1350 °C) in the presence of reducing
medium (pure H; gas, 99.9995 %) and cooled under two different rates, e.g., 1°C/min
and 5 °C/min. From the Rietveld refinement of the XRD pattern of these samples, we
observe that anti-site disorder is more in these samples compared to the samples
prepared at 1100 °C. Moreover, we also observe that between the two samples prepared
at 1350 °C, the sample cooled with slow rate contains less cation inversion than the
sample cooled with faster rate indicating the importance of both annealing temperature
and cooling rate in controlling the cation inversion in the spinel family of oxides. The

results are shown in Table 6.2.
6.4.1.2 Neutron diffraction of MnGa,O,4

Temperature dependent neutron diffraction experiment was carried out on MnGa,O4 to
study the crystallographic and magnetic structure in detail. The fitted neutron

diffraction pattern at 298 and 3.5 K is shown in Figure 6.2.
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Figure 6.2: (a, b) Rietveld refinements on the neutron diffraction pattern of MnGa,0, acquired at T =
298 and 3.5 K with A = 1.594 A, respectively. The second Bragg reflections in (b) are associated with
magnetic contribution from the compound. The blue arrow on the diffraction pattern at 3.5 K indicates
magnetic Bragg peak (200) arises due to antiferromagnetic ordering.
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Rietveld refinement of neutron powder data acquired at room temperature allows
precise determination of cation inversion as shown in Table 6.3. For the refinement of
temperature dependent neutron data, the site occupancy was kept fixed to the room
temperature value. From the Rietveld analysis of temperature dependent neutron data,
we observe that the structure remains cubic (Fd3m) down to the lowest temperature.
The schematic of the cubic structure obtained from the refinement is shown in Figure
6.3(a).

Table 6.3: Structural parameters of MnGa,O, obtained from the Rietveld refinement of neutron
diffraction data acquired at 298 K

MnGa,0, (Space Group: Fd3m), A =1.594 A

Atom X y z Biso (A% Occupancy
Mn1 (8a) 1/8 1/8 18 0.49 (4) 0.81
Gal (8a) 1/8 1/8 18 0.41 (1) 0.19
Ga2 (16d) 172 172 172 0.41 (1) 1.81
Mn2 (16d) 12 12 12 0.49 (4) 0.19

0 (32¢) 026240 (3) 026240 (3)  0.26240 (3) 0.78 (1) 1.00

Rg = 2.60 %, Re=3.02 %, y° = 4.83 %

The presence of (200) magnetic Bragg peak in the neutron diffraction pattern of
MnGa,0, acquired at 3.5 K [Figure 6.2(b)] confirms the existence of the long-range
antiferromagnetic order. Magnetic structure determination has been accomplished
following the representation analysis technique of group theory described by Bertaut
[26]. The basis vectors associated with each possible magnetic model has been obtained
with the SARAh and Baslreps software of the FULLPROF package [24]. A

propagation vector, k= (0 0 0), accounts the magnetic reflections. Among the possible
magnetic modes compatible with the space-group symmetry and the propagation
vector, the best agreement with the experimental data corresponds to the irreducible
representation (IR) I'7. The irreducible representations and the basis vectors are

summarized in Table 6.4. The magnetic structure is shown in Figure 6.3.



190 Chapter 6

Table 6.4: Basis vectors of k = (000) and 8a site for irreducible representation I'; and 'y

Basis Vectors

IR Mn1(x,y,z) Mn2 (y+3/4, x+1/4, -z+1/2)
(0,0,1) (0,0,-1)
I, (1,0,0) (-1,0,0)
(0,1,0) (0,-1,0)
Iy (0,0,1) (0,0,1)
(1,0,0) (1,0,0)
(0,1,0) (0,1,0)

The coordinate of Mn atom is shifted from (1/8,1/8,1/8) to (0,0,0)

Figure 6.3: (a) Schematic representation of cubic crystal structure of A-site magnetic spinel oxide
(AB,0,), where magnetic Mn®" is located in the tetrahedral sites, and non-magnetic B- ions (AI**, Ga**)
are located in the octahedral sites, (b-c) magnetic structure of MnGa,O, with spin moments along [001]
and [111] respectively. In the magnetic structure, only magnetic ions (Mn®*) are shown in violet.

Rietveld analysis of the powder neutron diffraction pattern [Figure 6.2(b)] of
MnGa,0, suggest that both moment directions [001] and [111] are equally probable (In
the cubic structure six possible antiferromagnetic vectors (L), are possible), and it is not
possible to distinguish one from another. From both the magnetic structures [Figures
6.3(a) and 6.3(b)] it is evident that in the antiferromagnetically ordered state, the eight
paramagnetic Mn?* ions located at the tetrahedral site (8a) are split into two sublattices,
4a and 4c with opposite spins respectively resulting in chemically equivalent but
magnetically non-equivalent atoms. In this structure, each Mn*" ion is tetrahedrally



Chapter 6 191

surrounded by four nearest neighbor Mn?* ions of opposite spins. The determination of
actual easy axis of a cubic system unambiguously from the powder neutron diffraction
pattern is challenging because the diffraction pattern would look identical. In a cubic
crystal, it is impossible to distinguish between moment direction along [001] and [111]
by neutron powder diffraction without putting any symmetry breaking uniaxial stress or
a magnetic field. It is not just for powder diffraction; it is also so for a single crystal
with the cubic structure. Although literature report shows the magnetic easy axis of
MnGa,0,4 to be [111], this is not yet confirmed [27]. The proper knowledge of
magnetic easy axis is essential to understand the magnetic symmetry governing the
magnetoelectric interaction in this family of oxides. To determine the easy axis of
MnGa,0,4, magnetic and magnetoelectric measurements are carried out on a single
crystalline sample of MnGa,O4 which will be discussed in section 6.4.4. The
determination of the easy axis direction is neither possible from magnetic nor
magnetoelectric measurements on powder samples. Based on the magnetic and
magnetoelectric measurements on single crystalline MnGa,O,, we could distinguish the

actual direction of the easy axis to be [111].
6.4.2 Magnetic properties of MnX,0,4 (X = Al, Ga):

A-site magnetic spinel compounds exhibit a plethora of magnetic phenomena, such as
spin liquid, orbital liquid, or orbital glass, due to frustration pertinent to the A-site
diamond lattice with nearest- and next-nearest-neighbor couplings [28-30]. In contrast,
MnX,0, spinels show long-range antiferromagnetic order. Temperature dependent dc
magnetization data, M (T) for polycrystalline MnGa,O, measured under field cooled
condition in the presence of a magnetic field of 1 kOe is shown in Figure 6.4(a). From
the magnetization data, it is clear that MnGa,O,4 undergoes an antiferromagnetic phase
transition at 32 K along with an abrupt increase below antiferromagnetic transition. The
increase of M (T) below Ty in MnGa,O, is due to a paramagnetic moment of Mn**
arising from anti-site disorder between the A and B-sites as discussed in the preceding
section. This observation is consistent with the Rietveld analysis of the room
temperature neutron diffraction data where we see an inversion parameter, oo = 0.095
for the Mn?" ions in the octahedral sites and the corresponding Ga®* ions in the
tetrahedral sites [see Table 6.3]. From Figure 6.4(a) we observe that the temperature

dependent inverse susceptibility data, 1/y (T) of MnGa,O, does not show the typical
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minimum at the antiferromagnetic transition, rather it shows a rapid decrease at low
temperature. To account for this behaviour in MnGa,O4, we have considered the

paramagnetic Mn?* spins of the octahedral site [27] and fitted 1/x (T) curve with the

c

modified Curie-Weiss law (y = s
—vcw

+ ;—:) in the temperature range of 200-390 K as

shown in Figure 6.4(a). From the linear fit of 1/y (T), we obtain the Curie-Weiss
temperature (6.y,) as -140 K for MnGa,O, indicating that the average magnetic
interaction is antiferromagnetic in nature. Based on the Curie-Weiss fitting we obtain
the effective magnetic moment (uer) per Mn?* ion as 5.65 and 1.51 ug in the tetrahedral
and octahedral sites, respectively. Despite the anomalous behaviour in the
magnetization data, the specific heat data of MnGa,O,4 show lambda shape anomaly at
the respective magnetic transitions confirming the long-range second-order
antiferromagnetic phase transition [Figure 6.4(b)]. Isothermal magnetization data
recorded at 2 K [Figure 6.4(c)] confirms the antiferromagnetic nature of MnGa,O,.
Further, the M (H) curve shows that there is a change in slope from the initial straight
line which was suspected to be spin-flop transition as shown in Figure 6.4(c). In this
context it is important to mention that the spin-flop transition cannot be proven
unambiguously from the M (H) curve of polycrystalline sample. Measurement of the M
(H) curve at 5 K on single crystalline sample of MnGa,O, along different directions
show the existence of spin-flop transitions [27] for H // [001] and H // [111], which will

be discussed in section 6.4.4.
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Figure 6.4: (a) Temperature dependence of dc magnetization data, M (T) (left) and inverse susceptibility,
17y (T) (right), where the fitted line is shown in red; (b) C,/T as a function of temperature and (c)
isothermal magnetization as a function of magnetic field for polycrystalline MnGa,0O, respectively.



Chapter 6 193

Temperature dependent dc magnetization data of MnAl,O,4 [Figure 6.5] shows a
similar behavior but with a higher Ty of 41 K indicating stronger Mn?*-Mn*" interaction
in MnAl,O,4 as compared to MnGa,O4. The stronger antiferromagnetic interaction in
MnAI,O, is also evident from the higher Curie-Weiss temperature (8., = - 210 K).
Temperature dependent inverse susceptibility data, 1/y (T) of MnAl,O, fitted in the

c c’

+9),

shown in Figure 6.5(a) gives the effective magnetic moment (i) per Mn?* ion as 5.66

temperature range of 200-390 K with the modified Curie-Weiss law, (y =

T—Ocw

and 1.84 up in the tetrahedral and octahedral sites, respectively.
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Figure 6.5: (a) Temperature dependence of dc magnetization data, M (T) (left) and inverse susceptibility,
1/ y (T) (right), where the fitted line is shown in red and (b) isothermal magnetization as a function of
magnetic field for MnAl,O, respectively.

Table 6.5: Comparison of paramagnetic moments of MnX,0, (X = Al, Ga) samples

(Curie - Weiss + Curie) Fitting (T = 200-390K)
H = 1000 Oe (FC)

Compound Paramagnetic moment Paramagnetic moment
(Prepared at 1100 °C) Ocw (us/Mn) at tetrahedral site (ug/Mn) at octahedral site
MnAl,O, - 1°C 210K 5.66 1.84
MnGa,04-1°C -140K 5.65 151

In Table 6.5, we compare the magnetic properties between MnGa,O, and
MnAl,O, samples. Interestingly, in both the A-site magnetic spinel compounds
significant amount of frustration exists, though it is less as compared to the B-site
magnetic spinel compounds, e.g., ZnCr,O4. The strength of frustration is calculated
based on the ratio of Curie-Weiss temperature to the magnetic ordering temperature, f =
|0cw!/Tn. The f value for MnGa,O, and MnAl,O, compounds are 4.4 and 5.1
respectively, while for ZnCr,0, the value of f is 28 [see chapter 7].
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Now we discuss the origin of frustration in the A-site magnetic spinel compounds,
where the magnetic A sublattice forms a diamond lattice. In this configuration,
magnetic interactions between A-ions occur through complicated O-B-O paths instead
of direct exchange interaction [3]. In the bipartite diamond lattice if only nearest-
neighbour magnetic interaction (J;) exist then there would be no frustration, but due to
the O-B-O path the next-nearest-neighbour interaction (J;) becomes comparable to the
former interaction (J;) giving rise to frustration. It can be understood in an intuitive way
by considering the diamond lattice consists of two interpenetrating, face-centered-cubic
(fcc) sublattices displaced by (1/4, 1/4, 1/4), as shown in Figure 6.6. The next-
neighbour interactions of the diamond lattice are then simply the nearest-neighbour
interactions within the fcc sublattice, and hence, give rise to frustration as a result of the
antiferromagnetic interaction. The nearest-neighbour interactions of the diamond lattice
correspond to the antiferromagnetic interaction between the fcc sublattices giving rise
to enhanced frustration within the fcc sublattices.

. «

(8 = .

Figure 6.6: Magnetic exchange interaction on nearest-neighbour (J;) and next-nearest-neighbor (J,) in
the bipartite diamond lattice. FCC sublattice is indicated with cubes marked with dotted lines [adapted
with permission from ref. 2, © (2011) by Springer].

6.4.3 Dielectric properties of MnX,0, (X = Al, Ga):

The temperature dependence of real part of the dielectric constant measured at 100 kHz
is shown in Figure 6.7 for both MnAl,O, and MnGa,0,4. At zero magnetic field, the
dielectric constant does not show any peak or anomaly at the magnetic transition
temperature (Ty). On application of a small magnetic field, a feeble peak feature

appears in both the compounds. The intensity of the peak becomes more pronounced
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with increasing the magnitude of the magnetic field demonstrating a coupling between
magnetism and dielectric polarizability. We have also observed a similar anomaly in
the presence of a magnetic field in the vicinity of Ty in the temperature dependent

dielectric loss data as shown in the inset of Figure 6.7.
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Figure 6.7: Temperature dependence of dielectric constant measured in the presence of different
magnetic fields for (a) MnAl,O, and (b) MnGa,O,, respectively. The insets of (a) and (b) show the
temperature variation of dielectric loss of MnAl,O,and MnGa,0,, respectively.

To understand the magnetoelectric coupling in these materials, we have measured
magnetic field dependent dielectric constant at fixed temperature and the results are
shown in Figure 6.8. From this figure, it is evident that the dependence of dielectric
constant on the external magnetic field gives rise to isothermal magnetocapacitance

effect. The isothermal magnetocapacitance, MC (%) is defined as,
MC (%) = [{C(H) — €(0)}/C(0)] x 100, (6.1)

where C(H) and C(0) are the capacitances with and without magnetic field under
isothermal condition. It is interesting to note that the magnetocapacitance becomes
maximum in the vicinity of antiferromagnetic ordering temperature where dielectric
anomaly appears [Figures 6.8(a) and 6.8(b)]. The occurrence of maximum
magnetocapacitance near Ty indicates the origin to be associated with magnetoelectric
coupling. In Figures 6.8(c) and 6.8(d), we have plotted the magnetic field dependent
magnetocapacitance, MC (%) against changes in magnetic field dependent squared dc
magnetization for MnAl,O, and MnGa,0, respectively. From this figure, it is clear that
in both the compound the trend of change in square magnetization per Mn?* ion with
magnetic field correlates well with the magnetocapacitance change. To emphasize the
dependence of MC (%) on the square magnetization per Mn®** ion we have scaled the

magnetocapacitance vs. M? as shown in the insets of Figures 6.8(c) and 6.8(d) which
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shows the linear relationship between the two parameters at all fields near Ty. Hence,
the agreement between magnetocapacitance vs. M? could be attributed to the

magnetoelectric coupling.
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Figure 6.8: (a), (b) Magnetic field dependence of magnetocapacitance at different temperature for
MnAl,O, and MnGa,0, respectively; (c), (d) The relation between MC (%) and square magnetization per
Mn®" ion at all magnetic fields near Ty for MnAl,O, and MnGa,0,, respectively. Insets of (c) and (d)
show the linear agreement of MC (%) vs. square magnetization per Mn?* ion near Ty for MnAl,O, and
(b) MnGa,0,, respectively.

The observation of dielectric anomaly in the presence of a magnetic field in the
vicinity of Ty prompted us to investigate the electric polarization of these materials in
the presence of magnetic fields. We have carried out pyroelectric current measurements
in the presence of various magnetic fields after performing the magnetoelectric poling
(both magnetic and electric fields were applied during cooling) from a temperature
above Ty. This magnetoelectric (ME) annealing condition is essential to realize a single
domain state responsible for exhibiting the electric polarization. In Figure 6.9 we show
the temperature-dependent electric polarization for MnAl,O, and MnGa;0,, in the
presence of different magnetic fields, obtained by integrating the pyroelectric currents
followed by the division of the respective area. From Figure 6.9 we observe that in zero
magnetic fields, electric polarization is absent. When magnetic field is applied, the
electric polarization appears at the temperature where dielectric anomaly and magnetic

transition occur. The onset temperature of magnetoelectric polarization is little higher
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compared to the phase transition temperature determined from magnetic or dielectric
measurements due to the high ramping rate used while recording the pyroelectric
current during warming as mentioned in the experimental section. From this figure, it is
clear that electric polarization enhances with increasing magnetic field, which signifies
the critical role of the magnetic field in inducing electric polarization. The
proportionality between external magnetic field and magnetoelectric polarization

indicates the linear nature of the magnetoelectric effect.
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Figure 6.9: Temperature dependence of magnetoelectric polarization induced by a magnetic field for (a)
MnAl,O, and (b) MnGa,O,, respectively. Insets of (a) and (b) show the temperature dependence of
magnetoelectric current in the presence of magnetic field for MnAl,O,4 and (b) MnGa,0,, respectively.

To further signify the importance of external magnetic field we performed
magnetoelectric poling from a temperature above Ty and then removed the magnetic
field at lowest temperature before measuring the pyroelectric current while warming
but we could not observe any pyroelectric peak there. This result indicates the
importance of external magnetic field in inducing electric polarization. Since MnAl,O4
is highly insulating in nature, it is not possible to see magnetoelectric current at the
lower magnetic field. Therefore, we have presented only the magnetoelectric
polarization data in the presence of a magnetic field of 80 kOe in Figure 6.9(a). From
the magnetic field dependent electric polarization data we calculated the
magnetoelectric coefficients for MnAl,O,4 (0.13 ps/m at E = 22.3 kV/cm, H =80 kOe, T
=30 K) and MnGa;04 (0.17 ps/m at E = 15 kV/cm, T = 20 K), which are comparable to
the polycrystalline linear magnetoelectric material NdCrTiOs (0.54 ps/m at 16K in the
presence of E = 5.8 kV/cm, H = 70 kOe) [13]. To demonstrate the polarization reversal
with the magnetic field, we have performed following experiment on MnGa,O,. First,

the sample was magnetoelectrically poled from above Ty to 20 K in the presence of
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negative electric field (-E) and positive magnetic field (+H) and then at lowest
temperature the applied electric field was removed but kept the magnetic field on. Then
we measured the magnetoelectric current while warming in the presence of positive
magnetic field (+H) and obtained the temperature dependent magnetoelectric current
profile which is shown in Figure 6.10(a). In the succeeding experiment before
measuring the magnetoelectric current, we followed the above-mentioned poling
protocol and removed the electric field at 20 K. Also, we changed the polarity of the
magnetic field from positive to negative at 20 K. After that, we measured the
magnetoelectric current as a function of temperature in the presence of negative
magnetic field (-H). In this case, we observe that the temperature dependent
magnetoelectric current profile is completely reversed as a result of changing the
polarity of the applied magnetic field as shown in Figure 6.10(b). This experiment
clearly suggests that the applied magnetic field can completely control the

magnetoelectric polarization in A-site magnetic spinel oxides.
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Figure 6.10: Temperature dependence of magnetoelectric current in MnGa,O, under the poling protocol
with () —E, +H and (b) —-E, +H followed by changing the polarity of the magnetic field to —H at 20 K.

6.4.4 Magnetic anisotropy dependent magnetoelectric interaction in MnGa,O,:

In this section, we will discuss the theoretical prediction by N. V. Ter-Oganessian and
experimental results on magnetic and magnetoelectric measurements performed on
single crystalline MnGa,0, grown by floating zone method by Kee Hoon Kim to
determine the magnetic easy axis or antiferromagnetic vector (L) which we could not
determine unambiguously from the neutron diffraction experiment of a polycrystalline

sample. MnGa,0,4 and MnAl,O, experience a single second order phase transition to an

antiferromagnetic (AF) phase with L # 0. In this case the two possible AF vector
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directions [100] and [111] results in the magnetic space group symmetries 14} /a'm’d
and R3'm’, respectively. Both magnetic structures allow linear magnetoelectric effect.
In earlier studies on polycrystalline MnAl,O4, C0304, and MnGa,QO, it was not possible
to determine the easy axis direction contrary to what is claimed in some works
[27,31,32]. Therefore correct determination of magnetic space group requires proper
knowledge of magnetic easy axis. In other word, magnetic anisotropy which arises
primarily due to spin-orbit coupling plays an important role in determining the

magnetoelectric coupling.
6.4.4.1 Magnetic measurements on single crystal of MnGa,0,

The magnetic and magnetoelectric properties of the studied materials can be understood

using the phenomenological theory of phase transitions. The A-site collinear
antiferromagnetic structure in spinels for k=0 corresponds to the irreducible
representation I'>~ and can be described by the order parameter(Lx,Ly, LZ). Here we

use the orthogonal axes x, y, and z, which are aligned along the cubic edges. One can

write the thermodynamic potential expansion in the form,

B B c a N
—112+—2112+—113+fIML+—IM+EI,2V,—HM (6.2)

A
Pmagn =51+ 4 6 2 2

2

where A, By, B,, C, f, a, and 8 are phenomenological coefficients, M is the magnetic
2

moment, I; = L% + L2 + 12, I, = L% + L} + L}, Iy, = (LyMy + L,M,, + L,M,)", and

Iy = M% + Mj 4+ MZ. The term I, in the expansion determines the interaction

between L and M favoring their perpendicularity when f > 0 and governs the spin-flop
behavior as shown below. The easy axis directions [111] or [100] are obtained, when
B; > 0 or B; < 0, respectively. Performing numerical minimization of the functional
(6.2) we obtain the dM(H)/dH dependencies shown in Figures 6.11(a) and 6.11(b). It
can be found that the cases of the easy axis along [111] and [001] have qualitatively
different dM (H)/dH curves with different spin-flop phase transitions. The behavior of
dM(H)/dH curves shown in Figures 6.11(a) and 6.11(b) is explained below.

Case — | : For the direction of the easy axis is along [111] [Figure 6.11(a)] it suggests
that the magnetic anisotropy is such that the appearing antiferromagnetic vector wants

to have all its components non-zero and equal, i.e. Ly = Ly = L,. Now when we apply a
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sufficiently strong magnetic field, the antiferromagnetic vector (i) wants to orient
perpendicular to the field and (ii) wants to have as many non-zero and equal
components as possible. Now the following three situations can arise depending on the
direction of application of magnetic field:

[1] When the applied magnetic field is along [100] the AF vector would be along
[011] (or e.g. [01-1]).

[2] When the applied magnetic field is along [111] the AF vector would be along [01-
1] (or e.g. [10-1]).

[3] When the applied magnetic field is along [011] the AF vector can remain along
[11-1], i.e. along the cubic spatial diagonal.

Therefore, there is a spin flop for two field directions along [100] and [111] and no spin

flop for the field along [011] as seen in the magnetic measurements [Figure 6.11(c)].

Case — Il : If the easy axis were along [001], [Figure 6.11(b)] then there would be a
spin-flop only for H || [111] as the antiferromagnetic axis would flop from [001] to e.g.
[1-10]. For other H directions ([001] and [011]) there would be no spin flop since the
initial easy axis direction without magnetic field is [100], i.e. perpendicular to the H

direction.

Let us now look at the experimental situation performed following the theoretical
prediction. For the easy axis along [111] [Figures 6.11(a)] the anomalies of dM (H)/dH
curves, which correspond to spin-flops, their amplitudes and succession, as well as the
succession of curves at H = 0 qualitatively agree with the measurements on single
crystal MnGa,O, [Figures 6.11(c)]. In Figure 6.11(c) we show the magnetic field
dependence of first order derivative of isothermal magnetization with respect to
magnetic field at 5 K measured along three different directions. We see an anomaly in
the data at H ~ 6 kOe when magnetic field is applied along [001] and another anomaly
at ~ 11 kOe on application of a magnetic field along [111]. On the other hand, we do
not observe any such anomaly when the magnetic field was applied along the [011]
direction. Such behaviour is in accordance with theoretical calculations of Figure
6.11(a) and, therefore, we attribute these anomalies in the dM/dH vs. H plots to the
spin-flop transitions, in which the antiferromagnetic vector wants to orient

perpendicular to the direction of applied field. In MnGa,O4 an anomaly at ~ 6 kOe in



Chapter 6 201

magnetic field dependence of the (200) magnetic reflection in neutron scattering was

also found earlier [27], which was also associated with the spin-flop transition.
6.4.4.2 Magnetoelectric measurements on single crystal of MnGa,0,

The measurements of magnetic field-induced polarization can also give a hint at the
easy axis direction. Consider the thermodynamic potential with magnetoelectric

interaction,

a
q) = (Dmagn + KIME + EIP, (63)

where a and x are phenomenological coefficients, P is the electric polarization,

Ip = P? + P} + P? and the magnetoelectric interaction can be written in the form [23]
Iug = Ly(MyP, + M,P,) + Ly,(M,P, + MyP,) + L,(M,P, + M,P,), (6.4)

Due to the presence of spin-flop transitions with rather low critical magnetic field
values H,., at which the AF vector aligns perpendicular to the applied magnetic field,
the easy axis directions [100] and [111] in MnGa,O4 give similar magnetoelectric
responses for H > H_ for any chosen geometry, whereas for H < H, induced electric
polarization cannot be measured reliably. However, it follows from Eq. 6.3 that at high
magnetic fields (i.e. magnetic fields higher than spin-flop magnetic field values) the
ratio of P||[011] at H||[011] to P||[011] at H||[100] is different for the easy axis

directions [001] and [111]. In the case when the easy axis direction is parallel to [001]

the ratio is 2v/2, whereas for the direction parallel to [111] it is V2.

Following the aforementioned theoretical arguments, temperature-dependent
electric polarization was measured on a single crystal of MnGa,O, in the presence of a
magnetic field of 90 kOe applied to different directions of the MnGa,04 single crystal
as shown in Figure 6.11(d). In Figure 6.12 we show the schematics of a cubic crystal
which pictorially describes the different direction of application of electric field,
magnetic field, and the resultant electric polarization. From this measurement we see
that the ratio of P//[011] at H//[011] to P//[011] at H//[100] is 1.3 at 2 K (E =

1.27 kV/cm, H = 90 kOe), which is close to +/2. Hence the magnetic and
magnetoelectric measurements interpreted by phenomenological theory of phase

transitions confirm that easy axis of MnGa,QO, is [111].
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Figure 6.11: (a, b) Theoretically calculated magnetic field dependence of dM(H)/dH in MnGa,O, for the
cases of the easy axes along [111] and [001] respectively. (c) Magnetic field dependence of dM(H)/dH
measured along [001], [011] and [111] on a single crystal of MnGa,0,. Inset of figure (c) shows the
single crystal of MnGa,0O,. (d) Temperature dependencies of magnetic field induced electric polarization
at 90 kOe measured along [011] with H // [100], H // [011], H // [111] on single crystal of MnGa,0,.

Based on the determination of easy axis of [111] we have obtained the magnetic
symmetry R3'm’ which supports the magnetoelectric components a,, (= a,,) and ass
for linear magnetoelectric effect. But in order to measure it we have to apply magnetic
fields weaker than the spin flop field 6 kOe along [111], because stronger fields destroy
the R3'm’ structure and there is no a3 anymore. Therefore strong fields along [111]
should give no polarization along [111], as observed in the experiments [Figure
6.11(d)]. In the presence of strong magnetic field there will be a spin flop of AF vector

along [01-1] corresponding to the magnetic symmetry Im'ma (E = 0) which also
supports linear magnetoelectric effect. However it is not correct to say that the
symmetry after the spin flop is Im'ma, because there is an applied magnetic field (along
[111] or [100]) which causes the spin flop. Thus the system is described by two order
parameters: an AF vector [01-1] and the ferromagnetic moment along [111] or [100],
which determines the symmetry. Moreover the definition of easy axis only holds

without magnetic field or in the low magnetic field less than Hc ~ 6 kOe.
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Figure 6.12: Schematics of the cubic single crystal of MnGa,0, showing different axes of the cube,
where Ppo1q; at H//[011] and Ppgyq7 at H//[100] value can determine the easy axis is. Here in the schematic
0 =0° 45°and 90° correspond to H // (011), H // (111) and H // (100) respectively.

The interaction described by Eq. 6.4 results in a linear coupling between M and P

upon a phase transition to the antiferromagnetic phase, which implies the appearance of
linear magnetoelectric effect. In case when magnetic field His applied to the crystal,
which induces respective magnetic moment M, the interaction Iyg implies linear

coupling between L and P. This results in the fact that the antiferromagnetic phase
transition at Ty under magnetic field becomes proper ferroelectric phase transition with
a corresponding divergence in the temperature dependence of the dielectric constant.
However, due to the fact that the system is far from the ferroelectric instability and due

to the smallness of ME interaction the temperature range of significant increase of the

dielectric constant should be very narrow. Likewise, if electric field Eis applied to the
crystal, the antiferromagnetic phase transition becomes proper ferromagnetic, however
the appearing ferromagnetic component is weak. Quantitative description of the phase

transitions can be performed using the thermodynamic potential (Eq. 6.3).

In both MnAl,O, and MnGa,04 only the A-sites possess magnetic moments.
Based on the phenomenological model the magnetoelectric effect in this family of
oxides is due to single-ion contributions of magnetic ions located in the non-
centrosymmetric surroundings because spin-orbit coupling modifies the local electric
dipole moment of the A-site magnetic ion resulting in spin dependent macroscopic

electric polarization [33].
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6.5 Conclusions

In conclusion, the occurrence of linear magnetoelectric effect in the A-site magnetic
spinels, MnX,0,4 (X = Al, Ga) has been demonstrated. Contrary to many other spinels
experiencing structural distortions, these compounds become linear magnetoelectric
below a single second order antiferromagnetic phase transition from a highly symmetric
cubic structure, which makes them unique. At zero magnetic fields, no dielectric
anomaly and electric polarization has been observed. The experimental results clearly
demonstrate the gradual evolution of dielectric anomaly and electric polarization with
increasing magnetic fields below Ty. The proportionality between electric polarization
and magnetic field indicates the linear magnetoelectric behavior. From the magnetic
and magnetoelectric measurements on single crystal the easy axis direction of
MnGa,04 was determined unambiguously. The easy axis direction in this compound is
oriented along [111] with the corresponding magnetic symmetryR3'm’ which supports
linear magnetoelectric coupling. The microscopic symmetry analysis reveals that only
single-ion contributions of magnetic ions located in the non-centrosymmetric site are
essential to the origin of magnetoelectric effect in these compounds, i.e. electron
orbitals of the ions at the A-sites have spin-dependent electric dipole moments inducing
electric polarization in the antiferromagnetic structure. The magnetoelectricity in A-site
magnetic spinels is shown to result only from the single-ion effect, which is still
relevant in other magnetoelectric spinels with magnetic ion at the A-site, such as e.g.
CoCr,04 or Fe304. This can be used to compare different mechanisms of appearance of
electric polarization due to magnetic order. Furthermore, most of the A-site magnetic
spinels are frustrated magnets. These results potentially open new physics in the study
and control of frustrated magnetism by electric field in them due to the spin-dependent
electric dipole moments at the A-sites. This linear magnetoelectric coupling observed in
A-site antiferromagnetic spinels provides a new direction to manipulate the dielectric
properties of many other magnetic spinels in the presence of magnetic field and may
serve as a playground to study the microscopic origins of magnetoelectric coupling.
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Magnetostructural coupling and
magnetodielectric effects in A-
site cation-ordered spinel oxides,

*
LiMCI‘4Og (M — Ga, In, Fe)

Summary

Structure, magnetism and their correlation with magnetodielectric effect in A-site ordered
chromate spinel oxides, LiMCr,Og (M = Ga, In, Fe) have been investigated. LiGa(In)Cr,Og
exhibits magnetodielectric effect at Ty ~ 13-15 K, resulting from magnetoelastic coupling
through spin Jahn-Teller effect. The Ga compound shows a broad dielectric anomaly at the
onset of short-range antiferromagnetic ordering (Tso ~ 55 K), whereas the In compound exhibits
a sharp change in dielectric constant at the opening of a spin-gap (Tsg ~ 60 K). The differences
in magnetic and dielectric behavior of Ga and In compounds have been understood in terms of
breathing distortions of the Cr, tetrahedra and compared with that of ZnCr,O4. On the other
hand, LiFeCr,Og shows interesting magnetic phase transitions where three dielectric anomalies
have been observed at the ferrimagnetic transition (Ty ~ 94 K), spin-gap transition state (Tsg ~
60 K) and magnetostructural transition temperatures (Tus ~ 23 K) respectively, indicating the
occurrence of magnetodielectric effect. The occurrence of magnetostructural transition and
evolution of dielectric anomalies in the Fe compound has been discussed in the light of spin-

phonon coupling.
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7.1 Introduction

Chromium containing spinels, ACr, X, (X = O, S, Se) have emerged as an important
class of materials in the study of magnetoelectric and multiferroic properties because
some of them undergo magnetic ordering at low temperatures with complex spin
structures which result from their frustrated magnetic interactions [1-4]. One such
frustrated magnet is the family of B-site magnetic spinel oxides of general formula
ACr,0, crystallizing in a cubic structure with the space group Fd3m. In these materials,
the non-magnetic ions occupying the tetrahedral A-sites form a diamond-like lattice
whereas the Cr** ions located at the octahedral B-sites form a corner sharing network of
Cr, tetrahedra, the so-called pyrochlore lattice [5,6]. Unlike the ABO3 perovskite, where
the BOg octahedra are connected by vertices and the magnetic exchange involves
cation-anion-cation superexchange interactions, the magnetic interactions in the B-site
magnetic spinels are dominated by direct cation-cation, Cr** (3d3) - Cr*(3d®),
interactions as the CrOg octahedra are shared by edges [7]. In spinel compounds, the
cation-anion-cation angles differ from 180°. The tetrahedral (A) cation-anion-octahedral
(B) cation angle is ~ 125° while octahedral (B) cation-anion-octahedral (B) cation angle
is ~ 90° and therefore the indirect exchange mechanism involving the intermediary
anion is no more valid [8]. The general hypothesis is that direct cation-cation
interactions would be significant when the octahedral site cations have the outer
electron configuration 3d™ (n <5) and the occupied octahedra either share a common
face or edge. Depending on the orientation of cation d-orbitals as shown in Figure 7.1
following postulates have been given to account the magnetic interactions in spinel

compounds [8].

1. If both the A-site t, orbitals and the B-site e, orbitals are half filled (or less than
half filled and degenerate), then the A-B interactions would be strongly
antiferromagnetic.

2. If the A-site t, orbitals and/or the B-site e, orbitals are empty, then the A-B
interactions would be relatively weak and antiferromagnetic.

3. If the B-site t,, orbitals are half-filled (or less than half filled and degenerate),
direct B-B interactions are possible. The strength of these antiferromagnetic

interactions depends strongly on inter-cation distance and anion shielding, both of
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which are reduced if partial covalency via empty e, orbital is possible. Therefore,

the relatively strong B-B interactions would be compatible with the conditions for
weak A-B interactions.
4. If the t,, orbitals of one or both of two cations in neighbouring B-sites are full (or

more-than-half-full and degenerate), no direct B-B interactions occur between them.

@) A-SITE CATION

@ B-SITE CATION

Figure 7.1: Orientation of d-orbitals in spinel structure [adapted with permission from ref. 8, © (1959)
by the American Physical Society].

Thus, the antiferromagnetic nearest neighbor interaction between adjacent Cr®*
ions located on the pyrochlore sublattice gives rise to a strong geometric magnetic
frustration [9,10]. To relieve this frustration, ACr,0,4 undergoes spin Jahn-Teller effect
[11-13] through a magnetoelastic coupling where the structural distortion removes the
spin degeneracy cooperatively resulting in the development of long-range
antiferromagnetic ordering at low temperatures [5,14]. In other words, in the
geometrically frustrated magnetic materials structural distortion is prerequisite which
generally makes the magnetic interactions non-uniform thereby facilitating to relieve
the geometrical frustration. The magnetostructural transition involving the
magnetoelastic coupling leads to the concomitant change in crystallographic and

magnetic symmetry which brings about fascinating magnetoelectric properties [15,16].

Spinel oxides offer an enormous amount of scope in the substitution of different
cations at both A and B sites and thus enable to tailor various interesting properties. In
the conventional B-site chromate spinel oxide, for example in ZnCr,0,4, the non-

magnetic Zn** ions are located at the non-centrosymmetric tetrahedral site (8a) with
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local symmetry T4 and the Cr®* ions are located at the centrosymmetric site (16d) with
rhombohedral symmetry Dsq. By substituting two inequivalent cations with different
oxidation states, Li* and Ga** (In®, Fe®"), at the A-site, a unique type of frustrated
pyrochlore lattice has been made recently [17-19]. Since Li* and Ga** (In®, Fe®*") ions
differ in their valence states, therefore these ions try to order in the equivalent
crystallographic sites to minimize the electrostatic energy. This A-site ordering
resembles that of the zinc-blende type of order where one Li* is surrounded by four
Ga®* (In*", Fe*"), and one Ga** (In**, Fe®*") is surrounded by four Li* ions on a diamond
lattice. These two inequivalent cations exert different amounts of chemical pressures on
the Cr, tetrahedra resulting in an alternate arrangement of small and large Cr, tetrahedra
in a corner sharing geometry. This type of arrangement of Cr, tetrahedra makes a
breathing pyrochlore lattice where both Cr-Cr distance alternation and geometrical
frustration coexist [18]. The small and large Cr, tetrahedra will give rise to disparate
local lattice distortions proportional to their exchange interaction energy. Further, the
incorporation of two different ions at the A-site results in the loss of inversion
symmetry and thus leads to the reduction of crystal symmetry to F43m where the A-
cations, Li* and Ga** (In**, Fe**) occupy the 4a and 4d Wyckoff positions respectively
and the Cr** ions are located at the non-centrosymmetric 16e position. In this chapter,
we will be investigating the structural, magnetic and dielectric properties of such A-site

ordered chromate spinel oxides.
7.2 Scope of the present investigation

In a recent theoretical study, it has been suggested that A-site cation ordering in
chromate spinel oxides can give rise to a local electric dipole moment at the B-site
magnetic ion, which is located in a local polar non-centrosymmetric surrounding of
oxygen ions with the symmetry Cs,, contributing to the linear magnetoelectric coupling
[20]. According to this theoretical prediction, this effect will result in a single-ion
contribution to linear magnetoelectric coupling if the appearing spin structure allows it
because spin-orbit coupling modifies the local electric dipole moment of the B-site
magnetic ion resulting in spin dependent macroscopic electric polarization [21]. In the
previous chapter we have discussed about such linear magnetoelectric effect originating
from the local noncentrosymmetry. This motivated us to investigate the detailed

structural, magnetic and magnetoelectric properties in the A-site ordered spinel oxides,
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LiMCr,Og (M = Ga, In). Also, we have extended our investigation on A-site ordered
chromate spinel, LiFeCr,Og containing magnetic ion (Fe**) at the A-site. Detailed
investigations on the crystallographic and magnetic structures of LiGa(In)Cr4Og and
LiFeCr,Og have been carried out by employing high-resolution synchrotron and
neutron diffraction experiment as a function of temperature. The difference in the size
of A-site cations and breathing of Crs pyrochlore network are reflected in the
crystallographic and magnetic structures which significantly influence the dielectric
properties of these materials.

7.3 Experimental details

Polycrystalline samples of LiMCr,Og (M = Ga, In, Fe) were prepared by conventional
solid state reaction method using the starting materials namely, Li,CO3 (Aldrich
Chemical Company, Inc, 99%+), Ga,O3 (Sigma-Aldrich, 99.99%), In,O3; (Sigma-
Aldrich, 99.99%), Fe,O3 (Alfa Aesar, 99.99%) and Cr,03 (Sigma-Aldrich, 99.9%). The
stoichiometric amounts of precursors were mixed, ground and heated in air at 900 °C
and 950 °C for 24 h. The resulting material was reground, pelletized and sintered in air
at 1000 °C for 24 h in the case of LiGaCr,Og and at 1050 °C for 24 h in the case of
LilnCr4Og followed by cooling at the rate of 5°C/min. Final sintering of LiFeCr,Og was
carried out at 1000 °C for 15 h followed by cooling at the rate of 1°C/min. For all the
above synthesis we have added 5-10% of excess Li,CO3 because of its loss at a higher
temperature. Despite this, LilnCrsOg contains small amounts of Cr,O3 and In,O3 as
impurity phases. We have prepared ZnCr,O,4 by heating the stoichiometric mixture of
starting materials namely, ZnO (Merck, 99%-+) and Cr,O3 (Sigma-Aldrich, 99.9%) in
air at 900 and 1000 °C for 12 hrs followed by the final sintering at 1100 °C for 24 hrs
with a cooling rate of 5°C/min. Phase purities of all these samples were confirmed by
analyzing the x-ray diffraction data (XRD) collected with PANalytical Empyrean
diffractometer using Cu Koy monochromatic x-ray radiation. The FULLPROF suite
program was used to perform the Rietveld refinement of diffraction data [22]. The
synchrotron x-ray diffraction data of LiGaCr,Og were collected in the angular range 5-
45°, using x-rays of two different wavelengths of 0.4127 and 0.4959 A at the material
science powder diffraction beamline (BL04-MSPD) of the ALBA synchrotron facility
[23,24]. Low temperatures were achieved using a recently developed “He flow cryostat.

The temperature dependent neutron diffraction experiment on LiGaCr,Og was carried
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out at the high-resolution Echidna-ANSTO diffractometer of Australian Nuclear
Science and Technology Organisation using two different wavelengths of 1.62 and 2.44
A [25]. For LiFeCr,Og variable temperature synchrotron x-ray diffraction data were
collected in the angular range of 10-80° using x-rays of wavelength 0.91 A at the Indian
Beamline (BL-18B) of Photon Factory, KEK, Japan. The temperature dependent
neutron diffraction experiment of the Fe compound was carried out on the D2B
diffractometer at the Institut Laue-Langevin (ILL) using wavelengths of 1.594 and
2.398 A. Neutron diffraction experiment was performed with ~ 2.5 g sample packed in

a vanadium can of diameter 6.2 mm.

DC magnetization measurements of all these samples were carried out using a
Superconducting Quantum Interference Device Magnetometer (SQUID, MPMSS3,
Quantum Design, USA) in the temperature range of 2-390 K. The temperature-
dependent specific heat (C,) was measured between the temperature range of 2-80 K
and temperature dependent ac magnetization data was measured in the temperature
range of 2-150 K in Physical Property Measurement System (PPMS, Quantum Design,
USA). Capacitance and the pyroelectric current measurements were performed with an
LCR meter (Agilent E4980A) and an electrometer (Keithley 6517A), respectively using
a multifunction probe inserted in the PPMS, which allowed accessing temperature and
magnetic field. The electrodes were made by applying conducting Ag paint on both
sides of the thin pellets and dried under an infrared lamp. The capacitance was
measured with and without an applied magnetic field while warming after performing
the magnetic field (or zero magnetic fields) cooling of the sample from above Ty.
Before measuring the pyroelectric current, the sample was poled magnetoelectrically
(ME) from a temperature above Ty and then cooled to the lowest temperature where the
electrodes were short-circuited for 15 minutes to remove any stray charges, but the
magnetic field was not removed. Then the magnetoelectric current was measured on
warming the sample to a temperature above Ty at a rate of 15 K/min while keeping the
magnetic field on. We applied the dc voltage to the samples using a Radiant
Technologies Inc. precision workstation. Raman spectroscopy of LiFeCr,Og has been
carried out using a 514.5 nm Argon laser with a power of ~ 0.7 mW at the sample. The
scattered light was detected using a triple spectrometer (Jobin-Yvon, T64000) equipped

with a confocal microscope in combination with a liquid-nitrogen-cooled multi-channel
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charge-coupled device detector. For the temperature dependent studies, the sample was

mounted in a vacuum on a cold finger of a Helium flow cryostat.

7.4 Results and discussion

7.4.1 Structure:
7.4.1.1 X-ray diffraction study of LiGaCr4Og and LilnCr4Og

Rietveld analysis of the room temperature XRD pattern confirmed that the compounds
LiGaCr4Og and LilnCr4Og have cubic structure with the space group F43m. The (200)
reflection which was forbidden in Fd3m space group is found to be present in these compounds
as reported earlier [18], confirming the ordering of Li* and Ga**(In**) ions at the A-site of
the spinel structure. While there exists only one Cr-Cr distance (2.944 A) in the
conventional ZnCr,0O4 spinel oxide, the A-site ordered compounds have two distinct Cr-
Cr distances, 2.830 (2.891) A and 2.999 (3.057) A, which correspond to smaller and
larger Cr, tetrahedra for the Ga (In) compounds, respectively. From the aforementioned
distances it is clear that the Cr-Cr distance in the smaller tetrahedra for both the Ga and
In compound is lower than the Cr-Cr distance (2.944 A) in ZnCr,0, indicating the
stronger direct overlap between t, orbitals of Cr® ions thereby strengthening the
magnetic exchange interaction in the Ga and In compounds as compared to the Zn
compound. On the other hand, Cr-Cr distance in the larger tetrahedra for the Ga
compound is in between the Cr-Cr distance in ZnCr,04 (2.944 A) and CdCr,0, (3.035
A) [26], while the same for the In compound is close to the Cr-Cr distance in HgCr,04
(3.056 A) [27], which indicates a relatively weaker magnetic interactions among the
larger Cr, tetrahedra. In other words, the smaller Cr, tetrahedra become more isolated
in In compound compared to Ga compound, demonstrating that the ordering of cations
at the A-site causes breathing distortion of the Cr, tetrahedra which depends on the size
of the trivalent A-site cations [18]. The existence of large (d) and small (d) Cr,
tetrahedra gives rise to distortion on the pyrochlore lattice which is expressed by the

ratio of (d/d), where d and d_ is the Cr-Cr distance in the large and small tetrahedra.

Analysis of temperature dependent synchrotron XRD data of LiGaCr,Og revealed
that the cubic structure (F43m) remains unchanged down to the antiferromagnetic
ordering temperature (Tn ~ 14.5 K). In Figure 7.2(a) we show the Rietveld refinement
of synchrotron XRD pattern of LiGaCr4Og recorded at 298 K, which is similar to the
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laboratory XRD pattern. Analysis of the synchrotron XRD data at 5 K [Figure 7.2(b)]
showed the coexistence of two crystallographic phases (F43m and 14m?2) indicating an
incomplete structural phase transformation. In contrast, in ZnCr,0, a complete
structural phase transition occurs below Ty. However, it has been shown by Kemei et
al. that below Ty, two different phases, namely, tetragonal (14;/amd) and orthorhombic
(Fddd) structures coexist in ZnCr,04 [5]. From the refinement of structural parameters,
we see that the transformed phase has c/a ratio of 1.42 which is consistent with the
tetragonal distortion of high-temperature cubic phase. Further, it is observed from the
XRD pattern at 5 K that the Bragg peaks (400 and 800) are broadened and split, as
shown in the insets of Figure 7.2(b), indicating the coexistence of strain and lowering
of crystal symmetry to the tetragonal structure. The development of large strain, due to
the lattice mismatch between two crystallographic phases, could inhibit complete

structural phase transformation and thus results in mixed phase at low temperature [28].
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Figure 7.2: (a), (b) The Rietveld refinements on the synchrotron x-ray diffraction pattern of LiGaCr,Og
acquired at 298 and 5 K with A = 0.4127 and 0.4959 A, respectively. The first and second green vertical
bars in (b) correspond to the Bragg reflections for the cubic and tetragonal phases respectively. Insets of
(b) show the broadening and splitting of the two cubic Bragg reflections (400) and (800) in the
antiferromagnetic state. The XRD patterns shown in the inset are recorded with A = 0.4959 A. The suffix
c and t stands for cubic and tetragonal symmetry respectively. Tiny unrefined peaks visible in the 26
range of 7-15 degree originate from the cryostat.

7.4.1.2 X-ray diffraction study of LiFeCr,Og
Rietveld analysis of room temperature XRD data of LiFeCr,Og [Figure 7.3] confirms
that it also crystallizes in the cubic F43m space group similar to that found in the case

of Ga and In compounds. From the refinement, we find that two kinds of Cr-Cr
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distances exist in LiFeCr4Og such as 2.846 and 3.005 A, which is nearly similar to the
Cr-Cr distance of LiGaCr4Og (2.830 and 2.999 A) reflecting the role of A-site cation
ordering in LiFeCr,Og. The closeness of the Cr-Cr distance in these two compounds is
associated with the similar ionic radii of Fe®** (0.49 A) and Ga** (0.47 A) ion in the
tetrahedral coordination. The modulation of Cr-Cr distance in Cr, pyrochlore network

also confirms the existence of a zinc-blende-type of ordering between Li* and Fe** ions

at the A-site.
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Figure 7.3: (a-c) The Rietveld refinements on the synchrotron x-ray diffraction data of LiFeCr,Og
collected at T =298, 30 and 15 K with L = 0.91 A. Insets of (a-c) show the lowering of symmetry from
(), (b) F43m to (b) 14m2 upon cooling below the magnetostructural transition (23 K).

Analysis of temperature dependent synchrotron XRD data in LiFeCr,Og [Figure
7.3] revealed that the cubic structure (F43m) remains unchanged down to 23 K and
then transforms completely to tetragonal structure with the space group 14m2, while in
the Ga and In compounds the structural phase transformation remain incomplete
indicating the importance of magnetic ion at the A-site. In the tetragonal structure, Li*
and Fe®* ions are present at 2a and 2d Wyckoff positions respectively, while Cr®* and
two O ions occupy the 8i Wyckoff sites similar to that found in MgV,04 [29]. In the
insets of Figure 7.3, it is illustrated how the (400) reflection of cubic phase (298 and 30
K) is split into (220) and (004) reflections in the tetragonal phase (15 K) of LiFeCr,Os.
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7.4.1.3 Neutron diffraction study of LiGaCr4Og

To investigate the magnetic and crystallographic structures in detail, we have carried
out temperature dependent neutron diffraction experiments on LiGaCrsOg. The
magnetic structure determination has been accomplished following the representation
analysis technique of group theory described by Bertaut [30]. The basis vectors
associated with each possible magnetic model has been obtained with the Baslreps
software of the FULLPROF suite package [22].
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Figure 7.4: (a), (b) The Rietveld refinements on the neutron diffraction pattern of LiGaCr,Og acquired at
4 K with A = 2.439 A for the whole region and small region respectively. The red cross and solid black
line are the experimental data and calculated patterns, green vertical bars indicate the Bragg reflections
and the blue line below is the difference between experimental and calculated pattern. The first series of
Bragg reflections correspond to the cubic F43m phase and the second correspond to the tetragonal 14m?2
phase, the third and the fourth series account the magnetic phases for the cubic phase k. = (0 0 1) and for
the tetragonal phase Et = (% Y2 %), respectively. (* aluminium peaks from the cryostat); (c), (d)
schematic representation of cubic (F43m) and tetragonal (14m2) structure of LiGaCr,Og obtained from
the Rietveld refinement on neutron diffraction pattern collected at 4 K, where yellow and green
tetrahedra contains the Li* and Ga®* ions respectively and blue octahedra contains the Cr** ions; (e), (f)
pyrochlore network consists of Cr, tetrahedra embedded in the cubic structure and breathing distortion in
a three dimensional network of corner sharing Cr, tetrahedra forming pyrochlore sublattice (d > d'); (9)
The EC magnetic structure associated with cubic symmetry where alternating spin chains on the ab plane.
Every second ab plane is rotated 90° with respect to the first one; (h) The Et magnetic structure
associated with tetragonal symmetry with chains of spins with two-up and two-down arrangement along
the [100] and [010] directions.

The value of lattice parameter of LiGaCr,Og obtained from the Rietveld analysis
of the room temperature neutron data is a = 8.2457 A and we obtain two distinct Cr-Cr
distances (2.824 and 3.006 A) which are in agreement with those obtained from the
analysis of XRD pattern. Based on Rietveld refinement against the room temperature
neutron data we see full occupancy of Li and Ga ions at their respective sites.

Consequently, we fixed the occupancy for the refinements against the low temperature
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(4 K) neutron data, which is shown in Figure 7.4(a). Though we do not see a clear peak
splitting in the low temperature (4 K) neutron diffraction data due to the relatively
poorer resolution compared to synchrotron x-ray diffraction data, it could be modeled
considering the mixture of two different space groups, F43m and 14m2 as inferred from
the analysis of synchrotron XRD pattern. It should be mentioned here that such a phase
coexistence has been reported recently in LilnCr,Og from the analysis of neutron
diffraction pattern at 2 K [17]. The lattice parameters for LiGaCr4Og obtained from the
refinement of neutron data at 4 K are a = 8.2401(3) A for the cubic phase and a =
5.8123(3) A, ¢ = 8.2661(3) A for the tetragonal phase. The weight fraction of tetragonal
phase obtained from the refinement for LiGaCr,Ogis 28(6) % at 4 K while it is reported
to be 70% for LiInCr,Og at 2 K [17]. The presence of different amount of phase
fractions could be attributed to the difference in ionic radii of Ga** (0.47 A) and In**
(0.62 A), exerting different amounts of chemical pressure, leading to a structural
distortion and lowering of crystallographic symmetry to a different extent. The
structural parameters obtained from the refinements of neutron diffraction data at room

temperature and 4 K are summarized in Tables 7.1 and 7.2 respectively.

Table 7.1: Structural parameters of LiGaCr,Og obtained from the Rietveld refinement of neutron
diffraction pattern acquired at 298 K.

LiGaCr,Og (Space Group: F43m), A, =1.62 A

Atom X y z Biso (A% Occupancy
Li (4a) 0 0 0 0.96 (11) 1.0
Ga (4d) 0.75 0.75 0.75 017 (2) 1.0
Cr(l6e)  03711(2) 03711(2) 03711(2)  0.13(2) 1.0
O1(l6e)  0.1358(1) 01358 (1) 0.1358(1)  0.46 (3) 1.0
02 (16e)  0.6187(1) 06187(1) 06187(1)  0.22(2) 1.0

Reragg = 2.06 %, Ry = 1.74 %, x° = 3.10 %
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Table 7.2: Structural parameters of LiGaCr,Og obtained from the Rietveld refinement of neutron
diffraction pattern acquired at 4 K

LiGaCr,Og (Space Group: F43m), A=2.44 A

Cubic Phase Fraction =72 (7) %

Atom X y z Bio (A%  Occupancy
Li (4a) 0 0 0 2.3 (5) 1.0
Ga (4d) 0.75 0.75 0.75 0.2 (1) 1.0
Cr(l6e) 03728(7) 03728(7) 0.3728(7) 0.94(9) 1.0
O1(16e) 0.1360(3) 0.1360(3) 0.1360(3)  0.05(6) 1.0
02 (16e) 0.6175(3) 06175(3) 0.6175(3) 0.05(7) 1.0

LiGaCr,Og (Space Group: 14m2) , A =2.44 A

Tetragonal Phase Fraction = 28 (6) %

Atom X y z Bix (A%  Occupancy
Li (2a) 0 0 0 23 (5) 1.0
Ga (2d) 0.0 0.5 0.75 02 (1) 1.0
Cr8)  0.264(3) 0 0.873(3)  0.94(9) 1.0
01(8))  0.284(1) 0 0.634(8)  0.05(6) 1.0
02(8i)  0.251(1) 0 0.108(1)  0.05(7) 1.0

From the structural parameters obtained from the refinement of neutron
diffraction pattern we have drawn the schematics of cubic and tetragonal crystal
structures as shown in Figures 7.4(c) and 7.4(d) respectively. In Figures 7.4(e) and
7.4(f), we have shown respectively, the schematics of pyrochlore network made of Cr
atoms and two different sizes of the tetrahedral units of the pyrochlore block tuning the

magnetic frustration.

Magnetic structures associated with both the cubic and tetragonal phases of
LiGaCr,Og have been identified based on the indexing of the magnetic Bragg peaks in
the low angle neutron diffraction pattern [Figure 7.4(a)]. The irreducible
representations and the basis vectors are summarized in Table 7.3. A propagation
vector, 756 = (0 0 1), accounts the magnetic reflections due to the cubic phase. Among

the possible magnetic modes compatible with the space-group symmetry and the
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propagation vector, the best agreement with the experimental data corresponds to the
irreducible representation I';. As seen in Figure 7.4(g), the magnetic structure can be
described as having alternating spin chains along the [110] direction with every second
ab plane rotated by 90 degrees with respect to the first one. The magnetic moment of
the Cr®* cations in the cubic phase is 0.77(2) ps. The lower value of magnetic moment
may be due to stronger geometrical frustration in the cubic phase (see Table 7.4), which
remains even below the magnetic ordering temperature.

Table 7.3: Basis vectors for (a) k. = (001) and the 16e site of the cubic S.G.: F43m and (b) k,= (¥:%:%)
and the 8i site of the tetragonal S.G.: 14m2. (LiGaCr,Og)

@) Cri(x x x) Cr2 (-x—xx) Cr3(-xx—x) Cr4(x—x-x)
I, (1,-1,0) (-1,1,0) (-1,-1,0) (1,1,0)
- (1,1,0) (-1,-1,0) (-1,1,0) (1,-1,0)
2 0,0,1) 0,0,1) (0,0,-1) (0,0,-1)
I, (1,-1,0) (-1,1,0) (1,1,0) (-1,-1,0)
r (1,1,0) (-1,-1,0) (1,-1,0) (-1,1,0)
4 (0,01 (0,0,1) (0,0,1) (0,0,1)
(1,0,0) (1,0,0) (-1,0,0) (-1,0,0)
(0,1,0) (0,1,0) (0,1,0) (0,1,0)
- (0,0,1) (0,0,-1) (0,0,-1) (0,0,1)
5 (0,-1,0) (0,-1,0) (0,1,0) (0,1,0)
(-1,0,0) (-1,0,0) (-1,0,0) (-1,0,0)
(0,0,-1) (0,0,1) (0,0,-1) (0,0,1)
(b) Cri(x02z) Cr2(x0z) Cr3(0-x-z) Cr4(0x-z)
(1,0,0) (-1,0,0) (0,1,0) (0,-1,0)
I (0,1,0) (0,-1,0) (-1,0,0) (1,0,0)
(0,0,1) (0,0,1) (0,0,1) (0,0,1)
(1,0,0) (-1,0,0) (0,-1,0) (0,1,0)
I (0,1,0) (0,-1,0) (1,0,0) (-1,0,0)
(0,0,1) (0,0,1) (0,0,-1) (0,0,-1)
(1,0,0) (1,0,0) (0,-i,0) (0,-i,0)
T, (0,1,0) (0,1,0) (,0,0) (,0,0)
(0,0,1) (0,0,-1) (0,0,-i) (0,0,i)
(1,0,0) (1,0,0) (0,i,0) (0,i,0)
A (0,1,0) (0,1,0) (-,0,0) (-,0,0)
(0,0,1) (0,0,-1) (0,0,i) (0,0,-i)

The magnetic structure of the tetragonal phase is described by the propagation
vector ﬁt = (Y2 %2 %) as reported in LiInCr,Og [17]. After testing the different solutions
given in Table 7.3, the best spin arrangement compatible with the tetragonal space
group 14m2 is provided by the basis vector 3 of T',. The obtained magnetic moment of

the Cr** cations, aligned along the c-axis, is 2.33(9) ps. The reduction of this value with
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respect to the expected magnetic moment (S = 3/2) might be due to covalence effects.
Figure 7.4(h) shows the magnetic structure of the tetragonal phase of the LiGaCr,Og
spinel, consisting of chains of spins with two-up and two-down arrangement along
[100] and [010] directions.

7.4.1.4 Neutron diffraction study of LiFeCr4Og
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Figure 7.5: (a-c) The Rietveld refinements on the neutron diffraction pattern of LiFeCr,Og collected at T
=298, 125 and 3.5 K with A = 1.594 A; Schematic representation of (d) cubic (F43m) and (e) tetragonal
(14m2) structure of LiFeCr,Og obtained from the Rietveld refinement on neutron diffraction pattern
collected at 298 and 3.5 K. The polyhedra with yellow, red and green contain the Li, Fe and Cr atoms
respectively. (Unindexed peak at 3.5 K corresponds to the reflections associated with magnetic
contribution)

Now we discuss the results obtained from the neutron diffraction experiments on
LiFeCr,Og. From the Rietveld analysis of room temperature neutron data, we observe
that the compound crystallizes in the cubic structure with the space group F43m as
shown in Figure 7.5(a). From the analysis of temperature dependent neutron data, we
observe that the compound remains in the cubic structure down to 23 K. Based on the
Rietveld refinement performed on the 3.5 K data we find that the diffraction pattern
could be fitted well with the tetragonal structure with the space group 14m2 as shown in
Figure 7.5(c). Neutron diffraction patterns recorded at all temperatures contain the
(200) reflection which is a signature of ordering between Li* and Fe** ions located at
the A-site. This structural information is consistent with the observations obtained from

the synchrotron x-ray diffraction study. To model the nuclear structures we have used
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the diffraction pattern collected with A = 1.594 A. In Figures 7.5(d) and 7.5(e), we show
the schematics of cubic (298 K) and tetragonal (3.5 K) nuclear structures respectively
obtained from the refinement. Based on the Rietveld refinement on room temperature
neutron data collected with A= 1.594 A, we find that two kinds of Cr-Cr distances are
present such as 2.983 and 2.870 A which are associated with large and small Cry
tetrahedra, respectively reflecting the role of A-site cation ordering in LiFeCrsOg. On
the other hand, we have observed four inequivalent Cr-Cr distances in the tetragonal
structure (14m2), 2.895 and 2.869 A (small Cr, tetrahedra), 2.963 and 2.973 A (large
Cr, tetrahedra). The relative difference between the long and short bonds in the small
and large tetrahedra is 0.026 and 0.01 A respectively. Note that in the cubic structure
(F43m) there was no difference in the Cr-Cr distances of individual (either small or
large) tetrahedra. From the refinement of neutron data, we obtain the distortion value
(d/d") of tetrahedra as 1.04 (298 K) and 1.03 (3.5 K).
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Figure 7.6: (a-c) The Rietveld refinements on the neutron diffraction pattern of LiFeCr,Og collected at T
=125, 30 and 3.5 K with A = 2.398 A; Schematic representation of (d) the ferrimagnetic structure of
LiFeCr,Og obtained from the Rietveld refinement on neutron diffraction pattern collected at 30 K. The
second Bragg positions in Fig. 7.6(b) correspond to the magnetic reflection. In Fig. 7.6(c) the second and

third Bragg reflections correspond to the magnetic contribution associated with El and EZ propagation
vectors.

We have investigated the magnetic structures of LiFeCr,Og by performing the
Rietveld analysis on the neutron powder pattern collected at low temperature with A =
2.398 A as shown in Figure 7.6. Since we do not observe any new reflection other than

an increase in intensity on top of some nuclear reflection [Figure 7.6(a)] in the
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temperature range 30 < T < 100 K, we considered the propagation vector k= (0,0, 0)
for the cubic phase. We have found that the refinement of the magnetic structure by
considering the representation I'4 gives the best fit to the observed diffraction patterns
at 30 < T <100 K, i.e., below the magnetic ordering temperature. The fitted pattern at
30 K is shown in Figure 7.6(b) and the corresponding magnetic structure is shown in
Figure 7.6(d). The magnetic structure is a collinear ferrimagnetic (Fe** and Cr** ions
are aligned antiparallel) in nature. The direction of the ordered magnetic moment of
Fe** and Cr** at 30 K is aligned along the crystallographic ¢ direction with a magnitude

of 2.351 and 0.36 ug respectively.

We have attempted to determine the magnetic structure associated with the
tetragonal phase (14m2) which appears below 23 K. Preliminary modelling on the

neutron powder pattern [Figure 7.6(c)] collected at 3.5 K shows the presence of two

different propagation vectors El = (0.4960 0.4378 1/2) and EZ = (1/4 1/4 0.2360)
respectively, indicating that the spin structure probably adopts complex spin
arrangement. To solve this magnetic structure accurately, we require high-resolution

neutron diffraction pattern.
7.4.2 Magnetic properties of LiIMCr,Og (M = Ga, In, Fe):
7.4.2.1 Magnetization and heat capacity study of LiGaCr;Ogand LilnCr,Og

Figures 7.7(a) and 7.7(b), show the temperature dependence of dc magnetization data,
M (T) for LiGaCrsOg and LilnCr,QOg, respectively. In both compounds, a broad
maximum is observed around 55-60 K followed by a decrease in the magnetization
value near Ty, similar to that seen in ZnCr,O,4. However, the origin of this maximum
has been suggested to differ in these A-site ordered compounds [18]. In LiGaCr,Og, the
maximum around 55 K is associated with a short-range antiferromagnetic correlation in
the paramagnetic phase, similar to that observed in the uniform pyrochlore lattice, e.g.
in ZnCr,04 [31]. On the other hand, the maximum in magnetization around 60 K in
LiInCr,Og was initially attributed to the opening of a spin gap (SG) [32] and later it was
suggested, using time-of-flight neutron spectroscopy, that the spin-gap is filled with
magnetic states thereby forming a pseudogap [17]. It is important to mention that

though the features of the temperature dependent magnetization curves for both Ga and
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In compounds around 55-60 K region looks apparently similar, there is tiny difference -

the maximum is much more rounded in the In compound than in the Ga.

Spin-gap antiferromagnets possess spin-disordered ground states, i.e. the spin-
spin correlations in the ground state are short-ranged. Quantum fluctuations favor
formation of gapped states. The effect of quantum fluctuations is prominent in low
dimensions and for low values of the spin [33]. A gapped state typically arises because
one has some form of local singlet covering, i.e. dimers on the Shastry-Sutherland
lattice [34] or indeed the singlet ground state on isolated tetrahedra [35]. The formation
of a spin gap in a magnetic material where singlet ground state (S = 0) is separated from
the triplet excited state (S = 1) would be manifested as the behavior of nonmagnetic
materials at low temperature. The gap arises because the system is a quantum object
with only a few spins and hence has discrete energy levels. In experiments, the
presence of such gap A is confirmed through measurement of properties like

susceptibility, y, which goes to zero exponentially at low temperature as
X ~exp (— kiT) [33]. Some well-known examples of SG antiferromagnets are Spin-
B

Peierls (SP) systems [36], antiferromagnetic compounds consisting of weakly coupled
spin dimers, frustrated spin systems, spin ladders and Haldane gap (HG)
antiferromagnets [37]. Antiferromagnetic short range order is rather different because

here one starts from the classical limit.

In the case of LilnCr,Osg, the gap arises as a result of strong breathing distortion.
Breathing distortion is the degree of distortion from the ideal pyrochlore lattice (e.g.
ZnCr,Q4, where all Cr-Cr distances are equivalent) and it is expressed as the ratio of the
bond lengths in the large and small tetrahedra, (d/d) where d and d is the Cr-Cr
distance in the large and small tetrahedra. Therefore two inequivalent bond lengths
(dand d) would lead to the existence of different nearest neighbour exchange
interaction for the larger (J) and smaller tetrahedra (J') [J' > J], where the ratio (J/] ), is
called as breathing factor (B;) [17] which determines the nature of ground state
magnetic phase. The isolated tetrahedron with B; = 0 and uniform pyrochlore lattice
with B; = 1 possess tetramer singlet and spin liquid ground states, respectively [38,39].
The breathing factor (Br) is inversely related to the breathing distortion of the

pyrochlore lattice. The breathing distortion exists down to the lowest temperature in
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both the tetragonal and cubic phases of Ga and In compound. The experimental
temperature dependent susceptibility data (y vs. T) could be fitted with classical Monte
Carlo simulation to determine the values of J and J as shown for the Ga and In
compounds in the literature [18]. In ref. 18 it is shown that the isolated tetrahedron
model fits the susceptibility data of In compound much better than the Ga data. For this
calculation, the energy levels are usually calculated by exact diagonalization of the spin

Hamiltonian and the susceptibility calculated from the thermal occupation of the states.
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Figure 7.7: (a), (b) Temperature dependence of dc magnetization data of LiGaCr,Og and LilnCr,Og
respectively under zero-field-cooled (ZFC) and field-cooled (FC) conditions in the presence of a
magnetic field of 0.1 kOe. Upper inset of (a) and (b) shows the temperature dependent field-cooled-
cooling (FCC) and field-cooled-warming (FCW) magnetization data at 0.1 kOe, while the bottom inset of
(@) and (b) shows the first derivative of magnetization with respect to temperature as a function of
temperature at 0.1 kOe; (c), (d) temperature dependence of specific heat divided by temperature (C,/T)
for LiGaCr,Og and LilnCr,Og across Ty respectively. Inset of (c) and (d) show the C,/T data across the
short-range antiferromagnetic ordering (Tso ~ 55 K) of Ga compound and spin-gap opening temperature
(Tsg ~ 60 K) of In compound respectively.

In the case of LiGaCr,QOg, a first order long range antiferromagnetic transition
occurs at 14.5 K while a second order long-range antiferromagnetic ordering takes
place around 13 K in LiInCr4Og as evident from the first derivative of magnetization
with respect to temperature as shown in the bottom inset of Figures 7.7(a) and 7.7(b),

respectively. In ZnCr,0,, the first order long-range antiferromagnetic ordering coupled
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with the structural transition occurs around 13 K [Figure 7.8(a)]. The first order nature
of the antiferromagnetic ordering (Tn ~ 14.5 K) in Ga compound is supported by
thermal hysteresis in the temperature dependent field-cooled-cooling (FCC) and field-
cooled-warming (FCW) magnetization data as shown in the upper inset of Figure 7.7
(@). In the case of Ga compound, the magnetic ordering and the structural transition
occur at the same temperature. A similar thermal hysteresis has been observed in
LiInCr,Og at the structural phase transition temperature Ts ~ 15.1 K [upper inset of
Figure 7.7(b)] rather than at the magnetic phase transition temperature (Ty ~13 K). The
decoupled phase transition temperatures indicate that the antiferromagnetic ordering in
In compound is a conventional second order phase transition consistent with a previous
report [19]. The low-temperature upturn in the magnetization data is associated with the

paramagnetic contribution from orphan spins [40].

The temperature-dependent specific heat divided by temperature (C,/T) measured
on LiGaCr4Og in zero magnetic field shows a lambda shape anomaly at 14.1 K with a
step-like feature at 14.5 K [Figure 7.7(c)]. The two distinct features in Cp/T indicate
that the structural and the magnetic transitions occur at different temperatures. On the
contrary, a previous report on this compound showed that the antiferromagnetic
transition is coupled with the structural distortion, which is first order in nature [19]. In
the present study, the proximity of the two peak feature observed in the C,/T data with
an interval of 0.4 K, makes it difficult to ascertain their origin. However, from the
temperature dependent derivative of dc magnetization [bottom inset Figure 7.7(a)] and
the thermal hysteresis in the C,/T data [Figure 7.7(c)], we suggest that the anomaly at
14.5 K could be due to structural transition, and the magnetic ordering occurs at 14.1 K.
To confirm this suggestion, we require further structural investigation across this
temperature region. In a recent report by Lee et al., it has been shown that the Ga
compound undergoes magnetostructural and magnetic transitions at different
temperatures, within an interval of 2.3 K [40]. The absence of any strong features in the
C,/T data around 55 K suggests that the entropy associated with the short-range spin-

spin correlations in LiGaCr,Og is small.

In the case of LilnCr4Og, a sharp peak at 15.1 K and a change in slope at 13 K in
the temperature dependent C,/T data is evident in Figure 7.7(d). In this compound, an

interval of almost 2 K between the two anomalies makes it possible to distinguish the
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structural and magnetic transitions. Thermal hysteresis across the peak at 15.1 K
[Figure 7.7(d)] indicates the occurrence of structural phase transformation at that
temperature while the change in slope around 13 K in the temperature dependent C,/T
data can be associated with the second order antiferromagnetic phase transition. This is
further supported from the temperature dependent derivative of the dc magnetization
data [bottom inset of Figure 7.7(b)] of the LilnCr,Og, which shows a peak at 15.1 K
along with a small anomaly at 13 K. Contrary to LiGaCr4Og, Which does not show any
peak in the Cy/T data in the vicinity of temperature where the short-range
antiferromagnetic ordering sets in [inset of Figure 7.7(c)], the compound LilnCr4Og
shows an anomaly and thermal hysteresis across the spin-gap opening temperature (Tsg
~ 60 K) as evident from the inset of Figure 7.7(d). This unique observation is probably
associated with the stronger breathing distortion in the In compound indicating the
presence of strong spin-lattice coupling. No significant effect of the magnetic field on
the temperature dependent C,/T data was observed in these compounds indicating the

robustness of the phase transition.
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Figure 7.8: (a) Temperature dependent dc magnetization data of ZnCr,O,4 under zero-field-cooled (ZFC)
and field-cooled (FC) conditions in the presence of a magnetic field of 0.1 kOe. The upper inset shows
the zoom in view of bifurcation between ZFC and FC data and the bottom inset shows the first derivative
of magnetization with respect to temperature as a function of temperature at 0.1 kOe. (b) Isothermal
magnetization data of ZnCr,0O4 measured as a function of magnetic field at 2 K (below Ty) and 20 K
(above Ty).

Isothermal magnetization data, M (H) recorded at 2 K [shown in Figure 7.9(a)
and 7.9(b)] confirms the antiferromagnetic nature of these compounds. Further, the M
(H) curves show that there is a change in slope from the initial straight line, starting at
around 2.4 kOe for LiGaCr;Og and 20 kOe for LilnCr4Og which is prominent from the
first derivative of magnetization with respect to magnetic field shown in the insets of
Figure 7.9(a) and 7.9(b). Similar nonlinear behavior is observed in the isothermal
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magnetization data of ZnCr,0O,4 [Figure 7.8 (b)]. Although the nonlinear behavior in the
antiferromagnetically ordered state (2 K) has previously been explained based on spin
flop transition [18], we attribute the behavior of isothermal magnetization data at 2 K to
the presence of two different magnetic structures, as revealed by the low-temperature
neutron diffraction data on LiGaCr4Og. The different onset value of the magnetic field
for the nonlinear behavior of these two compounds could be associated with the
coexistence of two different magnetic phases associated with the two different
crystallographic phases which are present to a different extent in the Ga and In
compounds. This suggestion is supported by the behaviour of the temperature
dependence of the zero-field-cooled (ZFC) and field-cooled (FC) magnetization data (H
= 0.1 kOe), which shows a divergence below the Néel temperature in LiGaCr,Og while
there is negligible divergence for LilnCr,Og [Figures 7.7(a) and 7.7(b)].
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Figure 7.9: Isothermal magnetization data measured as a function of magnetic field at 2 K (below Ty)
and 20 K (above Ty) is shown for (a) LiGaCr,Og and (b) LilnCr,Os. Inset of (a) and (b) shows the first
order derivative of magnetization with respect to the magnetic field as a function of magnetic field at 2
K.

To understand the origin of the bifurcation, the temperature dependent ZFC and
FC magnetization data for both compounds were measured at various magnetic fields
as shown in Figure 7.10. The Ga compound shows an initial increase in the magnitude
of divergence between the ZFC and FC magnetization data up to an applied magnetic
field of 30 kOe although it decreases at higher fields but the irreversibility persists up to
the highest applied magnetic field (70 kOe) [Figures 7.10(a) - 7.10(d)]. The effect of
magnetic field on the dc magnetization data of LilnCrsOg is comparatively small
[Figures 7.10(e) - 7.10(h)].
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Figure 7.10: Temperature dependent dc magnetization data of (a-d) LiGaCr,Og and (e-h) LilnCr,Og
under zero-field-cooled (ZFC) and field-cooled (FC) conditions in presence of different magnetic fields
of 10, 30, 50 and 70 kOe, respectively.

It is to be noted that a similar divergence between ZFC and FC behavior has been
observed in polycrystalline samples of LiGa;«IniCrsOg where such divergence has
been attributed to the freezing of spin-glass-like phase [18,32]. In general, the
bifurcation between ZFC and FC data is considered to be an indication of spin-glass-
like state. Very often spin-glass systems are characterized by measuring temperature
dependent ac susceptibility where the maximum temperature of y', corresponding to the
spin freezing temperature usually varies with the measuring frequency. Temperature
dependent ac susceptibility measurements on LiGaCrsOg did not display either a
maximum in y’ or the frequency dependence as shown in Figure 7.11 indicating that

the origin of bifurcation is not associated with a conventional spin-glass state.

5'5 v ] v T v T v T v T v 1 v T
T e Aol H =20e _o 997Hz ]
':'i.;;".d‘n“@““"""’“"“"""fif?r‘r'ff;c"isgzﬂ- ~0=4997 Hz
L > Rt 9997 Hz |
w S0 R o
~
g
L 45
“ =T —~—4997Hz | T
2 ——9997Hz
x H,=20c |
~ A bl
~ 4.0[§ : ]
2 4 6 8 10 12 14
T(K
3.5 "I PR RN TP

0 20 40 60 80 100 120 140 160
T (K)

Figure 7.11: Temperature dependent ac magnetic susceptibility data (real part) of LiGaCr,Og measured
at different frequencies in the presence of an ac magnetic field of 2 Oe. The inset shows the zoom in view
of the data (real part) in the low-temperature region only for clarity.

To investigate whether the divergence is related to any glassy state, we performed

dc magnetization measurements employing isothermal waiting under ZFC conditions
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below the Neel temperature, because very often the non-equilibrium dynamics of a real
spin glass state shows aging, rejuvenation and memory effect [41,42]. We performed dc
memory experiment after cooling the sample to the desired temperature under ZFC
condition and then allowed to wait at that temperature for some time. After that the
sample was cooled to the lowest possible temperature under ZFC condition and then M
(T) was measured while warming in the presence of a magnetic field. We have
performed two separate waiting experiments with two different halting durations of
6000 and 12000 sec respectively, at 5 K, which is below the Néel temperature where
bifurcation between ZFC and FC magnetization starts. On warming the sample in the
presence of two different magnetic fields (H = 0.01 and 0.1 kOe), we have not observed
either any anomalous behavior at the waiting temperature or any difference between the
ZFC magnetization data with and without isothermal waiting as shown in Figure 7.12.
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Figure 7.12: Temperature dependent dc magnetization data of (a-b) LiGaCr,Og and (c-d) LilnCr,Og
measured at 0.01 and 0.1 kOe under zero-field-cooled (ZFC) conditions with an isothermal halt at 5 K for
different durations. Insets show the enlarged view across the waiting temperature (5 K) showing
superimposing curves with each other without any presence of memory effect at the waiting temperature.

Based on the above experimental results the possibility that a conventional spin-
glass or spin-glass-like state is the source of bifurcation between the temperature
dependent ZFC, and FC data is discounted. Similar to A-site ordered chromate spinel,
we have observed divergence between the ZFC and FC magnetization data in ZnCr,0,
at different magnetic fields as shown in Figure 7.13. These results indicate that
coexistence of two magnetic phases associated with two distinct crystallographic
phases in the Ga and In compounds could be the source of the bifurcation between the



Chapter 7 231

temperature dependent ZFC and FC magnetization data rather than being associated
with the spin-glass-like state. Moreover, it is important to study the spin structures of
Ga and In compounds under high magnetic fields. It has been reported that the
application of a very high magnetic field changes the initial spin configuration of
CdCr,04 and HgCr,04 to a collinear three up and one down arrangements for each Cr,

tetrahedron thereby leading to the reduction in the magnetic frustration [43,44].
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Figure 7.13: Temperature dependent dc magnetization data of ZnCr,O,4 under zero-field-cooled (ZFC)
and field-cooled (FC) conditions in the presence of different magnetic fields of 10, 30, 50 and 70 kOe,
respectively.

The temperature dependent inverse susceptibility data of Ga and In compounds,

recorded under an applied magnetic field of 0.1 kOe, was fitted with the Curie-Weiss

C
T—-0cw

law, y = in the temperature range of 200-390 K, where 8.y, is the Curie-Weiss

constant. The parameters obtained from the linear fit are summarized and compared
with that of ZnCr,0, in Table 7.4. The frustration parameters obtained from the Table
7.4 are consistent with the fact that Ga compound orders magnetically at a higher
temperature (Ty ~ 14.5 K) than the In compound (Ty ~13 K) to release the geometric

magnetic frustration.

Table 7.4: Magnetic parameters of the A-site ordered chromate spinels, LiMCr,O0g (M = Ga, In) and
ZnCr,0,4 at H = 0.1 kOe.

(Curie-Weiss fitted region: 200-390 K)

Compound Ocw Tn(K)  f=10cw! /Ty C (emumole™ Oe™ K) et (us CrY)

(K)
ZnCr,0, -369  13.0 28 1.872 3.89
LiGaCr,0s  -607 145 42 2.062 4.08

LilnCr4O4 -331 13.0 26 1.905 3.92
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7.4.2.2 Magnetization and heat capacity study of LiFeCr4Og

Now we discuss the magnetic properties of LiFeCr,Os. In Figure 7.14(a) we show the
temperature dependent dc magnetization data recorded in the presence of a magnetic
field of 0.1 kOe under zero-field-cooled (ZFC) and field-cooled (FC) conditions. From
this data, we observe that LiFeCrsOg orders magnetically at 94 K indicating that the
dominant magnetic interactions between Fe** and Cr** ions are antiferromagnetic in
nature. It is important to note that in A-site ordered chromate spinel, LiMCr4Og (M =
Ga, In) the absence of magnetic ions at the A-site does not allow long range magnetic
order at high temperature because of strong geometrical frustration at the B-site.
Following the ferrimagnetic transition in LiFeCr,Og it undergoes two other magnetic
transitions at 60 and 23 K as seen from the temperature dependent magnetization data
[Figure 7.14(a)]. In the temperature dependent C,/T data, we also observe three

anomalies at 94, 60 and 23 K as shown in Figure 7.14(b).
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Figure 7.14: (a) Temperature dependent dc magnetization data of LiFeCr,Og. The upper inset of (a)
shows the first order derivative of magnetization with respect to temperature (dM/dT) as a function of
temperature in the presence of various magnetic fields, and bottom inset of (a) shows the isothermal
magnetization data as a function of magnetic field at different temperatures. (b) Temperature dependence
of specific heat divided by temperature (C,/T) for LiFeCr,Os. Tis, Tss, Tn stands for magnetostructural,
spin-gap state and ferrimagnetic transition temperatures respectively.

The magnetic anomaly at 23 K is attributed to the magnetostructural phase
transition (Twms) because it involves an accompanying change in magnetic and
crystallographic structures as discussed in the preceding section. In the temperature
dependent dM/dT data [upper inset of Figure 7.14(a)], the magnetic transitions at 23
and 94 K are clearly visible, which get suppressed with the application of magnetic
field. A similar suppression with magnetic field has been observed in temperature
dependent C,/T data [Figure 7.14(b)]. The origin of a magnetic anomaly at 60 K could
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be attributed to the spin-gap state (Tsg) arising from modulation of Cr-Cr distances as
found in LilnCr4Og [17]. To confirm the existence of spin-gap state we need to carry
out inelastic neutron scattering experiment across the onset of spin-gap transition. Even
in the magnetically ordered state, significant geometrical frustration exists and this
frustration may be the driving force for the change in magnetic structure from
ferrimagnetic to the complex spin structure along with concomitant structural transition
at 23 K as discussed in the neutron diffraction study. Isothermal magnetization data
recorded as a function of magnetic field at different temperatures [bottom inset of
Figure 7.14(a)] shows clear magnetic hysteresis at all temperature below ferrimagnetic
ordering. It is important to note that above 20 K the coercive field of the loop decreases
drastically as compared to the low temperature hysteresis consistent with the fact that

the magnetic structures are different below and above 23 K. From the Curie-Weiss
fitting (y = —

in the temperature range of 250-390 K, we obtain 6., = —1156 K indicating that the

- ) of the temperature dependent inverse susceptibility data at 0.1 kOe
—vocw

average magnetic interaction is strongly antiferromagnetic in nature. From the linear fit
the obtained effective magnetic moment (uer) per formula unit is 10.69 ug which is little

higher than theoretical value 9.74 ug.
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Figure 7.15: (a-f) Temperature dependent dc magnetization data of LiFeCr,Og under zero-field-cooled
(ZFC) and field-cooled (FC) conditions in the presence of various magnetic fields.
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Below the magnetostructural transition temperature (Tiys ~ 23 K) we see a small
divergence between ZFC and FC magnetization data in the presence of a magnetic field
of 0.1 kOe [Figure 7.14(a)]. With increasing magnetic field the divergence initially
increases and then decreases as shown in Figure 7.15. To check whether any glassy
state leads to the bifurcation between ZFC and FC magnetization data we have
performed additional dc magnetization measurements employing isothermal waiting
under ZFC mode below the Néel temperature, because very often the non-equilibrium
dynamics of a real spin glass state shows aging, rejuvenation and memory effect
[41,42]. From that experiment, we do not observe either any anomalous behavior at the
waiting temperature or any difference between the ZFC magnetization data with and
without isothermal waiting. Therefore, the occurrence of bifurcation in the low
magnetic field indicates the existence of some amount of magnetic frustration which

reduces at high magnetic field as a result of changing spin configuration.
7.4.3 Dielectric properties of LIMCr;Og (M = Ga, In, Fe):
7.4.3.1 Dielectric study of LiGaCr;Og and LilnCr,Og

First, we discuss the temperature dependent dielectric properties for the Ga and In
compounds, measured in the temperature range of 7-100 K. For comparison, similar
measurements were undertaken on ZnCr,0,4 which shows a sharp dielectric anomaly in
zero magnetic field at the first order antiferromagnetic phase transition (Ty ~ 13 K)
[inset of Figure 7.16]. The appearance of a dielectric anomaly in the vicinity of the Néel
temperature in zero magnetic field has been associated with a magnetostructural
coupling induced by a spin Jahn-Teller effect [45]. The temperature dependent
dielectric constant, measured in zero magnetic field for LiGaCr,Og shows a sharp
dielectric anomaly at the magnetostructural phase transition temperature (Tus ~ 14.5 K)
and a broad anomaly in the vicinity of the short-range antiferromagnetic ordering
temperature (Tso ~ 55 K) [Figure 7.16 (a)]. In the case of LilnCr,Og, dielectric
anomalies appear both at the structural phase transition (Ts ~ 15.1 K) and spin-gap
opening temperature (Tsg ~ 60 K) where the dielectric anomaly is very sharp [Figure
7.16(b)]. Both Ga and In compounds show anomalies in the temperature dependent
dielectric loss data at the above temperatures as shown in the bottom inset of Figures
7.16(a) and 7.16(b) respectively.
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It is important to note that the sharp feature of a dielectric anomaly at the spin-
gap strongly depends on the synthetic condition. LilnCrsOg prepared at higher
annealing temperature (> 1100 °C) as well as repeated heating lead to the loss of Li. In
such samples, no dielectric anomaly appears at the spin-gap indicating that dielectric
anomaly at the spin-gap is sensitive to Li non-stoichiometry and disorder. Therefore,
the present sample was prepared at lower annealing temperature (1050 °C). In this
context, we mention here that in a recent paper it has been shown that a broad feature
appears in the temperature dependent dielectric data across the onset of spin-gap
transition [40].
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Figure 7.16: (a), (b) Temperature dependence of dielectric constant of LiGaCr,Og and LilnCr,Og
respectively in zero magnetic fields at 50 kHz. Inset of (a) shows the variation of dielectric constant of
ZnCr,0, as a function of temperature in zero magnetic fields at 50 kHz. The bottom inset of (a) and (b)
shows the temperature dependent dielectric loss for Ga and In compounds respectively; (c), (d)
temperature dependence of dielectric constant of LiGaCr,Og and LilnCr,Og respectively in the presence
of different magnetic fields at 50 kHz. Insets of (c) and (d) show the magnetic field dependence
isothermal magnetocapacitance (%MC) at 50 kHz for the Ga and In compound respectively.

Structural distortion in these compounds at low temperature leads to the
coexistence of two crystallographic phases which induces strain in the system due to
lattice mismatch [28]. The occurrence of a dielectric anomaly in both compounds in the

vicinity of the Néel temperature, in zero magnetic fields, could be attributed to the
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combined effect of structural phase coexistence and spin-lattice coupling via a
magnetoelastic effect [46,47]. The presence of structural phase coexistence and
magnetoelastic effect gives rise to strain which mediates the coupling between
magnetization and the dielectric properties. The dielectric anomalies that appeared in
the Ga and In compounds do not show frequency dependence. Both the Ga and In
compounds show thermal hysteresis in the temperature dependent dielectric data
measured across the magnetostructural (Tys ~ 14.5 K) and structural phase transition
(Ts ~ 15.1 K) temperatures respectively, as shown in Figures 7.16(a) and 7.16(b). The
occurrence of thermal hysteresis in the temperature dependent dielectric data indicates
the first order nature of the phase transition associated with structural distortion. We
also observe thermal hysteresis in the temperature dependent dielectric data across the
short-range antiferromagnetic ordering (Tso ~55 K) and the spin-gap opening

temperature (Tsg ~ 60 K) in the Ga and In compounds respectively.

The difference between the dielectric anomalies in Ga and In compounds across
Tso or Tsg can be understood by considering the Cr4 breathing distortion, which is
unique in these A-site ordered chromate spinels. The breathing factors (B =J/J') are
0.1 for LiInCrsOg and 0.6 for LiGaCr,Og at room temperature, where J and J’
correspond to the exchange integral on the large and small Cr, tetrahedra respectively
[18]. The higher breathing distortion in the In compound gives rise to a pseudogap in
the magnetic excitation spectrum [17]. The existence of a gapped state in the In
compound, due to stronger breathing distortion, yields an additional contribution over
the already existing spin-lattice coupling, thereby enhancing the dielectric anomaly in

LiInCr,Og at the spin-gap opening temperature (Tsg ~ 60 K).

Although there is no change in the average structure across the spin gap, it is
intriguing to note that, we observe an anomaly in the temperature dependent cell
volume of In compound across the spin-gap as well as magnetic and structural

transitions as shown in Figure 7.17. The temperature dependent cell volume was
modelled with a function of the type V, =V, +V2951Coth%, where 65, is the

saturation temperature for the thermal expansion of the cubic structure [48]. The
volume anomaly indicates a local structural change induced by the opening of spin gap.

Conversely, in LiGaCr,Og the origin of broad dielectric anomaly that accompanies the
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short-range antiferromagnetic ordering (Tso ~55 K) can only be associated with spin-
lattice coupling, due to the weak breathing distortion. The importance of the breathing
distortion in inducing a dielectric anomaly in LiMCr;Og (M = Ga, In) at Tso or Tsg is
further supported by the absence of a dielectric anomaly [inset of Figure 7.16(a)] in the
conventional chromate spinel (ZnCr,0O4) where a breathing distortion is absent due to
equivalent Cr-Cr distance. The dielectric anomaly at the spin gap temperature has
seldom been reported in the literature. It may be mentioned here that a dielectric
anomaly has been observed in NaV;Os at the spin gap opening temperature in the high-
frequency region and this anomaly has been attributed to the antiferroelectric charge

ordering in the form of a zigzag arrangement of VV** ions [49].
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Figure 7.17: Temperature dependent cell volume of In compound fitted with a function of the type
Vo=V, +V2051Coth%. The experimental data (square symbol) shows a discontinuity from the
theoretical fit (blue line) at the spin-gap as well as magnetic and structural transitions (~ 13-15 K).

To probe the effect of magnetic field on the dielectric properties of A-site ordered
chromate spinel, temperature dependent dielectric constant was measured in the
presence of various magnetic fields [Figures 7.16(c) and 7.16(d)]. There is no
significant effect of magnetic field on the overall dielectric constant of LiGaCr,Og
except for a small shift of the dielectric peak to the higher temperature with increasing
magnetic field, as evident from Figure 7.16(c). Measurement of the isothermal
magnetocapacitance (%MC) as a function of magnetic field on the Ga compound shows
that below the Néel temperature (Ty ~ 14.5 K) the magnetocapacitance (%MC) has
reached the maximum value of 0.08% at 7 K and it remains low above the magnetic

ordering temperature as shown in the inset of Figure 7.16(c). Application of a magnetic
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field has little impact on the dielectric behavior of LilnCr,Og, other than a small shift of
both the dielectric peaks to higher temperature with increasing magnetic fields, as
shown in Figure 7.16(d). The inset of Figure 7.16(d) illustrates that near the spin-gap
opening temperature (Tsg ~ 60 K) the magnetocapacitance (%MC) reaches a maximum
value of 0.04% while it remains almost negligible at other temperatures. The observed
values of the magnetocapacitance (%MC) in these two compounds are comparable to
those observed in other chromate spinel oxides containing magnetic ions at the A-site
[50]. The observed shift in the dielectric peak with magnetic field could be attributed to
the coupling between the dielectric response and g-dependent spin-spin correlation
where spin-spin correlation, soften the optical phonon frequency giving rise to a shift in

the dielectric peak according to the Lyddane-Sachs-Teller relation [51-53].
7.4.3.2 Dielectric study of LiFeCr,Og

Now we will discuss the dielectric properties of LiFeCr,Og. The temperature dependent
dielectric data shows three anomalies at 94, 60 and 23 K as illustrated in Figure 7.18.
We see a thermal hysteresis across the spin-gap transition (Tsg ~ 60K) and
magnetostructural transition (Tys ~ 23 K) [insets (a) and (b) of Figure 7.18] indicating

the first order nature of the phase transition.
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Figure 7.18: Temperature dependence of dielectric constant of LiFeCr,Og in zero magnetic fields at 100
kHz. Inset (a) and (b) show the zoom in view of thermal hysteresis across the spin-gap state (Tsg) and
magnetostructural transition (Tys) respectively; inset (¢) shows the temperature dependence of dielectric
loss in zero magnetic fields at 100 kHz showing thermal hysteresis across Tsgand Tys.
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A similar thermal hysteresis has been observed at the spin-gap transition
temperature of LiInCr,Og [see Figure 7.16(b)]. Interestingly, temperature dependent
dielectric loss also shows two peaks at 23 and 60 K [inset (c) of Figure 7.19] as well as
thermal hysteresis across those temperatures indicating that the anomalies in the
dielectric data are related to the phase transition.
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Figure 7.19: (a) Temperature dependence of dielectric constant at various measuring frequency in zero
magnetic fields; (b) temperature dependence of dielectric constant and (c) dielectric loss in the presence
of different magnetic fields at 100 kHz. Inset of (b) and (c) shows the zoom in view of dielectric constant
and loss across Tsg ~ 60 K respectively.

From Figure 7.19 we observe that the dielectric anomalies do not vary with

different measuring frequencies [Figure 7.19(a)] indicating the robust and long range
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nature of the phase transitions. To understand the response of dielectric constant to an
external magnetic field we have carried out temperature dependent dielectric constant
measurement in the presence of different magnetic fields as shown in Figures 7.19(b)
and 7.19(c). From this figure, we see find there is a suppression of dielectric anomalies
with increasing magnetic field indicating that there is a coupling between the electric
polarization and external magnetic field. Moreover, we observe a shift in the dielectric
peak at Tsg ~ 60 K [inset of Figure 7.19(b)] to a higher temperature with increasing
magnetic field which could be attributed to the Lyddane-Sachs-Teller effect [51-53] as
discussed for the Ga and In compounds. The temperature dependent dielectric loss in
the presence of different magnetic fields also shows suppressed feature as well as the
shift of loss peak to a higher temperature with increasing magnetic fields [inset of
Figure 7.19(c)].

Being observed the effect of magnetic field on the dielectric constant we have
investigated the isothermal magnetodielectric effect or magnetocapacitance (% MC) as
a function of the magnetic field as shown in Figure 7.20(a) - 7.20(f). From this figure,
we observe that there is a magnetodielectric hysteresis with the magnetic field at all
temperatures below ferrimagnetic transition. Since below ferrimagnetic ordering
temperature there exists isothermal magnetic hysteresis as a function of the magnetic
field [Figure 7.20(g) — 7.20(1)] the hysteretic behavior of magnetocapacitance (% MC)
could be associated with the magnetization data. Interestingly, we notice that the width
of the magnetodielectric hysteresis also changes with changing temperature similar to
that happened with the magnetic hysteresis indicating that spin-spin interactions are the
driving force for magnetodielectric effect. More surprisingly, we see from Figure
7.20(a) and 7.20(b) that the there is a reversal in the direction of magnetodielectric
hysteresis as compared to the magnetocapacitance data recorded at T > 23 K. As we
have already mentioned that the magnetic structure of LiFeCrsOg changes from
ferrimagnetic to the complex spin configuration at 23 K, therefore, we believe that the
reversal could be associated with the difference in spin structure. The increased width
of magnetodielectric hysteresis near the spin-gap state [Figure 7.20(c)] is noteworthy
and it could be associated with the increased cation off-centering as a result of stronger
breathing distortion facilitating to form the gapped state [54]. Interestingly, it is
observed that at 10 K, the trend of change in square magnetization per formula unit



Chapter 7

with magnetic field correlates well with the magnetocapacitance change below 7 kOe,

while above Tys no such correlation has been observed between %MC and M? as

evident from Figure 7.21.
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Figure 7.20: (a-f) Magnetocapacitance (%MC) hysteresis and (g-I) isothermal magnetization hysteresis
of LiFeCr,Og as a function of magnetic field at different temperatures.
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Figure 7.21: The relation between magnetic field-dependent MC (%) and field-dependent square
magnetization per formula unit at (a) 10 K and (b) 50 K for LiFeCr4Og.

The dependence of MC (%) on the square magnetization per f.u. below
magnetostructural transition (Tmys ~ 23 K) could be attributed to the fact that the
coupling between spin-spin correlation and lattice distortion becomes stronger due to
concurrent change in magnetic and crystallographic structures at Tys. Therefore, based
on Figure 7.21(a) it can be inferred that the magnetostructural coupling is the main
source of magnetodielectric effect in LiFeCrsOg.0n the other hand, above 7 kOe
probably the spin structure of the compound changes resulting in weakening of
magnetostructural coupling thereby a deviation between field-dependent MC (%) and
field-dependent the square magnetization per f.u. is established. Figure 7.21(b) clearly
indicates that above magnetostructural transition the coupling between dielectric
constant and spin-spin correlation in the collinear ferrimagnetic state is weak.
Therefore, no linear scaling behavior between field-dependent MC (%) and field-
dependent the square magnetization per formula unit. The dielectric anomaly appeared
at 94 K in LiFeCr4Og is associated with the ferrimagnetic ordering. The occurrence of
dielectric anomaly at 23 K, where a concomitant change in crystal and magnetic
structures occur through magnetoelastic effect as a result of strong spin-lattice coupling
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[15]. It is to be noted that the magnetostructural transition point in the Fe compound is
reached from a magnetically ordered state, unlike the Ga or In compound. Despite the
fact that LiFeCr,Og orders magnetically at high temperature (94 K), the magnetic
frustration among Cr, tetrahedra drives structural transition (23 K) which is
accompanied by a change in the magnetic structure. The evolution of dielectric
anomalies at the three magnetic transition temperatures as well as the response towards

external magnetic field indicates the occurrence of magnetodielectric effect.
7.4.4 Raman spectroscopic study of LiFeCr,Oq

Raman measurements have been carried out on LiFeCr4Og in the temperature range 5-
130 K to understand the coupling between spin and lattice modes. The Raman spectrum
of LiFeCr4Og collected at 22 K is shown in Figure 7.22(a). LiFeCr4Og, which consists of
LiO4, FeO, tetrahedra, and CrOg octahedra, exhibits a Raman spectrum which is
comparable to that of normal spinels. Compared to the Raman spectrum of a spinel
structure, few peaks of LiFeCrsOg have been found to be split into two peaks. For
example, the A; mode (which corresponds to symmetric Cr-O stretching in the CrOg
octahedra) is a singlet in the Raman spectra of spinels, has been split into two peaks at
689 and 692 cm™ in LiFeCr,Og [55]. This could be attributed to the different Cr-O bond
lengths present within CrOg octahedra. Another prominent Raman peak occurs at ~ 618
cm™ (T,). Both Ay and T, modes can be attributed to the symmetric stretching of the Cr-
O bonds in the CrOg octahedra [55]. The temperature dependence of these two modes
(692 cm™ and 618 cm™) is shown in Figure 7.22(b) and 7.22(c) respectively. Usually,
frequencies of bond stretching modes increase with a decrease in temperature due to
anharmonicity which is the case with the both A; and T, modes between 130-100K.
However, the modes frequencies deviate from the usual anharmonic behavior around
Twus, Tse and Tyn. While lowering the temperature, the Raman mode hardens below Tys
and Tsg and softens below Ty. At Ty, the sudden softening of stretching peaks implies
that the Cr-O bond length increases probably indicating a release of strain at this point.
Since there is an onset of magnetic interactions across these transition temperatures, the
anomalous softening/hardening of stretching modes around Tys, Tsg and Ty can be
attributed to spin-phonon coupling [2, 3]. However, the linewidths of the modes which
are related to the phonon relaxation times have not shown any observable changes

within our experimental resolution, across these transitions. The changes in linewidth
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may [56,57] or may not [58] be observed during the spin-phonon coupling. The absence
of any changes in linewidth may be attributed to magnetostriction [59]. Nevertheless,
the changes observed in the Cr-O stretching modes indicate that all the transitions
involve changes in Cr-O bond length which intern indicates that the octahedral

distortions play an important role in the magneto-dielectric properties in this material.
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Figure 7.22: (a) Raman spectra of LiFeCr,Og at 22 K. The inset shows the deconvolution of the Cr-O
stretching mode (A,); (b-c) the temperature dependence of the T, (left panel) and A, (right panel) modes.
The dashed lines correspond to the transition temperatures, and the red lines are the guide to the eyes.
Tums, Tse, and Ty correspond to the magnetostructural transition, the onset of spin-gap state and Néel
transition temperatures respectively.

We have measured the pyroelectric currents of all these compounds (Ga, In and
Fe) in zero as well as in the presence of different magnetic field across the
aforementioned dielectric anomalies to see whether there exists any polar state or not.
However, none of the compounds reveal any pyroelectric peak across those dielectric
anomalies. Moreover, since we observe a weak effect of magnetic fields on the
dielectric constant of these compounds therefore, we suggest that the effect of magnetic
field in inducing a linear magnetoelectric effect, if any, would be subtle. The absence of
linear magnetoelectric polarization is consistent with the observed magnetic structures

of LiGaCr4Og which do not allow linear magnetoelectric effect. However since these
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crystals are piezoelectric, they should possess second order magnetoelectric effect
irrespective of magnetic ordering, which is probably quite small. We also clarify the
point that since we do not observe any ferroelectric state based on the temperature
dependent pyroelectric measurement, it would be more appropriate to associate these
phenomena with magnetodielectric coupling rather than magnetoelectric effect.

7.5 Conclusions

In conclusion, our present investigations clearly demonstrate the magnetodielectric
effect in the A-site ordered chromate spinel where dielectric anomalies appear in the
vicinity of long range as well as short range (or spin-gap) antiferromagnetic ordering
temperatures. The origin of a dielectric anomaly in the Ga and In compounds near Ty
has been attributed to the combined action of spin Jahn-Teller effect via strong spin-
lattice coupling and strain that arises due to structural phase coexistence signifying the
role of complex magnetostructural effect. In addition to the already existing spin-lattice
interaction, the existence of gapped state enhances the feature of a dielectric anomaly at
a higher temperature in the In compound as compared to the Ga compound without any
gapped state at higher temperature. In LiFeCr,Og, a unique magnetostructural ground
state has been observed where the exchange interaction between the magnetic ions at
the A and B site plays an important role. The origin of magnetodielectric coupling in Fe
compound has been attributed to the spin-phonon coupling as evidenced from Raman
spectroscopic measurements. Therefore, the introduction of breathing distortion
provides additional degrees of freedom in the geometrically frustrated pyrochlore

lattice to explore many interesting properties.
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Effect of aliovalent anion (N, F)
substitution on the properties of

k
/110)

Summary

ZnO co-substituted with nitrogen and fluorine, has been synthesized for the first time by solid
state reaction by using ammonia gas and ammonium fluoride as sources of nitrogen and
fluorine respectively. Also, we have synthesized the N, F- co-substituted ZnO by decomposing
NH,ZnF; in a flowing ammonia gas medium. From both the synthesis, we have achieved the
substitution level of N and F in ZnO lattice in the ratio of 2:1. Substitution of both N and F
results in new absorption features in the visible range centered around 500 nm, the edge of this
visible band being ~ 1.77 eV. The remarkable change in band gap in N, F- ZnO is reflected in
the bright orange color compared to unsubstituted ZnO, which is white in color with the
corresponding band gap of ~ 3.4 eV. The reduction in the band gap leads to the increment of
dielectric constant of N, F- ZnO as compared to ZnO by two to three-fold. Interestingly, both
N, F- ZnO prepared by different routes show the occurrence of room temperature
ferromagnetism which is a universal feature of nonmagnetic nanoparticles.
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8.1 Introduction

ZnO is one of the foremost and simple material which finds applications in diversified
directions. It finds applications in spintronics [1], transparent conducting oxides [2],
laser diodes, light emitting diodes [3], transparent thin film transistors [4], liquid crystal
displays [5], field emitters [6], medicine [7,8], pigment [9], ceramic industry [10] and
many more area [11]. ZnO crystallizes in two structures namely, hexagonal wurtzite
(P6smc) and cubic zinc-blende (F43m). Hexagonal wurtzite structure is the most stable
form of the ambient condition, and the cubic zinc-blende is stable in a thin film form of
ZnO grown on a cubic substrate. At ~ 10 GPa pressure ZnO takes the rock salt
configuration (Fm3m) [12]. The Zn-O bond is highly ionic in nature which makes the
bond polar, and it shows piezoelectric property [11]. ZnO is an n-type semiconductor
with a direct band gap of 3.37 eV and a high concentration of native defects such as
oxygen vacancies and zinc interstitials [13]. The existence of high band gap allows it to
withstand high electrical voltage and also useful in high-temperature operation. The
wide band gap as well as high abundance, nontoxicity, high chemical and photostability
makes ZnO an ideal candidate as a catalyst. However, unfortunately, it cannot be used
in the visible region of the solar spectrum. Therefore, the band structure of ZnO has

been engineered in many different ways to make it useful in the visible region.

It has been a common trend for a long time to substitute the cations in metal
oxides to modify the electronic structure thereby tuning the related physical properties
[12]. However, such efforts show marginal changes in the electronic structure and
hence exhibit a limited effect on the physical properties. Also, separate strategy to
substitute the anions of metal oxides or chalcogenides with the isovalent anion has also
been adopted to achieve the same goal [14]. The second strategy is found to be more
successful because isovalent anion substitution affects the valence band markedly
thereby facilitating to modify the electronic structure. There have been efforts to
substitute ZnO with other elements to modify its electronic properties [15-21]. In
particular, nitrogen substitution brings about significant changes in the Raman spectrum
[22-24] and affects the band gap as well as photocatalytic activity [25]. Fluorine
substitution marginally changes the electronic properties because halogen atoms give
rise to deep-lying levels [20,21]. On the other hand, nitrogen substitution in TiO,

extends the absorption band to the visible region and creates a band top of the valence
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band thereby narrowing the band gap. Fluorine substitution in TiO; is also found to be

less effective in altering the band gap which lies in the ultraviolet region.

Furthermore doping with nitrogen atom gives rise to oxygen vacancies which
give rise to room temperature ferromagnetism in nanoparticles and shows the reduction
in band gap suitable for the photocatalytic activity. On the other hand, the oxygen
vacancy created from the nitrogen doping also facilitates electron-hole recombination
which is a major obstacle for reducing the efficiency of photocatalytic activity.
Although the p orbital of fluorine is lower in energy thereby not affecting the band gap
of metal oxides, but fluorine doping reduces the recombination of photogenerated
electrons and holes due to strong electron withdrawing ability of M-F group present on
the surface of fluorine doped metal oxides. Fluorine doped metal oxides are
catalytically active only in the ultraviolet region. Therefore, the combination of
nitrogen and fluorine could be used to recover one's disadvantage in exchange for
others advantage or vice-versa. With this motivation co-substitution of aliovalent
anions in metal oxides is found to be one of the most successful strategies. It is because
one N* and one F are equivalent to two oxide ions. Moreover N*, O* and F are
isoelectronic and have similar ionic radii. Therefore the ionic radius of O% is the
average of the radii of N* and F". The aliovalent anion substitution in TiO, improves
the photocatalytic activity significantly due to greater absorption of visible radiation
[26]. Aliovalent N, F- co-substitution also affects the magnetic properties of
antiferromagnetic-magnetoelectric Cr,O3 [27], ferroelectric properties of BaTiOs;
significantly [28].

8.2 Scope of the present investigation

In most of the studies reported so far, the concentrations of N and F in either N- ZnO or
F-ZnO have been small. There was no report on the experimental study of the effects of
co-substitution of nitrogen and fluorine in ZnO. A theoretical study has predicted the
appearance of a sharp peak in the electronic function in the low-energy region [29]. We
have synthesized ZnO substituted with both N and F (N, F- ZnQ) for the first time by
two independent methods and have investigated their properties along with those of
ZnO substituted with N or F alone [30]. In one method of preparation, nanoparticles of

ZnO were used as the starting material, whereas the second approach involves the
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decomposition of NHsZnF3; under suitable conditions. A remarkable property of N, F-
ZnO is found to be its bright orange color and the associated long-wavelength visible
absorption centered around 500 nm, the edge of this visible band being ~ 1.77 eV [30].
Furthermore N, F-co-substituted ZnO showed reduced oxygen vacancy concentration
and increased dielectric constant. The present study also indicates that the presence of
fluorine enhances the effect of nitrogen substitution which helps in the reduction of the
band gap. The combination of electrostatic and covalent interactions is the stabilizing
factor for O-Zn-N/F ordering. First-principles calculations shed light on the
understanding of electronic structures and properties of N, F- co-substituted ZnO.

8.3 Experimental details

We have prepared ZnO nanoparticles (NP) by mixing zinc acetate and potassium
hydroxide and heated at 60 °C for 2 hrs. We heated the so obtained ZnO nanoparticles
in flowing ammonia gas at 600 °C for 2 hrs to obtain N- ZnO. Heating with ammonium
fluoride in air at 600 °C for 2 hrs yielded F- ZnO. N, F- co-substituted ZnO was
prepared by heating the mixture of ZnO-NP and NH4F in flowing ammonia gas at 600
°C for 2 hrs, followed by annealing at 400 °C for 2 hrs in air. We also prepared the F-
ZnO and N, F- ZnO by the decomposition of NH4ZnF3. To prepare the NH4ZnF3,
commercially available ZnO was mixed with NHsF; and heated at 100 °C for 20 hrs
followed by 150 °C for 24 hrs. Phase pure NH4ZnF3 was heated in air at 350 °C for 3
hrs to obtain F-ZnO and in flowing NH3 at 600 °C for 2 hrs followed by annealing in air
at 400 °C for 2 hrs to obtain N, F- ZnO. To check the phase purities of all the
unsubstituted ZnO as well as N, F- substituted ZnO samples we recorded x-ray
diffraction data with a Bruker D8 Advance x-ray diffractometer. We used a software
package FULLPROF suite for performing Le Bail fitting of the XRD patterns to obtain
the lattice parameters [31]. X-ray photoelectron (XP) spectra were recorded in an
Omicron Nanotechnology Spectrometer with the Mg-K, (1253.6 eV) as x-ray source to
analyze the composition of the samples. Transmission electron microscopy (TEM)
images were obtained in JEOL JEM-3010, fitted with Gatan CCD camera operating at
an accelerating voltage of 300 kV. We recorded Raman spectra on powdered samples
using a LabRAM HR 800 high-resolution Raman spectrometer (HORIBA-Jobin Yvon)
in the presence of Ar ion laser (514.5 nm). UV—Vis absorption spectra were recorded

using a Perkin-Elmer Lambda 650 (UV/VIS/NIR spectrometer) and PL measurements
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were carried out with a Horiba Jobin Yvon Spectrometer (iHR 320) at room
temperature. DC magnetization measurements were carried out at room temperature
using a Superconducting Quantum Interference Device Magnetometer (SQUID,
MPMS3, Quantum Design, USA).

8.4 Results and discussion

8.4.1 X-ray diffraction:

X-ray diffraction data of the N-, F- and N, F- co-substituted ZnO samples correspond to
the hexagonal wurtzite structure as can be seen from the XRD patterns in Figure 8.1.
Compared to pure ZnO [a = 3.2486 (2) A; ¢ = 5.2031 (3) A], there is a decrease in the
cell parameters in both N-ZnO [a = 3.2464 (2) A; ¢ = 5.1998 (4) A] and F-ZnO [a =
3.2456 (6) A; ¢ = 5.1995 (10) A] prepared by the nanoparticle route. The N, F- co-
substituted ZnO shows even a greater decrease in the lattice parameters [a = 3.2355 (7)
A; ¢ =5.1879 (10) A]. The lattice parameters of the samples prepared by the complex
(NH4ZnF3) decomposition route are a = 3.2541 (12) A; ¢ = 5.2137 (20) A for F-ZnO,
and a = 3.2456 (4) A; ¢ = 5.2014 (6) A for N, F- ZnO. The crystallite sizes of the
samples obtained by the nanoparticle route calculated from the Scherrer formula are 17
(Zn0), 30 (N-Zn0), 30 (F-Zn0) and 27 (N, F- ZnO) nm.
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Figure 8.1: XRD patterns of ZnO and anion-substituted ZnO prepared by the (a) nanoparticle and (b)
complex decomposition routes respectively.

In the case of samples obtained by the complex decomposition route, the

crystallite sizes are 12 (F-ZnO) and 33 (N, F- ZnO) nm. The decrease in crystallite size
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of F-ZnO is due to the increasing amount of F atoms occupying the interstitial site of

ZnO resulting in a large density of dislocations [32].
8.4.2 X-ray photoelectron and IR spectroscopy:

To analyze the composition of N-, F- and N, F- co-substituted ZnO samples prepared
by the two routes, they were subjected to x-ray photoelectron (XP) spectroscopic
investigations. The F signals of F-ZnO prepared by nanoparticle and complex
decomposition routes appear at 687.9 and 687.6 eV respectively as shown in Figures
8.2(a) and 8.2(b). The co-substituted sample prepared by the complex decomposition
route shows the F 1s signal as an asymmetric peak centered at 687.1 eV which we
could deconvolute into two peaks, centered at 685.3 and 688.2 eV while the F 1s signal
for N, F- ZnO obtained by the nanoparticle route appears at 685.4 eV. The F 1s peak at
the lower binding energy arises due to O-Zn-F while the peak at the higher energy
originating due to interstitial F. It seems that substitutional fluorine is favored in the
presence of nitrogen as evident from the XP spectra. From the spectra, we see that F 1s
peak in N, F- ZnO appears at a lower binding energy compared to the F 1s peak

position in F-ZnO.
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Figure 8.2: X-ray photoelectron spectra of ZnO and anion-substituted ZnO prepared by the (a)
nanoparticle and (b) complex decomposition routes respectively.

N- ZnO sample synthesized by the nanoparticle route show a broad feature

centered at 398.5 eV which we could deconvolute into peaks centered at 398.7 and
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396.4 eV as shown in Figure 8.2(a). We assign the N 1s peak at the lower binding
energy to the substitution of nitrogen at the oxygen site (O-Zn-N) [33]. The peak at
higher binding energy to the N-H group located at the oxygen site or surface [15] which
decreases in intensity on annealing in air at 400 °C as shown in Figure 8.3.
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Figure 8.3: Comparison of N 1s peak intensity in the XP spectra of N, F- ZnO samples before and after
annealing in air. We show the N, F- ZnO samples prepared by the complex decomposition and
nanoparticle routes.

We have not heated the sample to a high temperature to avoid damaging the
sample. We have also confirmed the presence of the N-H species from IR spectroscopy
which shows a band at 3440 cm™ due to N-H stretching as shown in Figure 8.4. N, F-
co-substituted ZnO obtained by the nanoparticle route shows the N signals at 398.2 and
395.9 eV. N, F- ZnO prepared by complex route shows similar two N 1s peaks in the
XP spectra. We also see that in the case of F 1s peak which appears at higher binding
energy associated with the interstitial F atoms that decrease in intensity on annealing in
the air [Figure 8.5]. We have calculated the nitrogen or fluorine contents of the samples
only based on the signals due to nitrogen or fluorine substituted at the oxygen site (O-
Zn-N/F).
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Figure 8.4: IR spectra of N- ZnO and N, F- ZnO samples prepared by the nanoparticle and complex
decomposition routes.
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Figure 8.5: Comparison of F 1s peak intensity in the XP spectra of N, F- ZnO samples before and after
annealing in air. We present the N, F- ZnO samples prepared by complex decomposition, and
nanoparticle routes.

The compositions (in atomic percent) of the samples obtained by the nanoparticle
route are N- ZnO (13% N), F- ZnO (14% F), N, F- ZnO (17%N, 9%F). The higher
concentration of N in N, F- co-substituted ZnO compared to N- ZnO is due to the
presence of fluorine [29]. The compositions of the samples prepared by the complex
decomposition route are F- ZnO (20% F) and N, F- ZnO (24% N, 12% F).
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8.4.3 Raman spectroscopy:

In Figure 8.6(a), we show the room-temperature Raman spectra of the various samples
prepared by the nanoparticle route. F- ZnO shows no significant changes in the Raman
spectrum compared to that of ZnO. In N- ZnO nitrogen related Raman bands appear at
272, 505, 575 and 638 cm™ [22-24]. These vibrational modes occur in ZnO co-
substituted with N and F along with the phonon modes due to ZnO, confirming the
incorporation of nitrogen. The Raman spectra of N, F- ZnO and other samples prepared

by the complex decomposition route show similar features as shown in Figure 8.6(b).

(2) (b)

N-ZnO

Intensity (a. u.)
Intensity (a. u.)

200 4(:}0 600 860 1000 200 400 600 800 1000
Raman shift (cm™) Raman shift (cm™)

Figure 8.6: Raman spectra of ZnO and anion-substituted ZnO prepared by the (a) nanoparticle and (b)
complex decomposition routes respectively.

8.4.4 UV-Visible, Photoluminescence and Electron Energy Loss Spectroscopy
(EELS):

The chemical bonds of the constituent elements present in the structure highly influence
the optical band gap of material. Substitution of F in ZnO prepared by the nanoparticle
route has negligible effect on the UV absorption spectrum showing band-edge
absorption at 3.04 eV, compared to pure ZnO at 3.21 eV [Figure 8.7(a)]. N substitution
in ZnO also shows a similar feature with the band-edge absorption at 3 eV. Substitution
of both N and F results in new absorption features in the visible range centered around

500 nm, the edge of this visible band being around 1.77 eV.

We calculate the band gap of both direct and indirect semiconductor by

extrapolating the absorption edge onto the energy axis (x). The [F(R)hv] versus hv plot
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for a direct transition (in case of ZnO) and the [F(R)hv]*? versus hv plot for an indirect

transition, where F(R) is the Kubelka - Munk (K-M) function [F(R) = g = (1;;:)2

= 12}\& eV is the photon energy, K is the absorption coefficient, S is the scattering

], hv

coefficient, R is the reflectance, A is the wavelength (nm). The empirical relation in the
parenthesis is often used to convert the reflectance data into absorbance. The value of

hv extrapolated to F(R) = 0 gives an absorption energy, which corresponds to a band
gap Eq [34]

1.0f (a ' ' : ] —330am  Zn0
__ ) N,F-ZnO D o ¢
0.8f Y} 1=
8
& 0.6} T
¥ 04} =z
3
0.2} =
0.0p ° ) ) ) ) . N-ZnO,
400 500 600 700 800 400 500 600 700 800
Wavelength (nm) Wavelength (nm)
1.0F (b) o 1.0 _(d) A = 330 nm
0.8} N,F-ZnO ;\
0.6} G
7] -
2 041 =
g
0.2} =
0.0F == . .
400 500 600 700 800 400 500 600 700 800
Wavelength (nm) Wavelength (nm)

Figure 8.7: (a), (b) UV-Vis spectra of ZnO and anion-substituted ZnO prepared by the nanoparticle and
complex decomposition routes respectively. Inset of (a) shows the color of the samples in visible light.
(c), (d) PL spectra of ZnO and anion-substituted ZnO prepared by the nanoparticle and complex
decomposition route respectively.

The absorption spectra of the samples obtained by complex route [Figure 8.7(b)]
are similar to those achieved by the nanoparticle route. The long-wavelength absorption
in the visible region upon N, F co-substitution in ZnO causes a change in the color of
ZnO from white to bright orange as shown in the inset of Figure 8.7(a). N- ZnO has
salmon color while F- ZnO is pale yellow. Electron energy loss spectra (EELS) also
demonstrate the presence of local energy states at ~ 1.73 eV corresponding to the
optical absorption bands of N, F- ZnO as shown in Figure 8.8 (a). In addition to the
characteristics band gap of ZnO at ~ 3.4 eV [Figure 8.8(b)] we observe another two
states at ~ 2.18 and 2.68 eV associated with the oxygen vacancy or defect-related states.
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Figure 8.8: EELS data of (a) pure ZnO nanoparticles and (b) N, F- ZnO prepared by the nanoparticle
route at room temperature showing the existence of local energy states at different energy.

Photoluminescence (PL) spectroscopy is very much useful to study the defects in
oxides. In Figures 8.7(c) and 8.7(d), we show the PL spectra at an excitation
wavelength of 330 nm for the N-, F- and N, F- co-substituted samples prepared by the
nanoparticle and complex decomposition routes respectively. The PL spectrum shows a
weak band-edge emission at 384 nm and a major visible emission at ~ 700 nm due to
electron transfer from the singly ionized oxygen vacancies to the photoexcited hole
[35]. Both N- and F-substituted ZnO show emission bands at 419 and 438 nm, ascribed
to the presence of Zn interstitials [36]. N substitution in ZnO wipes out the emission
band at ~ 700 nm due to oxygen vacancies, but F substitution does not [Figure 8.7(c)].
The N, F- co-substituted sample shows peaks in the 410-450 nm range, but almost no
absorption around 700 nm. The samples prepared by the complex decomposition route
show similar features [Figure 8.7(d)]. From this figure, it is clear that co-substitution
with N and F drastically reduces the emission band at ~ 540 nm in ZnO. The defects
related band in the emission spectra of ZnO originates from the transition between the
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electron near conduction band and the deeply trapped hole sitting at the vacant oxygen

center having no electron.
8.4.5 Isothermal magnetization data:

Room temperature ferromagnetism is a universal feature of otherwise non-magnetic
inorganic nanoparticles [37,38]. The origin of the ferromagnetism has a connection to

the presence of defects such as cation or anion vacancies in the nanoparticles.
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Figure 8.9: Isothermal magnetic hysteresis, M(H), of ZnO and anion-substituted ZnO at room
temperature prepared by the (a) nanoparticle and (b) complex decomposition routes respectively.

In Figure 8.9 we show the room temperature magnetization data for ZnO and
anion substituted ZnO. We observe that all the samples show saturated magnetic
hysteresis, M(H), at room temperature indicating the occurrence of room temperature
ferromagnetism. From this figure, we find that saturation magnetization value of N, F -
ZnO is relatively lower in the sample prepared by complex decomposition route (Ms =
0.001 emu/g) than that obtained from the nanoparticle path (Ms = 0.01 emu/g). This
result indicates that the defects associated with the N-, F-, co-substitution and particle
size effects are relatively less in the N, F- ZnO synthesized by the complex
decomposition route than that prepared by the nanoparticle path. This observation is

consistent with the PL study.

The observed magnetization data on the samples prepared by the nanoparticle
route is also consistent with the N and F compositions obtained from XPS. Since our
co-substituted sample contains excess N as compared to F (N: F = 2: 1), therefore that
will lead to the creation of oxygen vacancy. Therefore, the gradual increase of
saturation magnetization [Figure 8.9(a)] with the introduction of anion substituent could
be attributed to the increasing vacancy generated due to inequivalent numbers of N and
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F in the sample. Of course in all the samples other cation defects (Zn interstitials) and
size effects will also contribute into the ferromagnetism. Here unsubstituted ZnO
nanoparticles show the lowest value of saturation magnetization because the as-
prepared sample was annealed at 600 °C thereby reducing the defect states and
increasing the agglomeration. In Figure 8.10 we show the TEM images of unsubstituted
and anion substituted ZnO samples prepared by the nanoparticle route. From the TEM
image, it is seen that substitution of anion increases particle agglomeration because of
high synthesis temperature (600 °C). The average crystallite size of the anion

substituted ZnO is ~ 30 nm, which is consistent with the XRD results.

On the other hand, in the samples prepared by the complex decomposition route
we observe that F substitution enhances the saturation magnetization as compared to
ZnO indicating that F substitution creates oxygen vacancy. However, in N, F- ZnO the
saturation magnetization decreases which mean that there is a reduction in oxygen
vacancy related states which is in agreement with the PL study [see Figure 8.7(d)].
Therefore, the study of magnetization data and PL spectra is extremely useful to have

information on the defect-related states.

(T AT N . L R o

Figure 8.10: TEM images of (a) ZnO nanoparticles annealed at 600 °C, (b) F- ZnO, (c) N- ZnO and (d)
N, F- ZnO prepared by the nanoparticle route. The inset shows the electron diffraction (ED) pattern of
the respective samples.
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8.4.6 Important interpretations from first-principles calculations:

First-principles calculations carried out by Waghmare et al. [30] provide significant
microscopic insight on the stability of anion co-substitution and electronic structures of

N, F- ZnO. The main findings are:

(1) The analysis of the energetics of F- ZnO, N- ZnO, and N, F- ZnO reveals that co-
substitution of N and F is preferable over individual substitution with N or F, with a
lowering of energy by 1.97 eV. Further substitution of N in N, F- ZnO is also
favorable with a lowering of energy by 0.61 eV.

(2) The energies of distinct chemically ordered configurations of N, F- ZnO reveals
that, N and F preferentially occupy nearest neighbor sites bonded via Zn*" cation.
Secondly, configurations with N anions occupying the nearest neighbor sites are not
energetically favorable. Thus, the tendency of N and F to cluster together is evident.
The co-substitution of aliovalent anions are stabilized due to the combined action of

electrostatic and covalent interactions would favor this ordering.

Figure 8.11: Comparison of the electronic band structures of bulk (solid line) and a representative
configuration of N, F - ZnO (dashed line), obtained from DFT-based calculations.

(3) From the band structure calculation (Figure 8.11) it is observed that the uppermost
valence bands are most affected by the N, F substitution, with the N 2p-derived
states arising as a sub-band at the top of the valence band (with minor contributions

from the Zn 3d and O 2p-derived states), effectively reducing the band gap.

(4) The p-states of the strongly electronegative F are deep down in energy, and less

electronegative N is concentrating at the top of the valence band. The p-states of
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additional N (in N, F- ZnO) form the sub-band just above the valence band. Thus,
the reduction in the gap is indeed an effect of the co-substitution of F and N, as F
enhances the effect of N-substitution. The lowest energy conduction bands with Zn

4s-character are essentially unaffected by the substitution.

(5) The optical absorption spectra of N, F- co-substituted ZnO determined from
electronic structure clearly show the effect of the N sub-band at energies below the
band gap of bulk ZnO [Figure 8.12(a)]. Changes in the electronic structure with N,
F- co-substitution, particularly the reduction in the band gap, is reflected in the
changes in properties such as dielectric constant. The electronic dielectric constant
(€”) estimated using DFT-based linear response calculations show two to three-fold
increments with N, F- co-substitution (from about 8.9 to 20.3). In Figure 8.12(b) we
show the experimental data on the dielectric constant of ZnO and N, F- ZnO
measured as a function of frequency at room temperature. Interestingly N, F- ZnO

exhibits a higher dielectric constant than ZnO at all frequencies.
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Figure 8.12: (a) Comparison of the absorption coefficients of bulk and N, F- ZnO, obtained from DFT-
based calculations and (b) experimental observation of the variation of dielectric constant of ZnO and N,
F- ZnO as a function of frequency at 298 K. Inset of (b) shows the dielectric loss as a function of
frequency.

8.5 Conclusions

In conclusion, our investigation clearly demonstrates that co-substitution of N and F in
ZnO brings about extraordinary changes in the electronic structure. The change in the
optical spectrum is remarkable in that there is intense visible absorption imparting
bright orange color to the oxide. The disappearance of oxygen vacancies and the
increase in dielectric constant are also noteworthy. First-principles calculations show

that co-substitution of N and F for O in ZnO is favorable over individual substitution by
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N or F. This is because of the pairing of N and F at neighboring sites, with the resulting
bonds being stiffer than those of pure ZnO. The p-orbitals of nitrogen are the most
active states in altering the electronic structure of ZnO by giving rise to a sub-band of
about 0.6 eV bandwidth at the top of the valence band, effectively reducing the band
gap of ZnO. This effect is enhanced significantly by the presence of fluorine. While the
first principles calculations underestimate the gap and the changes in it, they provide a
clear picture of the effect of N and F substitution on the electronic structure of ZnO.
The properties found by us may indeed result in the useful application of N, F- ZnO.
Therefore, the strategy of anion co-substitution provides a new direction to modify the

electronic structure of different semiconductors in a better way for desired properties.
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