
� �������	� 
���
�������
�� � ����
������ � ��� � ��� � ! ���#" �

A Thesis

Submitted for the Degree of$�%'&�%)( %+* , -/.102%�34%�56-67

in the Faculty of Engineering

by

8 9;:=<>9�?A@CBEDGFH:IB JKBE@ML

E M U
J N C  A S R

(A Deemed University)
Bangalore – 560 064

APRIL 2007





To my parents





DECLARATION
I hereby declare that the matter embodied in the thesis entitled “Novel Stability Prob-

lems in Pipe Flows” is the result of investigations carried out by me at the Engineering
Mechanics Unit, Jawaharlal Nehru Centre for Advanced Scientific Research, Banga-
lore, India under the supervision of Prof. Rama Govindarajan and that it has not been
submitted elsewhere for the award of any degree or diploma.

In keeping with the general practice in reporting scientific observations, due ac-
knowledgement has been made whenever the work described is based on the findings of
other investigators.

Kirti Chandra Sahu





CERTIFICATE
I hereby certify that the matter embodied in this thesis entitled “Novel Stability Prob-

lems in Pipe Flows” has been carried out by Mr. Kirti Chandra Sahu at the Engineering
Mechanics Unit, Jawaharlal Nehru Centre for Advanced Scientific Research, Banga-
lore, India under my supervision and that it has not been submitted elsewhere for the
award of any degree or diploma.

Prof. Rama Govindarajan

(Research Supervisor)





���������
	���
�����
���
������

This thesis could not be possible without the help, guidance, and constant encouragement of my thesis advisor,
Prof. Rama Govinadrajan. She is a great source of inspiration for me. Indeed she has taught me what research
is all about. She has been much more than my thesis advisor; she has been a parent to me during my study at
the Engineering Mechanics Unit, Jawaharlal Nehru Centre for Advanced Scientific Research, Bangalore. I will
always fondly remember my conversations, scientific discussions with her. I am fortunate to have her as my thesis
advisor.

I am grateful to Prof. Roddam Narasimha for valuable discussions and suggestions, which helped me in
grasping the fundamentals in my area of research, and was essential for the completion of this thesis.

I would like to thank Dr. K. R. Sreenivas for his help and encouragement towards the thesis. His valuable
suggestions and ideas about the practical situations helped me to think from the point of view of experiments. It
is a pleasure to thank Dr. Meheboob Alam for his encouragement. I wish to thank Dr. Ganesh Subramanian for
discussing several research problems with me including the one of wall-slip flows.

I thank Prof. S.P. Vanka for giving me a foundation in Computational Fluid Dynamics, for his keen interest in
the work and many helpful suggestions to accelerate the rate of convergence of our Navier-Stokes solver. I thank
him for sharing his multigrid algorithm with us.

I gratefully thank Prof. U. N. Sinha, Dr. T. N Venkatesh, Dr. V. R. Sarasamma, Dr. Rajalakshmy S., Mr. Amit
and Dr. Jaganath for building the MK6 parallel machine and parallising our Navier-Stokes solver at the Flosover
Unit, National Aerospace Lab, Bangalore.

I would like to thank Prof. A. K. Sood and Prof. G. Homsy for their helpful suggestions. I also wish to thank
Dr. Narayanan Menon for many discussions. Grateful thanks to Prof. Tom Mullin for sharing his unpublished
results of the developing flow in the entry region of a pipe and for discussions.

We acknowledge the Defence Research and Development Organisation, India for financial support. I would
like to thank Council of Scientific and Industrial Research, India and Indian National Science Academy, India
for providing me the financial support to attend the conference “Eleventh Asian Congress of Fluid Mechanics”,
Malaysia (2006). I also wish to thank International Center for Theoritical Physics, Italy for the financial support
to attend the workshop “Introduction to Microfluidics”, Italy (2005).

I would like to thank Dr. Jay Raj Kumar (Manipal Hospital) for many discussions on blood flow in human
body. I really appreciate his encouragement. I thank Dr. Sameen for the collaboration to study the flow through a
diverging channel with slip.

I would like to thank my lab mates: Sameen, Vinod, Vijay, Binaya, Mukund, Faraz, Subarna, Rajaram,
Shreyas, Punit, Mani, Anubhab, Sanjeeb, Antina, Ratul, Harish, Pinaki, Kaushik, Ashish, Priyanka, Anjana and
Gayathri for their constant supports, encouragement and creating a very good friendly and working environment
in the Lab. Special thanks to Vijay, Kaushik and Raji for their help and encouragement.

I am ever grateful to my institute,JNCASR for providing the necessary infrastructure and financial support.
I thank the office staff of JNCASR for their prompt and generous help. I would also like to thank the computer
lab, JNCASR for providing excellent computation facilities. I am grateful to Dr. Umesh V Waghmare for
allowing me to use all the complab facilities. I thank Rajesh, Shital, Ravi, Vikash, Masanam for helping me use
the computer lab facilities.



During my Ph.D, I have come across many nice and friendly people. I would like to thank all of them whose
presence have helped me a lot towards the completion of the thesis. I would like to thank Saswati, Gopal, Chandu,
Jyoti, Sasmita and Jyotirmayee to make me feel homely at JNCASR. Thanks to Asish, Prasant, Motin, Joydeep,
Subrata, Krupa for their support and encouragement. I would also like thank Ram and Sutirth for their help and
encouragement in many situations.

I would like to thank few people outside JNC. I thank Amit Khatri (National Aerospace Lab) and Malik
(Indian Institute of Science) for their encouragement. I am grateful to have friends like Subrat, Srikant, Om,
Subudhi, Saroj and Sandeep. Special thanks to Subrat for several Spiritual and Philosophical discussions we have
had. It indeed inspired me a lot.

Finally I would like to thank my parents for their constant care and blessings which helped me to grow in
both professional and social life. I would like to thank my brother (Surya) and my sisters (Anu and Mami) for their
love which gave me enough courage to face any problem. Last but not the least, I would like to thank Manisha for
her support.



��� ��������� �

The main objective of this thesis is to study the instability and evaluate the likely mechanisms of
transition to turbulence in divergent and small-scale (as discussed below) pipe flows. It was first
demonstrated by Reynolds (1883) that pipe flow becomes turbulent at a particular value of a non-
dimensional parameter which now bears his name. In recent times, this problem has received a lot
of renewed attention [Faisst & Eckhardt (2003); Hof et al. (2003); Peixinho & Mullin (2006)]. With
many demonstrations [see e.g. Hof et al. (2004)] that pipe flow may be maintained laminar up to high
Reynolds numbers (of the order of hundred thousand), an understanding of the effect of variations
in geometry and flow conditions are increasingly relevant.

Fully developed laminar flow (Hagen-Poiseuille flow) through a straight pipe is linearly stable
at any Reynolds number, Re. In this case, nonlinear and transient growth mechanisms drive the
transition to turbulence. However Hagen-Poiseuille flow is attained only when the pipe wall is straight
and smooth and the pipe is long enough. The length required increases with Reynolds number.
There are many variations from these conditions where linear instability can play a significant role
in transition to turbulence. Some of these situations are addressed in this thesis. They are, flow
through (i) a divergent pipe, (ii) a variety of diverging-converging pipes with constant average radius,
(iii) diverging pipes/channels with velocity slip at the wall, and (iv) the entry region of a straight pipe.
The instabilities of these spatially developing laminar flows is shown to be fundamentally different
from flows that do not vary downstream. We have also studied separation in diverging channels and
pipes.

It is not in general possible to derive analytical solutions for the laminar flows described above.
We obtain the mean flow by solving the steady two-dimensional/axisymmetric Navier-Stokes equa-
tions exactly. For the accuracy desired, the computational time required for solving the elliptic equa-
tions is very large. A full-multigrid algorithm (FMG) is used to accelerate the convergence. The code
is parallelised at the National Aerospace Laboratories, Bangalore. The FMG speeds up the solution
by a factor of hundred as compared to many traditional algorithms like Gauss-Seidel and Jacobi
iteration technique, and the parallel code (using an eight processor machine) gives a superlinear
speed-up of 11 times over a single processor.

(i) The laminar flow through a divergent pipe is shown to be linearly unstable at any angle of di-
vergence a, with the instability critical Reynolds number tending to infinity as the angle of divergence
goes to zero. At small a (< 1◦) the instability is determined by a parameter S (x) ≡ aRe describing
the basic flow profile, and the mechanism is inviscid. The flow is linearly unstable to the swirl mode
for S > 10. The instability critical Reynolds numbers are surprisingly low, e.g. about 150 for a
divergence of 3◦, which would suggest a role for such instabilities in the transition to turbulence.

For small angles of divergence and high Reynolds numbers, an axisymmetric Jeffery-Hamel
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equation (AJH) is derived to describe the mean flow. At larger angles of divergence (1◦ or greater)
the axisymmetric Navier-Stokes equations are solved directly. The partial differential equations for
non-parallel stability are solved as an extended eigenvalue problem by a novel technique. (ii) We
then study the effect of local asymmetric convergence/divergence on laminar flow through a pipe
of constant average radius. The main finding is that the instability behaviour can be changed dra-
matically by reversing the direction of flow. This is offered as a possible mechanism that could be
operating in small-scale flows, due to the presence of wall roughness.

(iii) Fluid dynamics and the role of the walls at small-scale can be very different from that
at large scales. We make a minor foray into this regime, by considering the effect of wall slip at
Knudsen numbers less than 0.1. Recent studies indicate that a velocity slip at the wall dramatically
stabilizes the linear mode in a plane two-dimensional channel, but has very little effect on the alge-
braic transient growth of disturbances [Lauga & Cossu (2005)]. At microscales, apart from slip, local
divergences and convergences of the wall are frequently encountered, here we focus on the effect
of divergence. Whereas transient growth is more important in a plane channel, at wall divergences
of less than a degree, it is linear instability, taking place two orders of magnitude lower in Reynolds
number than in a plane channel, which is dominant. Unlike in a plane channel, the effect of velocity
slip at the wall is to reduce stability. Transient growth is shown to be an insignificant player in the
process of transition to turbulence.

(iv) The laminar velocity profile through a circular pipe is parabolic once the flow is fully de-
veloped. However, the distance le required to reach this fully-developed state can be very long,
and scales linearly with the Reynolds number, Re, roughly as le/R ∼ Re/20, where R is the pipe
radius. Therefore high Reynolds number laminar flow through a pipe of limited length may never
reach a parabolic state. We show that in such circumstances linear stability can play an important
role in transition. We solve for the basic flow exactly, and conduct a non-parallel stability analysis, to
show that flow can be linearly unstable even at a Reynolds number of 1000. In contrast to what is
expected of a boundary layer type flow, disturbance growth is higher in the core region. Our results
are consistent with that of experiment. Earlier theoretical studies predicted critical Reynolds number
an order of magnitude higher than that observed in experiment and were in serious disagreement
with each other.

(v) Some other studies which are in the preliminary stage are described at the end of the
thesis. These include the study of pulsatile flow through a straight pipe. Prescribing time periodic
velocity profiles at the inlet we have solved the Navier-Stokes equation directly using a full-multigrid
algorithm on a parallel machine Venkatesh et al. (2005). We also studied separated flows in the
diverging channel/pipe. At higher angles of divergence, we study flow separation in channels and
pipes. The size, location and shape of the separated region for divergent angle varying from 0 to 90
degree are discussed in the thesis. In future, we are planning to conduct full non-parallel stability
analysis e.g. global stability analysis of such flows without the approximations made in this thesis.
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Roman Letters
E : kinetic energy
H : shape factor
Kn : Knudsen number
L : half channel width
M : Mech number
R : radius of the pipe
Ri : radius of the pipe at the inlet
RE : radius of the pipe at the smallest cross-section
Re : Reynolds number
Rei : Reynolds number at the inlet
S : product of Re × a in diverging pipe
T : time period of the oscillation of the inlet velocity
U : axial velocity
V : radial velocity
W : azimuthal velocity
Uc : loacal centerline velocity
Ui : centerline velocity at the inlet
Ul : axial velocity scaled with the local centerline velocity (Uc/Ui)
Vl : radial velocity scaled with the local centerline velocity (Uc/Ui)
Us : slip velocity at the wall
UE : centerline velocity at the smallest cross-section
UPI : axial velocity at piont of inflection
a : slope of the diverging pipe
c : phase speed of the disturbance
e : ellipticity of the pipe
f : is a function describing the boundary
g : growth of the disturbance kinetic energy
i :

√
−1

le : entry length for the flow in a straight pipe
ls : slip length
u : disturbance axial velocity
v : disturbance radial velocity
w : disturbance azimuthal velocity
up : unsteady part of axial velocity in pulsatile flow
vp : unsteady part of radial velocity in pulsatile flow
n : azimuthal wave numeber of the disturbance
p : disturbance pressure
r : radial coordinate



t : time
x : axial coordinate
y : wall normal coordinate

Greek Letters
α : axial wave number of the disturbance
β : spanwise wave number of the disturbance
ω : disturbance frequency
λ : mean free path
γ : ratio of specific heat
Ψ : streamfunction
Ω : vorticity
Ωrsd : vorticity residue
ν : kinematic viscosity

Subscripts
cr : critical location, at which g = 0
d : dimensional quantity
r : real part of a complex quantity
i : imaginary part of a complex quantity

Superscripts
′ : derivative in the radial direction
ˆ : disturbance quantity
¯ : averaged quantity
∗ : complex conjugate
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The complete route to turbulence of initially laminar pipe flow remains one of the oldest and as yet un-
solved fundamental problems of fluid dynamics. In the laminar regime, the flow far from the ends of the
pipe takes on an asymptotic limiting form, known as Poiseuille flow, which is steady and axisymmetric.
The velocity is parallel to the pipe axis, and is a parabolic function of the radial coordinate. This simple
flow is always a mathematical possibility in an infinite pipe, since it arises as an exact solution of the
Navier-Stokes equations. In reality, however, the flow is subjected to perturbations coming from the inlet,
imperfections and variations in the pipe walls, even if they are small. At low flow rates viscosity tends
to damp out flow perturbations as they are convected downstream, resulting in Poiseuille flow at large
downstream distances. However, once a certain flow rate is exceeded, the perturbations may instead be
amplified, the flow is now unstable. Instability leads to the breakdown of Poiseuille flow and the resulting
turbulent flow is no longer steady, parallel, or parabolic. The change from laminar to turbulent flow due
to instability of the laminar state is referred to as transition.

While flow through straight pipes has been studied in every aspect for more than a century, there
is not that much work on variations in geometry, such as diverging pipes. The flow in the entry region
(where flow develops from a uniform to a parabolic velocity profile), as well as pulsatile flow, have been
studied in somewhat greater depth, but here too there are aspects which have not been addressed. It is
well known that fully-developed flow through a straight pipe is linearly stable for any Reynolds number,
although in a standard experiment flow is turbulent at Reynolds number around 2000. Therefore along
with direct numerical simulations, nonlinear analysis and algebraic growth have attracted lots of attention
in the theoretical study of transition to turbulence in pipe flow. However, there are many situations of pipe
flow, such as those mentioned above, when linear stability analysis could be important and can play a role
in transition to turbulence. The heart of the thesis is in the study of such situations. We have considered
a variety of spatially developing geometries, such as flow through steadily and converging/diverging
pipes, developing flow in the entry region of a pipe, wall-slip flow through a diverging channel/pipe,
and pulsatile flow in a straight pipe. In each case we have computed the basic flow by solving the
two-dimensional/axisymmetric Navier-Stokes equations exactly and a non-parallel stability analysis is
conducted.

The motivation to study the stability of these spatially developing and pulsatile flows is as follows.
The transition to turbulence in pipe flows being an area of active interest [Hof et al. (2003, 2006); Peix-
inho & Mullin (2006)], and with many recent demonstrations [e.g., Hof et al. (2004); Huerre & Rossi
(1998)] that pipe flow may be maintained laminar up to high Reynolds numbers (of the order of hun-
dred thousand), an understanding of the instability of pipe flow with the variations in the geometry and
flow conditions are increasingly relevant. A diverging pipe is more interesting than a diverging channel
for several reasons: in the former, the critical Reynolds number is infinite for an angle of divergence
of zero, the Reynolds number is a decreasing function of the streamwise (axial) coordinate x, the flow
non-parallelism is larger for a given divergence, and the least stable disturbances are three-dimensional
in nature. It is also interesting to explore what will happen in pipes with constant average radius, but with
local divergences and convergences. This might be closer to real-life situations, especially in small-scale
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(order of mm) flow through rough pipes, than a divergence which continues for ever.

The situation is similar in a two-dimensional channel, although the laminar flow is linearly stable
up to a Reynolds number of 5772 (based on the channel half-width and the centreline velocity), and the
flow usually goes to turbulence at a much lower Reynolds number (between 1000 and 2000). Again the
mechanisms leading to turbulence are accepted to be either directly nonlinear, or triggered initially by
transient algebraic growth due to the superposition of linearly decaying waves. In a small-scale channel,
wall roughness can be significant fraction of the channel width, making the flow locally divergent or con-
vergent. The recent studies of Lauga & Cossu (2005); Min & Kim (2005) in a straight channel show that
wall-slip dramatically stablises the linear modes of disturbance growth. Therefore the study of transition
to turbulence in a diverging channel with slip boundary condition could be important in microfluidic and
small-scale flows. Motivated further by the fact [Eagles (1965, 1972); Eagles & Weissman (1975)] that
a small divergence of the wall can cause the critical Reynolds number for linear instability to plumet, we
examine wall divergence in the presence of velocity slip at the wall.

The laminar velocity profile through a circular pipe is parabolic once the flow is fully developed.
However, the distance le required to reach this fully-developed state can be very long [Ekman (1910);
Reshotko (1958); Wygnanski & Champagne (1973)], and scales linearly with the Reynolds number Re,
roughly as le/R ∼ Re/20, where R is the pipe radius. Therefore high Reynolds number laminar flow
through a pipe of limited length may never reach a parabolic state. Thus, the entry region could play an
important role in the transition to turbulence in a circular pipe.

The association of arterial diseases with flow related mechanisms has motivated the study of steady
and pulsatile flow within a pipe. Arterial flow is of course very complicated but we confine ourselves
here to the effect of flow non-parallelism on pulsatile flow. This study is in preliminary stage. The mean
flow is computed and stability equations for sinusodally varying flows are given, with a future aim to
study asymmetries, in the form of departures from sinusoidal.

1.1 Previous work

The present literature survey, though not exhaustive enough to cover all that has been done in the area
of transition to turbulence in pipe flows, I hope is still quite representative of it. I have not discussed in
any detail the recent advances in the physical understanding of transition to turbulence in straight pipes,
except where relevant to the present work. Such insight is available in the bibliography at the end of this
thesis, so I restrict myself to listing salient findings. I then discuss what is known about other geometries
and pulsatile flow in a straight pipe.

1.1.1 Flow through a straight pipe: route to turbulence

Linear stability

Theoretical investigations of flow stability are based on the assumption that laminar flows are affected by
certain small disturbances. Various linear stability analyses [Burridge & Drazin (1969); Corcos & Sellars
(1959); Davey & Drazin (1969); Lessen et al. (1968)] have numerically shown that Hagen-Poiseuille flow
is stable for any Reynolds number and secondly, that the Squire’s (1933) theorem for two-dimensional
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flows is not applicable in the case of axisymmetric flows. In fact the Hagen-Poiseuille flow is less stable
to non-axisymmetric small disturbances with azimuthal wavenumber n = 1 than to axisymmetric small
disturbances (n = 0) [Gill (1973); Salwen et al. (1980)].

The eigen spectrum of channel and pipe flow consists of three branches of eigenvalues [Drazin &
Reid (1981); Schmid & Henningson (2001)]. The eigenvalues c with real (c) ≈ 0 correspond to wall
modes, concentrated near the pipe wall and with low phase speed. The eigenvalues c with real (c) ≈ 1
correspond to center modes, concentrated near the center of the pipe and with phase speed close to 1. The
remaining eigenvalues, extending in a line with real (c) ≈ 2/3 towards −∞ in the complex plane. These
are highly damped modes, having a phase speed 2/3. It is known from the earlier studies [Burridge &
Drazin (1969); Meseguer & Trefethen (2003); Salwen et al. (1980)] that the central mode is less stable
than the wall mode for Hagen-Poiseuille flow.

In spite of the fully-developed flow being linearly stable, as first demonstrated by Reynolds (1883),
transition to turbulence usually occurs at a Reynolds number, Re, based on the pipe diameter and mean
velocity, of around 2000. However, by reducing the external disturbances, it is possible to achieve
laminar flow up to Re ∼ 105 [Huerre & Rossi (1998)] when the pipe is smooth and the flow at the inlet
very quiet. The Reynolds number up to which it is possible to keep the flow laminar varies inversely as
the level of external disturbance [Hof et al. (2003)]. Modern theoretical research has followed basically
two approaches to explain the disagreement between experiments and linearised theory for the flow in
a straight pipe. The first approach has been to estimate the amplification of the small disturbances in a
transient phase, until they reach a sufficiently large amplitude for nonlinear effects to become important.
The second approach is to estimate the direct onset of nonlinearity through finite amplitude disturbances.
We describe each one brifly.

Transient growth

In the past two decades the transient growth mechanism has attracted the attention of scientists in the
field of hydrodynamic stability. It was recognized [Farrell (1988); Gustavsson (1991); Reddy & Hen-
ningson (1993); Schmid & Henningson (1994); South & Hooper (2001); Yecko & Zaleski (2005)] that
the linear stability operators can support solutions that exhibit large transient growth in energy, although
the eigensolutions of the operators are damped. This phenomenon is due to the non-normality of the lin-
ear stability operator, which results in a set of non-orthogonal eigenfunctions. There is thus a possibility
of algebraic growth in the disturbance kinetic energy for short times, even when all the eigenfunctions
are decaying. The physical mechanism of algebraic growth involves redistribution of the streamwise
velocity due to wall normal motion [Ellingsen & Palm (1975); Landahl (1980)]. Although questions re-
main about the complete route to turbulence in a straight pipe, it seems likely that the spectrum of linear
(stable) modes has a role to play via transient algebraic growth [Meseguer & Trefethen (2003); Schmid
& Henningson (1994)] of disturbances.

Nonlinear effects

It has recently been demonstrated theoretically [Waleffe (1998, 2001); Faisst & Eckhardt (2003, 2004)]
(and also experimentally as discussed later) that a nonlinear self-sustaining mechanism leads to the ex-
istence of travelling waves (and time-periodic states) that appear to play a key role in shear turbulence.
Davey & Nguyen (1971) studied the stability of pipe flow to small but finite-amplitude axisymmetric
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disturbances. Their weakly nonlinear analysis showed that a center mode rather than a wall mode is
more likely to cause nonlinear instabilities. It has also been known from numerical studies [Ma et al.
(1999); Shan et al. (1999)] that the turbulent flow in the transition region is dominated by downstream
flowing vortices and streaks. Wedin & Kerswell (2004) identify some well-defined flow features of travel-
ling wave-like, two-dimensional streamwise rolls, streaks and three-dimensional streamwise-dependent
waves for pressure-driven fluid flow throught a circular pipe.

By a spatial analysis, Tumin (1996) has shown the sensitivity of the eigenmodes to small distortions
in the base flow. They have shown that the eigenvalues which show the highest sensitivity to infinitesimal
variations in the base flow are the most affected, and can become unstable. By direct numerical simu-
lations, Gavarini et al. (2004) studied the spatial growth of the flow in a straight pipe with a parabolic
profile modified by a small axisymmetric and axially invariant distortion.

Reuter & Rempfer (2004) developed a hybrid finite-difference code for the simulation of unsteady
incompressible pipe flows. They compared results of their simulation with the experimental data of Han
et al. (2000). They have shown due to the periodic perturbations emanating from the pipe wall, Λ-like
vortices with their head deflected towards the pipe axis are formed in the late stage of transition.

Experiments

In pipe flows the turbulent state arrives all of a sudden without any intermediate states. The recent discov-
ery of travelling wave and periodic solutions [Waleffe (1998, 2001); Clever & Busse (1997); Kawahara
& Kida (2001); Nagata (1990); Wedin & Kerswell (2004)] have suggested a new transition scenario for
flow through a straight pipe. In a careful experiment Hof et al. (2004) confirmed these traveling waves.
Experimental investigations carried out under controlled conditions [Darbyshire & Mullin (1995); Draad
et al. (1998); Hof et al. (2003)] have shown that transition to turbulence is observed beyond a certain
amplitude of the disturbance. The absolute amplitude of the critical perturbation decreases for increasing
values of the Reynolds number as a power law with an exponent of −1. Regarding the exponent of this
scaling, the authors in Hof et al. (2003) state that, “An exponent strictly less than −1 would indicate the
importance of transient growth while −1 is expected from a simple balance between nonlinear advection
and viscous dissipation....”. In a recent paper Hof et al. (2006) have shown that at extremely large times,
all turbulent pipe flows decay and eventually the flow will always relaminarize.

According to Kovasznay et al. (1962) regions of highly concentrated vorticity occur near the cen-
terline of the pipe at the initial stages of transition. A characteristic feature of these regions is a spike on
a trace of a linearized hot-wire output. A spike of sufficiently large amplitude may brust into a turbulent
spot [Elder (1960)]. As the spot travels downstream it may increase in size until its dimension becomes
comparable with the radius of pipe [Lindgren (1969)]. The result is a turbulent slug, temporarily filling
the entire cross-section of the pipe with turbulent flow. The slug is now restricted by the pipe diame-
ter and can only grow in the axial direction. This regime has been studied in detail by Eliahou et al.
(1998); Han et al. (2000); Wygnanski et al. (1975); Wygnanski & Champagne (1973). Eliahou et al.
(1998) found that in the presence of high amplitude initial disturbances the stage of transient amplifica-
tion can be bypassed and does not seem to play a role in the self-sustaining cycle. They also mentioned
that transition to turbulence in a fully-developed Poiseuille flow can occur only after the parabolic ve-
locity profile becomes distorted. Wygnanski & Champagne (1973) investigated transitional pipe flow
and found two different types of turbulent structures. There are slugs generated at supercritical Re by
the instability of the flow at the inlet, and puffs generated by large disturbances around the critical Re.
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The structure of puffs was investigated by Wygnanski et al. (1975) with the help of strong momentary
excitation introduced at the inlet. Actually, there are two distinctly different transition experiments to be
considered: transition due to disturbances in the inlet region, and transition in fully-developed Poiseuille
flow. The inlet region in laminar flow may extend over a few hundred diameters because its length de-
pends on Reynolds number. Mackrodt (1971) suggested that the instabilities observed in fully-developed
Poiseuille flow may be induced by swirl (originating from the fluid reservoir).

1.1.2 Spatially developing geometries

It is well known that a small change in the geometry of a pipe/channel can drastically affect the stability
behaviour. A brief summary of flows in spatially developing geometries are given below. Creeping flow
through pipes of varying radius has been studied by Sisavath et al. (2001). They consider a pipe having
a sinusoidal variation of the radius as shown in figure (1.1). Ro is the average radius, λ and δ are the
wavelength and amplitude of the constriction respectively. By using an asymptotic series solution method
they computed the velocity profiles for various values of wavelength and amplitude of the geometry.

x

r
Ro

δ

λ

Figure 1.1: Sinusoidaly constricted tube.

Selvarajan et al. (1999) studied the temporal stability of a wavy-walled channel using the Floquet
theory. The transition critical Reynolds number is shown to decrease with an increase of the wall am-
plitude to semi-channel height ratio. They have also shown that two-dimensional wavy channel flows
can be modulated by a suitable frequency of wall excitation. Blancher et al. (2004) have shown that in a
symmetric wavy channel flow is convectively unstable after it exceeds a Reynolds number of 100 based
on centerline velocity and half channel width at the minimal section. Floryan (2003) studied the linear
stability of the flow through a diverging-converging channel and showed that flow becomes unstable
with respect to disturbances in the form of streamwise vortices at a Reynolds number much less than in
a straight channel. His analysis of the mean flow circulation and the disturbance flow field suggest that
the instability is driven by a centrifugal effect.

Sudden expansions have also attracted attention because of the recirculation zone they generate. In
particular, Fearn et al. (1990) and Cherdron et al. (1978) study the length of the recirculation zone as a
function of the Reynolds number, and Sreenivasan & Strykowski (1983) examine the oscillations of the
recirculating bubble and their effect on the flow.

Coming to the specific geometry of our interests, Eagles (1965, 1972) and Eagles & Weissman
(1975), analysed the Jeffery-Hamel flow generated by a slowly diverging channel, and showed by linear
parallel stability analysis (the Orr-Sommerfeld equation), that the critical Reynolds number decreases by
a large amount even for a small divergence angle.
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1.1.3 Flow through non-circular/flexible pipes

Linear stability of flow through an elliptical pipe which is nearly circular is studied by Davey (1978);
Davey & Salwen (1994); Kerswell & Davey (1996). The resulting perturbation problem was solved
for the required eccentricity of the pipe necessary to destabilize the mean flow. Above an ellipticity of
e = 0.07 exponentially growing solutions have been found. Davey (1978) analysis also showed that the
temporal damping rates of non-axisymmetric wall modes monotonically decrease as the eccentricity of
the pipe increases.

Many researchers [e.g. Carpenter & Garrad (1986); Davies & Carpenter (1997); Halpern & Grot-
berg (1992); Kumaran (1995a,b, 1998a,b)] have studied the stability of fluid flow in flexible tubes and
channels. Shankar & Kumaran (1999) studied stability of flow through a flexible tube with velocity pro-
files very different from the parabolic Hagen-Poiseuille flow. Their results indicate that the flow becomes
linearly unstable when the Reynolds number is increased beyond a critical value. Shankar & Kumaran
(2000) also derived the inviscid stability criterion for flow in a flexible tube, with the rigid case included
as the limiting one.

1.1.4 The developing flow in the entry region of a pipe

Observations in transitional pipe flow [Sarpkaya (1966, 1975); Wygnanski & Champagne (1973)] indi-
cate that turbulent slugs and spots most often originate in the entry region. While fully-developed pipe
flow is stable to linear perturbations at all Reynolds numbers, the entry flow (see figure 1.2) is not, and
linear eigenmodes could enhance transition by the exponential growth of disturbances. Although many
researchers, e.g., Da Silva & Moss (1994); Garg (1981); Gupta & Garg (1981); Sarpkaya (1975); Tat-
sumi (1952); Wilson (1969) have worked on this problem, there is significant discrepancy among the
results. More important, all theoretical studies to our knowledge predict a critical Reynolds number at
least two and half times higher than observed in experiment [Sarpkaya (1975); Williams (2001)]. These
studies make two major approximations, (i) the basic flow, whose stability is being studied, is taken in an
approximate form, usually of boundary-layer type, and (ii) the stability is studied under the assumption
of locally parallel flow.

The mean velocity profiles used in the earlier studies are discussed first. Hornbeck (1964) used the
finite-difference method for solving boundary layer type of equations. Sparrow et al. (1964) linearized
the nonlinear inertial terms in the Navier-Stokes equations to get a series solution for the velocity profile.
Another mean flow profile was proposed by Mohanty & Asthana (1979). They used the boundary layer
equation in the initial region, and the Navier-Stokes equations in the filled region.

Figure 1.2: Schematic of the entrance region in a pipe; not to scale.

Next we briefly survey existing stability studies of the developing flow in the entry region of a pipe.
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Tatsumi (1952), obtained a minimum critical Reynolds number of 9700 for axisymmetric disturbances.
Later, Huang & Chen (1974) conducted a temporal stability analysis using Sparrow velocity profiles for
the mean flow. They obtained critical Reynolds numbers 19900 and 19750 for axisymmetric and non-
axisymmetric disturbances respectively, and suggested that Tatsumi’s methods were not accurate enough.
Garg (1981) performed a spatial stability analysis using Hornbeck mean flow profiles and reported a crit-
ical Reynolds number of 13250, and this number was modified to 11700 by Gupta & Garg (1981). They
mention that for both Hornbeck and Sparrow profiles the wall mode exhibits instability but the central
mode remains stable. All of the above are far from the experimental result of Sarpkaya (1975), who
found the minimum critical Reynolds number to be about 3800. Williams (2001) investigated experi-
mentally the response of the entry flow to finite-amplitude disturbances, and showed that the instability
is inversely related to the amplitude of the perturbation. More recently Duck (2005) investigated the entry
flow in two-dimensional channels as well as in pipes. His study was in the high Reynolds number limit,
and was not aimed at predicting the critical Reynolds number. The non-parallel problem was consider-
ably simplified by employing the boundary layer assumptions. It was shown that the transient growth of
disturbances is significant, and suggests itself as an alternative mechanism for transition to turbulence. A
better approximation of the mean flow [Mohanty & Asthana (1979)] was used. In the present study we
solve for the mean flow exactly, derive the non-parallel equations from the Navier-Stokes equations and
the focus is on exponential growth of disturbances.

1.1.5 Pulsatile flow

Pulsatile flow through a pipe has also been a topic of interest [Batchelor et al. (2000); Bertram & Pedley
(1983); Davis (1976)] because of its relevance to the blood flow through arteries. Under standard phys-
iological flow conditions, arterial flows are usually considered to be laminar, although always unsteady
and often with separation. However, in the case of a stenotic pipe flow, the introduction of an inflection
point into the velocity profile downstream of the contraction can lead to transition. This typically occurs
for Reynolds numbers in the range of a few hundreds to a few thousands.

Linear stability of periodic flows is a relatively new (on the scale of a century!) topic in hydrody-
namic stability. Grosch & Salwen (1968) studied the oscillatory plane Poiseuille flow and found it to be
more stable than the steady flow in the sense that the growth (decay) rate of the principal disturbance
mode was smaller (larger) in the unsteady flow. However, Hall (1975) has numerically shown that at very
high frequencies the oscillations may destabilize the mean flow. Kerczek (1982) also studied oscillatory
plane Poiseuille flow and found that, for sinusoidal oscillations the flow is more stable than when it is
steady, for a wide range of frequencies. However, at very high and low frequency of oscillation the un-
steady flow is less stable than the steady flow. This can be seen from their result that the critical Reynolds
number for steady flow is 722 whereas the same for unsteady flow is 389.

Sherwin & Blackburn (2005) have examined the three-dimensional instabilities and transition to
turbulence of steady and vascular pulsatile flow in a tube with a smooth 75% stenosis (reduction of
diameter) using both linear stability analysis and direct numerical simulation. They have shown that for
pulsatile flow instabilities occured at lower Reynolds number than the steady flow. Stability of pulsatile
flow in a plane channel has been studed by Straatman et al. (2002) using a Floquet analysis [Iooss &
Joseph (1989)]. They too find that pulsatile flow is always destabilising.

In a recent paper Fedele et al. (2005) have studied the stability of pulsatile pipe flow for axisym-
metric disturbances and studied their transient energy growth. Although all eigen modes are decaying,



8 Chapter 1.

x

yls

H

Us

θ

Figure 1.3: A schematic diagram showing the coordinate system, slip length (ls) and slip velocity (Us). H is the
local half channel width, θ is the angle of divergence. The solid line and dashed line represent the velocity profiles
when there is no-slip and finite velocty slip at the wall respectively.

a small transient growth of the disturbances was found for a short time. Pulsatile flow has also recently
found renewed significance in its application to MEMS microfluidic engineering applications [Geng
et al. (2001); Selverov & Stone (2001)].

1.2 Microflows

The dynamics of fluids and their interaction with surfaces in micro systems are very different from those
in large systems [Karniadakis & Beskok (2002)]. In large scale flows, the velocity of a liquid immediately
adjacent to a solid is taken equal to that of the solid. This is called the no-slip boundary condition, which
seems to be confirmed in macroscopic experiments. However, it is diffcult to arrive at such a boundary
condition using microscopic models. It has been noticed that, even in case of simple liquids, the no-slip
boundary condition is not justified on a microscopic level. Therefore the no-slip boundary condition is
not an exact law but a statement of what may be expected to happen under normal circumstances. On
the other hand the wall-normal component of the velocity must of course vanish at an impermeable wall
for kinematic reasons. In other words, it is possible microscopically for a velocity jump to exist at the
wall, which could be described by a slip length ls. The slip length for a simple shear flow is the distance
behind the wall at which the velocity extrapolated to zero, as shown schematically in figure 1.3.

Maxwell (1879) first proposed a linear boundary condition at the wall which remains the standard
characterisation of slip used today. Here the component of the fluid velocity tangent to the surface is
taken to be proportional to the rate of strain at the surface.

U ± Kn
dU
dy
= 0, at y = 0 (1.1)

which defines a Knudsen number, Kn, typically used in liquid flows. This non-dimensional number is
a very important parameter in small-scale flows. On the other hand, in gases, the Knudsen number is
standardly defined as ratio of mean free path to the length scale, H. Depending on the Knudsen number
the flow may be in the continuum, slip, transition or the free-molecular regime [Karniadakis & Beskok
(2002)].

The flow regime for Kn ≤ 0.01 is known as the continuum regime, where the Navier-Stokes equa-
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tions with the no-slip boundary conditions govern the flow. The range 0.01 ≤ Kn ≤ 0.1 is known as the
slip flow regime. In this regime the flow is governed by the Navier-Stokes equations with slip boundary
conditions at the wall. For Kn ≥ 0.1 the Navier-Stokes equations are not valid. This is because the
corrections to the Navier-Stokes equations appear at second order in Kn [Karniadakis & Beskok (2002)].
Upto Kn = 10 the flow is governed by the Burnett equations and is known as the transition regime.
Kn ≥ 10 is called free molecular flow regime. The flow now is governed by the Boltzmann equation.

Stemming from increasing interest in flow at small scales [Karniadakis & Beskok (2002); Lauga,
Brenner & Stone (2005) and references therein], the instability of channel flow in the presence of wall-
slip is receiving attention recently, see e.g. Gan & Wu (2006); Lauga & Cossu (2005); Min & Kim
(2005). The consensus for a plane channel is that velocity slip at the wall hugely stabilizes the linear
mode, but does not affect transient growth of instabilities much. Since the linear mode is not expected
to play a dominant role in any case, no big change due to the smallness of scale is predicted in the early
stages of the process of transition to turbulence.

At low Knudsen numbers, we take the Navier-Stokes equations to be valid in conjunction with the
slip boundary condition of Maxwell (1879). The Maxwell slip model breaks down around Kn = 0.15
[Piekos & Breuer (1995)], so we, and others like Chu (2003); Gan & Wu (2006); Lauga & Cossu (2005);
Min & Kim (2005) who use this model, restrict ourselves to values below this.

Incidentally the work of Lauga & Cossu (2005) set to rest a recent controversy over the effect of
slip on the stability of channel flow. Chu (2000, 2003, 2004) had found a large destabilisation due to
slip, in contrast to the earlier prediction of Gersting (1974) of a huge stabilisation. The conclusions of
Gersting are confirmed by Lauga & Cossu (2005), who showed that there was a lapse in the application
of the slip boundary condition in the work of Chu. There remains a small discrepancy in the effect of
slip on transient growth, between the results of Lauga & Cossu (2005) and Min & Kim (2005). Both
agree that the effect of slip is small, but the direction of the effect is stabilising in Min & Kim (2005) and
destabilising in the other. We have checked that this discrepancy arises from a difference in the definition
of Reynolds number, since the velocity scale used by Min & Kim (2005) decreases with increasing slip
while that of Lauga & Cossu (2005) goes up with slip.

1.3 Non-parallel stability analysis of 2D flows

The parallel flow assumption; i.e., U = U(y),V ≡ W = 0 with disturbances in the normal mode form
applies exactly to developed flow through channels and pipes having straight boundaries. Under the
parallel flow assumption, the stability of the basic flow is usually described by an ordinary differential
equation in the wall normal coordinate, which is posed as an eigenvalue problem. With the inclusion
of non-parallel effects (where the mean flow and therefore the amplitude of the disturbance vary in both
normal and axial directions), the resulting stability equation is a partial differential equation and no longer
a straightforward eigenvalue problem.

In the last two decades, many researchers [Bertolotti et al. (1992); Fasel & Konzelmann (1990);
Gaster (1968, 1974, 2000); Govindarajan & Narasimha (1995a); Koch et al. (2000); Rao et al. (2004)]
have studied boundary layer flows including non-parallel effects. They have used several techniques: the
adjoint method of Gaster (1974), the Parabolized Stability Equations (PSE) of Bertolotti et al. (1992),
a local trial and error method of Govindarajan & Narasimha (1995b), and also a method of adjoints
of Govindarajan & Narasimha (2005). In all the above studies the disturbance quantities are split into



10 Chapter 1.

two part: a rapidly growing wave like part and a slowly varying eigenfunction. By this conclusion only
weakly non-parallel flows can be handled by these method. The term “weakly non-parallel” will be
quantified later in the thesis. Theofilis et al. (2004, 2003, 2000) and others have developed a method to
solve for general non-parallel flows. They do not make any assumption about the streamwise dependence
of the disturbance amplitude. This results in a set of second order partial differential equations in two
spatial directions. This approach is now known as global stability analysis. In this method we have to
solve for the whole domain and which results in a very large eigenvalue problem. In the present thesis a
different approach is followed to handle weakly non-parallel effects.

1.4 Outline of the thesis

It is well known from more than a century of research on transition to turbulence in pipe flows that there
is a large gap between the classical linear stability theory and experiments. The main reason for this gap
is the fact that Hagen-Poiseuille flow is linearly stable for any Reynolds number while flow is turbulent
at Reynolds number around 2000 in a standard experiment. Hagen-Poiseuille flow is a special case
which can be achieved only when pipe wall is very smooth, straight and long enough to obtain the fully-
developed state. In the ideal condition of fully-developed pipe flow nonlinearities and transient growth
analysis dominate the transition to turbulence. However, in reality there are many situations where pipe
flow cannot reach the Hagen-Poiseuille flow state and linear instability can play a role in transition to
turbulence.

A real pipe used in experiments can be a tapered one with very small divergence or it can be a
diverging-converging pipe. In some situations of high Reynolds number the length of the pipe may be
insufficient to get the fully-developed flow. For example the longest smooth pipe is 26 meter long [Hof
et al. (2004)]. At a very high Reynolds number this length is also not sufficient to obtain the fully-
developed flow and flow can be linearly unstable. Unsteadiness can also make the flow unstable in a
straight pipe. We have addressed some of these situations in the thesis. They are flow through (i) a
divergent pipe, (ii) a variety of diverging-converging pipes with constant average radius. (iii) the entry
region of a straight pipe, (iv) diverging channel/pipe with velocity slip at the wall, and (v) pulsatile flow.
We have also studied separations in diverging channels and pipes. These are spatially developing flows
having a large streamwise dependence. The parallel flow assumptions (discussed in § 1.3) are not valid.
In this thesis, we obtained the mean flow by solving the Navier-Stokes equations exactly, and a new
approach has been followed to study the stability of these non-parallel flows. Below we have given a
brief description of the main results and approches followed.

Flow through a diverging pipe is discussed in chapter 2. In this study a two-pronged approach
has been employed for the mean flow. For small angles of divergence, an axisymmetric Jeffery-Hamel
equation (AJH) is derived. At larger angles of divergence (1◦ or greater) the axisymmetric Navier-Stokes
equations are solved directly. A full-multigrid algorithm is used to accelerate the convergence. At
small angles of divergence and high Reynolds numbers (above 1000), a parallel flow stability analysis
is conducted on the AJH profile, while at lower Reynolds numbers, the partial differential equations
for non-parallel stability are solved as an extended eigenvalue problem. The main results for the flow
in a divergent pipe may be summarized as follows. Although the critical Reynolds number for linear
instability of the laminar flow in a straight pipe is infinite, it is shown here that it is finite for a divergent
pipe, and approaches infinity as the inverse of the divergence angle. It is proved that flow through a pipe
of any non-zero wall divergence satisfies the necessary conditions of inviscid instability. At divergences
greater than 1◦, non-parallel effects are found to be quite large, and a non-parallel analysis shows that the
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flow in a geometry containing a 3◦ divergence is linearly unstable to the swirl mode at Reynolds numbers
as low as 150.

Flow through converging-diverging pipes is discussed in chapter 3. The laminar flow through a
pipe of constant average radius is shown to display linear instability at low Reynolds number. This is
offered as a possible mechanism that could be operating in small-scale flows. The effect of changing
geometry, which could be a significant factor, is studied. The other main result for the case is that the
instability behaviour can be changed dramatically by reversing the direction of flow. The above results
motivate us to study the small-scale flows with the slip boundary conditions. In a small-scale flow,
local divergence/convergence of the wall are common. Therefore the study of transition to turbulence
in a diverging channel/pipe with slip boundary condition could have a major impact on microfluidic and
small-scale flows. We have confined ourselves to Kn ≤ 0.1 in this thesis. Our study of stability of slip
flow through a diverging channel show that even for small levels of wall divergence, of less than a degree,
transient growth of disturbances is likely to be unimportant. It is the linear instability that will probably
begin the process of transition to turbulence. This linear instability will moreover take place at Reynolds
numbers two orders of magnitude less than in a plane channel, when the divergence is a few degrees.
This fact is significant for small-scale flows, where the typical Reynolds numbers are relatively small.
These are discussed in chapter 4.

We study the developing flow in the entry region of a straight pipe in chapter 5. The axisymmetric
Navier-Stokes equations are solved for a long entry region in an accurate manner using a parallel ma-
chine. Secondly, a complete non-parallel stability analysis, correct to O

(

Re−1
)

, is performed. We show
that the behaviour of the instability critical Reynolds number is qualitatively the same as experimentally
observed. The numerical value of 1000, at which we first find neutral disturbance growth, is lower than
in the experimental value of Sarpkaya (1975). In a departure from earlier results we find that the most
unstable disturbances are the central modes.

Some other studies which are in the preliminary stage are described in chapter 6. These include the
study of pulsatile flow through a straight pipe. Prescribing time periodic velocity profiles at the inlet we
have solved the Navier-Stokes equation directly using a full-multigrid algorithm on a parallel machine
Venkatesh et al. (2005). We also studied separated flows in the diverging channel/pipe. Some important
features of separation like length of the separation bubbles, separation and reattachment point for various
angle of divergence from 0 to 60 degree are analysed. In chapter 7, we end the thesis with our main
conclusions.



12 Chapter 1.



���������	��
 �

� ����	 ��� � � ����� 
 ����� 
�� ��� ��� � � � 


The instabilities of spatially developing laminar flows are often fundamentally different from flows that
do not vary downstream. The problems considered in the present thesis are of flows which change slowly
as they progress downstream. They are flow through (i) a divergent pipe, (ii) a variety of diverging-
converging pipes with constant average radius, (iii) diverging pipes/channels with velocity slip at the
wall, (iv) the entry region of a straight pipe, and pulsatile flow. The first of these is discussed in this
chapter. The term “slowly” will be quantified in each case. The streamwise variation may arise due
to the geometry or the inlet conditions. The Orr-Sommerfeld equation, which is actually applicable
only to strictly parallel flows such as fully-developed flow in a channel, has traditionally been used to
study the stability of non-parallel flows as well. However, several authors [Bertolotti et al. (1992); Gaster
(1968, 1974, 2000); Govindarajan & Narasimha (1995a); Koch et al. (2000); Theofilis et al. (2004)] have
formulated theories that relax the parallel flow approximation as discussed in § 1.3. These non-parallel
flow stability theories have usually sought to include all effects up to O

(

Re−1
)

. The resulting equations
are partial differential equations, having two independent variables: the wall normal and streamwise
coordinates. These flows have been solved by many different approaches e.g., the adjoint method of
Gaster (1974), the Parabolized Stability Equations (PSE) of Bertolotti et al. (1992), a local trial and
and error method of Govindarajan & Narasimha (1995a), and also a minimal composite theory (see e.g
Govindarajan & Narasimha (2005)). Here we follow a new approach to solve the non-parallel equations
by constructing a larger eigenvalue problem (Balachander et al. unpublished). The basic principle of the
solution is the same as that in the PSE or an equivalent local solution.

2.1 Mean flow

Before we perform stability calculations, we need to compute the unperturbed laminar flow. The com-
putation of mean flow for the above cases is difficult and extremely time consuming because of the
following reasons. These are spatially developing flows having a significant axial dependence. As dis-
cussed below, one usually needs a long computational domain (for example, the entry length of the flow
in a straight pipe is of the order of Re). To obtain the flow within and outside regions of separation if any
also results in dramatic increase in computational time. Moreover stability calculations are extremely
sensitive to the mean flow. To compute the mean flow and its derivatives accurately, a large number
of grid points are required, which exponentially increases the computational time. For these reasons a
mean flow code, which solves the axisymmetric Navier-Stokes equations using a full-multigrid algorithm
(FMG) has been developed [Sahu (2003)]. It has been found that the convergence in the FMG is about
hundred times faster than traditional algorithms. This code is then parallelised at the National Aerospace
Laboratories, Bangalore, as discussed in subsection 2.1.1. The parallel code gives a superlinear speed-
up of 11 times over the linear solver using an eight processor machine [Venkatesh et al. (2005)]. The
formulation, method of solution and results of mean flow are described in § 2.1.

For the computation of mean flow in a diverging pipe, a two-pronged approach has been employed.

13
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Figure 2.1: Schematic diagram of the divergent pipe used in the numerical simulations, not to scale.

At larger angles of divergence (1◦ or greater) the Navier-Stokes equations are solved directly in the ax-
isymmetric geometry shown in figure 2.1, with a divergent portion of finite extent as described in § 2.1.1.
At small angles of divergence, the velocity profiles may be obtained analytically by deriving an ax-
isymmetric Jeffery-Hamel equation (AJH). The formulation of the AJH equation is discussed in sub-
section 2.1.2. In the next subsection, we describe the numerical computations of mean flow through a
diverging pipe. The solution method is same for the other cases considered in the thesis as well. The
non-dimensionalisation and boundary conditions are discussed separately for each problem.

2.1.1 Numerical solution

The geometry studied here is as shown in figure 2.1, with a straight pipe at the entry, followed by an
axisymmetric divergent portion, which in turn is followed by a long straight exit portion. The length
and velocity scales here are the radius Ri and the centerline velocity Ui at the inlet respectively. In
the case discussed here, the divergent portion starts at x = 9.4 and ends at x = 91 with a 3◦ angle of
divergence. The total length of the domain is 120. The axisymmetric Navier-Stokes equations for steady,
incompressible, Newtonian flow in the streamfunction vorticity formulation are given in non-dimensional
form by

∂Ω

∂t
+ ( ~U.∇)Ω = 1

Rei
∇2Ω, (2.1)

Ω = −∇2Ψ, (2.2)

U =
1
r
∂Ψ

∂r
, V = −1

r
∂Ψ

∂x
, (2.3)

where Rei ≡ UiRi/ν, Ω(x, r) is the azimuthal vorticity, ~U is the velocity vector, ν is the kinematic
viscosity, and t is time. The solution is facilitated by a transformation of coordinates, given by

ζ = x, η =
r

f (x) ,

where f (x) is a function describing the boundary.

The boundary conditions at the centerline are Ψ = Ω = V = ∂U/∂η = 0. No-slip and impermeable
boundary conditions are imposed at the wall. The functional forms of the streamfunction at the centerline,
and the vorticity at the wall are described by employing fictitious points outside the domain. At the inlet, a
parabolic velocity profile is prescribed, while at the outlet the Neumann boundary conditions: ∂Ψ/∂x = 0
and ∂Ω/∂x = 0 are imposed. The reason for using a long exit section, and the consequent increase in
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computational effort, is due to the requirement that the Neumann condition be valid at the exit.

We begin with a guess solution, where the velocity profile is parabolic at every axial location. Af-
ter setting up the initial and boundary conditions for the flow parameters, the vorticity distribution at
each new time step is calculated from equation (2.1), adopting a first-order accurate forward differenc-
ing in time and second-order accurate central differencing in space, on a 34 × 514 grid. The vorticity
distribution thus computed is used to solve the Poisson equation (2.2) by a Jacobi iterative scheme to
obtain the streamfunction everywhere. This is the most time-consuming part in the program. If such
spatially developing flows are to be solved within realistic time-frames (a few days for each case),
a convergence acceleration technique is essential. Numerical acceleration is achieved by a six level
full-multigrid technique [see e.g. Fletcher (1991a,b)]. Finally, the velocity components are calculated
from the computed streamfunction. The procedure is repeated until the cumulative change in vorticity
(

Ωrsd ≡
∑n

i=1
∑n

j=1 |Ωr
i, j −Ωr−1

i, j |
)

during the time step reduces to below = 10−10. The method of solu-
tion, validation of the code, and typical results are available in Sahu (2003). A brief description of the
full-multigrid technique is given below.

The multigrid method provides algorithms which can be used to accelerate the rate of convergence of
iterative methods, such as Jacobi or Gauss Seidel, for solving elliptic partial differential equations. Itera-
tive methods start with an approximate guess for the solution to the differential equation. The difference
between the approximate solution and the exact solution is made smaller at every iteration. Algorithms
like Jacobi or Gauss Seidel are local because the new value for the solution at any lattice site depends
only on the value of the previous iterate at neighbouring points. Such local algorithms are generally
only efficient in reducing short wavelength error components. In general, the error will be made up of
components of many different wavelengths. The basic idea behind multigrid methods is to reduce long
wavelength error components rapidly by working with blocks of grid points. The multigrid algorithm
for the two-dimensional Poission equation is given in appendix I. A six-level multigrid technique with
simple V-cycle algorithm was used in the present study.

The multigrid code was parallelised at the National Aerospace Laboratories (NAL), Bangalore,
India. The parallel code (using an eight processor machine) gives a superlinear speed-up of 11 times over
a single processor using the NAL FloSwitch for communication on a multigrid laminar Navier-Stokes
code. In parallel computing, scalability is an important issue and getting linear speed-ups is difficult for
most codes, whereas we are able to achieve superlinear speed-up. Both the hardware architecture and
the parallel algorithm seem to contribute to this speed-up [Venkatesh et al. (2005)].

The parallel machine, called Flosolver (MK6) has eight processers. The machine consists of four
Intel STL2 boards linked by the NAL FloSwitch. Each board has two Intel Pentium III processors with
a clock speed of 1 GHz and 2 GB of shared RAM. The operating system on the nodes is Linux. The
communication libraries include CCX8, a small but efficient message passing library and an inhouse
implementation of a subset of the MPI library.

The graph of speed-up versus the number of processors (figure 2.2) shows that there is significant
superlinear speed-up beyond four processors. On eight processors, we get a speed-up of 11, i.e. a
superlinear speed-up of 37.5 %. For comparison with superlinear speed-ups reported on similar problems
in the literature, Stiller et al. (2004) obtained a speed-up of 140 on 120 processors (15% superlinearity).
It should be noted though that the problem size also determines when the maximum speed-up is obtained.
A general trend is that the number of processors at which the maximum speed-up is obtained increases
with the problem size.
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Figure 2.2: Speed-up of multigrid Navier-Stoke solver in Flosolver [Venkatesh et al. (2005)]

2.1.2 Axisymmetric Jeffery-Hamel equation

We begin by noting that unlike in a divergent two-dimensional channel, no similarity flow is possible
in a divergent pipe. At very low angles of divergence, however, it is possible to derive a one-parameter
family of velocity profiles, where the parameter

S ≡ aRe (2.4)

is taken to be slowly varying in the axial coordinate x. The Reynolds number (Re) is defined as

Re(xd) ≡ Uc(xd)R(xd)
ν

, (2.5)

where R is the radius of the pipe, Uc is the centreline velocity and the subscript d stands for a dimensional
quantity. It is assumed that the slope of the wall

a ≡ dR(xd)
dxd

� 1, (2.6)

Upon eliminating the pressure from the axisymmetric momentum equations, we obtain

−Vd

rd

∂Ud

∂rd
+ Ud

∂2Ud

∂xd∂rd
+ Vd

∂2Ud

∂r2
d

− ν














∂3Ud

∂r3
d

− 1
r2

d

∂Ud

∂rd
+

1
rd

∂2Ud

∂r2
d















= 0, (2.7)

where r is the radial coordinate. For incompressible flow, the axial and radial velocities, Ud and Vd

respectively, may be written in terms of a generalised streamfunction Ψd as

Ud =
1
rd

∂Ψd

∂rd
, Vd = −

1
rd

∂Ψd

∂xd
, (2.8)
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to satisfy continuity. Substituting these in equation (2.7), we get

3rd
∂Ψd

∂xd

∂2Ψd

∂r2
d

− 3∂Ψd

∂rd

∂Ψd

∂xd
+ r2

d
∂Ψd

∂rd

∂3Ψd

∂r2
d∂xd

− rd
∂Ψd

∂rd

∂2Ψd

∂rd∂xd
− r2

d
∂Ψd

∂xd

∂3Ψd

∂r3
d

−

ν















r3
d
∂4Ψd

∂r4
d

− 2r2
d
∂3Ψd

∂r3
d

+ 3rd
∂2Ψd

∂r2
d

− 3∂Ψd

∂rd















= 0. (2.9)

The above equation is non-dimensionalised using the local radius R(xd) and the centreline velocity Uc(xd)
as scales, e.g., Ψd = UcR2Ψ. In particular,

dxd = Rdx. (2.10)

The Reynolds number is assumed to be high and the divergence small enough, so that all terms of
O(Re−2) or O(a2) and higher are negligible. The resulting equation in non-dimensional form becomes

[

qΨ − ηaΨ′
]

[

−3Ψ′ + 3ηΨ′′ − η2Ψ′′′
]

− ηΨ′ [qΨ′ − ηΨ′′a −Ψ′a] + η2Ψ′
[

(q − 2a)Ψ′′ − ηaΨ′′′
]

− 1
Re

[

η3Ψiv − 2η2Ψ′′′ + 3ηΨ′′ − 3Ψ′
]

= 0, (2.11)

where
η =

rd

R
, q ≡ 1

UcR2
d

dxd
(UcR2),

and the primes refer to differentiation with respect to η. For the case of near-similar flow, given constant
mass flow rate, we may set q = 0 to obtain

S
[

4η (

Ψ′
)2 − 4η2Ψ′Ψ′′

]

−
[

η3Ψiv − 2η2Ψ′′′ + 3ηΨ′′ − 3Ψ′
]

= 0. (2.12)

The mean flow is now a function of a single papameter S , as defined in equation (2.4). The above
equation is integrated once with respect to η and scaled with the local centerline velocity (U c/Ui) to give

η2Ul
′′′ = −ηUl

′′ + (1 − 4S η2Ul)Ul
′, (2.13)

where Ul = Ψ
′Ui/ηUc.

This equation is satisfied by the parabolic velocity profile when S = 0. The boundary conditions
are Ul = 0 at η = 1, and Ul = 1, U′l = 0 at η = 0. From the continuity equation we obtain the expression
for the radial velocity as

Vl = aηUl. (2.14)

In two dimensions at low angles of divergence, the incompressible laminar flow in a wedge-shaped
channel is given by the Jeffery-Hamel equation [see e.g. Eagles (1965, 1972)]:

U′′′l + 2S UlU
′
l = 0, (2.15)

The primes now denote derivative with respect to the normal coordinate, y. Here the half-channel width
is the length scale. The normal velocity

Vl = ayUl (2.16)

from continuity. Note that η in equation (2.13) varies between 0 and 1. If we artifically set η → ∞,
equation (2.13) takes on the same form as equation (2.15) except for a change in the numerical factor,
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arising from the difference in geometries. The equations (2.13) and (2.15) are solved using Ranga-Kutta
method of fourth order.

From global continuity we see that for diverging channel U ′c/Uc = −a and

dRe
dx
= 0⇒ Re = constant, (2.17)

contrary to the diverging axisymmetric pipe where U ′c/Uc = −2a and

dRe
dx
= −aRe⇒ Re = exp (−ax). (2.18)

As seen above the Reynolds number in a diverging axisymmetric pipe decreases exponentially, although
with a small exponent, as we go downstream. Therefore relaminarisation of the flow could take place as
we go downstream due to decrease of local Reynolds number. This is in contrast to a diverging channel,
where the Reynolds number is constant.

The axial and radial velocity profiles scaled with the local centerline velocity (Uc/Ui) for axisym-
metric diverging pipe (AJH profiles), Ul and Vl, at different S are plotted in figures 2.3 and 2.4 respec-
tively. It can be seen in figure 2.3 that separation starts approximately at S = 10. Therefore it might be
intuitively expected that close to this value of S , the flow will be unstable. Similar behaviour is noted in
figure 2.4 for the case of radial velocity. The comparison of U ′l at the wall for AJH and Jeffery-Hamel
flow are shown in figure 2.5. It can be seen that flow just reaches the separation point for S ≈ 10. Figure
2.6 shows the comparison of axial velocity profiles for axisymmetric pipe obtained from equation (2.13)
with that of channel flow obtained by solving equation (2.15). The comparison of the corresponding
radial velocity profiles are shown in figure 2.7. It can be seen that the reverse flow velocities are slightly
larger for a channel than in a pipe for same S . However channel flow requires slightly larger S to come
to the separation point than pipe.

We now discuss the numerically obtained velocity profiles in the geometry shown in figure 2.1. The
numerically computed axial and radial velocity profiles at different downstream locations are compared
with that of AJH profiles in figures 2.8 and 2.9 respectively. The Reynolds number, Re i = 150 and angle
of divergence is 3◦. It is seen that the AJH profile underpredicts the effect of divergence at x = 22.9
but overpredicts it at x = 46.4. It is relevant to mention that the AJH profiles do not correspond to flow
through any particular geometry. However, at very low angles of divergence, axial variations are slow,
and the AJH profiles are locally valid. It can be seen in figures 2.10 and 2.11 that for angles of divergence
of a degree or less, the AJH profiles match very well with the numerically computed ones.

The variation of the axial and radial velocities obtained from numerical simulations (discussed
in § 2.1.1) at different downstream locations are shown in figures 2.12 and 2.13 respectively. It can
be seen in figure 2.12 that the flow has a tendency to separate, and a region of reverse flow is evident in
the axial velocity profile. The divergence provides an adverse pressure gradient, so the region of separa-
tion increases as we go downstream in the diverging portion. Far downstream, the profile again becomes
parabolic because of the existence of the long straight portion before the exit. It can be seen in figure 2.13
that the radial veloicty is maximum near the beginning of the diverging portion. In this neighborhood,
the flow changes quite rapidly with axial distance, while far downstream, the radial velocity goes to zero
as expected. The gradient of velocities in both radial and axial directions are given in figures 2.14 to
2.17. The features described above in the context of figures 2.12 and 2.13 can also be seen here. The
axial variations in the flow, and in particular the departures from similarity, are evident in these plots. It
is to be noted that at higher divergence, regions of separation are obtained to very good accuracy by the
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Figure 2.3: Axial velocity profiles scaled with the local centerline velocity for AJH flow at different S .
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Figure 2.4: Radial velocity profiles divided by the wall slope, a for AJH flow for different S . The limiting value
of Vl/a = ηUl is shown for S = 0.

present method.

In the next section we discuss the formulation of the stability equations for this problem.
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Figure 2.5: Comparison of U ′l at the wall for AJH with the Jeffery-Hamel flow. Solid line: AJH profiles, dashed
line: Jeffery-Hamel profiles.
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Figure 2.6: Comparison of axial velocity profiles for AJH flow through a diverging pipe with the Jeffery-Hamel
profiles for the flow in a diverging channel. Solid lines: AJH profiles, dashed lines: Jeffery-Hamel profiles, squares:
S = 10 and circles: S = 15.
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Figure 2.7: Comparison of radial velocity profiles (scaled by the wall slope, a) of AJH flow with Jeffery-Hamel
profiles. Solid lines: AJH profiles, dashed lines: Jeffery-Hamel profiles, squares: S = 10 and circles: S = 15.
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Figure 2.8: Comparison of numerically obtained axial velocity profiles (solid lines) at different axial locations
(circles: x = 22.9, S = 7.49 and squares: x = 46.4, S = 3.75) with AJH profiles (dashed lines) at the same value
of S .
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Figure 2.9: Comparison of numerically obtained radial velocity profiles (solid lines) at different axial locations
(circles: x = 22.9, S = 7.49 and squares: x = 46.4, S = 3.75) with AJH profiles (dashed lines) at the same value
of S .
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Figure 2.10: Comparison of numerically obtained axial velocity profile (solid line) at x = 46.4 and angle of
divergence 1◦ with AJH profile (symbols and dashed line).
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Figure 2.11: Comparison of numerically obtained radial velocity profile (solid line) at x = 46.4 and angle of
divergence 1◦ with AJH profile (symbols and dashed line).
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Figure 2.12: Axial velocity profiles computed numerically at different axial locations, Rei = 150, angle of diver-
gence = 3◦.
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Figure 2.13: Radial velocity profiles computed numerically at different axial locations, Rei = 150, angle of
divergence = 3◦.
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Figure 2.14: Gradient of U in the radial direction at different axial locations, Rei = 150, angle of divergence = 3◦.
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Figure 2.15: Gradient of U in the axial direction at different axial locations, Rei = 150, angle of divergence = 3◦.
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Figure 2.16: Gradient of V in the radial direction at different axial locations, Rei = 150, angle of divergence = 3◦.
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Figure 2.17: Gradient of V in the axial direction at different axial locations, Rei = 150, angle of divergence = 3◦.

2.2 Non-parallel stability analysis

In this section first we describe the derivation of non-parallel stability equations for steady mean flows
and discuss some issues generic to non-parallel flows. This analysis is valid for other studies considered
in the thesis as well.

2.2.1 Derivation of three-dimensional stability equations for axisym-

metric mean flow

In this section we derive non-parallel stability equations for the axisymmetric pipe. We begin with
the dimensional continuity and Navier-Stokes equations in polar coordinates for incompressible laminar
flows [see e.g. Shames (1992)]. Each flow quantity is then expressed as the sum of a steady mean and a
time-dependent perturbation, such as

(Utotal)d = Ud(x, r) + ûd(x, r, θ, t), (2.19)

where the subscript d stands for a dimensional quantity. Flow quantities in the form (2.19) are substituted
in the Navier-Stokes and continuity equations, the mean flow equation is subtracted, and nonlinear terms
in the perturbations are neglected, to get

∂ûd

∂xd
+

1
rd

∂ŵd

∂θd
+
∂v̂d

∂rd
+

v̂d

rd
= 0, (2.20)

∂ûd
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+ ûd
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d
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d
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













, (2.21)
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(2.22)
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(2.23)

To non-dimensionalise the above equations, we use the local radius, R(x) and the local centerline
velocity, Uc(x) at a given x as scales. These scales are chosen (unlike in the computation of mean flow)
because they separate the effects of slope and Reynolds number and we can easily distinguish the order
of magnitude of each term. The non-dimensional parameters are thus defined as

dx =
dxd

R
, η =

rd

R
, Ud = UcU, Vd = UcV, td = t

R
Uc
, ûd = Ucû, v̂d = Ucv̂, ŵd = Ucŵ, p̂d = ρU2

c p̂.

Since the flow under consideration varies significantly in the axial direction, a normal mode form
may be used only in time and in the azimuthal coordinate θ. In the axial coordinate, the perturbation may
be expressed as a rapidly varying wave-like part scaled by a relatively slowly varying function [see e.g.
Bertolotti et al. (1992); Govindarajan & Narasimha (1995a)], such as

[û, v̂, ŵ, p̂] = Real
{

[

u(x, η), v(x, η),w(x, η), p(x, η)] exp
[

i
(∫

α(x)dx + nθ − ωdtd

)]}

, (2.24)

where û, v̂ and ŵ are the axial, radial and the azimuthal velocity perturbations respectively, p̂ is the
pressure perturbation, α(x) is a local axial wavenumber, n is the number of waves in the azimuthal
direction, and ω is the disturbance frequency. The continuity equation is now

U′c
Uc

u +
∂u
∂x
+ iαu − aη

∂u
∂η
+

in
η

w +
∂v
∂η
+

v
η
= 0. (2.25)

The Navier-Stokes equations are written as
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Taking the derivative of (2.25) with respect to η and substituting the resulting expression for ∂2v/∂η2

in equation (2.27), we obtain
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where a (≡ dR(x)/dxd ) is the slope of the pipe and U ′c = dUc/dx. The above equations have many terms
that arise from the fact that flow is developing in the streamwise direction. Terms containing U ′c/Uc,
V , ∂U/∂x, and ∂V/∂x arise due to the axial variation of the mean flow. Terms containing ∂u/∂x and α ′
appear due to the non-parallel nature of the disturbances. The extra terms containing a arise due to the
non-dimensionalisation chosen, for example
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Since axial variations are slow and the Reynolds number is large, a consistent approximation is
to retain all terms up to O(a) and O

(

Re−1
)

and neglect higher order effects [see e.g. Govindarajan
& Narasimha (1997, 2005)]. The result is a set of partial differential equations for the perturbation
velocities and pressure, each of first order in x and up to second order in η, which amounts to a seventh
order system in r. They are
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∂v
∂η
+v
∂V
∂η
+U

[

U′c
Uc

v +
∂v
∂x
+ iαv − ar

∂v
∂η

]

= −∂p
∂η
+

1
Re

















∂2v

∂η2 +
1
η

∂v
∂η
−

(

1 + n2
)

η2 v − 2in

η2 w

















(2.32)

−iωw + V
∂w
∂η
− Vw

η
+ U

[

U′c
Uc

w +
∂w
∂x
+ iαw − ar

∂w
∂η

]

= − in
η

p +
1

Re

[∂2w

∂η2 +
1
η

∂w
∂η
−

(

1 + n2
)

η2 w+

2in

η2 v − α2w
]

, (2.33)

−iωv + V
∂v
∂η
+ v

∂V
∂η
+ U

[

U′c
Uc

v +
∂v
∂x
+ iαv − ar

∂v
∂η

]

= −∂p
∂η
+

1
Re

[

−n2

η2 v − in

η2 w − α2v − iα
∂u
∂η
− in
η

∂w
∂η

]

(2.34)



2.2 Non-parallel stability analysis 27

Equations (2.31) to (2.34) may be rewritten in the form [Sahu & Govindarajan (2005)]

Hφ(x, η) + G∂φ(x, η)
∂x

= ωBφ(x, η). (2.35)

Here φ = [u, v,w, p], ω = ωdR/Uc and the non-zero elements of the 4 × 4 matrix operators H , G and B
are given by

h11 = U

[

2
U′c
Uc
+ iα − aη

∂

∂η

]

+
∂U
∂x
− aη

∂U
∂η
+ V

∂

∂η
+

1
Re

[

α2 +
n2

η2 −
1
η

∂

∂η
− ∂2

∂η2

]

, h12 =
∂U
∂η

,

h14 =

(

2
U′c
Uc
+ iα − aη

∂

∂η

)

, h22 = V
∂

∂η
+
∂V
∂η
+U

[

U′c
Uc
+ iα − aη

∂

∂η

]

− 1
Re

[

∂2

∂η2 +
1
η

∂

∂η
− (1 + n2)

η2 − α2
]

,

h23 =
2

Re
in
η2 , h24 =

∂

∂η
, h32 = −

2
Re

in
η2 ,

h33 = V
∂

∂η
− V
η
+ U

[

U′c
Uc
+ iα − aη

∂

∂η

]

− 1
Re

[

∂2

∂η2 +
1
η

∂

∂η
− (1 + n2)

η2 − α2
]

, h34 =
in
η
, h41 =

iα
Re

∂

∂η
,

h42 = V
∂

∂η
+
∂V
∂η
+ U

(

U′c
Uc
+ iα − aη

∂

∂η

)

+
1

Re

(

n2

η2 + α
2
)

, h43 =
in
Re

(

1
η2 +

1
η

∂

∂η

)

, h44 =
∂

∂η
;

g11 = g22 = g33 = g42 = U, g14 = 1, and b11 = b22 = b33 = b42 = i.

In equation (2.35), we confirm that if we set a, U ′c and ∂φ/∂x to zero, we get the stability equations
of Gill (1973) and Lessen et al. (1968) for the parallel (fully developed) flow through a straight pipe.
Secondly, the stability equations for developing flow in the entry region of a straight pipe are obtained
simply by setting the angle of divergence to zero in equation (2.35). The boundary conditions emerge
from requiring that all quantities vary continuously with r at the centerline [Batchelor & Gill (1962)],
and obey no-slip at the wall.

u = v = w = p = 0, at η = 0, for n , 1, (2.36)
u = p = 0, v + iw = 0, at η = 0, for n = 1, (2.37)

u = v = w = 0, at η = 1. (2.38)

The no-slip boundary condition at the wall is relaxed for microflows. In that case, the modified set of
boundary conditions at the wall are

u + Kn

(

∂u
∂η

)

= v − au = w = 0, at η = 1, (2.39)

Note that for n = 1, we have only six boundary conditions for a seventh order system. We therefore
generate an extra boundary condition by differentiating the continuity equation with respect to r, and
using the fact that u(x, 0) = 0, to get

2∂v
∂η
+ in∂w

∂η
= 0 at η = 0, for n = 1. (2.40)

Equation (2.35) may be solved as an eigenvalue problem of larger size [Balachandar & Govindarajan,
unpublished] as described below. The streamwise derivative in equation (2.35) couples neighboring axial
locations in the flow-field to one another. Consider two streamwise locations 1 and 2 separated by an
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incremental distance, i.e., x2 = x1 + ∆x. We may write

∂φ

∂x
=

(φ2 − φ1)
∆x

+ O(∆x), (2.41)

where the subscripts 1 and 2 denote the values at x1 and x2 respectively. Since the dimensional frequency
ωd remains constant, ω1 and ω2 are related as follows

κ ≡ ω2
ω1
= [1 + a∆x]Uc1

Uc2
. (2.42)

To first order in ∆x we may therefore express equation (2.35) as
[

H1 − G1/∆x G1/∆x
−G2/∆x H2 + G2/∆x

] [

φ1
φ2

]

= ω1

[

B1 0
0 κB2

] [

φ1
φ2

]

. (2.43)

The partial differential equation (2.35) is thus expressed as an eigenvalue problem of twice the size of
the corresponding Orr-Sommerfeld problem. (Higher-order approximations to the streamwise derivative
could be considered instead of (2.41) and the resulting eigensystem would be of correspondingly large
size.)

In order to obtain the correct dependence of the system on the axial coordinate, the problem needs
to be solved by trial and error. This is because the apportionment in (2.24) between the x-dependences of
α and the eigenfunction is arbitrary. There are many ways of performing this apportionment [Bertolotti
et al. (1992)], and so long as all rapid changes are included in α there is no difference in the prediction
of the growth of any physical quantity. We have checked that this is the case for the present flow as well.

The procedure we follow is as follows. First the homegeneous part of equation (2.35) is solved
at x1 by assuming a guess value of the streamwise wavenumber α1. The exercise is repeated at x2
to obtain an α2 giving the same dimensional frequency (ωd). The axial variation of the wavenumber,
dα/dx is thus obtained from α1 and α2. By taking the homogeneous part of (2.35), the largest term that
we have neglected is of O(R−2/3) in the critical layer and higher order elsewhere [see e.g. Lin (1955);
Govindarajan & Narasimha (1997)]. If we make the reasonable assumption that dα/dx ∼ O

(

Re−1
)

, we
may approximate dα/dx by the value obtained by solving the homogeneous problem, since

dα
dx
=

dα
dx











h
+ O

(

Re−5/3
)

≈ dα
dx











h
.

In subsequent iterations, dα/dx is maintained constant, since the correction due to the inhomogeneous
terms on this quantity is of higher order. An alternative procedure, that of setting α2 = α1, gave dis-
turbance growth rates that differed from those obtained here only in the fifth decimal place. Then the
eigenvalue problem [equation (2.43)] is solved by a spectral collocation method [Canuto et al. (1987)].
The eigenvalue ω1 is obtained as a complex quantity. The complex streamwise wavenumber, α1 is iter-
ated until ω1 assumes the desired real value (= ωdR/Uc) at x1. This procedure is the same in principle
as the parabolized stability equation solutions of Bertolotti et al. (1992), for example. The regrouping in
the form of an eigenvalue problem is done only to make it convenient to obtain a local solution.

The numerical mean flow is interpolated to obtain profiles at neighbouring x-locations, with ∆x =
0.05. Profiles obtained from computations using 512 grid points as well as 1024 grid points have been
checked to give eigenvalues correct up to 4 decimal places. Halving or doubling the ∆x has even less of
an effect on the eigenvalue. The procedure is validated by solving the non-parallel stability problem for
Falkner-Skan velocity profiles of boundary layers. For a wide range of pressure gradients and disturbance
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frequencies, the results matched exceedingly well with standard non-parallel results.

We compute the growth of disturbances followed streamwise at a constant value of the non-dimensional
radius r. At a given x, the growth rate g of the dimensional disturbance kinetic energy, Êd = 1/2(û2

d +

v̂2
d + ŵ2

d), for example, is given by

g =
1

Êd

∂Êd

∂xd
= −2αi +

1
Ed

∂Ed

∂xd

∣

∣

∣

∣

r
, (2.44)

where Ed = 1/4(udud
∗ + vdvd

∗ + wdwd
∗), the star denotes a complex conjugate. The growth factor for

this quantity is thus
Ed

Ecr
= exp

[∫ x

xcr

g(xd)dxd

]

(2.45)

where the subscript cr stands for the critical location, at which g = 0. The dimensional frequency ωd is
calculated at a location at x0 where the disturbance kinetic energy starts growing and then kept constant
downstream, i.e. ωd = ω0U/R, ω0 is the non-dimensional frequency at x0. From equation (2.44) we
see that a disturbance may amplify at one r and decay at another. Secondly, one disturbance quantity
could be amplifying while others decay. This is an interesting property of spatially developing flow,
requiring that the monitoring location be set very carefully in an experiment. We are now equipped with
all the stability equations needed. Before solving them completely it is of interest to study the stability
behaviour in the inviscid limit (Re→ ∞).

2.3 Inviscid stability analysis

The analysis is worthwhile, since fully-developed pipe flow is linearly stable at any Reynolds number.
For two-dimensional flow, necessary conditions for instability in the inviscid limit have been derived by
Rayleigh (1880b) and Fjortoft (1950). Rayleigh (1880b) states that it is necessary to have a point of
inflection in the velocity profile for the flow to be unstable. Fjortoft (1950) theorem says that if a point
of inflection exists, it is further necessary that U ′′(U − Upi) ≤ 0 somewhere in the profile, where Upi

is the velocity at the point of inflection. The inviscid stability criterion for axial flow between rotating
cylinders is given in Chandrasekhar (1981). Similar criteria for centrifugal instabilities is given in Billant
& Gallaire (2005). Several other similar studies exist, e.g, for compressible flows. Shankar & Kumaran
(2000) derived the inviscid stability criterion for flow in a flexible tube, with the rigid case included as
the limiting one. For the present derivation, we start with the stability equations [given in (2.25) and
(2.31)-(2.33)] in cylindrical co-ordinate system, in the limit Re → ∞ and a → 0, which reduce to the
parallel flow equations [Davey & Drazin (1969); Lessen et al. (1968)].

−iαcu + Uiαu + vU ′ = −piα, (2.46)

−iαcv + Uiαv = −p′, (2.47)

−iαcw + Uiαw = −1
η

inp, (2.48)

and iαu + v′ +
v
η
+

1
η

inw = 0r, (2.49)
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where c(= β/α) is the phase speed of the disturbance. Eliminating azimuthal velocity (w) and pressure
(p) from the above equations, we get

(U − c)
[

iαu +
α2η2

n2

(

iαu + v′ +
v
η

)]

+ vU′ = 0. (2.50)

(U − c)
(

iαu′ + α2v
)

+ U′iαu + v′U′ + vU′′ = 0. (2.51)

Differentiating equation (2.50) with respect to η and then subtracting equation (2.51) from the re-
sulting equation, we obtain

(U − c)
[

iαη
n2 u′ +

2iα
n2 u +

3
n2 v′ +

η

n2 v′′ +
v
η

(

1
n2 − 1

)]

+ U′
[

iαη
n2 u +

η

n2 v′ +
1
n2 v

]

= 0. (2.52)

Now using equations (2.50) and (2.51), to eliminate streamwise velocity (u) and its derivative u ′, we
obtain

(U − c)
















v′′ +

(

3n2 + α2η2
)

(

α2η2 + n2)
v′

η
−

(

α2η2 + n2 + 2
)

(

α2η2 + n2) α2v + (1 − n2) v

η2

















−
















U′′ −

(

α2η2 − n2
)

η
(

α2η2 + n2)U′
















v = 0.

(2.53)
We define a function f (η) such that

f ′

f
=

[

3n2 + α2η2

η(α2η2 + n2)

]

, (2.54)

On multiplying equation (2.53) with f (η)v∗ and integrating across the pipe from η = 0 to η = 1, we get
∫ 1

0
( f v′)′v∗dη −

∫ 1

0
f

[

α2η2 + n2 + 2
α2η2 + n2

]

α2|v|2dη +
∫ 1

0
(1 − n2) |v|

2

η2 dr =

∫ 1

0
f

[

U′′ − α2η2 − n2

η(α2η2 + n2)
U′

]

|v|2
|U − c|2 (U − c)∗dη, (2.55)

v and v∗ are zero at the wall (η = 1) and v′ = 0 at the centerline (η = 0). Intergating the first term in
equation (2.55) and using the boundary conditions, we get for the first term in equation (2.55)

∫ 1

0
( f v′)′v∗dη = f v∗v′

∣

∣

∣

∣

1

0
−

∫ 1

0
f |v′|2dη = −

∫ 1

0
f |v′|2dη, (2.56)

Since f is always positive [from equation (2.54)], the first and second term in the equation (2.55) are real
and negative. For any n ≥ 1 the third term is also zero or negative. For n = 0, combining the second and
third terms in equation (2.55), we get

−
∫ 1

0
f

[

α2η2 + n2 + 2
α2η2 + n2

]

α2|v|2dη +
∫ 1

0
f (1 − n2) |v|

2

η2 dη = −
∫ 1

0
f
|v|2
η2 (1 + α2η2)dη. (2.57)

Again this is a negative quantity. Hence for any n, the left hand side of equation (2.55) is real and negative
and we may write the imaginary part of the equation (2.55) as

ci

∫ 1

0
f

[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

|v|2
|U − c|2 dη = 0, (2.58)



2.3 Inviscid stability analysis 31

Where ci is the imaginary part of the phase speed, c. For flow to be unstable, ci > 0. This implies that
for unstable flow, we must have

∫ 1

0
f

[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

|v|2
|U − c|2 dη = 0. (2.59)

For this to hold, we must have

I ≡ U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′ (2.60)

changing sign somewhere between η = 0 and η = 1. Hence a necessary condition for instability of pipe
flow is that the quantity I = 0 somewhere in the domain. If we set η → ∞ in the above equation, we
recover Rayleigh’s criterion for two-dimensional flow. Now consider a flow where I goes through a zero
somewhere in the profile. The real part of the equation (2.55) is given by

∫ 1

0
f (U − cr)

[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

|v|2
|U − c|2 dη ≤ 0. (2.61)

Multipling equation (2.59) with (cr − Us), we get
∫ 1

0
f (cr − Us)

[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

|v|2

|U − c|2 dη = 0, (2.62)

where Us is the velocity at the radial location where I = 0. Now adding equations (2.61) and (2.62), we
have

∫ 1

0
f (U − Us)

[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

|v|2
|U − c|2 dη ≤ 0. (2.63)

Hence, at least in some part of the domain from 0 to R, we must have

(U − Us)
[

U′′ − (α2η2 − n2)
η(α2η2 + n2)

U′
]

≤ 0. (2.64)

This gives an additional necessary condition of instability for pipe flows. As discussed above the two-
dimensional counterpart of the above criterion is the Fjortoft’s theorem. It can be shown analytically, as
follows, that flow through a pipe of any non-zero wall divergence satisfies the necessary conditions of
inviscid instability.

As derived in § 2.1.2, the mean flow for small divergence obeys the axisymmetric Jeffery-Hamel
equation. The velocity profile deviates from the parabolic profile by a function ε(η), which may be taken
to be small everywhere when S is small. Substituting

U = 1 − η2 + ε(η), (2.65)

in equation (2.13) and linearising (retaining only first order terms in ε and S ), we get

ε′′′ +
ε′′

η
− ε′

η2 = 8S η
(

1 − η2
)

. (2.66)

This equation may be solved to give

ε =
S
36

(

−7 + 9η4 − 2η6
)

. (2.67)
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which satisfies the no-slip boundary condition at the wall, and the no shear condition at the centreline.
This expression is compared to the ε obtained by solving the AJH equation in figure 2.18. It can be seen
that the expression is good for S < 0.1 or so.

The axisymmetric Rayleigh condition for instability [equation (2.60)] states that

I ≡
[

U′′ − K
η

U′
]

, (2.68)

must change sign somewhere in the domain, where

K =
(

1 − n2/α2η2
)

/
(

1 + n2/α2η2
)

. (2.69)

As seen above, K can take on any value between −1 and 1, corresponding to the limits n/α→ ∞ and
n/α→ 0 respectively. For small S , using equation (2.67), we have

I = 2(−1 + K) + (3 − K)S η2 +
(K − 5)

3 S η4, (2.70)

which lies between the limits
I1 = −4 + 2S

(

2 − η2
)

and (2.71)

I2 = 2S η2
(

1 − 2
3η

2
)

. (2.72)

For a straight pipe (S = 0), I1 = −4, I2 = 0, so the flow is stable to any linear perturbation at
infinite Reynolds number. On the other hand for any non-zero but small S it can be seen that I1 is always
negative and I2 is always positive but small.

We therefore test if some small but non-zero value δ of the ratio n2/α2 will satisfy the necessary
condition. We restrict ourselves to a portion η > ηs of the pipe sufficiently far from the centreline, such
that ηs � n/α. Here, from equation (2.69),

K ≈ 1 − 2δ
η2 ,

and
I =

η4

2

[

1 − 2
3η

2
]

− δ

S
. (2.73)

For δ/S < 1/6, I goes through a zero at ηi, given by

δ

S
=
η4

i

2

[

1 − 2
3η

2
i

]

. (2.74)

Incidentally, from the sign of dI/dη we can see that I is a monotonically increasing function of η.

Further, from equations (2.65) and (2.67), we have

U − Us = (η2
i − η2) + S

4 (η4
i − η4) − S

18(η6
i − η6) (2.75)
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Figure 2.18: The comparison of ε [equation (2.67)] with the deviation of AJH profile from the parabolic profile
for different S (the variation of 36ε/S is shown by the solid line without any symbol).
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Figure 2.19: Variation of I for different n/α.

for small S , so
I < 0 and (U − Us) > 0 for η < ηi and

I > 0 and (U − Us) < 0 for η > ηi.

Thus I(U − Us) is negative everywhere for η > ηsin the domain and this satisfies the axisymmetric
Fjortoft criterion which is another necessary condition for instability.

On the other hand, for a two-dimensional diverging channel for small S ,

I ≡ −2 + S η2(2 − η2), (2.76)

does not change sign. We thus have an interesting contrast where the channel is inviscidly stable but the
pipe is not.

2.4 Results of the stability analysis

For flow through a straight pipe, we compare our eigenspectrum with that of Meseguer & Trefethen
(2003); Schmid & Henningson (2001). Every eigenvalue matches up to the 10 th decimal place. The
eigenspectrum for axisymmetric (n = 0) and non-axisymmetric (n = 1) disturbances are given in figures
2.20 and 2.21 respectively. As mentioned above, the non-parallel equations and solution procedure are
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checked by solving for boundary layer flow at various pressure gradients.
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Figure 2.20: Eigenspectrum for swirl mode (n = 1), Re = 3000, flow through a straight pipe.

In the range Re > 1000 and a < 1◦ the results from a non-parallel analysis are found to be the
same as those obtained by assuming the flow to be parallel [neglecting non-parallel terms in the stability
equation (2.35)]. Also in this regime, the similarity solutions giving the AJH profiles are very close
to numerically obtained mean flow. Figure 2.22 shows the stability boundary in this regime in terms
of the critical Reynolds number for linear instability as a function of the angle of divergence. At any
small (but non-zero) divergence angle, we find a finite Reynolds number for linear instability. It can be
seen that a power-law relationship is obeyed. The best fit of the data gives Recr = 11.2a−0.98, which is
practically indistinguishable from Recr = 10/a. The critical Reynolds number thus varies as the inverse
of the divergence angle. The inverse relationship arises because an inviscid mechanism is operational
at very high Reynolds numbers and so stability depends only on the basic flow. The basic flow in turn
depends only on the parameter S [equation (2.13)] which is a product of Re and a. We thus find that
there is a limiting velocity profile corresponding to S = 10, and flows where S is greater than 10 are
linearly unstable. Incidentally at S ≈ 10 the AJH flow separates, so the occurrance of linear instability
is intuitive.

The necessary condition was satisfied for very small n/α. Given that n can take only integer values,
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Figure 2.21: Same as figure 2.20 but for axisymmetric mode (n = 0).
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Figure 2.22: Variation of the critical Reynolds number with the tangent a of the divergence angle, at small angles
of divergence. Symbols: stability analysis; dashed line: best fit; solid line: Recr = 10/a.
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Figure 2.23: The inviscid instability function I for the swirl (n = 1) mode for different values of S . S = 0
represents the flow in a straight pipe.

the limit corresponds to extremely small wave lenght disturbances. In viscous flows, these wavelengths
are not found to be dominant. We therefore consider a realistic α = 1.26 which corresponds to critical
instability. The variation of I for the non-axisymmetric swirl mode (n = 1) and axisymmetric (n = 0)
modes with the radial coordinate are seen in figures 2.23 and 2.24. It can be seen that for swirl mode I
undergoes a sign change for S > 2, whereas it is positive everywhere for the axisymmetric mode for all
S upto 10. This implies that the swirl mode is inviscidly unstable but the axisymmetric mode is stable
for attached flow in a diverging pipe. It is useful to note that the least stable mode in a straight pipe is the
swirl mode (n = 1) [Burridge & Drazin (1969); Corcos & Sellars (1959)]. This feature is maintained in
diverging pipes too.

We now examine the behaviour at higher levels of divergence. For the geometry shown in figure
2.1, a non-parallel spatial stability analysis [equation (2.43)] is performed on the numerically obtained
profiles. All the results presented here are for Re = 150 at the inlet. Typical plots of the eigenfunctions
u, v, w and their axial variations are shown in figures 2.25 to 2.26.

The growth rate of the disturbance depends on how far the monitoring location is from the center-
line, and what is the quantity being monitored. An examination of equation (2.44) shows that the second
term on the right hand side determines the r-dependence, and comes from the flow quantity under con-
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Figure 2.24: Same as figure 2.23 but for axisymmetric mode (n = 0).

-1 -0.5 0 0.5 1 1.5
Real (  )

0

0.2

0.4

0.6

0.8

1

η

u
v
w

u
-1 -0.5 0 0.5 1

Im (  )
0

0.2

0.4

0.6

0.8

1

η

u
v
w

u

Figure 2.25: (a) Real (b) imaginary part of eigenfunction ~u = [u, v,w] for Rei = 150, βd = 0.31 and
n = 1 at xd/Ri = 28.1.

sideration. The amplitude of disturbance kinetic energy [equation (2.45)] of the swirl (n = 1) mode for
different radial lacations are plotted in figures 2.27 to 2.30. Here ω0 is the non-dimensional frequency
at the neutral location. The corresponding growth of disturbance kinetic energy for axisymmetric mode
(n = 0) are shown in figures 2.36 to 2.34. It can be seen that disturbance kinetic energy is growing every-
where in the pipe for both the swirl and axisymmetric modes, but the amplification is more for the swirl
mode. The amplitude of the disturbance kinetic energy averaged across the pipe for non-axisymmetric
and axisymmetric disturbances are shown in figures 2.35 and 2.36 respectively. The amplitude of the
disturbance kinetic energy is decaying for smaller ω0. The maximum growth of the disturbance kinetic
energy for different n are plotted in figure 2.37. It can be seen that non-axisymmetric (n = 1) mode is the
more unstable one.

The main results in this study are that (a) the critical Reynolds number for linear instability of flow
in a diverging pipe is finite at any divergence and (b) the critical Reynolds number is surprisingly low
even for small angles of divergence. For small divergence, instability is determined by the parameter
S (x) describing the mean profile, the mechanism is inviscid. As a → 0, the flow is unstable to the swirl
mode for S > 10, so the critical Reynolds number approaches infinity as 1/a. The disturbance growth
at low Reynolds numbers indicates that a different route to turbulence from that in a straight pipe is
likely. The swirl mode is found to be most unstable one. At divergences as low as 1◦, the effect of flow
non-parallelism is already large, so a non-parallel analysis is essential.
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Figure 2.26: Gradient of (a) real (b) imaginary part of eigenfunction ~u = [u, v,w] in axial direction for
Rei = 150, βd = 0.31 and n = 1 at xd/Ri = 28.1.
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Figure 2.27: Amplification of disturbance kinetic energy for non-axisymmetric (n = 1) mode at η = 0.08 for
typical disturbance frequencies, Re = 150.
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Figure 2.28: Same as figure 2.27 but for η = 0.25.
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Figure 2.29: Same as figure 2.27 but for η = 0.75.
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Figure 2.30: Same as figure 2.27 but for η = 0.9.
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Figure 2.31: Amplification of disturbance kinetic energy for axisymmetric (n = 0) mode at η = 0.08 for typical
disturbance frequencies, Re = 150.
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Figure 2.32: Same as figure 2.31 but for η = 0.25.
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Figure 2.33: Same as figure 2.31 but for η = 0.75.
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Figure 2.34: Same as figure 2.31 but for η = 0.9.
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Figure 2.35: Amplification of disturbance kinetic energy averaged across the pipe for non-axisymmetric (n = 1)
mode for typical disturbance frequencies, Re = 150.
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Figure 2.36: Same as figure 2.35 but for axisymmetric (n = 0) mode.
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Figure 2.37: Maximum amplification of disturbance kinetic energy for different azimuthal wave number n.
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In this chapter, we discuss a derivative problem, that of flow through a pipe of constant average radius
with symmetrically and asymmetrically serrated walls. A schematic of the pipe is shown in figure 3.1.
Flow through these geometries could be closer to the real-life situations, especially in small-scale flow
[of diameters of the order of millimeters] through rough pipes, than a divergence which continues for
ever. Therefore the insight gained here is of potential practical interest. It is well known from earlier
studies that local divergence and convergence can drastically effect instability behaviour [Eagles (1965,
1972); Eagles & Weissman (1975)]. The objective here is to study the effect of asymmetry in the bound-
ary. We have studied three type of flows (i) flow through a pipe having symmetric convergence and
divergence, (ii) flow from right to left, and (iii) left to right of an asymmetrically converging-diverging
pipe. The computational domain for symmetric and asymmetric pipes are shown in figures 3.2(a) and (b)
respectively.

3.1 Mean flow

The mean flow is computed by solving the axisymmetric Navier-Stokes equations as described in § 2.1.1.
The centerline velocity UE and the radius RE of the pipe at the smallest cross-section are used as velocity
and length scales respectively. The corresponding Reynolds number ReE is defined as UERE/ν. The
boundary conditions at the centerline are Ψ = Ω = V = ∂U/∂η = 0. No-slip and impermeable boundary
conditions are imposed at the wall. A periodic boundary condition is implimented in the axial direction.

The axial and radial velocity profiles scaled with the local centerline velocity (Uc/UE) for the sym-
metric and asymetric pipe, Ul and Vl, at different axial locations are shown in figures 3.3 to 3.8. The
Reynolds number is 100. It is immediately evident that the profiles are different in each case. In partic-
ular, it can be seen in figures 3.9 to 3.11 that the flow from left to right appears more inflectional than
flow through the same pipe from right to left and the symmetric pipe, so we expect the former to be more
unstable. Secondly, in the inviscid limit, the quantity I [equation (2.60)] has to change sign for the flow
to be unstable at Re → ∞. Because of the fact that both U ′ and U′′ are negative, I is always negative
near the centerline. This means that if I at the wall is negative as well, the flow is inviscidly stable. We
have plotted I at the wall in figure 3.12 as a function of x. It can be seen that I changes sign somewhere
in the domain when the flow is from left to right, whereas it is fully negative when the flow is from right
to left in the geometry figure 3.2(b). I for flow through the symmetric converging-diverging pipe [figure
3.2(a)] lies in between. Therefore when the flow is from left to right in the geometry shown in figure
3.2(b), a necessary condition for inviscid instability is satisfied.

41



42 Chapter 3.

x
r

Figure 3.1: Schematic digaram of the pipe (computational domain is shown by dotted line).
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Figure 3.2: Computational domain (a) symmetric boundary (divergence angle and convergence angle are the same
and equal to 1.8◦), (b) asymmetric boundary (divergence angle = 3.12◦ and convergence angle = 0.84◦.
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Figure 3.3: Axial velocity profiles at different axial locations in the symmetric pipe shown in figure 3.2(a), ReE =

100.
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Figure 3.4: Radial velocity profiles at different axial locations in the symmetric pipe shown in figure 3.2(a),
ReE = 100.
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Figure 3.5: Axial velocity profiles at different axial locations for the flow from right to left in the asymmetric pipe
shown in figure 3.2(b), ReE = 100.
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Figure 3.6: Radial velocity profiles at different axial locations for the flow from right to left in the asymmetric
pipe shown in figure 3.2(b), ReE = 100.
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Figure 3.7: Axial velocity profiles at different axial locations for the flow from left to right in the asymmetric pipe
shown in figure 3.2(b), ReE = 100.
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Figure 3.8: Radial velocity profiles at different axial locations for the flow from left to right in the asymmetric
pipe shown in figure 3.2(b), ReE = 100.
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Figure 3.9: ∂2U/∂η2 at different axial locations in the symmetric pipe shown in figure 3.2(a), ReE = 100.
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Figure 3.10: ∂2U/∂η2 at different axial locations for the flow from right to left in the asymmetric pipe shown in
figure 3.2(b), ReE = 100.
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Figure 3.11: ∂2U/∂η2 at different axial locations for the flow from left to right in the asymmetric pipe shown in
figure 3.2(b), ReE = 100.
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Figure 3.12: Variation of inviscid stability function I at the wall for the swirl mode (n = 1). Solidline: flow is
from left to right (ωd = 0.25); dashed line: flow is from right to left in the figure (3.2b) (ωd = 0.21); circles: flow
in the symmetric boundary figure (3.2a) (ωd = 0.18).

3.2 Results of the stability analysis

The stability analysis is same as that for flow through the diverging pipe as in discussed in chapter 2.
The amplitude of the disturbance kinetic energy scaled by the mean kinetic energy, Em = 1/2(U2 + V2)
at r = 0.08 for the flow from left to right and right to left in the asymmetric pipe [figure 3.2(b)] are
shown in figures 3.13 and 3.14 respectively. The Reynolds number is 100. Figure 3.15 shows the same
quantity for the flow through the symmetric pipe [shown in figure 3.2(a)]. It can be seen that amplitude
of the disturbance kinetic energy amplifies when the flow is from left to right whereas it decays when
the flow is from right to left in the asymmetric pipe [shown in figure 3.2(b)]. The result for flow through
the symmetric pipe lies between the two. The growth of the disturbance kinetic energy is different at
different radial locations (not shown). This becomes evident when one looks at the amplification of the
disturbance kinetic energy averaged across the pipes, shown in figure 3.16. For flow from left to right
in the asymmetric pipe, the disturbance kinetic energy grows everywhere, but maximum near the core
region.

In summary, the instability behaviour can be changed dramatically by reversing the direction of
flow. For a very small divergence the flow is already linearly unstable at 100. For a larger angle of
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Figure 3.13: Amplification of disturbance kinetic energy at r = 0.08 for Re = 100 and n = 1 for typical disturbance
frequencies when the flow is from left to right shown in figure (3.2b).
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Figure 3.14: Amplification of disturbance kinetic energy r = 0.08 for Re = 100 and n = 1 for typical disturbance
frequencies when the flow is from right to left shown in figure (3.2b).
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Figure 3.15: Amplification of disturbance kinetic energy r = 0.08 for Re = 100 and n = 1 for typical disturbance
frequencies for the flow in the symmetric boundary shown in figure (3.2a).
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Figure 3.16: Amplification of disturbance kinetic energy average across the pipe for Re = 100 and n = 1 [solid
line: flow is from left to right (ωd = 0.25), circles: flow is from right to left (ωd = 0.21) in geometry shown the
figure (3.2b) and dashed line: flow in the geometry shown in figure (3.2a) (ωd = 0.18).]

divergence the instability Reynolds number could be much lower.

The linear mechanism may thus be important in small-scale flows. In a small-scale pipe [having
a diameter of millimeters], the local irregularities on the boundary could be sufficient to make the flow
unstable at low Reynolds number. Since wall irregularities are of the same order as the diameter of the
pipe, they could act as local divergences and allow disturbances to grow.
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At various points in the thesis, we talk about small-scale flows but we have not included any features of
small-scale flows in the study. Here we make a minor foray into this regime, by considering the effect
of wall slip. The dynamics of fluids and their interaction with surfaces in small-scale flows are very
different from those of large scale. It is known that even in case of simple liquids, the no-slip boundary
condition is not justified on a microscopic level. Therefore velocity slip at the wall can have an effect in
microfluidics and small-scale flows. Slip is characterised by the Knudsen number, Kn. In gases, Knudsen
number, Kngas is related to the Reynolds and Mach number [Karniadakis & Beskok (2002)] as follows.

Kngas =
λ

H
=

(

γπ

2

)1/2 M
Re
, (4.1)

where λ is mean free path between molecular collisons, γ is ratio of specific heat and M is the Mach
number. We consider the flow of liquids here, and the Knudsen number is taken simply to be

Kn = ls/H, (4.2)

where ls is the slip length. Note that the Knudsen number as used here is merely a non-dimensional
number derived from the given quantity of slip existing in a flow. It does not represent the physics
involving the cause of the slip. It has been demostrated recently that it is possible to have significant slip
velocity at the wall even at large scale having strongly hydrophobic surfaces [Watanabe & Mizunuma
(1998); Watanabe & Udagawa (1999)]. The present study is applicable for such cases. We consider
flows for which the Knudsen number is small enough that second order effects may be neglected, and the
Navier-Stokes equations with Maxwell’s slip boundary condition (discussed in § 1.2) describe the flows.

It is known that the slip velocity on hydrophobic surfaces results in a significant drag reduction in
micro-channel flows [Choi et al. (2003); Tretheway & Meinhart (2002)]. Secondly in small-scale flows
local divergences/convergences of the wall are common. Motivated by the fact that a small divergence
of the wall can cause the critical Reynolds number for linear instability to plumet [Eagles (1965, 1972);
Eagles & Weissman (1975)], we examine velocity slip at a diverging wall. Our investigation could be
carried further to become relevant in the study of arterial flows because of the hydrophobic nature of
blood and the non-uniform boundary of the arteries. In this chapter we discuss the influence of slip on
the flow through a diverging channel/pipe.

4.0.1 Mean flow

Flow through divergent/convergent geometries

The computational method is the same as described in chapter 3 except for the relaxation of the no-slip
boundary condition, and the imposition of Maxwell’s slip boundary condition (1.1) instead, at the wall.
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Figure 4.1: Axial velocity for the flow through a diverging channel at various values of the divergence parameter
S . Solid line: Kn = 0.1, dashed line: no-slip.
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Figure 4.2: Normal velocity for the flow through a diverging channel at various values of the divergence parameter
S . Solid line: Kn = 0.1, dashed line: no slip.

As before Ul = 1, U′l = 0 at the centerline. For flow through a diverging pipe and a channel, equations
(2.13) and (2.13) respectively are solved by a fourth order Runge-Kutta method. Note that V l, being
normal to the centreline, will not be zero at the wall when there is a finite amount of slip (U s).

The effect of slip at different S on the axial and normal components of the velocity for diverging
channel and pipe are shown in figures 4.1 to 4.4. It can be seen that slip decreases with S at a given
Knudsen number. This is an artiface of the way we have defined the Kn. The gradient of the velocity
(∂Ul/∂η) at the wall decreases with S and goes through zero at separation.

Although no stability results are presented for flow through a converging-diverging pipe, the com-
parison of axial and radial velocity profiles for slip (Kn = 0.1) and no-slip (Kn = 0) flows for the flow
from left to right in the asymmetric pipe [shown in figure 3.2(b)] are shown in figures 4.5 and 4.6 respec-
tively. The Reynolds number, based on the centerline velocity and the radius at the smallest cross-section
is 100.
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Figure 4.3: Comparison of axial velocity profiles for the flow through a axisymmetric diverging pipe, solid line:
Kn = 0.1, dashed line: Kn = 0.
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Figure 4.4: Comparison of normal velocity profiles for the flow through a axisymmetric diverging pipe, solid line:
Kn = 0.1, dashed line: Kn = 0.
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Figure 4.5: Axial velocity profiles at two different locations for the flow from left to right in the asymmetric pipe
[shown in figure 3.2(b)], ReE = 100, solid line: Kn = 0.1, dashed line: no-slip (Kn = 0).
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Figure 4.6: Radial velocity profiles at two different locations for the flow from left to right in the asymmetric pipe
[shown in figure 3.2(b)], ReE = 100, solid line: Kn = 0.1, dashed line: no-slip (Kn = 0).

4.1 Three-dimensional stability equations for divergent
channel flow

In § 2.2 we have formulated the non-parallel stability equations for an axisymmetric pipe. Here we
derive non-parallel stability equations for two-dimensional flows (where the basic flow does not vary
in the spanwise direction). The approach here is same as described in § 2.2.1. All quantities are non-
dimensionalised using the half-channel width H(x) and the centreline velocity Uc(x). Again the relation-
ship dxd = Hdx is used. As before, we consider small divergence angles and Reynolds numbers much
larger than 1, so streamwise variations in the basic flow are slow. A consistent non-parallel approxima-
tion as before is to retain all terms up to O(a) and O

(

Re−1
)

and to neglect terms of higher order in either
of these. As usual, each flow quantity is expressed as the sum of a steady mean and a time-dependent
perturbation, such as

u = U(y) + û(x, y, z, t), (4.3)

with
[û] = Real

{

u(x, y) exp
[

i
(∫

α(x)dx + βz − ωt

)]}

, (4.4)

such that ∂u/∂x ∼ O
(

Re−1
)

. The streamwise and spanwise wavenumbers are α and β respectively and ω
is the disturbance frequency. The equations for linear stablity now are

−au +
∂u
∂x
+ iαu − ay

∂u
∂y
+
∂v
∂y
+ iβw = 0, (4.5)

−iωu+U

[

∂u
∂x
+ (iα − 2a) u

]

+ (v − ayu) U′ = (2a − iα) p− ∂p
∂x
+ay

∂p
∂y
+

1
Re

[

∂2u

∂y2 −
(

α2 + β2
)

u

]

, (4.6)

−iωv + U

[

∂v
∂x
+ iαv

]

+ ayU′v = −∂p
∂y
+

1
Re

[

∂2v

∂y2 −
(

α2 + β2
)

v

]

, (4.7)

−iωw + U

[

∂w
∂x
+ iαw

]

= −iβp +
1

Re

[

∂2w

∂y2 −
(

α2 + β2
)

w

]

. (4.8)
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The no-slip boundary conditions are

u = v = w = 0 at y = ±1. (4.9)

For slip flow the boundary conditions are

u ± Kn
∂u
∂y
= v ∓ au = w ± Kn

∂w
∂y
= 0 at y = ±1, (4.10)

with finite pressure at the walls for both no-slip and slip case. Setting n/r = β, neglecting terms contain-
ing 1/r and replacing r by y in the non-parallel stability equations (2.25) and (2.31)-(2.33) for axisym-
metric pipe we arrive at the stability equations (4.5 - 4.8) for a diverging channel. In the latter, if we set
a, and all the streamwise derivative terms to zero, we obtain the Orr-Sommerfeld and Squire equations
for parallel flow [see e.g. Drazin & Reid (1981)].

The solution method is as before. We always find that the even mode in v is much more unstable
than the odd mode. When appropriate, this fact is used to speed up the computations by considering
only a half-channel. To validate our solution method further, we solve the channel flow problem from
equations (4.5) - (4.8) without slip by the approach of Govindarajan & Narasimha (2005). The results
agree very well. In that approach, the lowest-order stability problem correct to O(Re−1/2), comprising
ordinary differential equations in y is derived. This is solved first as an eigenvalue problem, exactly as
one would solve the Orr-Sommerfeld equation. Higher order effects are obtained up to the desired order
of accuracy by exploiting the properties of adjoint differential operators. The disturbance amplitude is
expressible in terms of an ordinary differential equation in x, whose coefficients contain the lowest-order
eigenfunctions. The method of Govindarajan & Narasimha (2005) is not applicable for slip flows.

4.2 Results of the stability analysis

4.2.1 Flows through diverging channel

We first examine whether wall slip has an effect on the Rayleigh (1880a) inviscid stability measure
U′′ (discussed in § 2.3). In a divergent channel, U ′′ at the centreline remains negative, and for small
divergences, is close to the value in a plane channel of −2. The dependence of U ′′ at the wall on S
is shown in figure 4.7. If this quantity is positive, it follows that Rayleigh’s criterion is satisfied. In
the absence of slip, the profile is inflexional beyond S = 2.95, whereas with slip for Kn = 0.1, the
profile is inflexional for S ≥ 2.5. The difference is too small to predict the direction of the effect of
slip. This indicates that when the profile is near-inflexional, the divergence could be more important for
stability than changes in the wall boundary conditions. If this expectation is realised, there will be no
large stabilization due to wall-slip, unlike in a plane channel.

Only two-dimensional perturbations, being the least stable, are presented in this section on linear
instability. For a plane channel (θ = 0), the present solutions match well with Lauga & Cossu (2005)
as seen in figure 4.8. It is seen that the critical Reynolds number increases sharply with increase in the
Knudsen number. The boundaries of neutral stability at various Knudsen number for angles of divergence
θ = 0.1◦ and 1◦ are shown in figures 4.9 and 4.10 respectively. Here the neutral Reynolds number is
defined as that for the disturbance kinetic energy integrated across the channel. At the lower level of
divergence, slip is seen to stabilise the flow, but much less than it would in a plane channel. At the
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Figure 4.7: Variation of U ′′ at the wall for different S (solid line: Kn = 0.1 and dashed line: Kn = 0).

larger divergence, increasing the Knudsen number has a small destablising effect. The effect of slip and
divergence is summarised in the plot of the critical Reynolds number Recr versus Kn in figure 4.11. To
highlight the result, we plot the ratio Recr/Re0 Vs Kn, where Re0 is the critical Reynolds number for the
no-slip (Kn = 0) case. As the angle of divergence increases, the effect of slip is progressively reversed,
from being hugely stabilising to mildly destabilising. It is to be noted that due to our definition of Kn, the
wall slip for a profile close to separation is negligible. In other words, we prescribe smaller and smaller
wall slip velocity for increasing divergence. If we maintain the slip velocity constant as the divergence
increases, the destabilisation would be much higher.

Figure 4.12 shows the cross-over in terms of the critical Reynolds number. At a Knudsen number
of 0.1, Recr varies with wall slope approximately as a power law, with an exponent of −0.8. This means
that the parameter S at which the flow is neutrally stable increases slowly with the wall slope, roughly
as S ∼ a0.2. It is worth noting that as S increases, the slope of the velocity profile at the wall decreases,
so a given Knudsen number corresponds to smaller slip velocities at higher divergences. The results
from the Orr-Sommerfeld equation applied to the Jeffery-Hamel profiles are shown in figure 4.13. It
may be concluded that for wall divergences below a degree, flow non-parallelism acts only through the
basic profile and the explicit non-parallel terms are negligible. This has been checked to be true for
the entire spectrum of eigenvalues for a variety of conditions. Beyond this angle, explicit non-parallel
effects are noticeable but not large. This finding is in contrast to what is seen in pipe flows, where the
non-parallel terms have a large destabilising effect [see § 2.4]. At the largest divergences shown, i.e.,
for a ∼ 0.2, the flow is mildly separated at the critical Reynolds number. Any firm statements at these
angles of divergence would require a non-parallel stability analysis correct to a higher order of accuracy
in a and O

(

Re−1
)

than considered here. We only show Orr-Sommerfeld results as a qualitative indicator
that nothing special happens when one encounters a mildly separated profile.

Transient growth of linearly stable eigenmodes

The study of transient growth presented in this subsubsection is done in collaboration with my colleague
Dr. A. Sameen. In contrast to the least stable linear eigenmode, the maximum transient growth of
disturbance kinetic energy is shown here to depend primarily on the Reynolds number of the flow and
not on the slope of the walls. The introduction of velocity slip at the walls has a very small effect in the
presence of divergence as well, similar to the findings for a plane channel of Lauga & Cossu (2005) and
Min & Kim (2005). We restrict ourselves to extremely small wall solpes where there is a negligible effect
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Figure 4.8: Variation with velocity slip at the wall of the critical Reynolds number Recr for linear instability in a
plane channel. Line: present study, symbols: Lauga & Cossu (2005).
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of the non-parallel terms on the stability. We therefore use eigenvalues and eigenfunctions from the Orr-
Sommerfeld and Squire equations with slip boundary conditions. In other words, non-parallel effects are
neglected in transient growth computations. If Λ = diag{ω1, ω2, ...ωN} is constructed out of the N least
stable eigenvalues of this system, and κ is similarly constructed from the expansion coefficients of the
corresponding eigenfunctions, the resulting disturbance kinetic energy, g(t), may be written as [Schmid
& Henningson (2001)]

g(t) =
‖κ(t)‖2E
‖κ(0)‖2E

=
‖e−iΛtκ(0)‖2E
‖κ(0)‖2E

. (4.11)

Maximising g(t) for all possible initial conditions κ(0), we define

G(t) ≡ max
κ,0

g(t). (4.12)

In a linearly stable situation, the quantity G(t) increases initially, and after attaining a maximum G max,
decays to zero as t → ∞. For given values of Re, α, β and θ, Gmax is thus the maximum possible
factor over which the initial disturbance kinetic energy can grow algebraically. Our computations of G(t)
for a plane channel at Reynolds numbers of 1000 and 1500 (appropriately scaled) at different Knudsen
numbers are, as mentioned above, in excellent agreement with Min & Kim (2005) and Lauga & Cossu
(2005) respectively.

The contours of constant Gmax for a range of α and β are plotted in figures 4.16 (a) and (b) for
a Reynolds number of 200 and wall slopes of 0.005 and 0.02. It is seen that velocity slip has only a
marginal effect, as does the slope. We now define a Reynolds number Re0.95 equal to 95% of the linear
instability-critical Reynolds number Recr. The algebraic amplification of disturbances obtained at this
Reynolds number is a fair measure of the maximum possible, since exponential growth may take over at
higher Reynolds numbers. The Reynolds number of 200 at which the contours are shown is about two-
fifths of Recr at a = 0.005, while at a = 0.02, Re0.95 = 200. The maximum algebraic growth obtained
just before linear instability serves only to amplify the initial perturbation by an order of magnitude.
This is in contrast to a plane channel, where the factor is about 200 even at one-sixth of Recr [Schmid &
Henningson (2001)]. The results are qualitatively the same over a range of Re and θ.

In all cases in this Knudsen number range, the largest transient growth is obtained for streamwise
independent disturbances (α = 0) of spanwise wavenumber β close to 2, so the remaining results are
presented at these wavenumbers. Figure 4.17 shows the Gmax at Reynolds numbers of 150 and 300. The
slope at which the flow becomes linearly unstable (to two-dimensional perturbations) is shown by the
vertical line in each case. Beyond this point the dominance of exponential Vs. transient growth depends
on their relative magnitude. To see when the former is seen to swamp the latter, we choose a sample
divergence angle of 1◦ for which the linear instability critical Reynolds is about 230. In figures 4.14 and
4.15 we have plotted G(t) Vs. time at Reynolds number just above the critical Reynolds number and
double of the Recr respectively. It can be seen that as expected, at a Reynolds number close to critical,
the linear mode is very slowly growing, so transient growth could be called the winner. However, at
Reynolds number of 460, the exponential growth clearly dominates. The switch-over therefore occurs at
some intermediate Reynolds number, but we have chosen 0.95Rcr as representative.

In the relevant range, transient growth is (i) small, and (ii) relatively insensitive to wall divergence,
unlike the dominant linear mode, which is hugely destabilised. The small destabilising effect of slip on
transient growth is summarised in figure 4.18. We may conclude that algebraic growth mechanism may
not be such a major player in diverging channels, whether with or without slip. In figure 4.19, it is seen
that the transient growth obtainable just below Recr drops sharply with wall divergence, and is very small
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Figure 4.14: Gmax vs time at Reynolds number just above critical Reynolds number. Angle of divergence = 1◦.
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Figure 4.15: Gmax vs time at Reynolds number double of the critical Reynolds number. Angle of divergence = 1◦.

even for modest divergence. This result is compared to the maximum transient growth in a plane channel
in figure 4.20. Note that the dashed lines in this figure consist of points from figure 4.19 obtained at
various levels of wall divergence, each at its Re0.95. At values of wall divergence below 2 degrees or
so, the two lines without slip are almost indistinguishable, showing that Gmax is primarily dependent
on the Reynolds number and not on the slope. Scaling arguments at small α show [see e.g. Schmid &
Henningson (2001)] that Gmax should vary as Re2. This has been shown to hold true for a variety of
flows such as for plane Poiseuille, plane Couette, flow in circular pipes and Blasius boundary layers,
with different constants of proportionality. The relationship is seen here to hold in the case of divergent
flows as well, with Gmax ∼ f (Kn)Re2 where f (Kn) is a weak function of Kn. At higher divergences,
where the velocity profile is close to separation at the wall, there is a clear deviation from the power law.
This could be of theoretical interest, and merits further investigation.

The result that transient growth is dependent only on the Reynolds number and not on the wall
divergence may be explained partially as follows. For the streamwise-independent modes (α = 0) the
Orr-Sommerfeld and Squire equations reduce to

1
Re

(

d4v

dy4 − 2β2 d2v

dy2 + β
4v

)

= ωi

(

d2v

dy2 − β
2v

)

, (4.13)

ηωi +
1

Re

(

β2η − d2η

dy2

)

= −iβU′v. (4.14)
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Figure 4.16: The contour of Gmax for Re = 200 without slip (solid lines) and at Kn = 0.1 (dashed lines) for
(a) a = 0.005, and (b) a = 0.02. At the latter wall divergence, a Reynolds number of 200 is 95% of the critical
Reynolds number for linear instability.
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Figure 4.17: The maximum transient growth of disturbance kinetic energy at α = 0, β = 2.0 as a function of slope.
The vertical lines show the divergence beyond which the flow is linearly unstable at each Reynolds number.
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Figure 4.18: The maximum transient growth of disturbance kinetic energy at α = 0, β = 2.0 as a function of
Knudsen number. The Reynolds number is 200.
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(a = 10−4) is obtained at a Reynolds number of Re0.95 = 4282, while at a = 0.2, Re0.95 = 56.6. The solid line is for
a plane channel without slip. The long dashes are the quantity plotted against Re0.95. The coincidence of the two
lines over most of the range shows that unlike linear instability, the transient growth is not affected by wall slope.
The power law behaviour is seen to hold for slip flow as well.
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Figure 4.20: Gmax at α = 0 and β = 2, as a function of Reynolds number. The solid line is for a plane channel
without slip. The coincidence of the two lines over most of the range shows that unlike linear instability, the
transient growth is not affected by wall slope. The power law behaviour is seen to hold for slip flow as well.
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η̂ is the y component of disturbance vorticity whose amplitude η is defined as in equation (4.4), and
ω = iωi, since ωr = 0 now. Note that Henningson & Schmid (1994) v is independent of the velocity
profile, and its growth rate exponent scales inversely as Re. The vorticity η is “slave” to v, (incidentally
is out of phase with it) for α = 0. Thus, although η does depend on the velocity profile, the transient
growth is unaffected. The presence of slip gives rise to a small destabilisation. For Kn > 0.1 we find that
the nature of stabilisation is different, but since the slip model is no longer appropriate here, this range is
being approached in a different study.

4.2.2 Flows through diverging pipe

The boundaries of neutral stability at various Knudsen number for angles of divergence θ = 0.1◦ and
1◦ are shown in figures 4.21 and 4.22 respectively. As non-axisymmetric swirl (n = 1) mode is most
unstable for pipe flow, we consider the swirl (n = 1) mode in this section.
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Figure 4.21: Neutral stability curves for the flow through a diverging pipe for different values of Kn, angle of
divergence = 0.1◦.
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Figure 4.22: Neutral stability curves for the flow through a diverging pipe different values of Kn, angle of diver-
gence = 1◦.
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Figure 4.23: Variation of the critical Reynolds number for the flow through a diverging pipe, Recr with slope (a)
of the wall (plus: Kn = 0.1, circles: Kn = 0).
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The laminar velocity profile through a circular pipe is parabolic once the flow is fully developed. How-
ever, as discussed in chapter 1, the distance le required to reach this fully-developed state can be very
long [Ekman (1910); Reshotko (1958); Wygnanski & Champagne (1973)], and scales linearly with the
Reynolds number Re, roughly as le/R ∼ Re/20, where R is the pipe radius. Therefore high Reynolds
number laminar flow through a pipe of limited length may never reach a parabolic state. Thus, the entry
region could play an important role in the transition to turbulence in a circular pipe. Although many re-
searchers have worked on this problem, there is significant discrepancy among the results, as discussed in
chapter 1. In all these studies, the basic flow is taken in an approximate form, usually of boundary-layer
type. In the present study, the axisymmetric Navier-Stokes equations are solved in an accurate manner
using a parallel machine (as described in § 2.1.1). In the next section we discuss the mean flow in the
entry region of a pipe.

5.1 Mean flow

The flow studied here is through a straight pipe (shown in figure 1.2) with a uniform axial velocity U i at
the inlet. A large enough length of pipe is considered for the Neumann condition to be applicable at the
outlet, where the profile is checked to be parabolic. The boundary conditions are Ψ = Ω = V = ∂U/∂r =
0 at the centreline (r = 0), and U = V = 0 at the wall (r = 1).

Sample axial and radial velocity profiles at different axial locations for Re i = 5000 are shown in
figures 5.1 and 5.2 respectively. The centreline velocity at the exit is exactly twice that at the inlet, which
indicates that the flow is fully developed. The shape factor H (defined by displacement thickness over
momentum thickness) is shown in the figure 5.3 for Rei = 5000 and Rei = 3000. The displacement and
momentum thickness are defined as follows

∫ R

0

(

1 − U
Uc

)

rdr, and
∫ R

0

U
Uc

(

1 − U
Uc

)

rdr,

respectively. It can be seen that in the upstream region the shape factor is similar to that of a decelerating
boundary layer on a two-dimensional surface. Downstream H > 2.59, which resembles an accelerating
two-dimensional boundary layer. By analogy, this would lead us to expect instability in the upstream
region, rather than downstream. Although this is the case in the present study, the instability arises
outside the boundary layer region. It can be seen in figure 5.2 that unlike in boundary-layer flow, the
radial velocity V does not attain a constant value outside the wall region, this feature of entry flow is
important in its instability.

We compare the present mean flow results of the developing flow in the entry region in a pipe with
that of the earlier studies (discussed in § 1.1.4). The comparison of present velocity profiles with Blasius
flow for Re = 5000 at x = 73.2 is shown in figure 5.4. Then the present velocity profiles are compared

63
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Figure 5.1: Axial velocity profiles at different axial locations for Rei = 5000.
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Figure 5.2: Radial velocity profiles at different axial locations for Rei = 5000.
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Figure 5.4: Comparison of axial velocity profile and its derivatives (from Navier-Stokes solutions) with Blasius
flow for Re = 5000 at x = 73.2.
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Figure 5.5: Developing flow velocity profile and its gradient in a pipe for Re = 5000 at x = 7.32. Circles: Sparrow
profile, dashed line: Hornbeck profile, solid line: present method.

with the Sparrow and Hornbeck profiles in figures 5.5 and 5.6 at two different axial locations x = 7.32 and
x = 30.8 respectively. It can be seen that exact solution is considerably different from all the approximate
profiles used in earlier studies. Duck (2005); Williams (2001) used mean flow of Mohanty & Asthana
(1979). This profile is somewhat better than the others, but its second derivative is still very different
from the exact solution. The comparison of the centerline velocity of Mohanty & Asthana (1979) with
that of present study is shown in figure 5.7. These differences too will be seen to be important in the
present instability.

5.2 Results of the stability analysis

As discussed in § 2.2, the equations for stability of the developing flow in the entry region of a straight
pipe are obtained by setting the angle of divergence to zero in equations (2.31) to (2.34). These are
solved as described in chapter 2. While the least stable mode for fully-developed flow is the helical
(n = 1) mode, the axisymmetric (n = 0) mode is found to be the most unstable in the case of developing
flow, consistent with earlier work [Garg (1981); Sarpkaya (1975)]. In order to first estimate how much
effect a more accurate basic flow has on the result, we conduct a parallel flow stability analysis (to
compare with the earlier results, by neglecting non-parallel terms in the stability equations). The growth
of the axisymmetric mode is shown in figure 5.8. Unlike in the earlier studies, the flow is found to be



66 Chapter 5.

0.6 0.7 0.8 0.9 1
r

0

0.3

0.6

0.9

1.2

U U
  X

 5

U

U

′

′

Figure 5.6: Developing flow velocity profile and its gradient in a pipe for Re = 5000 at x = 30.8. Circles: Sparrow
profile, dashed line: Hornbeck profile, solid line: present method.
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Figure 5.7: Comparison of axial variation of the centerline velocity by Mohanty & Asthana (1979) with that of
present.

unstable even at a Reynolds number of 2000. The disturbance amplification, however, is very small even
at Re = 5000.

We now include non-parallel effects. As seen in figure 5.8, for a given inlet Reynolds number, the
flow is expected to be linearly unstable within a certain axial extent. Too far upstream, the effective
Reynolds number is too low for instability, and too far downstream, the flow is fully developed and thus
linearly stable. The amplitude of the disturbance kinetic energy given by equation (2.45) at r = 0.08
and r = 0.25 for the axisymmetric mode are shown in figures 5.9 and 5.10 respectively. The Reynolds
number is 5000. It is found that the amplitude of the disturbance kinetic energy decays for r > 0.6, and
that the maximum growth of the disturbance kinetic energy is close to the centerline. In other words, an
experiment where the probe was positioned within 0 < r < 0.6 would measure exponential growth of
disturbances of the right frequency, while probes placed closer to the wall would register a stable flow.
The disturbance kinetic energy integrated across the pipe decays at these Reynolds numbers.

For comparing with the experiments of Sarpkaya (1975), we note that Sarpkaya measured the vari-
ation of the amplitude of the axial disturbance velocity, while our stability analysis deals with individual
eigenmodes. Since the former gives the integrated effect of the latter over all modes, and since only a
small range of wavenumbers is unstable at the Reynolds numbers considered, we expect the experiment
to display a significantly lower level of instability than predicted by the stability analysis. Secondly, it
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Figure 5.9: Amplification of the disturbance kinetic energy for the axisymmetric (n = 0) mode for typical distur-
bance frequencies for Re = 5000 at r = 0.08.
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Figure 5.10: Same as figure 5.9, but for r = 0.25.
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Figure 5.11: Axial variation of the critical Reynolds number. Filled triangles: present non-parallel study (n = 0
mode) at r = 0.25. Filled circles and open squares: experimental results of Sarpkaya (1975) for axisymmetric and
non-axisymmetric disturbances respectively. The theoretical results of Huang & Chen (1974) and Tatsumi (1952)
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Figure 5.12: Axial variation of the critical Reynolds number (n = 0 mode). Filled circles: parallel stability
analysis, open squares and plus symbol: non-parallel results at r = 0.5 and r = 0.25 respectively. The lines are
shown to guide the eye.

was seen above that stability is a function of the radial location at which the growth rates are monitored,
and in the experiment it is not mentioned what this location is. Figure 5.11 shows the comparison of the
zero growth curve obtained from the present non-parallel analysis at r = 0.25 with that of the experiment.
The qualitative behaviour is the same, and as expected, the region of instability obtained experimentally
is smaller. Note that at a Reynolds number of 1000, there is already a significant axial extent over which
disturbance growth is obtained. The growth rates, however, are extremely small, and would be difficult
to see in an experiment. It is evident from the same figure that the critical Reynolds numbers predicted
by earlier theoretical studies are unrealistically high.

The regions of instability at two radial locations are shown in figure 5.12, the result from a parallel
stability analysis is shown for reference. Surprisingly, disturbance growth is much higher closer to the
centreline rather than at the wall. This indicates that the radial velocity in the core is an important
destabilising factor. An experiment which takes account of the radial location, and in which the Fourier
modes of the instability are obtained is called for, to check the present predictions in greater detail.

To summarise, flow in the entry region of a pipe is linearly unstable at a Reynolds number as low
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as 1000, in qualitative agreement with experiment, but further experiments are required. Disturbance
growth is highest in the core region. We have made no approximation in solving for the mean flow and
have performed a complete non-parallel analysis correct to O

(

Re−1
)

.
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6.1 Pulsatile flow through a straight pipe

The studies described in this chapter are still in the preliminary stage. The mean flow is computed and
stability equations for sinusodally varying flows are given. The main point of the study is to estimate the
effect of asymmetries, in the form of departures from sinusoidal. The instability of such a flow will be
studied in future. Pulsatile flow through a pipe has been a topic of interest [Bertram & Pedley (1983)]
because of its relevance to the blood flow through arteries. Arterial flow is of course very complicated
but we study only one aspect, namely the pulsatile nature of the flow. The geometry is a straight rigid-
walled pipe. Fedele et al. (2005) considered a pulsatile flow through a pipe by imposing periodic pressure
gradient at the inlet. They have used an analytical velocity profile in the stability analysis. Here we have
undertaken a similar study. The boundary conditions at the centreline are ψ = Ω = V = ∂U/∂r = 0.
No-slip and impermeable boundary conditions are imposed at the wall, i.e, U = 0 and V = 0. At the
exit the Neumann boundary condition (∂ψ/∂x = 0) is used. We prescribe an inlet axial velocity given
by Ui = (1 − r2) [A + Bcos (2π/T ) t], where T is the time period of the oscillation of the inlet velocity.
We solve the Navier-Stokes equation directly using a full-multigrid algorithm on a parallel machine
[Venkatesh et al. (2005)] to get the periodic basic flow. The velocity at each point is

U (x, r, t) = Ū (x, r) + up (x, r, t) , and V (x, r, t) = V̄ (x, r) + vp (x, r, t) , (6.1)

where Ū (x, r) and V̄ (x, r) are time averaged velocities in the x and r direction respectively, and u p (x, r, t)
and vp (x, r, t) are the corresponding unsteady parts of the velocity.

The axial and radial velocity profiles for the inlet velocity U i = (1 − r2) [0.85 + 0.15cos (2π/10) t]
at different times are shown in figures 6.1 and 6.2 respectively. The unsteady part of the velocity u p(r, t)
and vp(r, t) are shown as functions of time in figures 6.3 and 6.4. The Reynolds number is 800 based on
the maximum of Ui. The axial location x = 94 far away from the inlet is chosen where there is no further
axial variation in the flow.

We then prescribe an asymmetric inlet flow given by

Ui = (1 − r2)(A + Bh), (6.2)

where h is of the form sin(a + bt) in one half and sin(c + dt) in the other half of the cycle. Here we have
taken a = 0, b = 2, c = 3π/4 and d = 0.5. The axial and radial velocity profiles for the asymmetric
inlet flow are shown in figures 6.5 to 6.8. At any radial location, the flow is sinusoidal, but there is a
phase lag between one radial location and another. This lag is negligible up to about half the distance to
the wall from the centreline, but becomes more pronounced towards the wall, as can be seen in figures
6.3 and 6.4, and also in figure 6.5. Other simulations we have carried out show the same feature. This
observation suggests that a full numerical simulation is necessary to obtain the periodic base flow, and
merits further understanding. The time averaged axial and radial velocity profiles at x = 94 for both the
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Figure 6.1: Axial velocity profiles for Ui = (1 − r2) [0.85 + 0.15cos (2π/10) t] at different times (x = 94 and
Re = 800).
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Figure 6.2: Radial velocity profiles for the same case as figure 6.1.

symmetric and asymmetric cases are shown in figures 6.9 and 6.10 respectively.
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Figure 6.3: up(r, t) Vs time at different radial locations for the same case as figure 6.1.
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Figure 6.4: vp(r, t) Vs time at different radial locations for for the same case as figure 6.1.
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Figure 6.5: Axial velocity profiles for different time at x = 94, Re = 800 (asymmetric inlet profile).
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Figure 6.6: Radial velocity profiles for the same case as figure 6.5.
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Figure 6.7: up(r, t) Vs time at different radial locations for the same case as figure 6.5.
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Figure 6.8: vp(r, t) Vs time for the same case as figure 6.5.
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Figure 6.9: Time averaged axial velocity profiles at x = 94.
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Figure 6.10: Time averaged radial velocity profiles at x = 94.
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6.2 Floquet stability equations for pulsatile flow

Floquet theory is a linear theory of stability for flow which is a periodic function of time [Iooss & Joseph
(1989)]. The basic flow at each point consists of a steady and time dependent part [equation (6.1)]. We
add disturbances [û, v̂, ŵ, p̂] into the flow. In a normal mode form velocity perturbations appear in pairs,
for example, the streamwise velocity component may be written as

û (x, r, θ, t) = Real
[

u1(r)ei(α1 x+n1θ−Ω1t) + u2(r)ei(α2 x+n2θ−Ω2t)
]

, (6.3)

The other components of velocity and the disturbance pressure may be expressed similarly. From the
plots of up and vp shown in figures 6.3, 6.4, 6.7 and 6.8 one can find the unsteady part of basic flow in
the form

up (r, t) = Real
[

A(r)eiΩt
]

. (6.4)

Adding the disturbances of equation (6.3) to the basic flow (6.1), substituting the sum into the Navier-
Stokes equations, subtracting the basic flow and linearising the resulting equations we get four distur-
bance equations. Averaging these equations over a large period of time with α1 = α2 = α, n1 = n2 = n
and Ω = Ω1 −Ω2, we get
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None of the other modes survives the averaging process. Above equations in matrix form is

























a11 a12 · · · a18
...

...
. . .

...

a81 a82 · · · a88



































































































u1
v1
w1
p1
u2
v2
w2
p2











































































= ω1

























b11 b12 · · · b18
...

...
. . .

...

b81 b82 · · · b88



































































































u1
v1
w1
p1
u2
v2
w2
p2











































































(6.13)

where

a11 = L − 1/(r2 × Re), a12 = U ′m, a13 = 0, a14 = iα, a15 = (i × α × A(r))/2, a16 = A′(r)/2,
a17 = 0, a18 = 0,

a21 = 0, a22 = L, a23 = (2 × i × n)/(r2 × Re), a24 = D, a25 = 0, a26 = (i × α × A(r)/2), a27 = 0,
a28 = 0,

a31 = 0, a32 = −(2 × i × n)/(r2 × Re), a33 = L, a34 = (i × n)/r, a35 = 0, a36 = 0, a37 =
(i × α × A(r))/2, a38 = 0,

a41 = i × α × D, a42 = ((i × α × Re × Um) + n2/r2 + α2), a43 = i × n × (1/r2 + D/r), a44 = Re × D,
a45 = 0, a46 = (i × α × Re × A(r)/2), a47 = 0, a48 = 0,

a51 = (i × α × A(r)/2), a52 = A′(r)/2, a53 = 0, a54 = 0, a55 = L − 1/(r2 × Re) + i ×Ω, a56 = U ′m,
a57 = 0, a58 = iα,

a61 = 0, a62 = (i×α×A(r)/2), a63 = 0, a64 = 0, a65 = 0, a66 = L+i×Ω, a67 = (2×i×n)/(r2×Re),
a68 = D,

a71 = 0, a72 = 0, a73 = (i × α × A(r)/2), a74 = 0, a75 = 0, a76 = −(2 × i × n)/(r2 × Re),
a77 = L + i ×Ω, a78 = (i × n)/r,

a81 = 0, a62 = (i × α × Re × A(r)/2), a83 = 0, a84 = 0, a85 = i × α × D, a86 = ((i × α × Re ×
Um) + n2/r2 + α2) + i × Re ×Ω, a87 = i × n × (1/r2 + D/r), a88 = Re × D.

The operator L and D are defined as follows

L = iαUm −
1

Re
[

D2 + D/r − (1 + n2)/r2 − α2
]

, D = ∂/∂r, and D2 = ∂2/∂r2.

In equation (6.13), we confirm that if we set A to zero, we get the parallel stability equations of Gill
(1973); Lessen et al. (1968).

The Floquet stability analysis is not valid for asymmetric time periodic flows given in equation
(6.2). At present we do not have substantial results to include in the thesis. In future, we are planning to
complete this work in our group.
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6.3 Flow separation in divergent channel/pipe

At higher angles of divergence and at high Reynolds number flow separation occurs in diverging channels
and pipes. In this section we study the separation in channels and pipes for angle of divergence from 0◦ to
60◦. The 0◦ and 90◦ cases have been studied ingreat detail, but we did not find any studies of separation
as a function of angle of divergence. We solve the Navier-Stokes equations as discussed in § 2.1.1 and
use the parallelised solver Venkatesh et al. (2005) for this study. A pipe and channel having an aspect
ratio (defined by the ratio of smallest radius to biggest radius) of 0.5 are considered here at Re = 150. A
schematic diagram for divergent pipe of aspect ratio 0.5 is shown in figure 6.11. For different angles of
divergence, the separation and reattachment points for the flow through diverging pipes and channels are
shown in figures 6.12 and 6.13 respectively. It can be seen that for both the flows through the diverging
pipe and the channel, separation and reattachment occur almost at the same locations. The axial velocity
profiles for flow through diverging pipe and channel are shown in in figures 6.14 and 6.15 respectively.
In future, we are planning to conduct full non-parallel stability analysis e.g. global stability analysis of
such flows without the approximations made in this thesis.

x

r
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2Rθ

Figure 6.11: Schematic diagram of the divergent pipe having an aspect ratio of 0.5, not to scale.
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Figure 6.12: Separation and reattachment point in diverging pipe. Aspect ratio of the diverging pipe =0.5, Re =
150. The point where the diverging portion starts and ends are shown as a guideline.
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Figure 6.13: Same as figure 6.12 but for diverging channel.
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Figure 6.14: Axial velocity profiles for different axial locations. Aspect ratio of the pipe =1:2, Re = 150.
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Figure 6.15: Same as figure 6.14 but for diverging channel.
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Fully developed laminar flow (Hagen-Poiseuille flow) through a straight pipe is linearly stable at any
Reynolds number, Re. In this case, nonlinear and/or transient growth mechanisms drive the transition to
turbulence. However there are many variations from these conditions where linear instability can play
a significant role in transition to turbulence. Some of these situations are addressed in this thesis. They
are, flow through (i) a divergent pipe, (ii) a variety of diverging-converging pipes with constant average
radius, (iii) diverging pipes/channels with velocity slip at the wall, and (iv) the entry region of a straight
pipe. The instabilities of these spatially developing laminar flows is shown to be fundamentally different
from flows that do not vary downstream. We have also studied separation in diverging channels and
pipes.

It is not in general possible to derive analytical solutions for the laminar flows described above.
We obtain the mean flow by solving the steady two-dimensional/axisymmetric Navier-Stokes equations
exactly. For the accuracy desired, the computational time required for solving the elliptic equations
is very large. A full-multigrid algorithm (FMG) is used to accelerate the convergence. The code is
parallelised at the National Aerospace Laboratories, Bangalore. The FMG speeds up the solution by
a factor of hundred as compared to many traditional algorithms, and the parallel code (using an eight
processor machine) gives a superlinear speed-up of 11 times over a single processor. However at small
angle of divergence a (< 1◦), the velocity profiles for a diverging pipe are obtained analytically by
deriving an axisymmetric Jeffery-Hamel equation (AJH).

In a diverging pipe the critical Reynolds number for linear instability is finite at any divergence
and the critical Reynolds number is surprisingly low even for small angles of divergence. The flow is
shown to satisfy the necessary conditions for inviscid instability at any divergence. For small divergence,
instability is determined by the parameter S (x) describing the mean profile, the mechanism is inviscid,
as angle of divergence, a → 0, the flow is unstable to the swirl (n = 1) mode for S > 10, so the
critical Reynolds number approaches infinity as 1/a. At divergences as low as 1◦, the effect of flow non-
parallelism is already large, so a non-parallel analysis is essential. A non-parallel analysis yields linear
instability to the swirl mode at surprisingly low Reynolds numbers, of about 150 for a divergence of 3◦,
which would suggest a role for such instabilities in the transition to turbulence.

We then study the effect of local asymmetric convergence/divergence on laminar flow through a pipe
of constant average radius. The main finding is that the instability behaviour can be changed dramatically
by reversing the direction of flow. Since the Reynolds numbers for these instabilities are low, exponential
growth of disturbance is offered as a possible mechanism that could be operating in small-scale flows,
due to the presence of wall roughness.

Fluid dynamics (and the role of the walls) at small-scale can be very different from that at large
scales. We make a minor foray into this regime, by considering the effect of wall slip at Knudsen
numbers less than 0.1. In a plane two-dimensional channel velocity slip at the wall dramatically stabilizes
the linear mode but has very little effect on the algebraic transient growth of disturbances [Lauga &
Cossu (2005)]. We show that even for small divergences of the channel wall, the transient algebraic
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growth remains an insignificant player. Linear instability on the other hand, as is well known, occurs at
Reynolds number two orders of magnitude lower than in a plane channel. Slip has a small destabilising
effect. We predict that a different route to chaos, via linear instability, could take place at small scales in
the presence of divergence and hope to motivate experimental verification of this assertion.

The question of why slip has the counter-intuitive effect, although small, of destabilising the flow
needs to be addressed in future. For example, in flow through a channel of width 100 µm, where wall
roughness is of the order of 5% of the width will already, we predict, be unstable at Reynolds numbers
of 50 − 100. This translates to velocities of 0.5 to 1 m/s for water. So even a 10% decrease in the critical
Reynolds number could have practical relevance to flows through micro-channels or between hydropho-
bic walls. For Kn → 0 the results could provide pointers to larger-scale flows with local divergences,
such as through arteries. We have considered only Jeffery-Hamel flows, representing channels which
diverge indefinitely at a given angle, but our results are relevant to channels of arbitrary geometry with
local divergences extending to a few channel widths. We have checked that numerical profiles obtained
in such channels match closely with Jeffery-Hamel profiles. Restricting ourselves to situations where the
inlet flow is relatively quiet, we have not touched upon the role of nonlinearity here, but there are sev-
eral interesting questions, such as whether a nonlinear self-sustaining mechanism of the general class of
Waleffe (1995) would be in operation or whether nonlinear travelling-wave solutions [Faisst & Eckhardt
(2004); Hof et al. (2004)] will be observed.

At high Reynolds numbers, the entry region is long, and could play an important role in transition
to turbulence. We have shown that flow in the entry region of a pipe is linearly unstable at a Reynolds
number as low as 1000, in qualitative agreement with experiment. Disturbance growth is highest in the
core region. This indicates that the radial velocity in the core is an important destabilising factor.

As a general rule, the mean flow in each of the aforementioned problems must be computed accu-
rately and a complete non-parallel analysis is essential.



��� � ��������� �

� � � � � � � � � � � � � � � ����� � � �
	 	 ��� ��� ��
���� � � � 
�� � ��� � � � �

�
� � 
�� � � �

Two-dimensional Poisson equation is

∂2u

∂x2 +
∂2u

∂y2 = − f (x, y), (I.1)

which is an elliptic equation and it has to solve by an iterative procedure. In equation (I.1) the unknown
solution u(x, y) is determined by the given source term f (x, y) in a closed region. Let’s consider a square
domain 0 ≤ x, y ≤ L with homogeneous Dirichlet boundary conditions u = 0 on the perimeter of the
square. The equation is discretized on a grid with N + 2 lattice points, i.e, N interior points and two
boundary points, in the x and y directions. At any interior point, the exact solution obeys

ui, j =
[

ui+1, j + ui−1, j + ui, j+1 + ui, j−1 + h2 fi, j
]

. (I.2)

The different grids employed are called multigrid levels, l. The number of interior lattice points in the
x and y directions is then taken to be 2l, so that N = 2l + 2, and the lattice spacing h = 1/(N − 1). N
is chosen in this manner so that the downward multigrid iteration can construct a sequence of coarser
lattices with

2l−1 → 2l−2 → .......→ 20 = 1 (I.3)

interior points in the x and y directions.

Suppose that u(x, y) is the approximate solution at any stage of the calculation, and uexact (x, y) is the
solution which we are trying to find. The multigrid algorithm uses the following definitions:

1. The correction is the function which must be added to the approximate solution to give the exact
solution, which is

v = uexact − u. (I.4)

The residual or defect is defined as
r = 52u + f . (I.5)

From the above expressions, it is can be shown that the correction and the residual are related by the
following equation

52v =
[

52uexact + f
]

−
[

52u + f
]

= −r. (I.6)

This equation has exactly the same form as the Poisson equation with v playing the role of the unknown
function and r playing the role of the known source function.
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A Simple V-cycle algorithm

The simplest multigrid algorithm is based on a two-grid improvement scheme. Considering two grids:

(a) a fine grid with N = 2l + 2 points in each direction, and

(b) a coarse grid with N = 2l−1 + 2 points.

It is needed to relate one grid to another, i.e., given any function on the lattice, it is needed to

(c) restrict the function from fine→ coarse, and

(d) prolongate or interpolate the function from coarse→ fine.

4

8

16

32

64

128

8 converged 16 converged

Figure I.1: Simple V-cycle in full-multigrid algorithm

B Multigrid algorithm

The multigrid algorithm consists of the following steps:

1. If l = 0 there is only one interior point, so solve exactly for

u1,1 =
(

u0,1 + u2,1 + u1,0 + u1,2 + h2 f1,1
)

/4.

2. Otherwise, calculate the current N = 2l + 2.

3. Perform a few pre-smoothing iterations using a local algorithm such as Gauss-Seidel. The idea is to
damp or reduce the short wavelength errors in the solution.

4. Estimate the correction, v(= uexact − u) as follows:

(a) Compute the residual

ri, j =
1
h2

[

ui+1, j + ui−1, j + ui, j+1 + ui, j−1 − 4ui, j

]

+ fi, j.
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(b) Restrict the residual r → R to the coarser grid.

(c) Set the coarser grid correction, V to zero and improve it recursively.

(d) Interpolate the correction (V − v) onto the finer grid.

5. Correct u→ u + v.

6. Perform a few post-smoothing Gauss-Seidel iterations and return the improved u to the next finer
grid.
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A Chebyshev Expansions

The Chebyshev polynomials of the first kind are a set of orthogonal polynomials defined as the solutions
to the Chebyshev differential equation and denoted Tn(y). Chebyshev polynomials are defined in one of
the following ways:

(1) Trignometric Function

Tn(y) = cos(ncos−1y). (II.1)

(2) Rodrigues’ Formula

Tn(y) = (−1)n22n!
(2n)!

√

1 − y2 dn

dyn

[

(1 − y2)n−1/2
]

. (II.2)

(3) A Direct Formula

Tn(y) = 1
2
[

(y +
√

1 − y2)n + (y −
√

1 − y2)n
]

. (II.3)

(4) Solution of Sturm-Liouville

d
dy

(

√

1 − y2 d
dy

Tn(y)
)

+
n2

√

1 − y2
Tn(y) = 0. (II.4)

(5) Recurrence Relation

T0(y) = 1, T1(y) = y, Tn+1(y) = 2yTn(y) − Tn−1(y). (II.5)

The Chebyshev polynomials are orthogonal polynomials with respect to the weighting function (1−y2)1/2

∫ 1

−1

Tm(y)Tn(y)
√

1 − y2
dy =

{ 1
2πδnm, if m , 0, n , 0
π, if m = n = 0. (II.6)

where δnm is the Kronecker delta. Chebyshev polynomials of the first kind satisfy the additional discrete
identity

m
∑

k=1
Ti(yk)T j(yk) =

{ 1
2πδi j, if i , 0, j , 0
π, if i = j = 0. (II.7)

where yk for k = 1, ....,m are the m zeros of Tm(y).
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They also satisfy the recurrence relations

Tn+1(y) = 2yTn(y) − Tn−1(x) (II.8)

Tn+1(y) = yTn(y) −
√

(

1 − y2)
{

1 − [Tn(x)]2
}

(II.9)

Using Chebyshev polynomials a function φ(y) can be expanded as

φ(y) =
N

∑

n=0
anTn(y) (II.10)

Chebyshev-collocation method is accomplished by the specification of the collocation points chosen to
be the Chebyshev Gauss-Lobatto points defined as

yi = cos(iπ/N). (II.11)

Chebyshev spectral methods are dealt in Canuto, Hussaini, Quarteroni & Zang (1987).

B Differentiation in Chebyshev Plane

The derivative of φ(y) is evaluated in two ways.

Method 1

The pth derivative, φ(p)
N (yi) is

φ
(p)
N (yi) =

N
∑

n=0
anT (p)

n (yi). (II.12)

T (p)
n (yi) is evaluated from the recurrence relation II.5. This method is not usually used for eigenvalue

value problems.

Method 2
The dependent variable φN(yi) can also be written as

φN(y) =
N

∑

j=0
h j(y)φN (y j), (II.13)

where h j(y) are the polynomials of degree N defined as

h j(y) = (−1) j+1(1 − y2)TN
′(y)

c̄ jN2(y − y j)
. (II.14)

Then the derivative can be written as

φ
(p)
N (yi) =

N
∑

j=0
d(p)

i, j φN(y j), (II.15)
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where d(p)
i, j = h(p)

j (yi). The expression of coefficients for some d(p)
i, j are

d(1)
i, j =



















c̄i
c̄ j

(−1)i+ j

(yi−y j) , 0 ≤ i, j ≤ N, i , j

− yi

2(1−y2
i ) , 1 ≤ i ≤ N − 1, i = j

(II.16)

d(1)
0,0 = −d(1)

N,N =
2N2 + 1

6 , (II.17)

where c̄0 = c̄N = 2, c̄ j = 1 for 1 ≤ j ≤ N − 1 and

d(2)
i, j =

N
∑

k=0
d(1)

i,k d(1)
i,k . (II.18)

So that in vector form φ(p) = D(p)φ, where D = d(1)
i, j , i, j = 0, ...,N.
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