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Abstract

In this thesis, we have carried out theoretical investigations of valence fluctua-

tions and disorder effects in strongly correlated electron systems, focusing on heavy

fermion materials in particular. The theoretical framework that we have employed

is that of dynamical mean field theory (DMFT), which allows the mapping of a lat-

tice model to a self-consistently determined effective impurity problem. We have

extended, implemented and applied the semi-analytical, local moment approach

to solve the impurity model. The first three chapters have a common theme –

namely valence fluctuations driven crossovers and transitions. The periodic An-

derson model, a paradigm to understand heavy fermions in rare-earth systems, has

been employed in the first chapter to study a valence crossover, and the manifes-

tation of this crossover in optical and transport properties. A detailed comparison

to DC and optical transport of several Cerium and Ytterbium based materials

yields excellent agreement. The valence crossover investigated in the first chapter

can be transformed to valence transitions with an additional term, i.e inter-orbital

Coulomb interaction term in the PAM Hamiltonian, leading to an extended periodic

Anderson model, that is investigated in chapter two. A valence fluctuations driven

quantum critical point is found to exist in realistic parameter regimes. In order to

access real systems, one must be able to deal with orbital degeneracy and inter-

orbital correlations. Thus, in the third chapter, we have combined a multi-orbital
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local moment approach with dynamical mean field theory to study the degenerate

multi-orbital periodic Anderson model.

The second theme in the thesis is disorder effects in heavy fermions. In the

fourth chapter, we have derived a Feenberg renormalised perturbation series based

dynamical coherent potential approximation within the framework of dynamical

mean field theory. The local moment approach has been used as an impurity

solver. Our approach captures the crossover from coherent lattice to single impu-

rity behaviour with increasing substitutional disorder. Such a crossover is, natu-

rally, reflected in optical and transport properties. In the final chapter, we outline

a new route to non-Fermi liquid behaviour in substitutionally disordered heavy

fermions arising from the self averaging of impurity scattering. We have carried

out a detailed analysis of such non-Fermi liquid behaviour, both analytically (in the

concentrated and dilute limits), and numerically (for complete range of disorder),

at low frequencies and temperatures. The relevance of our results for understand-

ing deviations from Fermi liquid behaviour in a large range of heavy fermions and

transition metal oxide materials has been pointed out.
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Chapter 1

Introduction

1.1 Strongly correlated systems

Strongly correlated electronic systems, whose physical properties are strongly gov-

erned by strong and local Coulomb interaction have been a subject of intense

study in the field of modern condensed matter science. There are a large num-

ber of strongly correlated materials: those that exist naturally and others that

can be synthesized. A few examples of such systems are transition metal oxides,

heavy fermions, and artificially engineered systems like ultra-cold atoms. Heavy

fermion compounds/alloys [1, 2], systems of central theme of the present thesis,

have generated much interest in past two decades because of interesting physical

properties like Kondo effect [3], quantum criticality [4,5], valence fluctuation driven

Kondo collapse and unconventional superconductivity [6], and disorder driven non-

Fermi-liquid behaviour [7,8]. These phenomena arise mainly due to the presence of

strongly correlated electrons [3,9,10], that belong to partially filled, highly localized

f - orbitals characterized by large ratios of Coulomb interaction to bandwidth.

Rare earth based f - heavy fermions have effective masses that are 10 − 1000
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1.1 Strongly correlated systems 2

times the bare electron mass. The specific heat coefficient, which is inversely

proportional to effective mass (γ ∝ 1/m∗), of a few heavy fermion alloys e.g.

CeCu2Si2, CeCu6 and CeAl3 are 1100 mJ/mol K2, 1600 mJ/mol K2 and 1620 mJ/

mol K2 [11]. For comparison, the specific heat coefficient of Copper, a conventional

normal metal, is 1 mJ/mol K2. The other important class of rare earth based

intermetallic systems are Kondo insulators. A few examples are Ce3Bi4Pt3, SmB6,

YbB12 and CeRhAs [9, 12, 13]. These materials have a characteristic low energy

scale that coincides with the excitation gap and is proportional to the Kondo scale

(10 − 100K). The emergence of a low energy scale in these kind of systems is

widely believed to be due to screening of localised f - moments in the lattice by

itinerant conduction electrons [3]. These materials show various interesting emer-

gent physical phenomena at low temperatures as a direct result of screening of f -

moments by electrons in the conduction orbitals. The low temperature resistiv-

ity of heavy fermions increases with decrease in temperature reaching a coherence

peak (proportional to Kondo scale) and subsequently decreases with further de-

crease in temperature. The magnetic susceptibility follows the Curie-Weiss law

(χ(T ) = C
T+θ

) at high temperatures, while the low temperature behaviour is Pauli

like. One of the very important features of these systems is adiabatic continuity. To

illustrate this concept, we can focus on the DC resistivity of CeAl3 below 0.3K [14]

which displays a T 2 form and is hence similar to Copper [15]. The only difference

is coefficient of resistivity, which is larger for CeAl3 by three orders of magnitude

than Copper. The above observation leads to the conclusion that physical laws

obeyed by weakly correlated materials can be equally valid for strongly correlated

systems, but with a renormalization factor. In order to understand the various

complex phenomena in strongly correlated electronic systems, microscopic model

Hamiltonians are studied, which we will discuss in next section.



1.2 Microscopic model Hamiltonians 3

1.2 Microscopic model Hamiltonians

The periodic Anderson model (PAM) is one of the simplest models representing a

paradigm for understanding the physics of heavy-fermion compounds. In standard

notation, the Hamiltonian for the PAM is given by

Ĥ = ǫc
∑

iσ

c†iσciσ − t
∑

(i,j),σ

(c†iσcjσ + h.c.) + V
∑

iσ

(f †
iσciσ + h.c.)

+
∑

iσ

(

ǫf +
U

2
f †
iσ̄fiσ̄

)

f †
iσfiσ (1.1)

The first two terms describe the c-orbital energy (ǫc) and the kinetic energy of

the conduction band arising from nearest neighbour hopping t, which is scaled as

t ∝ t∗√
Zc

(t∗ is the unit of energy) in the large dimension limit where the coordination

number Zc → ∞. We choose the hyper cubic lattice in our calculations, for which

the non-interacting density of states is given by ρ0(ǫ) = exp (−ǫ2/t2∗)/t∗
√
π is an

unbounded Gaussian [16]. The hybridization between the c- and f - electrons is

represented by the third term (V ) and is responsible for making otherwise localised

f - electrons itinerant. The last term is f - orbital site energy (ǫf ) and the on-

site Coulomb repulsion U for two f - electrons of opposite spin. We can define an

asymmetry parameter η = 1+2ǫf/U . The system is in particle-hole symmetric limit

for ǫc = 0 and η = 0 and has Kondo insulating ground state (nf+nc = 2 with nf = 1

and nc = 1 (nf =
∑

σ〈f
†
iσfiσ〉 and nc =

∑

σ〈c
†
iσciσ〉)). A finite value of either ǫc = 0

and η introduces asymmetry. For ǫc 6= 0 and η ∼ 0, the system is in Kondo lattice

regime, while for ǫc 6= 0 and η ∼ 1, the system would be in the mixed valent metallic

regime. We will return to the PAM shortly and discuss other important details

about the model. But before that, we will discuss another fundamental model,

namely the single impurity Anderson model (SIAM) [17], required to understand
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the dilute and high temperature regimes (T > TK) of heavy fermions. The SIAM

can be expressed in standard second quantization notation as

Ĥ =
∑

k,σ

ǫkc
†
kσckσ + V

∑

kσ

(f †
σckσ +H.c.) +

∑

σ

(ǫf +
U

2
f †
σ̄fσ̄)f

†
σfσ (1.2)

where the first term is a conduction band with dispersion ǫk. The second term

is hybridization of the impurity f - electron with the conduction band. The third

term is orbital energy of impurity electrons. The last term is the on-site Coulomb

repulsion between impurity f - electrons. A Schrieffer-Wolff [18] transformation

of the above SIAM eliminates local charge fluctuations, and leads to the Kondo

model, that can be represented as

ĤK = Hc +Hex ≡
∑

kσ

ǫkc
†
kσckσ +

∑

k,k′,αβ

J(k,k′)c†
kασαβck′β · S (1.3)

where

J(k,k′) = − V 2U

2(ǫk − ǫf )(ǫk − (ǫf + U))
+ k ↔ k′ (1.4)

and S is local impurity spin. The parameter regime Ut∗/V
2 ≫ 1, ǫf < ǫF and

ǫf + U > ǫF corresponds to the condition for local moment formation. J is the

effective exchange coupling between localised spin of the impurity and the con-

duction electrons and is antiferromagnetic in nature (ǫF is the Fermi level). It

has been shown from Bethe ansatz [19] and numerical renormalization group [20]

that the impurity local moment gets screened at low temperatures (T ≪ Kondo

temperature TK). The Kondo scale is exponentially small; TK ∝ exp(−αU/V 2).

The screening of the local moment at T ∼ TK is evident as a dip in the resistivity

and saturation of susceptibility of dilute magnetic alloys with lowering the tem-
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perature. For T ≫ TK , screening effects are washed out by thermal fluctuations

and the f - moments act as free spins (so χimp ∼ 1
T
). The dynamics and scaling

behaviour in the single impurity Anderson model is captured to great accuracy by

the recently developed local moment approach (LMA) [21,22]. The details of LMA

will be discussed in section 1.3. Now, we return back to the PAM and discuss our

theoretical approach followed in this thesis to solve the model.

Our main aim in the thesis is to calculate single particle spectral functions,

D(ω) of c- and f - electrons and subsequently the optical and transport properties

in various regimes of the periodic Anderson model.

1.3 Dynamical mean field theory and local mo-

ment approach

Several theoretical approaches have been employed to solve the PAM. Some of

them are – Hartree-Fock approximation [23], alloy analogy approximation [24],

Gutzwiller variational approach [25], slave boson approach [26–28] etc. The peri-

odic Anderson model has been solved exactly in one dimension only [29]. In the

various theoretical techniques mentioned above, dynamical quantum fluctuations

have not been incorporated. A few other popular theoretical tools for solving the

PAM are dynamical mean field theory (DMFT) [16, 30], extended DMFT [31],

cluster expansions [32], finite size simulations [33] etc. Within the framework of

DMFT [16, 30], the self-energy becomes purely local or momentum independent,

which simplifies the problem significantly, while retaining the competition between

itinerancy and localization in a non-trivial way. The momentum independence of

the self-energy implies that we can view lattice problems as locally self-consistent
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impurity problems, hence the solution of PAM, for instance reduces to that of

a SIAM with a self-consistent hybridization. The various impurity solvers that

have been adapted to solve the effective impurity problem are numerical renor-

malization group [34], quantum Monte-Carlo [35], exact diagonalization [36], per-

turbation theory methods such as iterated perturbation theory [37], local moment

approaches [38], and slave-particle approaches [39] etc. The Kondo lattice regime

within the PAM has been investigated heavily by [22,34,38,40–42] within DMFT

and cluster extensions ignoring the d−f repulsion effects.

The local retarded Green’s functions for f - and c- electrons within DMFT in

the paramagnetic phase are given by

Gf (ω;T ) =

[

ω+ − ǫf − Σf (ω;T )−
V 2

ω+ − ǫc − S(ω)

]−1

(1.5)

Gc(ω;T ) =

[

ω+ − ǫc − S(ω)− V 2

ω+ − ǫf − Σf (ω;T )

]−1

. (1.6)

The retarded self-energy Σf (ω;T ) is momentum independent within DMFT. S(ω)

is the Feenberg self-energy [43] and is a functional of Gc(ω;T ). The mapping of

PAM to SIAM within DMFT yields the following equations [38, 44]:

Gc(ω;T ) = H[γ] =

∫ ∞

−∞

ρ0(ǫ)

γ(ω;T )− ǫ
=

1

γ(ω;T )− S(ω)
(1.7)

where H[γ] denotes the Hilbert transform of γ with respect to the non-interacting

density of states ρ0(ǫ) and γ(ω;T ) = ω+−ǫc−V 2[ω+−ǫf−Σf (ω;T )]
−1. Our choice

of the non-interacting density of states is either a bounded semi-ellipse, appropriate

for a Bethe lattice (BL), or an unbounded Gaussian, which is appropriate for a



1.3 Dynamical mean field theory and local moment approach 7

hypercubic lattice (HCL).

ρ0(ǫ) =











2
πt∗

√

1− ǫ2

t∗2
if |ǫ| ≤ t∗ ; BL

1√
πt∗

exp(−ǫ2/t∗2) ; HCL

Given a self-energy, one can use Eq. 1.7 to find Gc(ω;T ), and hence S(ω).

Then from Eq. 1.5, one can get the f -Green’s function as well. However, the main

challenge is to obtain the self-energy. This is where DMFT plays an important role.

Since the lattice model can be mapped onto an impurity model, what then remains

to be solved is the effective impurity problem. Basically, a single correlated impurity

is embedded in a non-interacting host that is determined self-consistently. The host

is characterized by the non-interacting density of states ρ0(ǫ) and a hybridization

∆(ω) = V 2/(ω+ − ǫc − S(ω)). Thus the non-interacting propagator that can be

used to construct the self-energy for the impurity problem is given by the Dyson’s

equation:

G(ω) =
[

(

Gf (ω)
)−1

+ Σf (ω)
]−1

(1.8)

=
[

ω+ − ǫf −∆(ω)
]−1

. (1.9)

The new self-energy thus obtained will yield a new S(ω) from Eq. 1.7 and this

self-consistency cycle continues until convergence is achieved.

However, the problem is easier said than done. There is no simple and exact

prescription to calculate the self-energy of a general impurity model. Exact meth-

ods are necessarily elaborate and expensive and include numerical renormalization

group, exact diagonalization and quantum Monte-Carlo. There exist several semi-

analytical methods based on diagrammatic perturbation theory such as fluctuation

exchange, non-crossing approximation, iterated perturbation theory and local mo-
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ment approach (LMA).

In this thesis, we have employed the LMA as the impurity solver within DMFT.

The LMA is a quantum many-body diagrammatic perturbation theory based ap-

proach developed by Logan and co-workers [21] for the single-impurity Anderson

model. This approach has been benchmarked extensively against methods such

as Bethe Ansatz [21] and numerical renormalization group [45]. Excellent quan-

titative agreement has been found, thus providing justification for its use as an

impurity solver within DMFT. Further advantages of using LMA are that, real

frequency quantities are obtained directly with reasonable computational expense

at all temperatures and interaction strengths.

Previously, the local moment approach(LMA) within the DMFT framework

has been used to understand the PAM in the Kondo lattice (KL) limit [38,40,41].

The main focus in these works was on universality and scaling in dynamics and

transport. A single low energy scale was found to characterize the spectra and

transport in the Kondo lattice regime [38]. We will briefly discuss the local moment

approach and its implementation below.

There are three key elements of LMA.

i. Local moments: In usual perturbation theories, the starting point is the non-

interacting limit. However, in LMA, the starting point is the unrestricted

Hartree-Fock (UHF), symmetry broken, static mean field solutions correspond-

ing to µ = ±|µ| and denoted as ‘A’/‘B’ respectively. Thus, the propagators

used to construct the self-energy will be

Gασ(ω) =

[

ω+ − ǫi + ασx− V 2

ω+ − ǫc − S(ω)

]−1

(1.10)

where α = +1 (for ‘A’ type solution (µ = |µ|)) or −1 (for ‘B’ type solution
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(µ = −|µ|)), ǫi = ǫf + Un̄f/2 and x = U |µ̄|/2.

At the mean-field level, the average occupancy and local moment are found by

n̄f =

∫ 0

−∞
dω
[

DA↑(ω) +Df/c
A↓ (ω)

]

(1.11)

|µ̄| =

∫ 0

−∞
dω
[

Df
A↑(ω)−Df

A↓(ω)
]

(1.12)

where Dασ(ω) = − 1
π
ImGασ(ω). In the absence of a magnetic field, the following

symmetry holds: GAσ(ω) = GBσ̄(ω). Since, we can always find the quantities

corresponding to the ‘B’ solution by this symmetry, we will drop this ‘pseudo-

spin’ index and work with only the ‘A’ solutions.

ii. Two self-energy description: The broken symmetry starting point necessitates

a two-self-energy description. The LMA builds two self-energies corresponding

to each of the two UHF symmetry broken mean-field solutions. The self-

energies are constructed diagrammatically from the mean field propagators

given by Eq. 1.10. In practice, the diagrams that are chosen to describe the

Kondo effect are those that represent spin-flip processes to all orders. The

transverse spin polarization propagator is constructed by a random phase ap-

proximation sum of the bare polarization bubble in the particle-hole channel,

and is given by

Πσ−σ(ω) =
0Πσ−σ(ω)

1− U0Πσ−σ(ω)
, (1.13)

where the bare bubble is given by

0Πσ−σ(ω) = i

∫ ∞

−∞

dω1

2π
GT
−σ(ω1)GT

σ (ω1 − ω) , (1.14)

and GT
σ (ω) is the time ordered counterpart of Gσ given in Eq. 1.10. In prac-
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tice, we calculate the imaginary part of retarded bare polarisation Im0Πσ−σ(ω)

propagator as follows:

1

π
Im0Πσ−σ(ω) =

∫ ∞

−∞
dω1 D↓(ω1)D↑(ω1 − ω) [θ(ω1 − ω)− θ(ω1)] , (1.15)

where Dσ(ω) = − 1
π
ImGσ(ω). The real part is calculated using Kramers-Kronig

transformation as a principal value integral:

Re0Πσ−σ(ω) = −P
∫ ∞

−∞
dω1

Im0Πσ−σ(ω1)

ω − ω1

. (1.16)

The 0Πσ−σ(ω) found in this way is converted to a time-ordered form simply by

multiplying the imaginary part by sgn(ω), and then used in Eq. (1.13)to get

the RPA sum. The resulting Πσ−σ(ω) is time-ordered, and thus, its imaginary

part is positive-definite. This is then used in finding the imaginary part of the

retarded part of the self-energy as follows.

The retarded self-energy within LMA can be written as sum of static and

dynamical parts as [21]

Σ̃σ(ω) =
Un̄

2
− σ

U |µ̄|
2

+ Σσ(ω). (1.17)

The dynamical part of the retarded self-energy in the Eq. (1.17) is given by

Σσ(ω) = U2

∫ ∞

−∞

dω1

2πi
G−σ(ω − ω1)Π

σ−σ(ω1). (1.18)

In practice, we calculate the imaginary part of the retarded self-energy, which



1.3 Dynamical mean field theory and local moment approach 11

can be written as follows

1

π
ImΣσ(ω) = −U2

∫ ∞

−∞
dω1 [θ(−ω1)θ(ω + ω1) + θ(ω1)θ(−ω − ω1)]

Dσ̄(ω + ω1)ImΠσσ̄(ω1) . (1.19)

Using the Kramers-Kronig transformation, we can finally find the real part of

retarded self-energy.

iii. Symmetry restoration at zero temperature: The static mean field solutions are

known to break adiabatic continuity to the non-interacting limit. However,

once the dynamics is built in using the two self-energy prescription, a self-

consistent restoration of broken symmetry, inherent at mean field level, can be

carried out. The local moment µ is taken as a free parameter and is found using

the symmetry restoration condition (for a derivation, please see Ref. [21]):

ReΣ↑(0)− ReΣ↓(0) = U |µ̄|. (1.20)

The two-self-energy description can now be connected back to the usual single-

self-energy description as follows. The spin-dependent c-Green’s functions are given

by

Gc
σ(ω) =

1

γσ(ω)− S(ω)
(1.21)

where γσ(ω) = ω+ − ǫc − V 2/[ω+ − ǫf − Σ̃σ(ω)]. By summing the spin-dependent

Green’s functions to get the full Gc(ω) and using Eqs. 1.6 and 1.7, we get

γ(ω;T ) =
2γ↑(ω;T )γ↓(ω;T )− S(ω) (γ↑(ω;T ) + γ↓(ω;T ))

γ↑(ω;T ) + γ↓(ω;T )− 2S(ω)
. (1.22)
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This allows us to obtain the single self-energy Σf (ω) as

Σf (ω) = ω+ − ǫf −
V 2

ω+ − ǫc − γ(ω)
. (1.23)

Finally, using Eq. 1.5, we can also find the f -Green’s function. For a Fermi liquid,

the Luttinger’s integral theorem given by

IL(ǫi; x) = Im

∫ 0

−∞

dω

π

∂Σf (ω)

∂ω
Gf (ω) = 0. (1.24)

needs to be satisfied explicitly in general, except for the p-h symmetric case, where

it is automatically satisfied. Thus, the ǫi in the bare propagators Eq. 1.10 is taken

to be an unknown parameter to be found by satisfying the Luttinger’s theorem.

Next, we discuss briefly the finite temperature LMA implementation which has

been discussed in detail in [46] and [47]. At finite temperature, the imaginary part

of bare polarisation propagator (Eq. (1.11)) modifies to

Im0Πσ−σ
AA (ω+, T ) =

∫ ∞

−∞
dω1D↓(ω1)D↑(ω1 − ω)[nF (ω1 − ω)− nF (ω1)] (1.25)

where nF (ω) = (1 + exp(βω))−1 is the Fermi function and β = 1/T is the in-

verse temperature. Finally, the imaginary part of self-energy (Eq. (1.19)) at finite

temperature gets modified as follows:

ImΣσ(ω
+, T ) = −U2

∫ 0

−∞
dω1 ImΠσ−σ(ω1;T )D−σ(ω1 + ω) [1− nF (ω1 + ω;T )]

−U2

∫ ∞

0

dω1 ImΠσ−σ(ω1;T )D−σ(ω1 + ω) [nF (ω1 + ω;T )] . (1.26)

One important point to mention here is that symmetry restoration condition is

satisfied solely at zero temperature. Numerical implementation of LMA is carried
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out at zero temperature (T=0) and symmetry restoration condition is satisfied.

Zero temperature converged data is used for finite temperatures.

1.4 Transport

Since within DMFT, vertex corrections are absent [16], the single-particle Green’s

functions are sufficient within the Kubo formalism to obtain transport quantities

such as DC resistivity and optical conductivity. The expressions have been derived

previously [40]. The expression for the real part of optical conductivity is given by

σ(ω;T ) =
σ0

2π2

∫ ∞

−∞
dω

nF (ω)− nF (ω + ω)

ω

Re
[G∗

c(ω)−Gc(ω + ω)

γ(ω + ω)− γ∗(ω)
− Gc(ω)−Gc(ω + ω)

γ(ω + ω)− γ(ω)

]

(1.27)

where σ0 = 4πe2t2a2n/~ for lattice constant a, electronic charge e, and electron

density n and γ(ω) = S(ω)− 1
Gc(ω)

.

By carrying out a Kramers-Kronig transform of the σ(ω;T ) we can get σ′(ω;T ),

and then the complex optical conductivity, σ̄(ω;T ), can be obtained as σ(ω;T ) +

iσ′(ω;T ). The optical scattering rate [48] is defined asM−1(ω;T ) = Re(1/σ̄(ω;T )).

The explicit expression for DC conductivity and thermopower coefficient are ob-

tained by considering the ω → 0 limit of the above equation and can be written

as

σDC =

∫ ∞

−∞
dω

(

−dnF

dω

)

τ(ω) (1.28)

QDC =
Q0

TσDC

∫ ∞

−∞
dω ω

(

−dnF

dω

)

τ(ω) (1.29)

where Q0 = −1
e
; τ(ω) = σ0

2π2Re[
πDc(ω)
Imγ(ω)

+2(1−γ(ω)Gc(ω)] and Dc(ω) = −ImGc(ω)/π
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is the spectral function of the retarded c−Green’s function Gc(ω).

1.5 Thesis overview

The thesis has been divided into five chapters with two broad themes. Chapters

one to three deal with valence fluctuations and chapters four and five focus on

disorder effects in heavy fermions. The five chapters are summarized below.

Many heavy fermion materials are known to crossover from the Kondo lattice

regime to the mixed valence regime or vice versa as a function of pressure or dop-

ing. In the first chapter, we study this crossover theoretically by employing the

periodic Anderson model within the framework of the dynamical mean field theory.

Changes occurring in the dynamics and transport across this crossover are high-

lighted. As the valence is decreased (increased) relative to the Kondo lattice regime,

the Kondo resonance broadens significantly, while the lower (upper) Hubbard band

moves closer to the Fermi level. The resistivity develops a two peak structure in

the mixed valence regime: a low temperature coherence peak and a high tempera-

ture Hubbard band peak. These two peaks merge, yielding a broad soft maximum

upon decreasing the valence further. The optical conductivity likewise exhibits an

unusual absorption feature (shoulder) in the deep mid-infrared region, which grows

in intensity with decreasing valence. The involvement of the Hubbard bands in DC

transport and of the effective f-level in the optical conductivity are shown to be

responsible for the anomalous transport properties. A two-band hybridization-gap

model, which neglects incoherent effects due to many-body scattering, commonly

employed to understand the optical response in these materials is shown to be

inadequate, especially in the mixed valence regime. Comparison of theory with

experiment carried out for (a) DC resistivities of CeRhIn5, Ce2Ni3Si5, CeFeGe3
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and YbIr2Si2, (b) pressure dependent resistivity of YbInAu2 and CeCu6, and (c)

optical conductivity measurements in YbIr2Si2 yields excellent agreement.

Novel quantum criticality driven by valence fluctuations has been proposed

as the explanation for the experimental observations in certain materials such as

CeCu2Si2 and YbRh2Si2. The minimal periodic Anderson model is unable to ac-

count for valence transitions. Hence, in third chapter, we investigate the extended

periodic Anderson model (EPAM), which includes a Coulomb repulsion (Ufc) be-

tween conduction (c) and localised electrons (f), using a static mean-field as well as

the local moment approach (LMA) within dynamical mean field theory (DMFT).

Our objective is to develop an understanding of quantum phase transitions due to

valence fluctuations. We show that, in specific parameter regimes of the EPAM,

a quantum critical point (QCP) governed by valence fluctuations exists. The sig-

nature of this novel QCP is a divergence of the valence susceptibility at a critical

Ufc, unaccompanied by a vanishing of the Fermi liquid scale.

The dynamics of f - orbitals and conduction bands in heavy fermions is usually

represented by a single non-degenerate orbital hybridizing with a single conduction

band in the periodic Anderson model Hamiltonian. However, the real f - orbital

is highly degenerate, and hence multi-orbital effects must be properly accounted.

In chapter three, we have embedded a multi-orbital extension of the local moment

approach within DMFT to investigate the degenerate PAM including inter-orbital

correlations. In parallel to the multi-orbital single-impurity case, we find two low

energy scales, corresponding to intra and inter-orbital correlations. We focus on the

signatures of these two scales in spectra and transport, and highlight the differences

with the single-orbital case.

In the fourth chapter, we have investigated the effect of Kondo-hole type sub-
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stitutional disorder on the dynamics and transport properties of heavy fermion

systems. We employ the periodic Anderson model within the framework of coher-

ent potential approximation and dynamical mean field theory. The crossover from

lattice coherent behaviour to an incoherent single-impurity behaviour is reflected

in all aspects: a highly frequency (ω) dependent hybridization becomes almost flat;

the coherence peak in resistivity (per impurity) gives way to a Hammann form that

saturates at low temperature (T); the Drude peak and the mid-infrared peak in

the optical conductivity vanish almost completely. The zero temperature resistiv-

ity can be captured in a closed form expression, and we show how the Nordheims

rule gets strongly modified in these systems. The thermopower changes sign with

increasing disorder, and exhibits a characteristic peak for all disorder values. The

location of this peak is shown to correspond to the low energy scale of the sys-

tem ωL. In fact, the thermopower appears to be much more sensitive to disorder

variations than the resistivity. A comparison to experiments yields quantitative

agreement.

The last chapter deals with the interplay of disorder and interactions, as in

the previous chapter, but with a strong focus on the low temperature and low fre-

quency features in single-particle quantities and response functions. The formalism

remains the same as in the previous chapter, namely coherent potential approxi-

mation (CPA) and dynamical mean field theory. An exact low frequency analysis

of the equations for CPA self-energy in the concentrated and dilute limits shows

that the dynamical local potentials arising through disorder averaging generate a

linear (in frequency) term in the scattering rate. Such non-Fermi liquid behaviour

(nFL) is investigated in detail for Kondo hole substitution in heavy fermions within

dynamical mean field theory. We find closed form expressions for the dependence

of the static and linear terms in the scattering rate on substitutional disorder and
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model parameters. We argue that the low temperature resistivity will acquire a

linear in temperature term, and show that the Drude peak structure in the optical

conductivity will disappear beyond a certain disorder xc, that marks the crossover

from lattice coherent to single-impurity behaviour. The analytical results thus ob-

tained, we then carry out a full numerical solution of the DMFT equations. We

found that the nFL term will show up significantly only in certain regimes, although

it is present for any non-zero disorder concentration in principle. We highlight the

dramatic changes that occur in the quasiparticle scattering rate in the proximity

of xc. Remarkably, we find that the nFL behaviour due to dynamical effects of

impurity scattering has features that are distinct from those arising through Grif-

fiths singularities or distribution of Kondo scales. Relevance of our findings to

experiments on alloyed correlated systems is pointed out.

A good part of the work carried out in the thesis has been published in Refs. [44,

49, 50].



Chapter 2

From mixed valence to the Kondo

lattice regime

2.1 Introduction

Rare earth lanthanides and actinides [1, 2] exhibit a wide range of behaviour such

as heavy fermions (HFs), mixed valence (MV), proximity of superconductivity and

magnetism, quantum critical points etc. Such behaviour arises through an interplay

of a variety of factors such as hybridization between conduction bands and deep

f - levels, orbital degeneracy, crystal field effects, long range spin interactions and

most importantly local Coulomb repulsion [3, 9, 10, 13, 51].

In this chapter, we present a detailed and systematic theoretical investigation of

a regime that borders on heavy fermions at one end and on the mixed valence regime

at the other. Experimentally, such a crossover from HFs to MV or vice-versa has

been observed to happen through pressure or doping [52–55]. The effects of such

a crossover have been investigated for several materials [56–65]. For example, the

first known heavy fermion superconductor CeCu2Si2 [53], when doped with Yttrium

18
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(a non-magnetic homologue of Ce) shows increasing mixed valent character. The

resistivity exhibits a two peak structure in the temperature range 2 K to 300 K.

Varying doping concentration results in gradual coalescing of the two peak structure

into a single broad peak. For the heavy fermion compound YbCu4Ag [54], the

ambient pressure resistivity as a function of temperature shows a broad peak which

is characteristic of mixed valent compounds. By applying pressure, the broad peak

sharpens and the peak position also shifts to lower values of T , thus indicating a

crossover to the Kondo lattice regime. The T 2 coefficient of the low temperature

Fermi-liquid resistivity also increases sharply with pressure, implying a decrease

in the coherence scale. CeBe13 [55] also shows a pressure-induced crossover from

Kondo lattice regime to mixed-valent regime, as seen in the changes in the coherence

peak in the resistivity. The trend in this material is opposite to that seen in the

previous example of YbCu4Ag. [54]

Most previous theoretical attempts to describe the effects of pressure on heavy

fermion materials have employed the single-impurity Anderson model [66–68]. An

illustrative and important work in this context is that of Chandran et al. [66].

They use a phenomenological model comprising a competition between elastic en-

ergy cost and valence fluctuations induced magnetic energy gain. The magnetic

energy for an Anderson lattice model was computed by using the free energy of an

impurity Anderson model and ignoring lattice coherence effects. The free energy

itself was arrived at through a slave-boson mean field approximation [69] which is

a static approximation and is thus unable to treat dynamical effects of valence fluc-

tuations. Phenomenological expressions were used to model volume dependence of

the parameters, and the pressure was obtained by using P (T, V ) = −∂F/∂V . The

authors were able to describe continuous and discontinuous valence transitions in

a single framework. However, since the impurity Anderson model was used, lattice
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coherence effects were ignored. Transport quantities were not calculated. Recent

years have seen the use of lattice models to describe the concentrated Kondo sys-

tems. The minimalist model that accounts for a large part of heavy fermion and

mixed-valent behaviour is the periodic Anderson model (PAM).

The Kondo lattice regime within the PAM has been investigated heavily by

[22, 34, 38, 40–42] within dynamical mean field theory (DMFT) and cluster exten-

sions ignoring the d−f repulsion effects. Vidhyadhiraja et al. have used local

moment approach(LMA) within the DMFT framework previously to understand

the PAM in the Kondo lattice (KL)limit [40]. Although the mixed-valent regime

was not the focus, their studies did indicate the absence of universality and scal-

ing in the MV regime. The DC and optical transport properties were compared

to several Kondo insulators and heavy fermion metals and excellent quantitative

agreement was found [41, 70]. A few mixed-valent materials such as YbAl3 and

the skutterudite compound CeOs4Sb12 were also considered [71] and again good

agreement between theory and experiment was found. In a recent work, valence

transition in Ytterbium and Europium intermetallics was studied by Zlatic and

Freericks [72] employing a multi-component Falicov-Kimball (FK) model within

DMFT. The authors argue that a complete description would entail a solution of

the periodic Anderson model combined with the FK model. However, since this

is challenging, they chose to solve just the FK model, albeit a multi-component

one. Transport quantities like DC and optical conductivity, thermopower and mag-

netoresistance etc were calculated and qualitatively compared to the experiment.

Using an equation of motion decoupling approximation, Bennard and Coqblin [73]

have investigated the PAM and explored the variation of the f - valence with various

parameters of the model. They use the results of this study to understand pres-

sure dependent valence changes. Miyake and co-workers [74] have used a variety
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of methods including the slave-boson approximation, the density matrix renor-

malization group etc to investigate the one dimensional extended PAM (EPAM),

which includes the d − f repulsion effects represented by Ucf . The EPAM has

been investigated within DMFT by Sugibayashi and Hirashima [75]using quantum

Monte-Carlo methods. Their focus has been to understand the interplay between

Ucf , valence fluctuations and superconductivity. In a recent work Ylvisaker [76]

et al. combined local density approximation with DMFT to understand the va-

lence fluctuation and the valence transition in the Yb metal. For the impurity

solver, they have used Hirsh-Fye quantum Monte-Carlo and continuous time quan-

tum Monte-Carlo. They reproduce the experimentally observed valence transition,

and conclude that the Yb metal is a fluctuating valence material rather than an

intermediate-valent one. As mentioned before and as illustrated through the above

mentioned studies, there has been substantial work on the valence transition and

its effect on the spectral quantities within the PAM, however the effects on trans-

port quantities due to valence fluctuations and the crossover regime between the

Kondo lattice and the mixed-valent regime have received scant attention.

In this chapter, we focus on such a KL-MV crossover using the LMA+DMFT

approach to the PAM. We assume that effects of pressure/doping would be to

change the model parameters, and hence a scan of the parameter space within

the PAM framework should be able to provide insight into the crossover regime.

We highlight the changes occurring in the dynamics and transport properties as a

result of this crossover. We find several new results such as a two peak resistivity

and anomalous absorption features in the optical conductivity in certain parameter

regimes. We provide theoretical explanations for these anomalies, and show that

such behaviour does indeed exist in real materials and may be explained quantita-

tively using the present approach. The paper is structured as follows: We present
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the model and formalism in the next section. The results and discussions are in

sections 2.3 and 2.5 respectively. A comprehensive range of experimental mea-

surements is shown to be described by our theoretical results in section 2.6. We

conclude in section 2.7.

2.2 Model and formalism

The periodic Anderson model is one of the simplest models representing a paradigm

for understanding the physics of heavy-fermion compounds. In standard notation,

the Hamiltonian for PAM is given by

Ĥ = ǫc
∑

iσ

c†iσciσ − t
∑

(i,j),σ

(c†iσcjσ + h.c.) + V
∑

iσ

(f †
iσciσ + h.c.)

+
∑

iσ

(

ǫf +
U

2
f †
i,−σfi,−σ

)

f †
i,σfi,σ . (2.1)

For a detailed description of the various terms in the PAM, we refer the reader to

chapter 1.

In the non-interacting case, the two orbital energies ǫc and ǫf completely deter-

mine the nature of the ground state, i.e. whether the system would be gapped or

gapless at the Fermi level. Equivalently, the occupation numbers nf =
∑

σ〈f
†
iσfiσ〉

and nc =
∑

σ〈c
†
iσciσ〉 may also be used to characterize the ground state. It is

straightforward to see that the system is a band insulator for nf + nc = 2, while it

is metallic for nf + nc 6= 2 [9].
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The f - and c- Green’s functions within DMFT are given by

Gf (ω) =

[

ω+ − ǫf − Σ(ω)− V 2

ω+ − ǫc − S(ω)

]−1

(2.2)

Gc(ω) =

[

ω+ − ǫc − S(ω)− V 2

ω+ − ǫf − Σ(ω)

]−1

(2.3)

where Σ(ω) is the momentum-independent f - self-energy which represents inter-

action effects and S(ω) is the Feenberg self-energy [43], which represents the self-

consistent hybridization. Within DMFT, vertex corrections are absent, hence the

single-particle Green’s functions are sufficient within Kubo formalism to obtain

transport quantities such as DC resistivity and optical conductivity. The expres-

sions have been derived previously [40], and we reproduce them here for complete-

ness:

σ(ω) =
σ0

2π2
Re

∫ ∞

−∞
dω′nF (ω

′)− nF (ω + ω′)

ω
[

Gc∗(ω′)−Gc(ω + ω′)

γ(ω + ω′)− γ∗(ω′)
− Gc(ω′)−Gc(ω + ω′)

γ(ω + ω′)− γ(ω′)

]

(2.4)

where σ0 = 4πe2t2a2n/~ for lattice constant a, electronic charge e, and electron

density n and γ(ω) = ω+ − ǫc − V 2[ω+ − ǫf − Σ(ω)]−1. The DC conductivity is

obtained by considering the ω → 0 limit of the above equation as

σDC =
σ0

2π2
Re

∫ ∞

−∞
dω

(

−dnF

dω

)[

πDc(ω)

Imγ(ω)
+ 2 (1− γ(ω)Gc(ω))

]

(2.5)

where Dc(ω) = −ImGc(ω)/π is the spectral function of the retarded Green’s func-

tion Gc(ω) and nF (ω) = (eβω + 1)−1 is the Fermi function.
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2.3 Results

In this section, we show results for spectral functions, i.e. the density of states

(DOS), at both zero and finite temperature, optical conductivity again for T ≥ 0,

and DC resistivity. We work with a reasonably large interaction strength (U ≃

4.5t∗) and a hybridization strength of V 2 = 0.6t2∗. The crossover from Kondo

lattice regime to the mixed-valent regime is investigated by varying ǫc and ǫf such

that the total occupancy ntot = nc + nf is fixed, and nf is decreased. This is done

because pressure experiments would be expected to keep the total occupancy fixed.

The practical details of implementation are given in references [38, 40]. We begin

with the low energy scale and the spectra.

2.3.1 Coherence scale

The low energy coherence scale has been identified in previous studies to be ωL =

ZV 2/t∗, where Z = (1−∂Σ/∂ω|ω=0)
−1 is the quasiparticle weight (inverse effective

mass). This scale is exponentially small in the strong coupling Kondo lattice regime

(nf → 1). Spectral functions, optical conductivities and resistivity were shown

to be universal functions of (T/ωL, ω/ωL) in our previous studies [38, 40, 70]. A

crossover to the mixed-valence regime (nf ≪ 1) manifests in a rapid increase in

ωL as shown in figure 2.1, which shows the variation of the lattice coherence scale

ωL with the f - orbital occupancy nf for a fixed ntot = 1.25 (filled circles) and

ntot = 1.1 (squares). A lowering of the f - orbital occupation implies greater local

charge fluctuations, implying an effective decrease of correlation effects. This in

turn implies a decrease in effective mass or an increase in Z and hence an increase

in ωL with decreasing nf .
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Fig. 2.1: A sharp decrease of the lattice coherence scale, ωL is seen, with nf increasing
from the mixed-valence regime (nf ≪ 1) to the Kondo lattice regime (nf → 1).

2.3.2 Density of states: Zero temperature

The density of states or the spectral functions are considered next. The changes in

the low frequency Kondo resonance and in the high frequency Hubbard bands are

identified as the f - valence is varied.

We show the T = 0 f spectral function (Df (ω;T = 0) = −ImGf (ω, T = 0)/π)

in the left panel of figure 2.2. A usual three peak structure with high energy

Hubbard bands and a narrow Kondo resonance at the Fermi level is seen for all

nf . The lower Hubbard band moves closer to the Fermi level, while the upper

Hubbard band shifts to higher energies with decreasing nf . The insets in figure 2.2

show the Kondo resonance in greater detail as a function of the scaled frequency

ω/ωL. In the Kondo lattice regime, a pseudogap is seen straddling the resonance,

which gets progressively filled up and for the lower values of nf , there is no trace

of a pseudogap. Such a transfer of spectral weight is very non-trivial and is a very

significant feature as it manifests clearly in a second peak in optical conductivity.

The conduction band density of states, Dc(ω;T = 0), shown in the right panel
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Fig. 2.2: The zero temperature spectral functions, Dν(ω;T = 0), ν = c, f are shown
as a function of ‘absolute’ frequency ω/t∗ for various f - occupancies (nf ) and a fixed
ntot = 1.25. The insets show the same spectra as the main panel, but as a function
of the scaled frequency ω/ωL highlighting the changes in the Kondo resonance and the
pseudogap.

of figure 2.2, has an overall Gaussian envelope, with spectral weight carved out

at the effective f - level, ǫ∗f (see section 2.5 for further discussion) in the form of

a pseudogap and small Hubbard bands flanking the envelope. In contrast to the

f - DOS (left panel of figure 2.2), the Hubbard bands here possess a very small

fraction of the total spectral weight. The lower Hubbard band is distinct from the

envelope at higher nf (& 0.75), and merges into the envelope at lower nf (. 0.6).

The pseudogap fills up with decreasing nf and for the lowest nf values shown, there

is indeed no trace of a pseudogap (see right panel)

2.3.3 Density of states: Temperature dependence

In figure 2.3, we show the evolution of the f - DOS as a function of temperature

for nf = 0.8 and nf = 0.3 in the left and right panels respectively. The insets in

the panels show the low frequency, low temperature ((ω/ωL, T/ωL) ∼ O(1)) part

more clearly. With increasing temperature, there is a spectral weight transfer on all
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Fig. 2.3: The f - electron spectral function at temperatures T̃ = T/ωL = 0, 2, 5, 10, 20
(indicated as legends) and for all scales in the main panel. The insets show the low
frequency part as a function of scaled frequency for lower temperatures. The left panel
is for nf = 0.75 and the right panel is for nf = 0.40.

scales. The pseudogap proximal to the Fermi level fills up, while a thermal broad-

ening of the Kondo resonance is clearly visible in the f - DOS. The Hubbard bands

are high energy (∼ U/2) features in the Kondo lattice regime, and hence don’t get

affected on temperature scales of the order of the exponentially small coherence

scale ωL. The physics in the mixed-valent regime is, naturally, different. The co-

herence scale is not exponentially small (see figure 2.1). At any given temperature

T , it is expected that changes in the spectral function will occur upto ω ∼ T . And

indeed, this is seen in the KL regime. However, in the MV regime, spectral weight

transfer occurs in an energy interval that is far greater than the thermal energy

scale. A new spectral feature, that appears to be a symmetric partner of the LHB,

is seen to emerge in the MV regime. What is more suprising is that instead of

experiencing thermal broadening, this feature actually gains spectral weight and

grows with increasing T . Angle-resolved photoemission experiments should be able

to easily identify such a feature. The conduction band density of states exhibits

similar temperature dependence as the f - DOS and is hence not shown.
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2.4 Transport properties

2.4.1 T = 0 optical conductivity

The zero temperature Green’s functions are sufficient within DMFT to compute

the T = 0 optical conductivity, σ(ω;T = 0) (Eq. (2.4)). In figure 2.4, we show

σ(ω;T = 0) as a function of frequency (ω/t∗) for various values of nf and a fixed

ntot = 1.1. For nf → 1 , a familiar structure of a single mid-infrared peak (MIR)

is obtained. As we decrease nf , the MIR peak shifts to higher frequencies. The
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Fig. 2.4: The zero temperature optical conductivity σ(ω;T = 0) as a function of frequency
(ω/t∗) for various nf , and fixed ntot = 1.1.

lower nf values hold a surprise. A deep mid-infrared (DMIR) absorption feature or

a shoulder emerges for lower nf values. This is distinct from the above mentioned

MIR peak. Such a two peak structure has been reported [56], but has not been

understood quantitatively. Recently it has been pointed out through band structure

studies that this feature could be due to transitions to the effective f - level [77].

Here we confirm (see the discussion section) that this feature is indeed absorption

into the effective f - level at ǫ∗f = Z(ǫf + Σ(0)). Here we must add that a clear
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two-peak structure is not obtained for higher ntot, such as that considered for the

spectra (ntot = 1.25) in figure 2.2 (also see [40] for optics in the KL regime).

2.4.2 DC Resistivity as a function of temperature

We now move on to finite temperature transport. In figure 2.5, we show the DC

resistivity as a function of temperature T/t∗. The left panel shows the resistivity

for 0.65 ≤ nf ≤ 0.95, while the right panel is for 0.30 ≤ nf ≤ 0.60. All of the

theoretically computed ρ(T ) have zero residual values, but for visual clarity, they

have been appropriately vertically offset. There is a clear shift of the coherence peak

(low temperature peak) to higher temperatures since its position correlates with the

low energy scale [40], and ωL itself increases sharply with decreasing nf . The right
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Fig. 2.5: DC resistivity for various nf values (mentioned next to the curve) as a function
of temperature T/t∗ for a fixed ntot = 1.25. All of the theoretically computed ρ(T ) have
zero residual values, but for visual clarity, they have been appropriately vertically offset.

panel of figure 2.5 shows the DC resistivity for 0.30 ≤ nf ≤ 0.60. The functional

form in this range of nf is seen to be qualitatively different than the range shown in

the left panel. The coherence peak is not a distinct feature anymore. For nf = 0.65

and 0.60, a distinct two peak resistivity is seen. The two peaks coalesce and form

a broad peak for lower nf values. A broad resistivity peak is well known to be
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a characteristic feature of mixed-valent systems. Here we show that the crossover

from the Kondo lattice regime to the mixed- valent regime involves the coalescing of

the coherence peak and a high temperature peak into a single broad peak. This high

temperature peak is present but not visible in the KL regime. Pressure/doping-

dependent resistivity measurements in CeCu2Si2 [52,53,64]show similar behaviour.

For low pressure, a two peak resistivity is observed. As a function of increasing

pressure, the two peaks merge and a single broad peak is obtained. We emphasise

here that the model Hamiltonian we use has a single c- band and a single f - level,

and hence neglects the crystal field effects completely, which are believed to be the

reason for multiple peaks in various materials. Nevertheless a two-peak structure

is seen in certain regimes here. We will discuss the origin of the second peak in

section 2.5 and the relevance of our results to experiments in section 2.6.

2.4.3 T > 0 Optical transport
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Fig. 2.6: Optical conductivity σ(ω;T ) for nf = 0.75, nc = 0.61 and nf = 0.40, nc = 0.71
in the left and right panels respectively (ǫc = 0.5t∗ and U ∼ 4.7t∗) as a function of
ω/t∗ in the main panels and as a function of ω/ωL in the insets respectively for various
temperature values (given as multiples of ωL in the legends). The insets show σ(ω;T )
for low temperatures to show the transfer of spectral weight more clearly.

We now show the temperature dependence of the optical conductivity in fig-

ure 2.6 for two different f - occupancies, 0.75 and 0.4 (other parameters are men-
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tioned in the figure caption) in the left and right panels respectively. The σ(ω;T )

for the higher nf case has a usual prominent mid-infrared (MIR) peak, with a slight

shoulder at lower frequencies. The inset shows the low temperature evolution of

σ(ω), while the main panel shows T ≤ 10ωL. With increasing temperature, a trans-

fer of spectral weight over all energy scales in seen. The lower nf (= 0.4) optical

conductivity shown in the right panel of figure 2.6 is qualitatively different from

that of the left panel. The shoulder like structure seen in the Kondo lattice regime

(left panel) develops into a full peak in the mixed-valent regime, while the MIR

peak diminishes in intensity and gets broader. The analysis at T = 0 shows (see

section 2.5) that the lower frequency peak occurs at the effective f - level ǫ∗f . The

inset shows that the DMIR peak or the shoulder appears only below a temperature

T = 0.08ωL even though it is positioned at a frequency ω equal to the coherence

scale ωL (since here ǫf +Σ(0) ∼ 1). This precise behaviour is seen in recent optical

conductivity measurements in YbIr2Si2 [78](see section 2.6).

2.5 Discussion

2.5.1 Spectral features: Kondo resonance and Hubbard

bands

At high energies, the prominent spectral features are the Hubbard bands. In fig-

ure 2.2, it is seen that the Hubbard bands shift to the right with decreasing nf .

This is expected from the atomic limit, since the Hubbard bands occur at ǫf and

ǫf+U in the atomic limit, and ǫf moves closer to the Fermi level when nf decreases.

However, we note that the Hubbard bands are not at the positions predicted by

the atomic limit. This discrepancy is due to a combination of shifts in the levels
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arising through hybridization and self-energy effects.

In the other extreme, i.e. close to the Fermi level, a low frequency form of the

Green’s functions using a Fermi liquid self-energy Σ(ω) = Σ(0)+ω( 1
Z
− 1)+O(ω2)

may be derived that enables us to understand most of the features of the Kondo

resonance. The resulting spectral functions in the neighbourhood of the Fermi level

are given by

Dc(ω) ∼ ρ0

(

ω − ǫc −
ZV 2

ω − Zǭf

)

V 2Df (ω) ∼
(

ZV 2

ω − Zǭf

)2

Dc(ω) (2.6)

where ǫ∗f = Zǭf = Z(ǫf +Σ(0)) is the effective f - level. These equations show that

the low energy (ω . ωL) spectral features are precisely those of a non-interacting

(U = 0) PAM with renormalized parameters (V 2 → ZV 2, ǫf → Z(ǫf + Σ(0)) and

(ǫc → ǫc) [38]. Thus, this is the renormalized non-interacting limit (RNIL). A

scaling collapse of the numerically obtained spectra with the analytical expressions

above would be a demonstration of adiabatic continuity of the interacting system

to the non-interacting limit.

As ω → ǫ∗f in Eq. (2.6), the spectral functions also vanish Dν(ω) → 0, thus

the pseudogap seen in the spectra is positioned at the effective f - level, ǫ∗f =

Z (ǫf + Σ(0)). Transfer of spectral weight into the pseudogap happens with de-

creasing nf as seen in figure 2.2 which implies that the frequency interval in the

neighbourhood of ǫ∗f is gaining spectral weight. This spectral weight transfer is com-

pletely missed by theories that are equivalent to the renormalized non-interacting

limit. This includes approaches such as slave-boson theories or two-band models of

heavy fermion systems, which ignore the imaginary part of self-energy. The vari-

ation of ǫ∗f with nf may be easily predicted using the Luttinger’s theorem which
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states [38]

1

2
(nf + nc) =

∫ −ǫc+V 2/ǭf

−∞
ρ0(ǫ) dǫ+ θ(−ǭf ) . (2.7)

For fixed ntot = nf +nc, the upper limit of integration on the right side of Eq. (2.7)

is also fixed. Crossing over from the KL to MV regime would require decreasing

nf and increasing nc, which in turn would require decreasing ǫc. Thus to keep

−ǫc + V 2/ǭf fixed, the ǭf = ǫf + Σ(0) must increase, and hence the effective f -

level, ǫ∗f = Zǭf , also increases as nf decreases. This is indeed seen in the figure 2.2

because the position of the pseudogap does indeed shift to higher frequencies as nf

is decreased.

2.5.2 Inadequacy of the renormalized non-interacting limit

In [40], it was shown that the two band model or the RNIL predicts a square

root singularity at the minimum direct gap (∼ 2
√
ZV ), and hence the MIR peak

is generally attributed to the direct gap. A simple Fermi-liquid analysis Σ(ω) ≃

ReΣ(0)+ω(1−1/Z) of the poles of the k− dependent conduction electron Green’s

function

Gc(ω; ǫk) =

[

ω+ − ǫc − ǫk −
V 2

ω+ − ǫf − Σ(ω)

]−1

(2.8)

yields a two-band model

ω±(ǫk) =

(

ǫc + ǫk − ǫ∗f
)

±
√

(

ǫc + ǫk − ǫ∗f
)2

+ 4ZV 2

2
(2.9)

The minimum direct gap is given by min(ω+(ǫk)−ω−(ǫk)). The square root singu-

larity at the direct gap appears in the two band model because the imaginary part

of the self-energy is neglected, and the resulting spectral functions are Dirac delta

functions. Including incoherent effects due to electron-electron scattering results
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in broadening of the MIR peak and cutting off the square root singularity. The

strong coupling Kondo lattice regime has a large universal region on the frequency

axis, however the mixed-valent regime shows clear deviations from universality, and

consequently, the range of frequencies over which incoherent behaviour would man-

ifest would be larger (universal region is smaller) than the Kondo lattice regime.

This would result in a broader MIR peak in the mixed-valence regime (lower nf ,

right panel, figure 2.4). At the lower nf values, a clear two-peak structure is

visible in the optical conductivity. The low frequency peak is in fact at the ef-

fective f - level, as argued below, while the high frequency peak is the usual MIR

peak. Naively, finding an absorption peak at ǫ∗f is counter-intuitive, because the

renormalized non-interacting limit (Eq. (2.6)) shows that a pseudogap exists at ǫ∗f ,

implying that there is no density of states at that energy. So how can absorption

into a gap happen? The answer is of course that the RNIL, which is equivalent to

a slave-boson mean-field theory, which in turn is equivalent to a two-band model,

are not totally correct in their predictions. These approaches neglect the imaginary

part of the self-energy (scattering rate). So even though the RNIL predicts a gap,

there is in fact no gap at ǫ∗f when self-energy effects are included. And in fact,

it may be shown rigorously, without recourse to LMA that absorption to ǫ∗f will

happen provided the imaginary part of self-energy is non-zero at that energy. To

see this, consider the roots of the real part of the denominator of the conduction

electron Green function, Gc(ω, ǫk) (Eq. (2.8)), given by

Re
[

ω − ǫc − ǫk − V 2 (ω − ǫf − Σ(ω))−1] =

ω − ǫc − V 2 ω − ǫf − ReΣ(ω)

(ω − ǫf − ReΣ(ω))2 + (ImΣ(ω))2
= ǫk (2.10)
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Fig. 2.7: The dispersion ω(ǫk) computed from Eq. (2.10) (black) and from the RNIL,
Eq. (2.9) (red) for ǫc = 0.5t∗, U ∼ 4.7t∗ and nf = 0.95, nc = 0.58 (top panel), nf =
0.70, nc = 0.63 (middle panel) and nf = 0.40, nc = 0.71 (bottom panel).

If the imaginary part of the self-energy is completely neglected and a first order

Taylor expansion is carried out for the real part of the self-energy, we get back

Eq. (2.9). However, retaining the imaginary part, however small it might be, results

in an equation that is at least cubic in order. And for ǫk = ǫc − Z(ǫf + Σ(0)), one

of the roots is just ǫ∗f = Z(ǫf + Σ(0)).

We support the arguments above with LMA results below. The dispersion,

ω(ǫk) is computed for nf = 0.95(nc = 0.58), 0.7(nc = 0.63) and nf = 0.4(nc = 0.71)

with ǫc = 0.5, U ∼ 4.7t∗ through Eq. (2.10) and shown in the top, middle and bot-

tom panels respectively in figure 2.7. The two-bands obtained at the renormalized

non-interacting level (Eq. (2.9)) are also superimposed in red. It is clear from

the figure that the agreement of the two-band model with the full dispersion gets

progressively worse as nf decreases. For nf = 0.4, the middle band is clearly vis-

ible in the full dispersion, while being completely absent in the two-band picture.

This third band, as argued above is centred at ω = ǫ∗f . It is the excitations from
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the ‘band’ below the Fermi level to ǫ∗f , that appears as an additional ‘anomalous’

absorption peak in the deep mid-infrared region (as a shoulder). This anomalous

peak is seen to become prominent in the mixed-valent regime and is very small or

invisible in the Kondo lattice regime. As we will see later, such a two-peak optical

conductivity has indeed been observed in recent experiments (section 2.6).

2.5.3 Origin of the two-peak resistivity

We have shown previously that the coherence peak (low temperature peak) in the

resistivity, which would be a minimum in the conductivity [40], occurs at a tem-

perature comparable to ωL, the low temperature scale. The second peak (high

temperature peak) has been attributed to crystal field split levels. However, we

find a far simpler explanation even within the single band PAM. The second peak

occurs at a temperature that is roughly half of the lower Hubbard band energy

scale. It might at first seem surprising to note that the Hubbard band is contribut-

ing to transport. The Hubbard bands are usually at an energy scale of U/2 which

being of the order of a few eV, remain untouched until room temperature. Never-

theless, for mixed-valent systems, even if the U is large, either the LHB or the UHB

moves close enough to the Fermi level so as to be affected at room temperature

scales. To show the contribution of the Hubbard band states to the conductivity,

we consider expression, Eq. (2.5) again. On the right hand side, the integration is

carried out over all frequencies. However, if we introduce a upper and a lower cut-

off in the integration limits, we can isolate the contribution of individual spectral

features within those limits. In figure 2.8, we show the calculated DC resistivity

for nf = 0.6, nc = 0.66, with three different cutoffs: (i)the solid line being no cutoff

(full resistivity), (ii) the dashed line having limits such that the lower Hubbard band

is excluded but the symmetric partner of the LHB is included and (iii) the dotted
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Fig. 2.8: Figure shows that the second peak in the DC resistivity seen most clearly in
the right panel of figure 2.5 for nf = 0.6 disappears progressively by excluding the lower
Hubbard band and other spectral features. The solid line is for nf = 0.6, nc = 0.66 and is
the full resistivity. The dashed and the dotted lines are obtained by excluding the lower
Hubbard band below the Fermi level and with decreasing cutoff above the Fermi level
(see text for discussion).

line having limits such that both the LHB and its symmetric partner are excluded.

It is seen that excluding the spectral weight of the Hubbard bands enhances the re-

sistivity systematically. This shows that the Hubbard band contribution to the DC

conductivity is substantial in mixed-valent compounds. The two-peak behaviour

of resistivity, however is specific to the parameter regime used in this manuscript

(U/V 2 ∼ 8, ntot = 1.25). In other parameter regimes, such as U/V 2 much larger

or much smaller than that considered here or ntot = 1.1, our calculations demon-

strate (not shown here) that the DC resistivity crosses over from a single sharp

coherence peak to a broad peak lineshape with decreasing valence, without going

via a two-peak structure. This would be relevant for understanding the effects of

valence fluctuations in materials such as YbCu4Ag [54] and CeBe13 [55].
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2.6 Comparison to Experiments

2.6.1 DC resistivity: Ambient pressure
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Fig. 2.9: Comparison of resistivity measurements for four different materials with theory.
Please refer to text for discussion.

In figure 2.9, we have superposed theoretically computed DC resistivity (solid

lines) with the experiments (circles) for CeRhIn5 [79], Ce2Ni3Si5 [80], CeFeGe3 [81]

and YbIr2Si2 [78]. To find the appropriate theoretical parameters for each material,

we had to adopt a trial and error approach. However, a surprising similarity in the

DC resistivity of CeRhIn5 and Ce2Ni3Si5 reduced our effort substantially. We found

that we could take the experimentally measured DC resistivity for the two materials

and scale them onto each other simply by rescaling the x and y axes. CeRhIn5

has anisotropic resistivity, nevertheless the ρa and ρc may also be scaled onto each

other, thus showing that qualitatively, they are also similar. We find that these two

materials have an f - occupancy nf ∼ 0.7, with the rest of the parameters being

nc ∼ 0.55, U/V 2 ∼ 8, ǫc = 0.5t∗. For CeFeGe3, we found that the mixed-valence

resistivities do not fit the data well. Rather, the best fit was found using parameters
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(nf ∼ 1, nc ∼ 0.77, U/V 2 ∼ 5, ǫc = 0.3) that signify an intermediate correlation

with f - occupancy being nearly unity. The optical transport data for YbIr2Si2

(see below) shows a two-peak structure very similar to that seen in figure 2.4 for

nf = 0.4 and ntot = 1.1. Thus we take the same resistivity and superimpose that

onto the experimentally measured one, and we see very good agreement.
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Fig. 2.10: Comparison of pressure dependent resistivity measurements (magnetic contri-
bution only) for YbInAu2 with theory. The inset shows the reported [82] experimental
data.

2.6.2 DC resistivity: Pressure dependence

Hydrostatic pressure dependence measurements of the DC resistivity of YbInAu2

and its non-magnetic homologue LuInAu2 have been carried out by Fuse et al. [82].

The experimental magnetic resistivity along with the residual resistivity (ρmag+ρ0)

is shown in the inset of figure 2.10. The main panel shows a comparison of theory

(solid lines, ntot = 1.1, U/V 2 ∼ 8) with experiment (symbols). The agreement is

seen to be excellent. The Tmax is seen to decrease with pressure, and the mate-

rial appears to be progressing towards a Yb3+ state with increasing pressure, as

conjectured in the experimental paper. Nevertheless, the valence remains in the
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mixed-valent regime (. 0.4), even with pressures upto 20KBar.
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Fig. 2.11: Left panel: Experimentally measured pressure dependent resistivity measure-
ments for CeCu6 [83]. Right panel: Theoretically computed ρ(T ) (same data as left panel
of figure 2.5) plotted as ρ/ρmax vs. T/Tmax. The respective valencies are mentioned next
to the curves.

We now move on to CeCu6, which has gathered a lot of attention in the past

decade as a material that can be tuned to a quantum critical point with Au doping.

Pressure dependent resistivity measurements on CeCu6 were carried out in 1985

by Thomson and Fisk. They found that with increasing pressure, the material

crosses over from Kondo lattice like to mixed-valence like regime. In the left panel

of figure 2.11, we show the experimental graph, while in the right panel, the theory

(same data as that for figure 2.5) is shown. The experiment shows that with

increasing pressure, the temperature dependence follows the P = 0 curve to some

temperature and then deviates. In the inset of the left panel, the experimental

data for 0 ≤ P ≤ 17.4 kbar is shown to collapse when plotted as R/Rmax vs.

T/Tmax for T ≤ 4Tmax. The theoretical curves in the right panel correspond

very closely to those seen in the experiment. The agreement between theory and

experiment shows that indeed with increasing pressure, the occupancy does change

from nf → 1 to nf ∼ 0.75, thus implying that the valence of Ce changes from

∼ 3+ to ∼ 2.75+. The theory curves decrease more rapidly (than experiment)

with increasing temperature beyond the coherence peak, and the reason for this
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is that the phonon contribution is not subtracted in the experiment. The inset

in the theory panel has five different valencies plotted together, namely, nf =

0.90, 0.85, 0.80, 0.78 and 0.75. Except for nf = 0.75, the rest of the data is seen to

collapse onto a single curve, as seen in the experiment. The nf = 0.75 curve does

collapse upto a certain temperature and then deviates from the universal curve.
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Fig. 2.12: Top panel: Experimentally measured optical conductivity for YbIr2Si2 [78].
Bottom panel: Theoretically computed σ(ω;T ) for U/t∗ ∼ 5, V 2 ∼ 0.6t2∗ and ǫc = 0.5t∗,
which yields nf = 0.4 and nc = 0.7. Excellent quantitative agreement is observed between
theory and experiment for the line shape and the temperature dependence.
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2.6.3 Optical transport: YbIr2Si2

The recently discovered heavy fermion system YbIr2Si2 [84] has a crystal struc-

ture similar to the well studied YbRh2Si2. The latter exhibits a field-tuned quan-

tum critical point (QCP), while the former has a pressure-tuned first order phase

transition to a ferromagnetic phase. The experimentally measured optical conduc-

tivity [78] is shown in the top panel of figure 2.12. A clear two peak structure is

evident, and a large scale spectral weight transfer occurs as temperature is increased

from 0.4 K to 300 K. An important characteristic of the temperature dependence

of σ(ω;T ) is that, as temperature is increased, the lower frequency peak (shoulder)

merges into the continuum at T ∼ 60 K, at which temperature the higher frequency

peak remains untouched.

In the experiment, the shoulder peak appears only for T . 30 K, which, accord-

ing to theory, should be roughly 0.08 times the peak frequency (see the discussion

for figure 2.6). Thus, theoretically, we can predict that the shoulder should appear

at ∼ 30.0/0.08 K ≃ 32 meV. The shoulder peak position as predicted by theory

indeed agrees very well with the experimentally observed shoulder position (∼ 30

meV). The bottom panel of the same figure shows the optical conductivity com-

puted for U/t∗ ∼ 5, V 2 ∼ 0.6t2∗ and ǫ=0.5t∗, which yields nf = 0.4 and nc = 0.7,

thus classifying YbIr2Si2 as a mixed-valent material. These parameters were cho-

sen using the results shown in figure 2.4, and for consistency, we note that the DC

resistivity in the experiment has a broad and shallow peak (see figure 2.9) which

indicates that YbIr2Si2 belongs to the mixed-valent regime. The DC conductivity

obtained through a low frequency limit in the theory is higher than the correspond-

ing experimental values. This is natural, since the theory neglects electron-phonon

scattering, which if included would reduce the theoretical conductivities. Apart
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from this disagreement, an excellent agreement between theory and experiment is

seen in quantitative terms for both the lineshape and the temperature dependence.

A phenomenological analysis [78] of the experimental optical conductivity using

Drude and extended Drude formalism has been used to infer non-Fermi liquid na-

ture of the quasiparticles in this material. However, if the quantitative agreement

between theory and experiment is any indication, this material is a perfect Fermi

liquid. The self-energy has the correct Fermi liquid form for the parameters used

to compute the optical conductivity in the bottom panel of figure 2.12. In our

approach, the Luttinger’s theorem is used as a constraint, which also supports the

inference of Fermi liquid behaviour. The low temperature resistivity also exhibits

a clean T 2 behaviour, which again supports a Fermi liquid ground state. Addition-

ally, we conclude that this material is in the mixed-valent regime with an effective

f - occupancy of nf = 0.4, which would correspond to an effective valence Yb2.4+.

(Naturally, the nf given here must be interpreted as hole occupancy for Yb com-

pounds.) This effective valence predicted by our theory disagrees with the inference

from susceptibility measurements, which yields a Yb valence close to 3+. Further

theoretical and experimental investigations are needed to resolve this. We can also

infer that the effective f - level given by ǫ∗f = Z(ǫf +Σ(0)) in YbIr2Si2 is located at

roughly 25-30 meV. The DC resistivity calculated from theory for the parameters

mentioned in the figure 2.12 does agree qualitatively with experiment in terms of

a broad peak and the lineshape(see figure 2.9), however, the scale inferred from

fitting to the experimental data does not agree with that obtained from optical

conductivity.
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2.7 Conclusions

We have carried out an extensive study of the changes in spectral and transport

properties of the periodic Anderson model as the f - occupation number is varied

from unity to nearly zero. The local moment approach within dynamical mean field

theory has been employed for this study. We have used the results of our study to

understand the crossover from mixed-valent regime to the Kondo lattice regime (or

vice-versa) observed to occur in many rare earth intermetallics. We find several un-

usual features such as a two peak resistivity, anomalous absorption feature in optical

conductivity etc in the crossover regime. We show that the proximity of the Hub-

bard band to the Fermi level is responsible for the former while the latter happens

due to optical transitions into the effective f - level. The two-band (hybridization

gap) model generally applied to understand the physics of these materials is shown

to be inadequate in this regime. Qualitative agreement with pressure-dependent

DC resistivity measurements in CeCu2Si2 is found while quantitative agreement

with DC transport measurements in CeRhIn5, Ce2Ni3Si5, CeFeGe3 and YbIr2Si2 is

obtained. We also obtain excellent agreement with pressure dependent resistivity

measurements in YbInAu2 and the prototypical quantum critical system CeCu6.

In agreement with previous observations, we find that increasing pressure pushes

Cerium materials to mixed-valence while the Yb materials cross over to the Kondo

lattice regime. Further, a remarkable agreement with optical conductivity exper-

iments in YbIr2Si2 is obtained. We also infer from the agreement that YbIr2Si2

belongs to the mixed-valent regime. Investigations including d− f correlations in

the periodic Anderson model to understand valence transitions are discussed in the

next chapter.



Chapter 3

Inter-orbital correlations and

valence fluctuations

3.1 Introduction

In recent years, quantum critical phenomena have been one of the focal points

for the condensed matter community. Many rare earth inter-metallic compounds,

which are also heavy fermions can be tuned easily to a quantum critical point by ap-

plication of external perturbations like magnetic field and pressure [5]. YbRh2Si2 [85]

and CeCu2Si2 [86] are a few examples. The periodic Anderson model (PAM) is the

paradigm for studying these kind of systems. There are two possible theoretical

scenarios for achieving quantum phase transitions in heavy fermion alloys [87],

namely (a) competition between Kondo interaction (which is local in nature) and

the non-local RKKY interactions and (b) Kondo destruction (KD) leading to sharp

valence transition and consequently a quantum phase transition. However, it has

been shown in previous chapter 2 that within the PAM, while a smooth valence

crossover is possible, there is no possibility of a valence transition for a smooth

45
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change in model parameters.

The extended periodic Anderson model (EPAM) [88], which includes a Coulomb

repulsion (Ufc) between conduction (c) and localised electrons (f) naturally cap-

tures the second scenario and has been studied using mean field theory for spin

independent EPAM [89], slave-boson (SB) mean-field theory [88] and dynamical

mean-field theory (DMFT) using exact diagonalization (ED) [90] as the impu-

rity solver. Nevertheless, the model parameters reported for the occurrence of the

transition are physically inaccessible. Recently, a continuous time quantum Monte-

Carlo within DMFT [91] study of the broken symmetry phases in the particle-hole

symmetric EPAM was also carried out, but the valence transition was not studied.

We have employed a static mean-field Hartree-Fock (HF) approach as well as

a dynamical local moment approach (LMA) [21] within DMFT [16, 30] to explore

valence transitions within the framework of an EPAM. Within the HF approxi-

mation, we find a first order transition in average occupancy of f - electrons by

tuning f - orbital energy at a critical inter orbital Coulomb interaction Ufc. With

LMA, we find that in specific parameter regimes of the EPAM, a quantum critical

point (QCP) governed by valence fluctuations exists. Additionally, this parameter

regime in which we get the signature of transition is physically accessible unlike

HF theory. We have reported the behaviour of low energy scale and density of

states across the valence transition. The large spectral weight transfers found in

dynamical quantities should be observable in photoemission experiments.

3.2 Model and formalism

The EPAM extends the usual PAM by considering an additional Coulomb interac-

tion between localised electrons and conduction electrons. In the standard second
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quantised notation, the model may be represented by the following Hamiltonian:

Ĥ =ǫc
∑

iσ

c†iσciσ − t
∑

(ij),σ

c†iσcjσ + V
∑

iσ

(f †
iσciσ + h.c.)

+
∑

iσ

(ǫf +
Uf

2
f †
iσ̄fiσ̄)f

†
iσfiσ + Ufc

∑

i σσ′

nc
iσn

f
iσ′ (3.1)

The first two terms correspond to the site and kinetic energy of the conduction

electrons. The third term hybridises the local (f) and itinerant (c) electrons. The

fourth term represents f - orbital energy and Coulomb repulsion cost of double oc-

cupancy. The last term represents Coulomb repulsion between c- and f - electrons.

Within DMFT [16, 30], which is exact in the limit of infinite dimensions D, the

hopping tij must be rescaled as tij ∝ t∗/
√
D. Next, we present Hartree-Fock (HF)

mean field theory for EPAM.

3.2.1 Static mean field approach

As mentioned in the previous chapters, the starting point of LMA is an unrestricted

Hartree Fock mean field theory in the paramagnetic regime. This is equivalent

to an alloy-analogy approach or the Hubbard-III approximation. The mean-field

PAM can then be exactly solved. For the EPAM, we have employed the Hartree

approximation to decouple the additional Ufc term. The local f - and c- Green’s

functions within this approach are given by

Gf
σ(ω) =

[

ω+ − ǫ̃f −
Ufnf

2
+

Ufσ|µ|
2

− V 2

ω+ − ǫ̃c − S(ω)

]−1

(3.2)

Gc
σ(ω) =

[

ω+ − ǫ̃c −
V 2

ω+ − ǫ̃f − Ufnf

2
+

σUf |µ|
2

− S(ω)

]−1

, (3.3)
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where ǫ̃f = ǫf + Unc, ǫ̃c = ǫf + Unf ; S(ω) is the Feenberg self-energy, calculated

self-consistently with Eqs. (3.4) and (3.3) (see below). The average occupancies

of the f - and c- electrons, denotes as nf and nc, are derived self-consistently using

the spectral functions, D
f/c
σ (ω) = − 1

π
ImG

f/c
σ (ω). The magnetic moment of f -

electrons,
(

|µ| =
∫ 0

−∞ dω
[

Df
↑ (ω) − Df

↓ (ω)
])

is also computed self-consistently. As

for the PAM in the previous chapter, the local c- Green’s function can be written

in terms of Hilbert transform as

Gc(γ) =

∫ ∞

−∞
dǫ

ρ0(ǫ)

γ − ǫ
= H [γ] =

1

γ − S(ω)
(3.4)

where H[γ] denotes the Hilbert transform of γ with respect to the non-interacting

density of states ρ0(ǫ). While γ = ω+ in the V = 0 limit, for a finite V as in present

case, it is given by

γσ = ω+ − ǫ̃c −
V 2

ω+ − ǫ̃f − Ufnf

2
+

σUf |µ|
2

.

The non-interacting density of states has been chosen to be ρ0(ǫ) = θ(t∗−|ǫ|)
√

1− ǫ2/t2∗/(2πt∗).

The full c- Green’s function can also be written as

Gc(ω) =
1

2

[

1

γ↑ − S(ω)
+

1

γ↓ − S(ω)

]

(3.5)

With Eqs. (3.4), (3.5) and (3.3), we may compute Gc(ω) and S(ω) self-consistently.

In the next subsection, we will describe the LMA formulation, that attempts to

incorporate dynamical corrections beyond the static MF approach described here.
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3.2.2 Dynamical corrections: Local moment approach

In the previous subsection, we decoupled the inter-orbital interaction term within

Hartree approximation. This resulted in a renormalization of the conduction and

localised electron site energies as ǫ̃c = ǫc+Ufcnf and ǫ̃f = ǫf+Ufcnc, where nc and nf

are average occupancies for conduction and localised orbitals respectively. In going

beyond the static approach, we will build the dynamical self-energies via the local

moment approach, which incorporates transverse spin fluctuations to all orders. A

point to note is that the occupancies, nc and nf are derived from the full interacting

Green’s function, and hence must be obtained self-consistently. In this sense, the

present approach is equivalent to carrying out a skeleton expansion of the Ufc

term about the PAM upto the first order. With the renormalized self-energies, the

retarded Green’s functions within DMFT for the localised and conduction electrons

are given respectively by (2)

Gf (ω) =

[

ω+ − ǫ̃f − Σ(ω)− V 2

ω+ − ǫ̃c − S(ω)

]−1

(3.6)

Gc(ω) =

[

ω+ − ǫ̃c − S(ω)− V 2

ω+ − ǫ̃f − Σ(ω)

]−1

(3.7)

where Σ(ω) is the momentum independent f - self-energy. The spectral functions

are given by Dα(ω) = −ImGα(ω)/π and the occupancies are given by nα =

2
∫ 0

−∞ dωDα(ω). S(ω) is the Feenberg self-energy, that may be calculated self-

consistently through Eq. (3.4) where γ(ω) = ω+ − ǫ̃c − V 2[ω+ − ǫ̃f − Σ(ω)]−1.

As mentioned above, the local f - self-energy is calculated using LMA. The

method of calculation is exactly the same as described in the previous chapters. In

this work, we have investigated valence transitions in the EPAM using the static

and dynamic approaches described above. The only difference with our previous
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works, in terms of implementation, is that we have maintained a constant ntot as

the f - level is varied.

3.3 Results and discussion

3.3.1 Static approach

In this section, we present results of EPAM obtained using the static approach

described in section 3.2.1. In figure 3.1, we show the average f - occupancy nf =
∑

σ〈f
†
iσfiσ〉 as a function of the bare f - orbital energy, ǫf . In the absence of Coulomb

repulsion between the f - and c- electrons, i.e. Ufc = 0, there is a smooth crossover

from KL (nf ∼ 1) to an empty orbital regime (nf ∼ 0). With an increase in Ufc,

the crossover becomes sharp and for a critical value of Ufc = UC
fc, a first order

transition is seen. The precise value of the critical Ufc depends on the values of

U and V . Thus, the static mean field approach yields a line (surface) of quantum

critical points in the U − Ufc plane (U − V − Ufc volume). Further, we present

the behaviour of f - spectral function for the crossover and the transition regime.

In left panel of figure 3.2, f - spectral functions have been shown for zero local

Coulomb repulsion between f - and c- electrons. Spectral weight transfer to the

right of Fermi-level takes place smoothly with increasing f - orbital energy . In

the right panel of figure 3.2, we show f - spectral functions for various f - orbital

energies and a Ufc value close to the transition (shown in figure 3.1). For a small

change in f - orbital energy, there is a large transfer of spectral weight to the right

of Fermi level which is evidently due to the first order transition of the average

impurity occupancy.
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Fig. 3.1: Variation of f - orbital occupancy with f - orbital energy for different Ufc values.
The model parameters are U = 9.0, V 2 = 0.05.

3.3.2 LMA results

In figure 3.3, we show the variation of f - occupancy (nf ) with the f - level (ǫf )

energy for various values of Ufc. The total filling is fixed at ntot ∼ 1.5. It is seen

that nf decreases with increasing ǫf for all Ufc. However, with increasing Ufc, the

decrease becomes steeper. This is reflected in the valence susceptibility, shown

in the inset of figure 3.3, which is approaching a divergent form with increasing

Ufc. The model parameters (in units of t∗ = 1) are U = 5.3, ǫc = 0.5 and V 2 =

0.6. These numbers for the parameters are motivated by our earlier works on the

PAM [41], wherein we have successfully compared theory with experiments. Thus,

the model parameters have modest values and are physically accessible.

The inverse of the maximum susceptibility as a function of Ufc, shown (as filled
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Fig. 3.2: The f - spectral function for various f - orbital energies. Ufc = 0 in the left
panel, while Ufc = 0.4 in the right panel. The other model parameters are the same as
in figure 3.1.

squares) in figure 3.4, decreases linearly and, if extrapolated (dashed line), vanishes

at a critical UC
fc ∼ 1. This is a signature of a valence fluctuations driven quantum

critical point. Although the same scenario is obtained at static mean field level, as

seen in our results above and also obtained in previous works [88], the critical range

of parameters is so extreme (for UC
fc ∼ 1), that hardly any experimental systems

would correspond to them. Even in the ED calculations [75], the parameter regime

explored was such that the U/V 2 ∼ 500, because at lower values, the Kondo lattice

regime was found to be unstable. As seen above, we start from very realistic values

of U, V and ǫc, and the UC
fc obtained is also a small fraction of the U scale, and is

of the order of the bandwidth (t∗), in agreement with previous theoretical works.

Since the critical valence fluctuations (CVF) model predicts the transition to occur

in unreasonably large parameter values, the authors of a recent experimental study

on CeCu2Si2 [92] propose that the discrepancy between the experimental findings

and the predictions of CVF model could be due to the absence of certain non-local



3.3 Results and discussion 53

-1 0 1
εf

0

0.2

0.4

0.6

-d
n f/d

ε f

-1.5 -1 -0.5 0 0.5 1
εf

0.4

0.6

0.8

n f

U
fc

=0.0
U

fc
=0.15

U
fc

=0.40

Fig. 3.3: Variation of f - orbital occupancy (main panel) and valence susceptibility (inset)
with f - level, ǫf , for various values of Ufc. The other model parameters are U ∼ 5.3,
ǫc = 0.5 and V 2 = 0.6.

terms in the model. Here, we show that without the need to include such terms, it is

sufficient to include dynamical fluctuations beyond static mean-field for a realistic

and experimentally relevant description of the pressure-induced valence changes. It

is important to understand the variation of the low energy coherence scale across

this crossover. As is well-known, the coherence scale is given by ωL = ZV 2/t∗,

where Z = (1 − ∂Σ/∂ω)|−1
ω=0 is the quasiparticle weight. In figure 3.5 we have

shown the variation of quasiparticle weight with varying ǫf for various values of

the inter orbital Coulomb interaction, Ufc. The Z increases sharply as the f - level

moves up in energy. We observe another trend for the change in Z. For any fixed

ǫf below the critical point, the Z increases with increasing Ufc, while above the

critical point, the low energy scale and Ufc are anti-correlated. Thus very close to

the transition point, the quasiparticle weight is almost independent of changes in

Ufc. It would be interesting to see such an ‘isosbestic point’ in experiments. Since
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the scale and the valence change significantly across the crossover, we must expect

that the density of states (DOS) might exhibit large scale spectral weight transfers.

Indeed, as shown in the main panel of figure 3.6, the DOS changes significantly

across the crossover. With decreasing nf , the lower Hubbard band moves towards

the Fermi level and gets broader, while the upper Hubbard band moves away and

gets sharper. As seen from the inset, where an expanded view of the low frequency

region is shown, the Kondo resonance at the Fermi level broadens significantly.

This is as expected from figure 3.5 where the Z increases with decreasing nf , and

the width of the resonance is proportional to Z.
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Fig. 3.6: Main panel: The f - density of states as a function of the frequency for different
f - level, ǫf positions, corresponding to different nf values, as mentioned in the legends.
The Ufc value is fixed at 0.5 and the rest of the model parameters are same as figure 3.3.
Inset: An expanded view of the spectra in the main panel at low frequencies.
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3.4 Conclusions

The extended periodic Anderson model has been proposed as one of the prime can-

didate Hamiltonians for describing valence transitions and a new form of quantum

criticality in heavy fermion and mixed-valent systems. However, the critical point

found in previous theoretical investigations lies in model parameter regimes that

would not be physically realizable. We present investigations of the EPAM within

DMFT using a highly accurate local moment approach as the impurity solver. Our

results clearly suggest that the inclusion of dynamical fluctuations beyond static

mean field theories are crucial to making the critical point physically accessible.

The low energy Kondo scale changes significantly across the valence crossover, and

the single-particle spectra also show concomitant large scale weight transfers. These

changes must be easily observable in angle resolved photoemission spectroscopy ex-

periments. Finite temperature investigations are of future consideration and will

be important to resolve issues such as the temperature dependence of the valence

changes across the quantum critical point under the second superconducting dome

in CeCu2Si2.



Chapter 4

A local moment approach for the

degenerate multi-orbital periodic

Anderson model

4.1 Introduction

The single-band, single-orbital periodic Anderson model (SB-SO-PAM) is a mini-

malistic model that is commonly employed to understand various physical proper-

ties of heavy fermion compounds. Although it has been used successfully to explain

optical and thermodynamic properties of some heavy fermion alloys [40, 41, 93], a

majority of HFs do not lie within the purview of this simple model. The localized

f - orbital responsible for the anomalous properties of the HF materials is, in real-

ity, highly degenerate. Although crystal fields reduce it, degeneracy nevertheless

remains, and must be taken into account as an important consideration. In real

materials, the number of bands crossing the Fermi level is also more than one,

and thus the model appropriate for a large class of HFs would be the multi-band,

57
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multi-orbital periodic Anderson model (MB-MO-PAM).

Unlike the multiorbital Hubbard model, theoretical work on the MO-PAM is

scant. A generalization of the usual PAM, where the conduction orbital is also con-

sidered correlated, has been investigated using multi-orbital methods using various

groups. Recently, Sato et al. [94] have studied the degenerate MO-PAM using the

linearised version of DMFT. The authors have calculated the renormalization fac-

tor, spectral functions, spectral gap and local correlation functions for various sets

of parameters. They have explored the continuous change from Kondo insulator

to Mott insulator with increasing correlation strength of conduction electrons for

a particular set of model parameters. In an other important work on multiorbital

PAM by Koga et al. [95], NRG within DMFT has been employed to explore quan-

tum phase transitions in a two orbital periodic Anderson model. The authors find

a first order transition from Kondo insulator to Mott insulator by tuning Hund’s

coupling between the orbitals.

The local moment approach (LMA) outlined in the introduction and employed

in the previous as well as the subsequent chapters of this thesis is specifically aimed

at solving the single-band single-orbital impurity Anderson model. When combined

with dynamical mean field theory (DMFT) [16], we get a non-perturbative handle

on the SB-SO-PAM. But, as explained above, the plain LMA is inadequate for

investigating multi-orbital systems. In this chapter, we take the first step towards

realistic modeling of HFs by employing a modified LMA, that is a generalization

of the single-orbital LMA, and is aimed at solving the degenerate multi-orbital

single-impurity Anderson model. Such a modified LMA was formulated by Logan

and co-workers [96]. The orbital energies and the on-site intra-orbital Coloumb

repulsion (U) were considered to be same for all the degenerate orbitals. Although

the approach allows the inter-orbital Coulomb repulsion (U ′) to be different than
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U , Hund’s coupling is ignored in the existing formulation. The approach was

used to solve the multi-orbital Anderson impurity model, and the results were

benchmarked against numerical renormalization group results. Excellent agreement

was obtained, thus extending the reliability of the physically transparent, and easily

implementable LMA to the case of multi-orbitals, albeit degenerate. We carry this

forward in the present chapter and combine the multiorbital LMA (MO-LMA)

with DMFT, thus achieving a powerful method to solve the very difficult problem

presented by the MO-PAM.

The chapter is structured as follows: we present the model and formalism in

the next section. The results obtained from the application of MO-LMA to the

degenerate, multi-orbital single impurity Anderson model are briefly reviewed and

benchmarked against earlier results in section 4.3.1. Subsequently, we present the

spectra and transport of the multi-orbital periodic Anderson model in section 4.4,

as obtained through MO-LMA+DMFT. Finally, we conclude in section 4.5.

4.2 Model and formalism

The degenerate multi-orbital periodic Anderson model (MO-PAM) in standard

second quantized notation can be expressed as

Ĥ =
∑

kmσ

(ǫk + ǫc)c
†
kmσckmσ + V

∑

imσ

(f †
imσcimσ + h.c)

+ ǫf
∑

imσ

nf
imσ + U

∑

im

nf
im↑n

f
im↓ +

U ′

2

∑

im 6=m′;σσ′

nf
imσn

f
im′σ′ , (4.1)

where k is the momentum index; i is the site-index, m is the orbital and σ is the

spin-index. The maximum value of m can be N which is the number of degener-

ate orbitals. Inclusion of spin degeneracy makes the Hamiltonian invariant under
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SU(2N) symmetry, if U = U ′. The first term represents the N -band metallic host

with dispersion ǫk and orbital energy ǫc; with the values of ǫk and ǫc taken to be the

same for all conduction bands. Note that m has been used as a conduction band

index as well. The second term is the local hybridization between the metallic host

and the corresponding impurity orbital. The third term is the orbital energy for

f - electrons. The last two terms represent local intra- and inter-orbital Coulomb

repulsion respectively. Since the U ′ does not depend on the electron spins, σ.σ′,

it is implicit that Hund’s coupling has been ignored. The main reason for choos-

ing such a specific representation of MO-PAM is that the MO-LMA formulation

is specifically designed for the single-impurity version of the above mentioned lat-

tice Hamiltonian. Thus, our objective of combining DMFT and MO-LMA can be

realised in a straightforward way for the MO-PAM expressed by Eq. (4.1).

Next, we will briefly discuss the local moment approach for multi-orbital SIAM

as described in detail in previous works [96].

4.2.1 Local moment approach for multiorbital SIAM

Within DMFT, the MO-PAM of Eq. (4.1) can be mapped to the degenerate, multi-

orbital single-impurity Anderson model (MO-SIAM) which may be represented as

Ĥ =
∑

kmσ

(ǫk + ǫc)c
†
kmσckmσ +

∑

kmσ

Vk(f
†
mσckmσ + h.c)

+ ǫf
∑

mσ

nf
mσ + U

∑

m

nf
m↑n

f
m↓ +

U ′

2

∑

m 6=m′;σσ′

nf
mσn

f
m′σ′ . (4.2)

It is easy to see that the MO-SIAM is very similar to the MO-PAM (Eq. 4.1).

The only difference is in the site-index for f - electrons, which is absent in the

former, but present in the latter. The terms have the same physical interpretation
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as the MO-PAM. The model has particle-hole symmetry when ǫf = −U/2− (N −

1)U ′ (derived in appendix B), where N is total number of the orbitals. Thus an

asymmetry parameter can be defined (for U = U ′) as η = 1+2ǫf/((2N − 1)U). As

detailed in Ref. [96], the local f - (impurity) Green’s function in the paramagnetic

case for orbital m can be written as

Gf
m =

1

2

[

Gf
m↑ +Gf

m↓
]

. (4.3)

where the spin-dependent local f - Green’s function is given by

Gf
mσ =

[

ω+ − ǫf − Σ̃σ(ω)−∆(ω)
]−1

(4.4)

and ∆(ω) =
∑

k
V 2
k
/(ω+ − ǫk) is the hybridization function. The self-energy is

given by the sum of the static and dynamical parts as

Σ̃mσ(ω) = +
Un

2
+ (N − 1)U ′n− 1

2
σU |µ̄|+ Σmσ(ω) . (4.5)

For the symmetric case (p-h condition), the retarded quantities obey the symme-

tries: Σ̃mσ(ω) = −Σ̃∗
mσ̄(−ω) and thus, Gf

mσ(ω) = −Gf∗
mσ̄(−ω). The structure of

the dynamical self-energy for the N orbital single impurity Anderson model within

MO-LMA (detailed in Ref. [96]) is given as

Σmσ = Σσσ̄
mσ (ω;U) + (N − 1) [Σσσ̄

mσ (ω;U
′) + Σσσ

mσ (ω;U
′)] . (4.6)

where, at zero temperature, the time-ordered self-energy is given by

Σσσ′

mσ =
U2

2πi

∫ ∞

−∞
dω1Π

σσ′

(ω1)Gmσ′(ω + ω1) (4.7)
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Note that the subscript index m is really not relevant for the present case under

consideration, which is of degenerate orbitals. The full time-ordered polarisation

propagator Πσσ′

of Eq. (4.7) can be written in closed form using a random phase

approximation as

Πσσ′

(ω) =
0Πσσ′

1− U0Πσσ′
(4.8)

with

0Πσσ′

= − 1

2πi

∫ ∞

−∞
dω1GT

σ (ω1)GT
σ′(ω1 − ω). (4.9)

where GT (ω) is the time-ordered counterpart of G(ω) = (ω+ − ǫ− σx−∆(ω))
−1
.

Here, ǫf = ǫ− U/2− (N − 1)U ′ is the effective f - orbital energy and x = U |µ|/2.

Since we have considered retarded quantities throughout, we use the following pro-

cedure to evaluate the polarization propagator and the self-energy. The imaginary

part of 0Πσσ′

in Eq. (4.9) can be written as

1

π
Im0Πσσ′

(ω+) =

∫ ∞

−∞
dω1Dσ(ω1)Dσ′(ω1 − ω) [θ(ω1 − ω)− θ(−ω1)] , (4.10)

whereDσ(ω) = −1/πImGσ(ω) and the real part can be calculated through Kramers-

Kronig transformation

Re0Πσσ′

(ω) = −P
∫ ∞

−∞

dω1

π

Im0Πσσ′

(ω1)

ω − ω1

. (4.11)

This is converted to a time-ordered form simply by multiplying the imaginary part

by sgn(ω), and then used in Eq. (4.8) to get the RPA sum. The resulting Πσσ′

is

time-ordered, and thus, its imaginary part is positive-definite. This is then used in
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finding the imaginary part of the retarded part of the self-energy (Eq. (4.7)) by

1

π
Σσσ′

σ (ω+) = −U2

∫ ∞

−∞
dω1 [θ(−ω1)θ(ω + ω1) + θ(ω1)θ(−ω − ω1)]

Dσ′(ω + ω1)ImΠσσ′

(ω1). (4.12)

The real part of the retarded self-energy is calculated using Kramers-Kronig trans-

formation, thus the full self-energy is given by Σσσ′

σ = ReΣσσ′

σ (ω)− iImΣσσ′

σ (ω). To

ensure Fermi-liquid behaviour at low energy, symmetry restoration must be carried

out, which is equivalent to enforcing adiabatic continuity to the non-interacting

limit. The approach is similar to the corresponding one for the single orbital

SIAM [21,22]. We will briefly discuss symmetry restoration condition here.

4.2.2 Symmetry restoration

In parallel to the local moment approach for single orbital SIAM, the symmetry

restoration condition for multiorbital SIAM is

Σ̃m↑(ω = 0) = Σ̃m↓(ω = 0). (4.13)

In addition, to ensure the analyticity of RPA transverse spin polarization propa-

gator, the following condition must be satisfied.

|µ0| ≤ |µ| = 2x

U
≤ 1 (4.14)

We solve Eqs. (4.13) and (4.14) numerically for various set of model parameters

keeping U ′/U ≤ 1.
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4.3 Results for the single impurity Anderson model

The multiorbital SIAM has been considered in detail previously [96], but just to re-

capitulate and benchmark, we display our results for the MO-SIAM in section 4.3.1

below. The one difference in terms of models between our work and the previous

work by Logan and co-workers [96] is that we have considered either a Gaussian or

semi-elliptic density of states, while the previous work used a flat band.

4.3.1 SU(2N) symmetry: U = U ′

In this section, we present our results for the single impurity Anderson model with

degenerate multiorbitals and U = U ′. We will benchmark our numerical imple-

mentation with earlier work [96], which itself has been extensively benchmarked

with numerical renormalization group (NRG) approach with excellent agreement.

The specific choice for the number of orbitals will be 2 with U = U ′, hence we will

present results for the SU(4) Anderson model. As mentioned before, our choice

of conduction band density of states for calculating the hybridization ∆(ω), is a

Gaussian ( ρ0(ǫ) =
1√
π t∗ exp([−ǫ/t∗]2)) which is appropriate for a hypercubic lat-

tice in infinite dimensions. First, we present the f− spectral functions and discuss

their features in different frequency regimes.

In figure 4.1, the spectral function for SU(4) single impurity Anderson model

has been shown for different Coulomb repulsions, i.e. U = 6.0, 7.0 and 8.0. The

spectral functions have been plotted versus the absolute frequency (ω/t∗). Pinning

of the spectral function at ω = 0 ensures the Friedel sum rule for SU(4) SIAM at

half-filling. For comparison, we have shown the spectral function for SU(2) SIAM

with solid line. We first analyse the high frequency behaviour (in the left panel

of figure 4.1). The Hubbard bands for SU(4) SIAM are much broader compared
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Fig. 4.1: The f - spectral functions for a two orbital SU(4) Anderson model for
U = 6.0, 7.0 and 8.0 (dotted, dashed and dotted dashed lines respectively). The SU(2)
Anderson model spectral function has also been shown for U = 5.4 with solid line.
V 2 = 0.6 has been chosen for all the U values. Left panel: All scales showing a three
peak structure. Right panel: Expanded view of the spectra in the left panel near ω = 0.
The inset shows the narrowing of the Kondo resonance with increasing U .

to the SU(2) SIAM. As mentioned in detail in Ref. [96], the number of relaxation

channels contributing to the lifetime broadening of the Hubbard bands increase

with the number of orbitals, i.e. N and the width of a Hubbard band is proportional

to (N+1)∆0 (∆0 = Im∆(ω = 0)). In the right panel of figure 4.1, the low frequency

structure of the spectral function for SU(4) single impurity Anderson model has

been shown for various Coulomb repulsion values. The main panel depicts the

positive part of the Kondo resonance peak on a logarithmic scale (for the sake of

clarity). In the inset of the right panel, the full resonance peak has been shown,

which has pinning at ω = 0 confirming the satisfaction of the Friedel sum rule.

Next, we will discuss the variation of low energy scale for SU(2) and SU(4) SIAM

with Coulomb repulsion U in the strong coupling regime (η ∼ 0;U/∆0 >> 1).

The low energy scale, i.e. ωL = ZV 2 (Z = (1 − ∂Σm

∂ω
)) is proportional to the

full width at half maximum of the central resonance peak. The ωL scale for the
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SU(2N) SIAM in strong coupling limit is known to be exponentially dependent

on −U/∆0, the precise expression for which has been derived in Ref. [96] and is

reproduced below:

ωL
U/∆0→∞∼ c(N)U exp(− πU

8N∆0

) , (4.15)

where c(N) is a constant prefactor for given N . The low energy scale is seen

to be strongly dependent on the number of orbitals. The above result agrees with

slave-rotor mean-field theory, where in a 1/N dependence of the argument of the ex-

ponential is known from analytical results of SU(2N) model in strong coupling [96].

We have carried out MO-LMA calculations, and we would like to benchmark our

implementation against the above result. Thus, to validate our numerical find-

ing against Eq. (4.15), we show log(ωL/U) versus U/∆0 for SU(2)(squares) and

SU(4)(diamond) models for large U/∆0 in figure 4.3. The solid lines are the pre-

diction of Eq. (4.15) with constant c(N) (obtained through fitting) for different N .

The numerical results are seen to be in excellent agreement with the predictions of

Eq. (4.15).

In strong coupling, the spectral functions are expected to exhibit a scaling

collapse onto a universal form when plotted in terms of scaled frequency (ω/ωL).

In figure 4.2, we show the same spectra as in the figure 4.1, but as a function of

the scaled frequency, ω/ωL. The spectra for the SU(4) model do seem to collapse

on a single universal form. Also shown as a solid line is the scaling spectrum for

the SU(2) Anderson impurity model, which is seen to be quite different from that

of the SU(4) model. In practice, the spectrum for the SU(2) model was computed

with U = 5.4 and V 2 = 0.6.
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Fig. 4.2: Left panel: Validating the numerical implementation; Comparison of our nu-
merical result (squares and diamonds for the SU(2) and SU(4) models respectively) with
the prediction of Eq. (4.15) (solid lines). Right panel: The same spectra as in figure 4.1
versus scaled frequency ω/ωL appear to collapse onto a single universal function with
increasing U . Spectral function for SU(2) Anderson model (solid line) has a scaling form
that is very different than that of the SU(4) model.

4.3.2 (SU(2))N symmetry: U 6= U ′

In the previous section, we explored the multiorbital Anderson impurity model with

same inter and intra-orbital Coulomb repulsion. In this section, we have considered

intra-orbital repulsion to be different from inter-orbital repulsion (U 6= U ′). In this

case, the multiorbital SIAM does not have SU(2N) symmetry, but has (SU(2))N

symmetry. In practice, we choose U ′ = αU , where α < 1. The complete structure

of the self-energy is given by Eq. (4.6). However, in the strong coupling limit

U/∆0 >> 1, the last term in Eq. (4.6) can be neglected (as shown in Ref. [96]).

The two remaining terms involve a polarisation propagator, namely Πσσ̄(ω;U) and

Πσσ̄(ω;U ′). Each of these two propagators generate a distinct scale when U 6= U ′.

Thus, a two-scale picture emerges for a multi-orbital Anderson impurity model

when the intra-and inter-orbital Coulomb repulsion energies are different (α < 1).

These two scales manifest in the spectral function as kinks, which are shown in
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figure 4.3, where only the ω > 0 part of the spectral function has been shown, and

the two scales are marked. For the specific parameters considered in the figure,

namely α = 0.95, V 2 = 0.4 and U = 5.35, the two scales are separated by one order

of magnitude.
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Fig. 4.3: Positive part of f− spectral function with different inter-orbital and intra-orbital
Coulomb repulsion, i.e. SU(2)2 SIAM with U ′ = 0.95U . U = 5.35 and V 2 = 0.4.

Given that our implementation reproduces the previously known results, we

now move on to the multiorbital PAM by combining dynamical mean field theory

(DMFT) with MO-LMA.

4.4 Multiorbital periodic Anderson model

Like the single orbital periodic Anderson model, the multiorbital PAM (Eq. (4.1))

can be mapped on to a multiorbital SIAM (Eq. (4.2)) using dynamical mean field

theory (DMFT). The local Green’s functions for c- and f - electrons are given by

Gf (ω) =

[

ω+ − ǫf − Σ(ω)− V 2

ω+ − ǫc − S(ω)

]−1

(4.16)
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Gc(ω) =

[

ω+ − ǫc − S(ω)− V 2

ω+ − ǫf − Σ(ω)

]−1

(4.17)

The local Green’s functions are calculated in the same way as described in chap-

ter 1. The momentum independent self-energy Σ(ω) has been calculated using the

local moment approach for multiorbital SIAM as discussed in previous sections,

with the difference that the propagators that are used to build the self-energy are

the host Green’s functions found through the Dyson’s equation in each DMFT iter-

ation. Thus, the Feenberg self-energy, S(ω), which is self-consistently determined,

is used to construct the hybridization function, ∆(ω) = V 2/(ω+− ǫc−S(ω)). Until

now, we have considered the symmetric SIAM, for which the conduction band is

symmetrically placed about the chemical potential, and η = 0. In the following

however, we will consider the p− h asymmetric case, implying that ǫc 6= 0 and/or

η 6= 0. Thus, the c- and f - occupancies would be, in general, non-integral. We will

present the results separately for U = U ′ and U 6= U ′ cases in the following two

subsections.

4.4.1 SU(2N) symmetry: U = U ′

In this section, we have focused on the f - spectral function of the SU(4) PAM. In

the left panel of figure 4.4, the f - spectra have been shown for U ∼ 6.20, U ∼ 7.20

and U ∼ 8.20 as functions of absolute frequency ω/t∗. For comparison, the f -

spectral function of SU(2) PAM has also been shown for U ∼ 5.2 (solid line).

The spectra for the SU(4) case are qualitatively very similar to the SU(2) PAM.

A three peak structure is seen; with two Hubbard bands at ω ∼ ǫf ∼ −U/2 and

ω ∼ ǫf+U/2. The only remarkable difference between the two cases is visible in the

inset of figure 4.4. The width of the Kondo resonance for the SU(4) PAM is much

larger than that of the SU(2) PAM even though the U values chosen are much
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Fig. 4.4: Left panel: The f - electrons spectra versus absolute frequency (ω/t∗) for SU(4)
PAM with U ∼ 6.20 (dotted), U ∼ 7.20 (dashed) and U ∼ 8.20 (dotted dashed). For
comparison, the f - spectral function of the SU(2) PAM has been shown with solid line.
Inset: Same spectra as the main panel have been shown, but with an expanded view of
the low frequency region, to show the Kondo resonance clearly. The model parameters
are V 2 = 0.6, ǫc = 0.5 for which nc ∼ 0.5 and nf ∼ 1. Right panel: Low energy scales for
the SU(2) and SU(4) asymmetric periodic Anderson model with square and diamond
symbols respectively.

larger for the former than the latter. This is reflected in the low energy scales for

the two cases. The fact that the SU(4) case has much larger scales than the SU(2)

case for the same U value can be understood by the 1/N factor in the low energy

scale expression, Eq. (4.15). We show the ωL scales in the right panel of figure 4.4.

The scales for the PAM are also seen to decrease exponentially with increasing U .

Further, we show the f - spectral function with scaled frequency ω/ωL in figure 4.5

for SU(2) and SU(4) PAM. The scaling forms for the f - spectral functions of SU(2)

and SU(4) cases are quite distinct, as also was found for the impurity Anderson

models.
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Fig. 4.5: Kondo resonance peak (low energy feature) versus scaled frequency ω/ωL for
SU(2) (solid line) (U ∼ 7.20) and SU(4) (U∼ 10.0) (dashed line).

4.4.2 (SU(2))N symmetry: U 6= U ′

In figure 4.6, the ω > 0 part of the f - spectral functions for SU(4) (U = 5.23) and

(SU(2))2 (U ′ = 4.70) have been shown with solid and dotted lines respectively.

Like the (SU(2))2 SIAM, we observe a kink in spectral function at ω1 ∼ 11ωL for

(SU(2))2 PAM. Thus we conclude that there are two energy scales in SU(2)N PAM

too.

4.5 Conclusions

In this chapter, we have combined the well benchmarked local moment approach for

multiorbital SIAM with the dynamical mean field theory to explore the degenerate

multiorbital periodic Anderson model. We reproduce the previous results of local

moment approach for SIAM, which itself has been benchmarked with numerical

renormalization approach. We have explored the SU(4) PAM for different values
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Fig. 4.6: Positive part of f - spectral function versus scaled frequency ω/ωL on logarithmic
scale for SU(2) (solid line )and SU(2)2 (dashed line) (U ∼ 5.20 and U ′ ∼ 4.70). Model
parameter ǫc = 0 and V 2 = 0.4, nc ∼ 1 and nf ∼ 1.

of Coulomb repulsion and compared it with SU(2) PAM. The universal scaling form

of PAM spectra tail depends strongly on the number of orbitals. In the present

approach, we have not accounted for the Hund’s coupling between the orbitals.

The extension of multiorbital LMA with inclusion of Hund’s coupling and crystal

field effects remains an aspect of future consideration.



Chapter 5

Kondo hole route to incoherence

in heavy fermions

5.1 Introduction

The concentration of f - electrons in heavy fermion alloys can be tuned by substi-

tuting non magnetic homologues. For example, Lanthanum can be substituted for

Cerium. Various examples of such alloys are Ce1−xLaxCu6 [97], Ce1−xLaxB6 [98],

Ce1−xLaxCu2Si2 [53], and Yb1−xLuxRh2Si2 [99] etc. Doping with non-magnetic

homologue, defined as Kondo-hole (KH) type substitution, leads to a crossover

from coherent lattice to incoherent single impurity behaviour. Such a crossover is

reflected in dynamics and transport properties.

The other kind of doping in heavy fermions is ligand field substitution, as in

CeCu6−xAux [100] and UCu5−xPdx [101]. This kind of doping in the former leads

to a quantum critical point, that in turn manifests in a wide parameter space at

finite temperatures and leads to anomalous properties.

The coherent potential approximation (CPA) is an extensively used approxi-

73
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mation for theoretical investigations of substitutional doping and the consequent

disorder [102–104]. By embedding the CPA within the dynamical mean field the-

ory (DMFT) framework, a dynamical CPA (dCPA) may be formulated [105, 106].

The disordered PAM has been studied using various impurity solvers such as slave

boson (SB) theory [8], numerical renormalization group (NRG) [105] and iterative

perturbation theory (IPT) [106]; with most studies focusing on KH type disorder.

Miranda and Dobrosavljevic [8] have proposed that disorder induces a distribu-

tion of the Kondo scales and have employed SB theory to explain linear resistivity

behaviour occurring in a few uranium based heavy fermion alloys. Within the

dCPA framework, Grenzebach et al. [105] have used NRG, while T. Mutao [106]

has used IPT to study the resistivity and thermopower behaviour for Kondo hole

and ligand field type disorder over the entire range of x ∈ [0, 1]. The aforemen-

tioned crossover from coherent to incoherent behaviour was also thoroughly inves-

tigated [105,107,108]. It has been found theoretically that for the KH-type doping,

the crossover occurs at an x value that is roughly the same as the conduction elec-

tron filling (1 − nc) [107, 108]. Slave-boson mean-field theory has been employed

to study KH-type disorder and numerical simulations of mean field equations have

been carried out on a square lattice up to 20 × 20 sites for different nc and nf .

The disadvantage with CPA is that inter-site coherence and coherent back scat-

tering effects are ignored and hence Anderson localization cannot be incorporated.

Statistical DMFT and typical medium theory are the extensions beyond CPA that

can take into account these effects.

In the present chapter, we have studied the periodic Anderson model (PAM)

within dCPA using local moment approach (LMA) [21] as an impurity solver.

The dCPA is implemented through the Feenberg renormalized perturbation series

(FRPS). The Kondo hole sites are considered non interacting, while those with f−
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orbitals are treated with LMA. While we find agreement with previous theoreti-

cal studies using similar methods, we conclude that quantitative agreement with

experimental results necessitates the introduction of doping dependence into the

model parameters. Experimentally measured residual resistivity per unit concen-

tration of magnetic impurities increases with increasing disorder [97,98]. However,

in all previously reported theoretical work [105,106,109,110] the residual resistivity

peaks at a certain doping value, and is not monotonic. We have found that includ-

ing doping dependence into the conduction orbital energy correctly reproduces the

known experimental trend in residual resistivity.

The chapter is structured as follows; we first discuss the standard model for

heavy fermions, i.e. periodic Anderson model, followed by the formalism of CPA+DMFT

which is needed to incorporate Kondo hole disorder. In section 5.3.1, we present re-

sults discussing spectral functions, low energy scale and hybridization with various

disorder values. In section 5.3.2, we discuss the behaviour of optical conductivity

with disorder. In sections 5.3.3 and 5.3.4, we show resistivity and thermoelectric

behaviour for different disorder values in the nf ∼ 1 regime. In final section 5.4, we

have done a detailed comparison of theoretical result with the experimental data

for resistivity and thermopower in Ce1−xLaxB6.

5.2 Model and formalism

5.2.1 Periodic Anderson model

The periodic Anderson model has been discussed earlier in the chapters 3 and 4.

It is the simplest theoretical model to understand the physics of heavy fermions in

various regimes. In second quantized notation, the PAM is expressed as
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HPAM = −
∑

〈ij〉σ
tij

(

c†iσcjσ + h.c
)

+
∑

i

Hii (5.1)

where Hii = ǫc
∑

σ c
†
iσciσ + ǫf

∑

σ f
†
iσfiσ + V (

∑

σ f
†
iσciσ + h.c) + Unfi↑nfi↓. For a

detailed description of various terms in the PAM, we refer the reader to chapter 1.

In order to handle disorder within DMFT, we use the coherent potential ap-

proximation (CPA) which becomes exact in the limit of infinite dimensions [102].

We outline our method for incorporating disorder below.

5.2.2 Coherent potential approximation and dynamical mean

field theory

We have employed Feenberg renormalized perturbation series (FRPS) [43] for bi-

nary distribution of disorder, i.e. P (ǫi) = (1− x)δ(ǫi − ǫA) + xδ(ǫi − ǫB) (where ǫi

can be any model parameter) and derived averaged local conduction and impurity

Green’s function for PAM. The tight binding Hamiltonian which is expressed in

second quantized notation as

Ĥ = −
∑

ijσ

tijciσcjσ +
∑

iσ

ǫcciσciσ (5.2)

represents kinetic energy and orbital energy. Green’s function in matrix represen-

tation is given by the following equation,

g = [z+t]−1 (5.3)
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where zij = δij(ω−ǫc). The local Green’s function for the Hamiltonian using FRPS

can be written as

gii =
1

ω − ǫc − Si[gjj(ω)]
(5.4)

where Si is a Feenberg self-energy given by the sum of all self-avoiding paths on

the lattice, where the vertices are the local (site-excluded) Green’s functions, while

the lines are the hopping amplitudes connecting neighbouring sites. In the limit

of infinite-dimensions, the restriction of site-exclusion may be relaxed. Thus, for

example, for the Bethe lattice, where the only self-avoiding closed paths would be

a single-hop to a nearest neighbour, the S(ω) would be a functional only of the

nearest neighbour local (diagonal) Green’s functions. The Dyson’s equation for an

interacting system is given as

Gii;σ = gii(ω) +
∑

jk

gijΣjk;σ(ω)Gki;σ(ω) (5.5)

Within DMFT [16], the self-energy is momentum-independent and spatially local

i.e. Σij;σ(ω) = δijΣii;σ(ω) and thus the local Green’s function may be written as

Gii;σ = gii(ω) +
∑

jj

gijΣjj;σ(ω)Gji;σ(ω) (5.6)

Matrix representation for above Green’s function can be written as

Gσ(ω) = g(ω) + g(ω)Σσ(ω)Gσ(ω) (5.7)

or as

Gσ(ω)) = [g(ω)−1 −Σσ(ω)]
−1 (5.8)
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Combination of Eqs. (5.3) and (5.8) gives

Gσ(ω)) = [z−Σσ(ω) + t]−1 (5.9)

Since Σσ(ω) is diagonal, Green’s function in matrix representation is given as

Gσ(ω)) = [Z̃+ t]−1 (5.10)

with Z̃ = z−Σσ. The structure of Eqs. (5.3) and (5.10) is identical and thus the

Green’s function with diagonal self-energy in d= ∞ limit can be written as

Gii;σ(ω) =
1

ω − ǫc − Σi;σ(ω) + Si[Gjj;σ(ω)]
(5.11)

where Si is exactly the same functional of local interacting Green’s functions as in

the non-interacting case. So far, we have not invoked any disorder. For a binary

alloy, P (ǫi) = (1−x)δ(ǫi− ǫ1)+xδ(ǫi− ǫ0), where every site “i” is surrounded by a

fraction x of ‘1’ type sites and 1− x of ‘0’ type. Thus in the Feenberg self-energy,

since each vertex has a sum over the sites, the argument of the functional becomes

a self-averaged quantity:

Si = S
[

GCPA

jj:σ

]

(5.12)

and GCPA
ii;σ is the disordered averaged CPA Green’s function and given as

GCPA

jj;σ (ω) = (1− x)G1
jj;σ(ω) + xG0

jj;σ(ω) (5.13)

As discussed in the introduction( 5.1), our focus is on substitutional disorder in f−

sites, and hence we choose ǫ1 = ǫf ;1 and ǫ0 = ǫf ;0. The local conduction electron
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(c) Green’s functions for 1 and 0 type are given by

G1
ii;σ(ω) =

1

ω − ǫc − Σ1
i;σ(ω) + Si[GCPA

jj;σ (ω)]
(5.14)

and likewise for ‘0’ type. Here the Σ
1/0
i;σ = V 2

ω+−ǫ
1/0
f −Σf ;1/0(ω)

. Using Eq. (5.14) in

Eq. (5.13) gives the CPA averaged Green’s function

GCPA

ii;σ =
1− x

ω − ǫc − Si[GCPA
ii;σ ]− Σ1

i;σ(ω)

+
x

ω − ǫc − Si[GCPA
ii;σ ]− Σ0

i;σ(ω)
(5.15)

Within the LMA [40,44], we have a two self-energy description corresponding to the

two degenerate mean-field broken symmetry solutions with self-energy ΣA and ΣB

and hence the corresponding Green’s functions will be GCPA;A

i;σ (ω) and GCPA;B

i;σ (ω).

In the paramagnetic regime every site is surrounded by an equal number of ‘A’ and

‘B’ type Green’s functions. Thus we can use the same arguments for the Feenberg

self-energy, and we can write

GCPA(ω) =
1

2
[GCPA;A

ii;σ (ω) +GCPA;B

ii;σ (ω)] (5.16)

With the symmetries of the Green’s function the above equation can be written as

GCPA

ii (ω) =
1

2
[GCPA

ii;σ (ω) +GCPA

ii;−σ(ω)] (5.17)

Combining Eqs. (5.15) and (5.17) and the condition of Kondo hole type of disorder,

i.e. Σσ(ω)
0 = Σ−σ(ω)

0 = 0 (since ǫf ;0 → ∞ for Kondo holes), the averaged local c-
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CPA Green’s function can be written as

GCPA

c (ω) =
(1− x)

2

[

1

ω − ǫc − S(ω)− Σσ(ω)
+

1

ω − ǫc − S(ω)− Σ−σ(ω)

]

+

[

x

ω − ǫc − S(ω)

]

. (5.18)

The above equation is similar to CPA+DMFT equation derived previously [105,

106]. Since the CPA Green’s function corresponds to that of a translationally

invariant system, the local c− CPA Green’s functions can also be calculated with

the following Hilbert transform

GCPA

c (ω) = H [γ] =

∫ ∞

−∞

ρ0(ǫ)

γ(ω)− ǫ
=

1

γ(ω)− S(ω)
(5.19)

where γ(ω) = ω+−ǫc−ΣCPA
c . Eqs. (5.18) and (5.19) give a self-consistent equation

for S(ω). The CPA Green’s function for f - electrons is given by

GCPA

f (ω) =
ΣCPA

c (ω)

V 2
[1 + ΣCPA

c (ω)GCPA

c (ω)] (5.20)

The local Green’s functions for interacting f - and c- electrons are given as

Gf
σ(ω) =

[

ω+ − ǫf − Σf
σ(ω)−

V 2

ω+ − ǫc − S(ω)

]−1

(5.21)

Gc
σ(ω) =

[

ω+ − ǫc − S(ω)− V 2

ω+ − ǫf − Σf
σ(ω)

]−1

(5.22)

Evaluation of local self-energy Σf
↑/↓ and inclusion of DMFT is carried out in the

manner discussed in detail in previous works [40, 44] and in chapters 0-3 for the

clean case. For disordered systems, the CPA Green’s functions are used to evaluate

transport properties which have been discussed in the next section.
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5.2.3 Transport formalism

Electrical (J ) and thermal (J q) current density can be given as [111]

J = L11E + L12(−∆T )

J q = L21E + L22(−∆T )

where E = E + 1
e
∆µ and ∆T are applied effective electric field and temperature

gradient respectively. Lij are called Lorenz numbers and are given as

L11 = L(0);L21 = TL12 = −1

e
L1;L22 =

1

e2T
L2

The expression for L is

Lα =

∫

dω ωα

(

−dnF

dω

)

τ(ω) (5.23)

where nF and τ(ω) are Fermi-function and inverse scattering rate respectively. The

DC conductivity and thermopower can be expressed in terms of Lorenz numbers

as

σDC = L11 = L0;Q = − 1

eT

L12

L11
= − 1

eT

L1

L0

Since within DMFT, vertex corrections are absent [16], the single-particle Green’s

functions are sufficient within the Kubo formalism to obtain transport quantities

such as DC resistivity and optical conductivity. The expressions have been derived

previously [40] for non-disordered case. With the inclusion of disorder at CPA

level, the expressions retain the same form, while the c- Green’s function in the

expression are replaced by the CPA Green’s function. Thus the expression for the
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real part of optical conductivity is given by

σ(ω;T ) =
σ0

2π2

∫ ∞

−∞
dω′ nF (ω)− nF (ω + ω′)

ω

Re
[GCPA∗

c (ω)−GCPA
c (ω + ω′)

γ(ω + ω′)− γ∗(ω)
− GCPA

c (ω)−GCPA
c (ω + ω′)

γ(ω + ω′)− γ(ω)

]

(5.24)

where σ0 = 4πe2t2a2n/~ for lattice constant a, electronic charge e, and electron

density n and γ(ω) = S(ω)− 1
GCPA

c (ω)
.

By carrying out a Kramers-Kronig transform of the σ(ω;T ) we can get σ′(ω;T ),

and then the complex optical conductivity, σ̄(ω;T ), can be obtained as σ(ω;T ) +

iσ′(ω;T ). The optical scattering rate [48] is defined asM−1(ω;T ) = Re(1/σ̄(ω;T )).

The explicit expression for DC conductivity(Eq. (5.25)) and thermopower coeffi-

cient Eq. (5.26) are obtained by considering the ω → 0 limit of the above equation

and can be written as

σDC =

∫ ∞

−∞
dω

(

−dnF

dω

)

τ(ω) (5.25)

QDC =
Q0

TσDC

∫ ∞

−∞
dω ω

(

−dnF

dω

)

τ(ω) (5.26)

where nF (ω) = (eβω+1)−1 is the Fermi function, Q0 = −1
e
; τ(ω) = σ0

2π2Re[
πDCPA

c (ω)
Imγ(ω)

+

2(1− γ(ω)GCPA
c (ω)] and DCPA

c (ω) = −ImGCPA
c (ω)/π is the spectral function of the

retarded CPA c- Green’s function GCPA
c (ω).

5.3 Results

As mentioned in the introduction, our main objective in this chapter is to eluci-

date the emergence of incoherence in heavy fermions through the introduction of

Kondo holes. The focal theme throughout this section will be the crossover from
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coherent lattice behaviour to incoherent single-impurity behaviour as a function

of doping concentration. The manifestation of this crossover will be examined

in single-particle quantities such as spectral functions, and two-particle quantities

such as DC and optical conductivity and thermopower. It is well known that heavy

fermions systems display such a crossover even in the clean limit with an increase in

temperature from T=0 to beyond the lattice coherence temperature. We will exam-

ine the interplay of disorder and temperature in inducing the incoherence. We will

restrict ourselves to the strong coupling Kondo lattice regime where Ut∗/V
2 ≫ 1

and η = 1 − 2|ǫf |
U

∼ 0. The conduction band centre is fixed at ǫc = 0.5. We begin

with density of states and low energy scale.

5.3.1 Density of states and low energy scale

The clean limit of the PAM has been studied extensively. It has been found that

the spectral functions, optical conductivity and resistivity in strong coupling regime

are universal functions of (T/ωL, ω/ωL) [38,40,70]. The low energy scale, which is

given by ωL ≃ ZV 2/t∗ where Z = (1−∂Σ/∂ω|ω=0)
−1 is an exponentially decreasing

function [21, 38] of U
V 2 (for η = 1 +

2ǫf
U

= 0; U
V 2 >> 1). In the upper panel of

figure 5.1, we show the f - dos as a function of ‘bare’ frequency, ω/t∗ for various

values of the doping, x. The three peak structure of two Hubbard bands and

the central Kondo resonance persists for all x. The central sharp peak is seen

to diminish visibly upon increasing x, while the Hubbard bands remain almost

unaffected. This may be seen more clearly in the lower panel wherein the low

frequency region is shown. It is easy to see that a local redistribution of spectral

weight has occurred with the increase in x, and the hybridization gap flanking the

Kondo resonance fills up giving rise to a broad featureless resonance in the single-

impurity limit. The full-width at half-maximum of the resonance is proportional to
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the low energy scale. And given the broadening of the resonance, we must expect

that the ωL should increase with increasing x. Indeed, as the inset shows the ωL

rises almost linearly, and saturates in the single-impurity limit.
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Fig. 5.1: Upper figure: f - DOS (Df (ω)) are shown as function of absolute frequency ω
t∗

with varying disorder in third axis (U = 5.11;V 2 = 0.6, nf ≃ 0.98, nc = 0.59). Lower
figure: Expanded view of the central peak in the upper panel. Inset in lower figure:
variation of low energy scale with disorder.
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Next we discuss the dependence of hybridization function, ∆(ω) = −Im [S(ω)],

(where the S(ω) is the Feenberg self-energy) on dopant concentration. The ∆(ω)

may be found through the imaginary part of the inverse of the host Green’s function,

which is determined self-consistently within DMFT. We show the ∆(ω) in figure 5.2.

It is seen that for small values of disorder, the hybridization function has a Gaussian

envelope with spectral weight carved around ǫf∗ = Z(ǫf + Σ(0)). With increasing

disorder, the hybridization gap fills up and for large values of disorder, (x ≃ 1) we

see a featureless Gaussian. This is natural because in the dilute limit, the impurities

should have a negligible effect on the host, hence the hybridization assumes a simple

form that is proportional to the non-interacting density of states, ρ0(ǫ), which has

been chosen to be a Gaussian in our work. In the next subsection, we discuss the
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Fig. 5.2: Hybridization as a function of absolute frequency ω/t∗ for different disorder
values. The parameters are U = 5.23;V 2 = 0.4;nf = 0.98;nc = 0.53.

effects of disorder on response functions. We consider optics first.
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5.3.2 Optical conductivity and optical scattering rate
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Fig. 5.3: Left panel: Zero temperature optical conductivity as a function of ω
t∗ for different

disorder strength. Right panel: Dispersion curve for various disorder strengths. The
model parameters are U = 5.11;V 2 = 0.6;nf ≃ 0.98 and nc ≃ 0.59.

In the left panel of figure 5.3, we show T = 0 optical conductivity computed

using Eq. (5.24) for different values of x. With increasing x, the Drude peak at ω =

0 melts rapidly and the the low frequency region appears flat and featureless. The

DC value of the optical conductivity represents static effects of impurity scattering.

The mid-infrared peak moves to lower frequencies with increase in disorder value.

This is counterintuitive if we invoke the renormalized non-interacting picture, which

says that the MIR peak is positioned at ∼
√
ZV 2. The scale increases with x, so

if the MIR were to be proportional to
√
ωL, then the MIR would experience a

blue shift. So how does one explain the red shift? The answer is provided by the

dispersion, ω(ǫk) found by plotting the position at which the k-dependent spectrum,

ACPA(k, ω) = −ImGCPA
c (k, ω)/π peaks for a fixed ǫk. This is shown in the right

panel of figure 5.3. It is seen that for low disorder, there is a clean minimum direct

gap, that is indeed proportional to
√
ωL. With increasing disorder, the direct gap

fills up with mid-gap states, which causes the gap to direct excitation to decrease.
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Eventually, for x & 0.7, there is almost no gap. Thus, the theory predicts that with

increasing substitutional disorder, the MIR absorption peak should experience a

strong red shift.

In figure 5.4, we show the variation of residual resistivity, i.e. 1
σ(ω=0;T=0)

for

a given set of model parameters(mentioned in figure caption). In the clean case

(x = 0), the residual resistivity is zero and increases to a maximum for a disorder

value of x = 0.4. It decreases further with increasing disorder and goes back to

zero for x ≃ 1. We have compared our result with Nordheim’s rule, according

to which DC resistivity of a binary alloy is proportional to x(1 − x), where x is

disorder strength. This behaviour is not obeyed by disordered heavy fermion alloys

as evident in our comparison (and also from experiments).
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0
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15

ρ(
0)

Cx*(1-x)
LMA

Fig. 5.4: Inverse of optical conductivity at zero temperature and zero frequency i.e.
1

σ(ω=0;T=0) as function of doping. The model parameters are the same as figure 5.3.

The optical scattering rate, M−1(ω), defined in section 5.2 as M−1 = Re( 1
¯σ(ω)
),

is shown in figure 5.5. In the concentrated regime (x → 0), a characteristic peak

is visible in optical scattering rate at low frequencies. This is also observed in

experiments [112–114] on heavy fermion systems. This peak is narrow and centred

at ωL for small x. As x increases, the peak broadens, experiences a red shift, and
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Fig. 5.5: Zero temperature optical scattering rate as a function of ω
ωL(x)

for various

disorder strengths. The model parameters are U = 5.11;V 2 = 0.6;nf ≃ 0.98 and nc ≃
0.59.

ultimately vanishes in the dilute limit. It is precisely around a disorder value of

x ∼ 0.6, that this peak structure vanishes, which is attributed to crossover from

heavy fermion to single impurity regime. The high frequency tail is seen to be

universal for all x. We further investigate the effect of temperature on the optical

scattering rate for finite value of disorder. In the main panel of figure 5.6, the

optical scattering rate has been shown for x = 0.45 versus scaled frequency ω/ωL.

The peak in optical scattering rate corrodes slowly with increasing temperature,

and finally vanishes for T & 0.5ωL for the parameters mentioned in figure 5.6. In the

inset of figure 5.6, the DC resistivity vs. temperature has been shown for the same

parameter regime. It is seen that the coherence peak appears at the same value of

temperature i.e. T ∼ 0.5ωL, where peak in scattering rate vanishes (main panel)

and for all higher temperatures, the resistivity follows single impurity behaviour.

Thus, the behaviour of optical scattering rate is consistent with resistivity in terms

of predicting the crossover from Kondo lattice (KL) to single impurity. Next, we

will discuss the effect of disorder on the finite temperature response functions.
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Fig. 5.6: In main panel: optical scattering rate for x = 0.45 and various temperatures,
shown as fractions of the low energy scale. In the inset, the resistivity vs. scaled tempera-
ture is shown, also for x = 0.45. The other model parameters are V 2 = 0.6; ǫc = 0.7; η ≃ 0
and U ≃ 5.32, nf = 0.98 and nc = 0.59.

5.3.3 DC Resistivity
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Fig. 5.7: Left panel: Resistivity per f− site as a function of scaled temperature, T
ωL(x)

.

Right panel: The strong coupling single impurity Anderson model (SIAM) resistivity
compared with x = 0.95 disordered Periodic Anderson Model (PAM) for U = 5.11;V 2 =
0.2; ǫc = 0.5.

In the left panel of figure 5.7, the effects of disorder on DC resistivity ρ(T ) have

been shown. For zero disorder, resistivity is zero at T = 0 and follows T 2 behavior
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(Fermi-liquid) at low temperatures. As temperature is increased, a crossover from

coherent to incoherent behavior in resistivity takes place. At large temperatures

resistivity shows single impurity behaviour (ρ(T ) = 3π2

16 ln2 T/ωL
) as discussed in de-

tail in previous work [40]. For doping value of x = 0.1, 0.2, 0.3, 0.4, the normalised

resistivity ρ(T )
(1−x)

has finite residual value at T = 0. It is constant for small tem-

peratures and further crossover from coherent to incoherent behaviour takes place

at higher T . For disorder strength x > 0.4, with decrease in temperature resis-

tivity increases monotonically and saturates to a finite residual value. Thus, the

lattice coherent behaviour never sets in for these specific parameters of PAM for

x > 0.4. At T
ωL

>> 1, the resistivity for all doping collapses onto a single universal

form. Continuing with finite temperature response, we explore the behaviour of

thermopower with disorder.

5.3.4 Thermopower
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Fig. 5.8: Left panel: Thermopower vs. T scaled by low energy scales ωL(x) for various
x mentioned in the legend box (model parameters are U ∼ 5.23;V 2 = 0.4). Right
panel: thermopower variation with temperature scaled with t∗ in extreme dilution i.e
x = 0.99 with U ∼ 7.17;V 2 = 0.4. Inset of left panel is thermopower of SIAM for
U ∼ 5.80;V 2 = 0.4.
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In left panel of figure 5.8, the effect of disorder on thermopower for different

temperatures has been shown. For zero disorder, the thermopower coefficient is

zero for T = 0. With increase in temperature, it goes through a maximum value

at a characteristic temperature and for higher temperature values, a change of

sign occurs. As disorder increases, the position of the maximum in thermopower

red shifts monotonically upto x = 0.4 for a given set of parameters. For the

disorder strength x > 0.4, the peak in thermopower starts shifting towards larger

temperature value, though the shift is very small. The magnitude of the peak

decreases with increase in disorder and changes sign in large disorder limit. In

extreme dilution limit shown in the right panel of figure 5.8, the thermopower looks

qualitatively similar to that of SIAM as shown in inset of right panel, i.e. one peak

at low temperature and the other peak with opposite sign at large temperature.

Thermopower calculation for SIAM has been done using LMA and bench marked

with NRG calculations [115].

5.4 Comparison to experiment

5.4.1 Resistivity

In previous work [41], DMFT+LMA has been employed to compare theory with

experiments for a few heavy fermion metals in the clean case. Theoretical compar-

isons with experiment for disordered case has several complications. Introduction

of disorder may change lattice parameters which effectively can change the hopping

parameters, site energies and hybridization amplitudes. The precise estimation of

model parameters for different disorder strengths is next to impossible and thus

only qualitative comparison is possible. In figure 5.9, we have compared disorder
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dependent resistivity of CexLa1−xB6 by N. Sato et al. [98] with our theory. In left
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Fig. 5.9: Comparison of theory with experiment for CexLa1−x – Left panel: theoreti-
cally computed resistivity versus T for various x. Right panel: experimental data for
CexLa1−xB6 by Sato et al. [98].

panel, we present theoretical data where nf = 0.98, nc = 0.53 and U
V 2 ∼ 6.0. With

the above choice of parameters and appropriate scaling (mentioned in previous

work [41]), the theoretical data superimposes with experimental data (right panel

of figure 5.9) for clean case. If we compute resistivities for finite x without changing

the model parameters, we find that the residual resistivity peaks at a finite x; but

experimentally, it is observed that the residual resistivity increases monotonically

with increasing x and saturates in the dilute limit. Hence, in order to get correct

trend in residual resistivity with increasing disorder, we introduce a minimal de-

pendence of model parameter with x. Our choice is the linear dependence of x for

conduction electron site energy (ǫc(x) = ǫc(0) + αx, with α = 0.5). The argument

behind such a choice is that the larger atomic size of the doped lanthanum atom

changes effective conduction electron site energy and hybridization. Further, the

x− axis is scaled by ratio of coherence peak position in theory to the experiment

for zero disorder. The agreement between theory and experiment is qualitatively

good.
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5.4.2 Thermopower

In the upper panel of figure 5.10,a thermopower measurement by Kim et al. [116]

of CexLa1−xB6 for varying concentrations of Cerium is shown. The experimen-

tally measured thermopower includes electronic (f) and lattice contributions. It is

important to extract the electronic contribution in thermopower coefficient, since

calculation does not include phonons. For the case of DC resistivity, the Mattheis-

sen’s rule was employed to extract the electronic contribution. For thermopower,

the Nordheim-Gorter rule S · ρ = SLa · ρLa + SCe · ρCe is commonly employed.
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Fig. 5.10: Comparison of experiment with theory – Top panel: Experimental data for
CexLa1−xB6 by Kim et al. Lower panel: Theoretically computed thermopower for various
x.

The contribution from the first term is small and can be neglected (as argued
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in experimental work [116]). It is observed that the peak position in thermopower

shifts to lower temperatures with increasing x. In the lower panel of figure 5.10,

the theoretically computed thermopower is shown for the same parameter values

as in figure 5.9. The x-axis of theoretical data has been scaled. Theoretical data

for different disorder strengths have been scaled by ratio of the peak position in

thermopower in theory to experiment for respective disorder strengths. The theory

does agree with experiments. Indeed it is gratifying to note that the theoretically

computed DC resistivity and thermopower agree with experiments for the same set

of parameters.

5.5 Conclusions

In this chapter, we have investigated Kondo hole type of substitution in heavy

fermions using CPA+DMFT+LMA. The physics issue in focus is the crossover

from heavy fermions to single impurity behaviour in physical properties like resis-

tivity and thermopower. We have used the Feenberg renormalisation perturbation

series (FRPS) to derive the CPA equations. The LMA+CPA+DMFT does capture

the crossover from Kondo lattice (KL) to single impurity (SI) behaviour as reflected

in spectral functions, optics, resistivity, thermopower and optical scattering rate.

Comparison of our theoretical results with experimental data for resistivity and

thermopower yields qualitatively good agreement. A disorder dependent conduc-

tion orbital energy correctly captures the experimental trend in resistivity and

thermopower. CPA does not capture inter site coherence and and coherent back

scattering effects. Using approaches that go beyond the CPA, like typical medium

dynamical cluster approximation, the above effects can be taken into account [117].



Chapter 6

Non-Fermi-liquid behavior in

disordered, correlated Fermi

liquids

6.1 Introduction

There exist a number of metallic doped systems for which the Fermi liquid (FL)

theory is clearly violated in transport and thermodynamic properties [7,118]. Most

theoretical scenarios for non-Fermi liquid (nFL) behaviour require the proximity

of some kind of singularity in the phase diagram, such as a quantum critical point

(QCP) [4, 37, 119], Griffiths singularities (GS) close to magnetic instabilities [120]

or van Hove singularities [121]. Other proposals for nFL include distribution of

Kondo scales [8] and multichannel Kondo effect [122]. The nFL behaviour in a

wide range of materials has been explained through these proposals.

Nevertheless, there is an expanding set of correlated systems for which the nFL

behaviour does not fit the existing scenarios [7, 118, 123, 124]. For example, in

95
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a recent study of the heavy fermion material Ce1−xLaxB6 [125], a resistivity of

the form ρ(T ) = ρ0 + AT α was found for x & 0.4, where the non-universal and

fractional exponent α, was found to be x-dependent. In the FL regime (x . 0.4),

the coefficient of the quadratic term of the resistivity apparently diverges at the

crossover from FL to nFL regime. The optical scattering rate of several U-based

materials has been found to have a linear-in-frequency term [126]. A consistent

theoretical explanation for such unusual nFL behaviour has not yet been found.

The T = 0 scattering rate in clean Fermi liquids has the form Γsc(ω)
ω→0−→ a2ω

2,

The static effects of scattering by quenched substitutional disorder in Fermi-liquids

contribute a constant term a0 to Γsc(ω) [105, 106]. In this chapter, we show that

dynamical effects of impurity scattering can give rise to the type of aforementioned

unusual nFL behaviour. The Γsc(ω) is shown to acquire an additional linear in

frequency term, a1ω. We also demonstrate that an excellent power-law description

of Γsc(ω) is possible over two decades in ω, that yields a doping dependent exponent.

In heavy fermion systems such as CeCu6, the substitution of Ce by La is of

the Kondo hole (KH) type while that of Cu with Au is referred to as ligand-

field type [105]. In present chapter, we will explicitly consider the KH type of

substitution where the orbital energy of the f - level of the substituted non-magnetic

atom is high enough that it decouples from the conduction band. Any type of

random substitution breaks translational invariance, and leads to site and bond

disorder. Random chemical substitution of the type A1−xBx is usually incorporated

through a probability distribution of the parameters in the Hamiltonian.
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6.2 Model and formalism

The Hamiltonian for the periodic Anderson model (PAM), which is appropriate for

heavy fermion systems, may be expressed in standard second-quantized notation

as

HPAM = −
∑

〈ij〉σ
tij

(

c†iσcjσ + h.c
)

+
∑

i

Hii (6.1)

where tij represents nearest neighbour hopping and ciσ is the conduction (c)-

electron annihilation operator for site i and spin σ. Within dynamical mean field

theory (DMFT) [16, 30], which is exact in the limit of infinite dimensions D, the

hopping tij must be rescaled as tij ∝ t∗/
√
D. The site-diagonal part, given by

Hii = ǫc
∑

σ c
†
iσciσ + ǫf

∑

σ f
†
iσfiσ + V (

∑

σ f
†
iσciσ + h.c) + Unfi↑nfi↓ represents the

orbital energies, hybridization between c- and f - electrons and the cost of double

occupancy of the f - orbital respectively.

The coherent potential approximation (CPA) is the best single-site approach

to study the interplay of disorder with interactions in strongly correlated sys-

tems [105, 127]. Even though the CPA ignores inter-site coherence and coherent

back scattering effects (and hence Anderson localization), the effects of configura-

tional averaging are well accounted. A dynamical CPA within DMFT has been

formulated in section 5.2 of previous chapter 5 that takes into account the dynam-

ical effects of impurity scattering. In this approach, the arithmetically averaged

local c-electron Green’s function called GCPA
c is given by

GCPA

c (ω) =
1− x

ω+ − ǫc − Σc − S(ω)
+

x

ω+ − ǫc − S(ω)
(6.2)

where the c- self-energy is Σc(ω) = V 2(ω+ − ǫf − Σf (ω))
−1 and Σf (ω) is the f -

self-energy. The dopant concentration is denoted by x, and S(ω) is Feenberg self-
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energy [43] that represents the hybridization with the host. In the clean case (x =

0), the S(ω) is a functional of the local c- Green’s function [44]. In the disordered

case (x ∈ (0, 1]), the sum over all neighbouring sites in the Feenberg renormalized

perturbation series [43] can be reduced, within DMFT, to a probabilistic averaging

of the magnetic and Kondo hole Green’s functions. Thus S(ω) becomes a functional

of the averaged (CPA) Green’s function, S(ω) = S[GCPA
c ]. It is given by the

condition that the CPA restores translational invariance, hence GCPA
c is given by

GCPA

c (ω) =
1

N

∑

k

1

ω+ − ǫc − ǫk − ΣCPA
c

= H [γ(ω)] =
1

γ(ω)− S(ω)
(6.3)

where γ = ω+−ǫc−ΣCPA
c and H[z] =

∫∞
−∞ dǫ ρ0(ǫ) (z−ǫ)−1 is the Hilbert transform

of z with respect to the non-interacting density of states, ρ0(ǫ). For the semi-

elliptical density of states, ρ0(ǫ) =
√

1− ǫ2/t2∗/(2πt∗), corresponding to the Bethe

lattice, the Feenberg self-energy is simply given by S(ω) = t2∗G
CPA
c (ω)/4. This

allows us to relate the CPA self-energy directly to the Σf as shown below.

As expressed by Eq. (6.2), the CPA Green’s Function is given by

GCPA

c (ω) =
1

Γ− ΣCPA
c

=
1− x

Γ− Σc

+
x

Γ
, (6.4)

where Γ = ω+ − ǫc − S(ω). From Eq. (6.4), the CPA self-energy can be extracted

as

ΣCPA

c =
ΓΣc(1− x)

Γ− xΣc

. (6.5)
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The above can be inverted to get Γ in terms of x, Σc and ΣCPA
c as

Γ =
xΣcΣ

CPA
c

ΣCPA
c − Σc(1− x)

(6.6)

For a Bethe lattice,

S(ω) =
t2∗
4
GCPA(ω) =

t2∗
4

1

Γ− ΣCPA
c

,

and for t∗ = 2

S(ω) =
1

Γ− ΣCPA
c

. (6.7)

Substituting S(ω) = ω+ − ǫc − Γ in Eq. (6.7), we get

ω+ − ǫc − Γ =
1

Γ− ΣCPA
c

. (6.8)

In Eq. (6.8), if we substitute for Γ, using Eq. (6.6), we will get an equation relating

ΣCPA
c to Σc. Alternatively if we substitute for ΣCPA

c , using Eq. (6.5), we will get an

equation for Γ in terms of Σc. In Eq. (6.8), substituting Γ using Eq. (6.6), we get

ΣCPA

c

(

Σc − ΣCPA

c

)

[

(ω+ − ǫc)(Σ
CPA

c − Σc(1− x))

−xΣcΣ
CPA

c

]

−
(

ΣCPA

c − Σc(1− x)
)2

= 0 (6.9)

This is a cubic equation for ΣCPA
c . Given the local self-energy Σc(ω), this equation

may be used to obtain the CPA self-energy for any x. This equation is studied in

detail in the next section.
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6.3 Low frequency analysis

We have carried out a low frequency analysis of Eq. (6.9) in the concentrated

(x → 0) and dilute limits (x → 1). Our basic premise is that the f - moments are

completely screened, and hence have a local FL form of the self-energy, Σf (ω)
ω→0−→

Σf (0) + ω(1 − 1/Z) − iA′ω2. Using this, the c- self-energy Σc(ω) = V 2[ω+ − ǫf −

Σf (ω)]
−1 can be Taylor expanded as

Σc(ω) =
V 2

ω − ǫf − Σf (ω)

ω→0−→ −V 2

ǫ∗f

(

1 +
ω

Zǫ∗f
+ i

A′

ǫ∗f
ω2

)

(6.10)

where the renormalized f - level, ǫ∗f = ǫf + Σf (0) ∈ R ∀x. The above may be used

in Eq. (6.9) to find the low frequency form for ΣCPA
c (ω).

Before delving into the details of the calculations, we summarize our main result.

We find that

ΣCPA

c (ω)
ω→0−→ S0 + S1ω + S2ω

2 (6.11)

where {Si} have finite imaginary parts that depend on x. The above expression,

which shows that the CPA self-energy has a distinctly nFL form, embodied in

the linear in ω term in the imaginary part, is the central result of our work. A

finite linear term in the ImΣCPA
c in addition to the well-known residual (ω = 0) and

quadratic terms has broad consequences. First, since ΣCPA
c = V 2[ω+−ǫf−ΣCPA

f ]−1,

the CPA self-energy of the f - electrons will also have an nFL form, even though

the local self-energy has a standard FL form. It is easy to show using Eq. (6.2)

that [105]

ImΣCPA

f (ω) =
1

1− x
ImΣf (ω) +

x

1− x
Im

V 2

ω+ − ǫc − S(ω)
. (6.12)
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The above relation implies that the nFL part in the CPA self-energy arises through

the contribution from the imaginary part of the self-consistently determined dy-

namical hybridization or the local potential. Second, the scattering rate, Γsc(ω) ∝

−ImΣCPA
c will also have a linear non-Fermi liquid type term in addition to the static

potential scattering and the quadratic electron-electron scattering terms. As an in-

evitable consequence, transport quantities would display an nFL form. For exam-

ple, the resistivity would have the low temperature form ρ(T ) = ρ(0)+ART+BRT
2,

for a general particle-hole asymmetric case, as shown later (section 6.4). Thermo-

dynamic quantities like the specific heat (C) will also be affected. A linear term

in the imaginary part of the self-energy naturally leads to a ω lnω term in the

real part. From the expression of specific heat [71], it is easy to see that a lnT

contribution would arise in C/T .

A straightforward generalization of Eq. (6.2) to the case of ligand-field sub-

stitution may be carried out [105]. A low frequency analysis similar to the one

done above for KH disorder shows that the linear term would arise even for this

case. Similarly, substitutional disorder in the Hubbard model [128] will also yield

similar results, since the dynamical CPA equations for the local Green’s function

are exactly the same as Eqs. (6.2) and (6.3) with the Σc being replaced by the

local self-energy of the interacting electrons. The CPA self-energy will thus have

contributions from the FL self-energy and the dynamical local potentials which

will again lead to a linear (in frequency) term in the scattering rate. Thus our

findings have implication for transition metal oxides and other systems for which

the Hubbard model is appropriate. Here, we have considered a binary distribution

of site energies. A generalization to other discrete or continuous distributions can

be made simply by generalizing Eq. (6.2) to a general distribution, P(ǫci), in the
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following way:

GCPA

c (ω) =

∫ ∞

−∞
dǫciP(ǫci)

1

ω+ − ǫci − Σc − S(ω)
. (6.13)

The rest of the analysis proceeds in exactly the same way as for the binary dis-

tribution, and hence this will also yield similar nFL behaviour. Next, we find

closed-form approximate expressions for the coefficients of the scattering rate (Eq.

(6.11)) in the dilute and concentrated limits.

6.3.1 Analytical expressions for static and linear terms in

scattering rate

We expect to find analytic solutions for the CPA self-energy, hence expanding

ΣCPA
c (ω) = S0+S1ω, and using Eq. (6.10) in Eq. (6.9) with (ω+ − ǫc → −ǫc) for ω →

0, we get

(S0 + S1ω) (Σc0(1 + Aω)− S0 − S1ω)
[

(−ǫc)

(S0 + S1ω − Σc0(1 + Aω)(1− x))− xΣc0 (1 + Aω)

(S0 + S1ω)
]

−
[

S0 + S1ω − Σc0(1 + Aω)(1− x)
]2

= 0 . (6.14)

where A = 1/(Zǫ∗f ). Substituting ω = 0 in the above will yield an equation for the

static contribution, namely ΣCPA
c (0). The coefficient of the linear in ω term may be

found by collecting the linear terms. This will be done in the following subsections

in the concentrated (x → 0) and dilute (x → 1) limits.
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Concentrated limit x → 0

After a lengthy and tedious, but straightforward calculation, we find the explicit

dependence of {Si} (Eq. (6.11)) on x for a symmetric conduction band (ǫc = 0). In

the concentrated limit, x → 0, the static part of ΣCPA
c is given by (detail derivation

in appendix C)

Re(S0) =(1− x)Σc0 +
x(1− x)2

2
Σ3

c0

Im(S0) =− x(1− x)Σ2
c0 ×

[

1− (1− x)2

4
Σ2

c0

]1/2

, (6.15)

where Σc0 = −V 2/ǫ∗f . The Im(S0) leads to a finite T = 0 residual resistivity. The

coefficient of the linear term, Im(S1) is given by

Im(S1) =
x

Zǫ∗f
Im

[

(δΣc0)
2(Σc0 − δΣc0)

(δΣc0)2 − 2(δΣc0 − Σc0)2

]

. (6.16)

where δΣc0 = − (1−x)Σ2
c0

2
[(1− x)Σc0 + 2i] is an O(1) number in the limit x →

0. Thus, the nFL contribution is seen to be proportional to x at low dopant

concentrations. It is also important to note that the quasiparticle weight (QpW) Z

does not appear in the static part (Eq. (6.15)), but does appear in the dynamics,

and arises purely because of the linear term in the FL form of the local self-energy,

Σf (ω). Hence, the dynamical effects of potential scattering are responsible for nFL

behaviour due to substitutional doping.
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Dilute limit: x → 1

In the dilute limit (x → 1), the hybridization is determined through the non-

interacting density of states, ρ0(ǫ)(detail derivation in appendix C). Hence we get

ΣCPA

c (ω) =
V 2(1− x)

ω+ − ǫf − Σf (ω)− x∆0(ω)
. (6.17)

where Im∆0(ω) = −πV 2ρ0(ω − ǫc). In the strong coupling limit, and for low

frequencies ω . ωL = ZV 2/t∗, the ρ0(ω) may be taken to be a constant, yielding

the low frequency form of the CPA self-energy as:

ΣCPA

c
ω→0−→ V 2(1− x)

ω
Z
− ǫ̃∗f + ix∆̄0 + iA′ω2

. (6.18)

where ǫ̃∗f = ǫf +Σf (0) + xRe∆(0), and ∆̄0 = πV 2ρ0(−ǫc). From the above expres-

sion, it is easy to see that in the dilute limit, all the three coefficients of Eq. (6.11)

(divided by the number of magnetic atoms (1− x)) obtained through a Taylor ex-

pansion of Eq. (6.18) around ω = 0 will remain non-zero. Thus for x → 1, if either

the effective f - level or the conduction band centre (ǫc) are non-zero, a linear term

can be obtained in the temperature dependence of the resistivity, as discussed later

in section 6.5.

6.3.2 General considerations for the quasiparticle weight

Before we discuss transport, we will briefly consider the behaviour of the QpWs as

derived through the CPA quantities. This is important, because much of the low

frequency and low temperature physics in clean systems can be gleaned through

the renormalized non-interacting limit, where in the bare parameters such as the

hybridization, V 2 or the bandwidth, t∗ are renormalized by the QpW. As an ex-



6.3 Low frequency analysis 105

ample of the consequence of such renormalization, the integrated spectral weight

contained in the Drude peak of the optical conductivity is proportional to Z [40]

in the clean system. In the disordered case, since the response functions are deter-

mined by the CPA self-energies, ΣCPA

c/f , rather than the local self-energies, a clear

picture must be obtained of the ZCPA

c/f defined as

1

ZCPA

c/f

=

(

1−
∂ΣCPA

c/f (ω)

∂ω
|ω→0

)

and

1

ZCPA

c/f R

= Re

(

1

ZCPA

c/f

)

(6.19)

From Eq. (6.11) and Eq. (6.16) above, it is clear that the QpWs defined above

through the CPA self-energy would in general be complex. Furthermore, unlike

the clean case, where the QpW for the c-electrons is proportional to that of the

f-electrons, the ZCPA
c and ZCPA

f may behave entirely differently, because of the

finite imaginary parts of either of these. This may be seen as follows. The CPA

self-energy of the c- electrons is related to that of the f - electrons through

ΣCPA

c =
V 2

ω+ − ǫf − ΣCPA
f

ω→0−→ V 2

ω/ZCPA
f − ǫ∗f

, (6.20)

where ǫ∗f is a complex number. This implies the following for the corresponding

QpWs:

1

ZCPA
c

= 1 +
V 2

(ǫ∗f )
2

1

ZCPA
f

. (6.21)

which implies that the real part of the CPA c- electron QpW is dependent on both,

the real and imaginary, parts of the ZCPA
f .
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6.4 Transport: Analytical considerations

In this section, we will discuss the consequences of an anomalous CPA self-energy

(6.11) on transport quantities, namely resistivity and optical conductivity.

6.4.1 Resistivity

For the disordered PAM on a hypercubic lattice, the DC conductivity (within CPA)

is given by Eq. (5.25)

σDC(T ) = σ0

∫∞
−∞ dω

(

−∂nF (ω)
∂ω

)

τDC(ω) (6.22)

where τDC(ω) =
πDCPA

c (ω)
γI(ω)

+ 2 (1− γ(ω))GCPA
c (ω) , (6.23)

and γ(ω) is defined below Eq. (6.2), γI = Imγ = −ImΣCPA
c and nF (ω) = (exp(−ω/T ) + 1)−1

is the Fermi-Dirac distribution function (with T being the temperature). The local

self-energy maintains a FL form in ω and T for all x, so even though the ω depen-

dence of ΣCPA

c/f is anomalous, the explicit T dependence of ΣCPA

c/f will remain FL-like

for all x. As an important consequence, since the τDC(ω;T ) depends on ImΣCPA

c/f

(Eq. (6.23)), the frequency dependence of the scattering rate will be anomalous,

but the temperature dependence will remain FL-like (∼ T 2). Such a τDC(ω;T )

when substituted in Eq. (6.22) will nevertheless yield a linear in temperature term

in the DC conductivity as shown below.

We will revisit the clean case first, and then consider the disordered case. For

x = 0, the τDC(ω) of a clean FL may be approximated at the lowest (ω, T ) by using

the FL expansion of the local self-energy as

τFL
DC ≃ π

πDc(0)

aω2 + bT 2
. (6.24)
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which is just a symmetric Lorentzian centred at ω = 0, and a width∼ T . For an

even function τDC(ω), the integral in Eq. (6.22) will yield a conductivity that is an

even function of temperature, because the derivative of the Fermi function is an

even function of ω/T . Thus the resistivity will have the form ρDC(T ) = AT 2.

In the presence of disorder, if only the static contribution to ΣCPA
c is included,

then the τDC(ω) remains a symmetric Lorentzian, hence the conductivity will again

be an even function of T , thus the resistivity will acquire the form ρDC(T ) =

ρ0 + AT 2.

The nFL contribution embodied in the linear in T term arises from the dynami-

cal, linear in ω contribution to the imaginary part of the CPA self-energy, as argued

below. We have shown that the ΣCPA
c acquires an nFL form for x 6= 0, where due

to dynamical effects of impurity scattering, a linear in ω term arises (Eq. (6.11)).

Since γI = Im(ω+ − ǫc − ΣCPA
c (ω)), the τDC(ω) (Eq. (6.22)) is no longer an even

function; in fact, it becomes a shifted Lorentzian of the form

τnFL
DC ≃ π

πDCPA
c (0)

a0 + a1ω + a2ω2 + bT 2
. (6.25)

Now, for a strongly asymmetric τDC(ω) (about ω = 0), the conductivity will pick

up linear in T terms. As a simple illustration, a square pulse form of τDC(ω) =

θ(−ω)θ(ω+ |a|) yields σ(T ) = σ0(1/2 + T/|a|), which is clearly a non-Fermi liquid

form. Thus, we have argued that an nFL frequency dependence of the CPA self-

energy will yield a nFL temperature dependence of DC conductivity.

6.4.2 Optical conductivity

In this section, we will explore the consequences of Kondo hole substitution on the

low frequency features of the optical conductivity. The optical conductivity at zero
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temperature within DMFT is given by [44]

σ(ω) =
σ0

ω

∫ 0

−∞
dω′
∫ ∞

−∞
dǫρ0(ǫ)D(ω′, ǫ)D(ω + ω′, ǫ) (6.26)

where

D(ω, ǫ) = − 1

π
Im

1

γ(ω)− ǫ
=

γI/π

(γR − ǫ)2 + γI
,

γ(ω) = γR + iγI and γI > 0. Thus,

σ(ω) =
σ0

π2ω

∫ 0

−∞
dω′γI(ω

′)γI(ω + ω′)×
∫ ∞

−∞

dǫρ0(ǫ)

[(a1 − ǫ)2 + b21] [(a2 − ǫ)2 + b22]
, (6.27)

where a1 = γR(ω), b1 = γI(ω), a2 = γR(ω + ω′) and b2 = γI(ω + ω′). Assuming a

wide, flat band for simplicity, ρ0(ǫ) =
1

2W
θ(W − |ǫ|), we can carry out the integral

over ǫ exactly to find

σ(ω) =
σ0

2π2ωW

∫ 0

−ω

dω′ πQ

2
√
b1b2

(B +
1

B
) (6.28)

where A = a1−a2
2
√
b1 b2

and B2 = b1
b2
. In the limit of ω → 0, the integrand may be Taylor

expanded about the zero frequency limit using the Taylor expansion of the CPA

self-energies. This finally yields the following expression for the zero temperature

optical conductivity:

σ(ω) =
σ0

4πWγ̄I

1

(ω/2γ̄IZCPA
cR )2 + 1

(6.29)

where γ̄I = γI(0) is just the static part of the CPA self-energy.

We see from the above equation that the low frequency form of σ(ω;T = 0)
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is a Drude peak that has a Lorentzian shape. In the clean limit (x = 0) and at

zero temperature, the imaginary part of ΣCPA
c (0) vanishes, and ZCPA

cR is a finite

positive number. Thus, we recover a Dirac delta functional form of the Drude

peak in the clean limit. For finite x, the γ̄I becomes finite, and hence the Drude

peak broadens into a Lorentzian, with an integrated spectral weight remaining

proportional to ZCPA
cR . As will be seen later, the ZCPA

cR crosses zero and becomes

negative beyond a certain xc, thus marking the complete destruction of the Drude

peak, and hence a complete crossover to the single-impurity regime. At the present

level of approximation in Eq. (6.28), we do not find a explicit contribution of the

imaginary part of the QpW, i.e. ZCPA
cI , although as shown in section 6.3.2, even the

real part of the ZCPA
c depends on the real and imaginary parts of ZCPA

f . However,

we conjecture that a higher order Taylor expansion in Eq. (6.28) will certainly

lead to a manifestation of the ZCPA
cI and a deviation from the Lorentzian form.

6.5 Results and discussion

The previous section was entirely focused on getting analytical insights into the

manifestation of the anomalous form of the CPA self-energy in transport quantities.

We were able to analyse the clean and dilute limits for the CPA self-energy in

section 6.3, and find the low temperature and low frequency forms of the DC

conductivity and optical conductivity respectively. In order to explore the nFL

behaviour quantitatively in the full range of dopant concentration and at all energy

scales, we have carried out detailed calculations for the Kondo hole disordered

PAM within DMFT. The local moment approach (LMA) has been used to solve

the effective impurity problem arising within DMFT. Within LMA, which is a

diagrammatic perturbation theory based approach, the f - self-energy is ensured to
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have a FL form, since adiabatic continuity to the non-interacting limit is imposed

as a constraint. The reader is referred to chapter 1 and references within for

the detailed implementation of the LMA within DMFT for the clean PAM. The

coherence peak in the resistivity of clean heavy fermions is found to be at T ∼ ωL,

where ωL = ZV 2/t∗ is the low energy scale of the local Fermi liquid [40]. We focus

on the frequency region ω ≪ ωL, since the nFL behaviour is found experimentally

at temperatures much below the coherence peak [7, 118].

In the main panel of figure (6.1), we show (through fitting) that the ImΣCPA
c (ω)

does indeed have the quadratic polynomial form of Eq. (6.11) for all x ∈ [0, 1].

Nevertheless, we observe that a power law of the form C +Dsgn(ω)|ω|α may also

be fit upto a certain upper cutoff ωc ∼ O(0.1ωL). This is shown in the inset of

figure 6.1 (for ω > 0). Hence the low temperature resistivity, as obtained through
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Fig. 6.1: In the main panel, the ImΣCPA
c (ω) as a function of scaled frequency ω′ = ω/ωL

has been shown with solid line for x = 0.5. The dashed line is the quadratic fit (Eq. 6.11).
In the inset, the solid line represents |δ(ImΣCPA

c (ω))| = |Im(ΣCPA
c (ω)−S0)|. The dashed

line is a power law fit D(ω′)α, that yields a sub-linear α ≃ 0.92. The model parameters
for this calculation are U = 5.30, V 2 = 0.6, ǫc = 0.5 and ǫf ∼ −U/2; the occupancies are
nf ≃ 0.98, nc ≃ 0.57 and doping concentration is x = 0.5.

the scattering rate, is susceptible to a power law interpretation, with the exponent
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being a function of disorder (see below). We have verified that the quadratic and

power law fits are equally good for the entire range of doping.
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Fig. 6.2: The main panel shows Im(−S0) (triangles), Im(−S1) (squares) and Im(−S2)
(circles) per magnetic atom (Eq. 6.11). The inset shows the exponent α as a function of
x, obtained through a power law fitting of the low frequency ℑ(ΣCPA

c (ω) for cutoff equal
to ∼ 0.1ωL (circles) and ∼ 0.2ωL (squares). The model parameters for these results are
the same as those for figure (6.1).

We now consider the dependence of the fitting parameters of the quadratic

form of the CPA self-energy (Eq. (6.11)) on x. The Im(−{Si}) (Eq. (6.11)) per

magnetic atom, as a function of x are shown in the main panel of figure (6.2). The

first two (i = 0, 1) vanish for x → 0, but remain finite for all other x including

x → 1. To explain this, we recapitulate that the coefficients, S0 and S1 develop

finite imaginary parts due to disorder averaging in the CPA, which represents the

effects of potential scattering. For any x 6= 0, Kondo holes will be in random

positions, thus impurity scattering will be present, and will lead to the result seen

in figure (6.2). The static part follows a Nordheim rule like behaviour, while the

linear and quadratic coefficients show an apparent divergence before switching sign

abruptly at x ∼ 1 − nc ∼ 0.43. Although we see that the linear term is non-zero

over the entire range of x ∈ (0, 1], it becomes significant only in the neighbourhood
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of x ∼ 1 − nc. We have also seen numerically (as well as from Eqs. (6.16) and

(6.18)) that for a system which is close to the particle-hole symmetric limit, such

nFL behaviour would be so weak that it would not show up. The inset of figure

(6.2) shows the power law exponent α for two cutoff values, namely ωc ∼ 0.1ωL

(circles) and 0.2ωL (squares). The power law fit depends sensitively on the cutoff

ωc, which is ambiguous. The exponent α is seen to be x-dependent and close to 1

over a large range of x. Many theoretical studies have pointed out the crossover of

collective to single-impurity behaviour at x ∼ 1−nc [74,107,129], and we see from

figure (6.2) that indeed dramatic changes could happen in the CPA quantities as

x is tuned through this crossover.

Although the CPA quantities display remarkable non-monotonic behaviour on

varying x, the local quantities are either monotonic with x or remain almost un-

changed. This is shown in the figure (6.3), where we compare the occupancy (top

panel) and the f - and c- quasiparticle weights (Zf : middle panel and Zc: bottom

panel respectively) computed through local Σc/f (ω) (squares) with the correspond-

ing CPA quantities (circles) using the real part of the CPA self-energies ΣCPA

c/f (ω) .

The local quasiparticle weights show a weak dependence on increasing Kondo hole

concentration, while the CPA quantities shows non-monotonic behaviour. The dip

in ZCPA
fR at x ∼ 1 − nc would manifest as a peak in specific heat coefficient or the

effective mass. The occupancy, calculated locally, remains almost unchanged, while

the nCPA
tot , given by nf + nc − x, decreases linearly as expected [105]. The c- elec-

trons’ CPA quasiparticle weight shows dramatic behaviour as a function of x. At

small x, the ZCPA
cR is positive, as expected from continuity to the clean limit. As x

approaches 1−nc, the Z
CPA
cR rapidly decreases and becomes negative at x & 1−nc.

The vanishing of the CPA QpW will have serious consequences for the optical con-

ductivity. From Eq. (6.29), it is clear that the integrated spectral weight contained
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within the Drude peak will vanish.
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Fig. 6.3: Top panel: The total occupancy, ntot = nf + nc as calculated from the local
Green’s functions (filled squares) and the CPA Green’s functions (filled circles) as a
function of x. Middle Panel: The quasiparticle weight computed through the local f -
self-energy (squares) and the real part of the CPA f - self-energy (circles) with increasing
disorder value x. Bottom panel:The quasiparticle weight computed through the local c-
self-energy (squares) and the real part of the CPA c- self-energy (circles) with increasing
disorder value x. The model parameters are same as in figure (6.1). The green dotted
line marks the zero line for the y-axis.

This is borne out by the T = 0 optical conductivity results shown in figure (6.4).

With increasing x, the mid-infrared peak (∼ 50ωL) narrows and shifts to lower

frequencies. As expected above, the low-frequency Drude peak feature is gradually

replaced, with increasing x, by a flat featureless lineshape beyond x & 1− nc.



6.5 Results and discussion 114

0.1 1 10 100

ω/=ω/ωL

0

1

2

3

σ(
ω

)

x=0.70
x=0.65
x=0.60
x=0.55
x=0.45
x=0.35

x

Fig. 6.4: The zero temperature optical conductivity as a function of scaled frequency
ω′ = ω/ωL is shown for various values of doping x. The model parameters for this
calculation are U = 5.30, V 2 = 0.6, ǫc = 0.7 and ǫf ∼ −U/2; the occupancies are nf ≃
0.97, nc ≃ 0.43.

6.5.1 nFL behaviour at finite temperature: Resistivity

We extend our discussion of the nFL at finite temperatures and explore low tem-

perature behaviour of DC resistivity in the presence of disorder. It has been shown

analytically in section (6.4.1) that due to disorder averaging, the functional form of

DC resistivity picks an additional linear term in temperature and can be expressed

as a0 + a1T + a2T
2 for low temperatures. The analytical calculations presented

in the previous sections have been carried out for concentrated and dilute limits

only. In this section, we present our numerical results exploring nFL behaviour at

finite temperature for full range of disorder concentration from x = 0 to 1. In the

upper panel of figure 6.5, we have shown the variation of coefficient a0, a1, and
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a2 with varying disorder strengths for model parameters mentioned in the figure

caption. The variation of coefficient of static part is barely Nordheim like, i.e. it

does not follow Nordheim’s rule (ρ(0) ∼ x(1−x)). The coefficients of the linear and

quadratic terms diverge at x ∼ 0.22 (x ∼ (1−nc)). In the lower panel of figure 6.5,

we show the DC resistivity for x = 0.22 for 0 < T/ωL ≤ 0.1 and fit a quadratic

polynomial with coefficients mentioned in the legend of the figure. In the inset, we

have done a power law fit C + DT α to the resistivity (x ∼ 0.22) with α ∼ 1.04.

From the above observation, we conclude that power law interpretation, as done

for CPA self-energy in section (6.5), holds good for finite temperature response

functions too.

The nFL behaviour we find is within the framework of CPA. It is important

to know if such behaviour is an artifact of CPA, or would it survive beyond CPA.

To understand this in quantitative detail requires the use of an approach more

sophisticated than CPA. While such a calculation is beyond the scope of this thesis,

we will nonetheless argue qualitatively that the nFL behaviour that we find must

manifest in experimental probes. The essence of our findings is that disorder-

averaging of local Fermi-liquids induces a linear in ω term in the effective self-

energy. Currently, one of the best methods to incorporate local correlations and

disorder is the statistical-DMFT [8]. In this method, the local environment of each

site is distinct, and is found self-consistently. If there are no unscreened spins,

then this method yields all sites to be local Fermi liquids. Nevertheless, since any

bulk experimental probe such as optical conductivity or DC resistivity, would be

determined by disorder-averaged quantities, we conjecture that these quantities

might exhibit nFL properties. In this context, even local optical probes such as

infrared microscopy must be considered macroscopic, since the spatial resolution

of such probes is ∼ 20 nm [130], which would represent a cluster of hundreds of
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2. Lower panel: ρ(T ) as a function of scaled temperature T/ωL
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α, that yields almost linear fit given by α ≃ 1.04. The
model parameters are U ∼ 4.41, V 2 = 0.6, ǫc = 0.2 for which nf ∼ 1 nc ∼ 0.2

.
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atoms. Only a strictly atomic level probe such as scanning tunneling microscopy,

would however be able to distinguish between true nFL behaviour arising due to

a breakdown of local Fermi liquid or a disorder-averaging induced nFL behaviour.

A full statistical-DMFT calculation of the local Green’s functions and self-energy

and further calculation of response functions must be carried out to verify our

conjecture.

6.6 Conclusions

There have been many recent theoretical studies of substitutional disorder in the

Kondo lattice model or the PAM [74,105,107,129]. It was shown by Kaul and Vojta

[107] that Griffiths singularities (GS) appear in a wide range of concentrations

leading to nFL behaviour. The GS induced nFL has specific ‘universal’ signatures,

albeit dependent on a non-universal exponent λ [120]. The authors also observe

unscreened spins, which would imply that certain sites have a vanishing Kondo

scale. Such a probability distribution of Kondo scales, where P (TK = 0) is finite,

is also known to yield nFL behaviour [8]. In a recent work, a Lifshitz transition [129]

is predicted to occur as a function of x, which could lead to nFL behaviour in the

vicinity of the transition. The interaction of spin fluctuations with disorder close

to a quantum critical point is also known to lead to power law behaviour, with a

disorder-dependent exponent [119]. While inhomogeneities are natural and must

be expected in any disordered system, instabilities such as a QCP and singularities

such as GS are necessarily non-generic, i.e. they must occur only in specific regions

of the phase diagram.

While such singularities do give rise to specific nFL behaviour, our work shows

that nFL behaviour can be quite generic and can arise simply as a consequence of
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disorder averaging. Hence, attributing the deviations from FL to a specific cause

in disordered systems needs care. In Ce1−xLaxB6 for example, we suggest that a

quadratic polynomial fit must be carried out for all x instead of a partial power

law fit. We predict that the fit parameters would follow the behaviour shown in

figure 6.2.

A distinct signature of the nFL behaviour we find is that it is a macroscopic

effect, hence local probes such as scanning tunneling microscopy should find local

Fermi liquid behaviour while macroscopic response functions would show nFL sig-

natures. However, large area scans would be necessary to rule out unscreened spins

or Griffiths singularities.



Appendix A

DC Conductivity

The expression for dynamical conductivity (hypercubic lattice) in [40] is

σ(ω;T ) =
σ0

ω

∫ ∞

−∞
dω1 [nF (ω1)− nF (ω1 + ω)]

∫ ∞

−∞
dǫρ0(ǫ)D

c(ω;ω1)D
c(ǫ;ω + ω1). (A.1)

where Dc(ǫ;ω1) = −ImG(ǫ;ω)/π;Gc(ǫ;ω) = (γ(ω)−ǫ)−1 and γ(ω) is defined below

Eq. (2.4). The identity Imz1Imz2 = Re(z∗1z2 − z1z2)/2 for z1, z2 ∈ C may be used

to get

Dc(ǫ;ω1)D
c(ǫ;ω + ω1) =

1

2π2
Re
(Gc∗(ω + ω1)−Gc(ω1)

γ∗(ω + ω1)− γ(ω)

− Gc(ω + ω1)−Gc(ω1)

γ∗(ω + ω1)− γ(ω)

)

. (A.2)

The integral over ǫ in equation Eq. (A.1) may be carried out to give the expression

Eq. (2.5). The ω → 0 limit of Eq. (2.5) yields the dc conductivity. The second

term can be simplified using the L’Hospital rule which in turn requires the knowl-

edge of dGc(ω)/dγ, which we derive below. The c- Green’s function is given by a
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Hilbert transform over the Gaussian DOS. The result is expressed in terms of the

complementary error function as [16]

Gc(ω) = H[γ] = −is
√
π exp(−γ2)erfc (−isγ) (A.3)

where s = sgn(Imγ) = +1 for the retarded functions considered here. The deriva-

tive of this with respect to γ is straightforward and is given as

dGc(ω)

dγ
= −2γGc(ω)− is

√

(π) exp(−γ2)(−is)
derfc (x)

dx
|x=−isγ

= 2(1− γGc(ω)) , (A.4)

which gives Eq. (2.6).
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Appendix B

Particle-hole symmetry

The extended periodic Anderson model (EPAM) is given by

Ĥ =ǫc
∑

i,σ

c†i,σciσ − t
∑

(i,j),σ

c†i,σcj,σ + V
∑

i,σ

(f †
i,σci,σ +H.c.)

+
∑

i,σ

(ǫf +
U

2
f †
i,−σfi,−σ)f

†
i,σfi,σ + Ufc

∑

i,σ,σ′

nc
i,σn

f
i,σ′ . (B.1)

With the following particle hole transformation, Eq. (B.1) transforms to

ci,σ → c†i,σ̄ and c†i,σ → ci,σ̄

fi,σ → f †
i,σ̄ and f †

i,σ → fi,σ̄

(B.2)

Ĥ ′ =ǫc
∑

i,σ̄

ci,σ̄c
†
iσ̄ − t

∑

(i,j),σ̄

ci,σ̄c
†
j,σ̄ + V

∑

i,σ̄

(fi,σ̄c
†
i,σ̄ +H.c.)

+
∑

i,σ̄

(ǫf +
U

2
fi,σf

†
i,σ)fi,σ̄f

†
i,σ̄ + Ufc

∑

i,σ̄,σ̄′

fi,σ̄f
†
i,σ̄ci,σ̄′

c†
i,σ̄′

. (B.3)
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Using the commutation relations,[ciσ, c
†
jσ′ ] = δij,σσ′ and [fiσ, f

†
jσ′ ] = δij,σσ′ we can

rewrite the above Hamiltonian as

Ĥ ′ =ǫc
∑

i,σ

(1− c†i,σci,σ) + t
∑

(j,i),σ

(c†j,σci,σ +H.c.) + V
∑

i,σ

(f †
i,σci,σ +H.c.) +

∑

i,σ

ǫf (1− f †
i,σfi,σ)

+
∑

i

U(1− f †
i,↓fi,↓)(1− f †

i,↑fi,↑) + Ufc

∑

i,σ,σ′

(1− f †
i,σfi,σ)(1− c†i,σ′ci,σ′) . (B.4)

With further simplification, we get

Ĥ ′ =ǫc
∑

i,σ

1 + (−ǫc − 2Ufc)
∑

i,σ

c†i,σci,σ − t
∑

ij,σ

(c†i,σci,σ +H.c) + V
∑

i,σ

(f †
i,σci,σ +H.c)

+ (−ǫf − U − 2Ufc)
∑

i,σ

f †
i,σfi,σ +

∑

i

1 + U
∑

i

f †
i,↓fi,↓f

†
i,↑fi,↑

+ Ufc

∑

i,σ,σ′

f †
i,σfi,σc

†
i,σci,σ . (B.5)

For the Hamiltonian to be invariant under particle-hole symmetry Ĥ = Ĥ ′ (upto

constant terms), the following conditions are obtained:

ǫc = −Ufc (B.6)

ǫf = −(Ufc +
Uff

2
) . (B.7)

The multiorbital SIAM can be written in standard second quantized notation as

Ĥ =
∑

k,m

ǫkc
†
k,mck,m +

∑

i

[

V
∑

k,σ

(f †
i,σck,i,σ + h.c)

+ ǫf
∑

σ

nf
i,σ + Uni,↑ni,↓

]

+
U ′

2

∑

i,j

′

ninj (B.8)

where ni =
∑

σ niσ. We choose Vk = V for simplicity. The condition which makes
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the Hamiltonian particle-hole invariant is found to be

ǫf = −U

2
− (N − 1)U ′ (B.9)

with which we can define an asymmetry parameter as η = 1 +
2ǫf

U+(2N−2)U ′
.
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Appendix C

Low frequency analysis for

concentrated and dilute limit

Concentrated limit p → 0

Static term : ω = 0

Starting from Eq. (6.14) and substituting ω = 0, we get

S0(Σc0 − S0)
[

− ǫc(S0 − Σc0(1− x))− xΣc0S0

]

−(S0 − Σc0(1− x))2 = 0 . (C.1)

For a symmetric bare conduction band, ǫc = 0, hence

S0(Σc0 − S0)
[

xΣc0S0

]

+ (S0 − Σc0(1− x))2 = 0 . (C.2)
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Assuming S0 = Σc0(1− x) + δΣ and neglecting O(δΣ)3 terms

x[Σc0(1− x) + δΣ]2(xΣc0 − δΣ)Σc0 + (δΣ)2 = 0 . (C.3)

Further, we get

(δΣ)2
[

1 + x2Σ2
c0 − 2xΣ2

c0(1− x)
]

+ 2(δΣ)
[

x2Σ3
c0(1− x)

−1

2
p(1− x)2Σ3

c0

]

+ x2(1− x)2Σ4
c0 = 0 . (C.4)

If (δΣ) ∼ O(x), then the above equation simplifies to

(δΣ)2 − (δΣ)x(1− x)2Σ3
c0 + x2(1− x)Σ4

c0 = 0 . (C.5)

This can be easily solved to get

(δΣ) =
x(1− x)2Σ3

c0 ±
√

x2(1− x)4Σ6
c0 − 4x2(1− x)2Σ4

c0

2
. (C.6)

The imaginary part can only arise through from the square root term, hence

ℑ(δΣ) ≃ −x(1− x)Σ2
c0

[

1− (1− x)2Σ2
c0

4

]
1
2

, (C.7)

while

Re(δΣ) =
x(1− x)2Σ3

c0

2
. (C.8)
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Thus for a BL and ǫc = 0, the static CPA self-energy is given in p → 0 limit by

S0 =Σc0(1− x) +
x(1− x)2Σ3

c0

2

− ix(1− x)Σ2
c0

[

1− (1− x)2Σ2
c0

4

]
1
2

. (C.9)

Dynamics; Linear term

Using ǫc = 0 and x → 0 in Eq. (6.14) and collecting the linear term only

S̄1

[

xS2
0Σc0 − 2(S0 − Σc0)

]

= −
[

− xΣ2
c0S

2
0 − xΣc0S0

(Σc0 − S0) + 2Σc0(S0 − Σc0)
]

. (C.10)

where S̄1 = Zǫ∗fS1 Using Eq.( C.3)

S̄1

[ −(δΣ)2

Σc0 − S0

− 2(S0 − Σc0)

]

= −
[

(δΣ)2 +
(δΣ)2Σc0

Σc0 − S0

+ 2(S0 − Σc0)

]

(C.11)

with S0 = Σc0(1− x) + δΣ

and δΣ ∼= −x(1− x)Σ2
c0

2
[(1− x)Σc0 + 2i] . (C.12)

From Eq ( 6.15), we get

S0 − Σc0 ≃ −xΣc0

[

1− (1− x)2Σ2
c0

2
+ i(1− x)Σ2

c0

]

. (C.13)
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The x dependence of S̄1 can be extracted as

S̄1

[ −x2(δ̄Σ)2

x(Σc0 − δ̄Σ)
− 2x(δ̄Σ− Σc0)

]

= −
[

x2 ¯(δΣ)2 +
−x2(δ̄Σ)2Σc0

x(Σc0 − δ̄Σ)
+ 2xΣc0(δ̄Σ− Σc0)

]

(C.14)

Simplifying, we get

S̄1 = Σc0 + x
δ̄Σ

2
(Σc0 − δ̄Σ)

(δ̄Σ
2
)− 2(δ̄Σ− Σc0)2

. (C.15)

Thus for ΣCPA
c (ω) = S0 + S1ω

Im(S1) ≃
x

Zǫ∗f
Im

[

δ̄Σ
2
(Σc0 − δ̄Σ)

(δ̄Σ
2
)− 2(δ̄Σ− Σc0)2

]

, (C.16)

and

Re(S1) =
1

Zǫ∗f

[

Σc0 + xRe

[

δ̄Σ
2
(Σc0 − δ̄Σ)

(δ̄Σ
2
)− 2(δ̄Σ− Σc0)2

]]

. (C.17)

f− CPA self-energy in x → 1

In the concentrated (x → 0) limit, the CPA self-energies must coincide with the

local self-energy. Thus the coefficient of the w2 term in the x → 0 limit arises

purely through ImΣf (ω) and hence must be negative. While in the other extreme

(x → 1), the CPA self-energy for f-electron is given by

ω − ǫf − ΣCPA
f =

1

1− x
(ω − ǫf − Σf )−

pV 2

1− p
g0(ω) . (C.18)
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where g0(ω) =
1

ω+−ǫc−S(ω)
= H(ω+ − ǫc) and H(z) is Hilbert transform of z with

respect to the non-interacting density of state ρ0(ǫ). Thus the CPA self-energy for

c-electrons will be

ΣCPA
c =

V 2(1− x)

ω+ − ǫf − Σf (ω)− x∆0

, (C.19)

where ∆(ω) = V 2g0(ω). Expanding Σf (ω), we can write

ΣCPA
c

∼= V 2(1− x)
ω
Z
− ǫ̃∗f − x∆̄0

(C.20)

where ǫ̃∗f = ǫf +Σf (0)+p∆R(0) and ∆0 = πV 2ρ0(ω−ǫc). Using a Taylor expansion

of ΣCPA
c from Eq. (C.20), static, linear and quadratic terms may be easily found.
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