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Abstract

A number of scientific and engineering systems are governed by PDEs which have solutions com-
prising wide range of spatial and temporal scales. The accompanying details can only be captured
by high-fidelity simulations on high performance computational systems. Although, advances in
computing technology have made it possible to carry out intensive simulations on massively parallel
computers, the presence of order of magnitude gaps in spatial and temporal scales is a major obstacle
to sustained performance for a number of scientific codes. Thus, the development of PDE solvers
which can bridge these order of magnitude gaps in spatial and temporal scales is a major challenge for
computational physics and forms a central topic for high-performance computing. In this thesis, we
have presented a general methodology to analyze and derive explicit schemes that overcome the issue
of small time-steps by allowing some tunable level of asynchrony i.e. using spatial data from present
and previous time levels for computing derivatives.

The concept relies on finite differences to approximate derivatives using values of the function
from neighboring points and the realization that wider stencils have better stability. The performance
of explicit solvers is stalled due to the time-step restrictions imposed by the stability criteria which
is more severe for a problem with higher number of degrees of freedom. In few recent works, it
was shown that the stability limit for the explicit solver of the diffusion equation was doubled in the
delayed difference scheme where computations can proceed using values from past time levels. In this
work, we highlight a checkerboard instability in the formulation of the delayed difference scheme for
1D diffusion equation. In order to overcome this issue, we consider a general scheme that is weighted
between the delayed and the conventional explicit schemes. We have established via stability analysis
that an optimum value of the weighting factor exists such that the critical CFL number obtained is
larger than the original delayed difference scheme. These schemes are referred as weighted difference
schemes.

The multidimensional extension of weighted differencing approach for diffusion equation is
accomplished using isotropic differential operators to compute the spatial derivatives. By analyzing
in detail the effective differential equation, we demonstrate the consistency and order of accuracy
of weighted scheme. We have provided a general framework in which stability of schemes can be
accessed by analyzing the eigen value spectra of the diffusion operator for different discretization
procedure namely central difference and isotropic operators. Fourier analysis of the diffusion operator

revealed that isotropic discretization, V -V, alleviates the dependency of CFL on dimension of problem



as opposed to the conventional central difference discretization. The use of isotropic differential
operators along with weighted combination of delayed and non-delayed difference schemes has shown
significant improvement in CFL criteria for multi-dimensional problems.

In order to access the computational efficiency of weighted schemes, we have performed a series
of numerical experiments for transient and steady computations and compared the performance
against standard explicit time marching schemes and iterative solvers. Theoretical predictions on the
accuracy and convergence rates of weighted schemes have been compared to numerical experiments
for transient and steady problems. Good agreement has been found across different initial and
boundary conditions. We have also performed weak and strong scaling studies for the parallel version
of the code on Intel KNL architecture. The work presented here provides a strong foundation for
deriving schemes which inherit the simplicity and parallel efficiency of the Jacobi method while

retaining the fast convergence property of the Gauss-Seidel method.
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Chapter 1
Introduction

Understanding the time evolution of systems is a common quest in plethora of science and
engineering applications. Many of these systems typically manifest complex structures
that have both spatial & temporal hierarchy of scales and their common examples include
turbulent fluid flow, magneto-hydrodynamic (MHD) flow in solar corona, tumor growth in
tissues, etc.,[2—6]. Any process of understanding them precisely via theoretical/numerical
approach would require formulating a mathematical model that can truly describe the physical
behavior of system/phenomena. These mathematical models would generally consist of
the underlying governing equations derived from first principles and the accompanying
constraints which include all the relevant initial and boundary conditions. Unfortunately in
most cases, the models involve a system of non-linear partial differential equations (PDEs)
that rarely yields closed form solutions. Only in the case of simple problems like modeling
of an electric circuit or a simple pendulum, it is possible to find an analytical solution which
describes the time evolution of the imposed initial condition. For all the other scenarios
of non-linear systems involving complex structures and hierarchy of scales, the recourse is
normally sought via intensive numerical simulations carried out using state-of-the-art high
performance compute clusters with tens to hundreds of thousands of processing elements
(PEs).

In order to elucidate the above arguments, we now consider the example of Navier-Stokes
equations which describe the underlying fluid flow phenomena in numerous scientific and
engineering applications ranging from micro-circulation in biological systems to flow past an
aircraft wing to weather prediction etc. Navier-Stokes equations come in different flavors and

a simplified version of these equations can be obtained for the incompressible flow regime as,

V.ou=0, (1.1)
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0 1
a_ltlﬂ.vll:_l;vavzu. (1.2)

Here, u and p represent the flow velocity and pressure fields, respectively. p is the fluid den-
sity and Vv is the kinematic viscosity. In the above set of equations, the essential nonlinearity
comes from the term representing the convective acceleration (u - Vu) and there is no simple
analytical technique that can help in solving the system. Only in a few special cases where
the non-linearity is overcome by using simplifying assumptions, closed form solutions for
Navier-Stokes equations can be obtained. For example, fully developed laminar flow in a
pipe.

A common remedy to the above problem is to look for approximate solutions involving
different numerical methods. One such approach is the method of weighted residuals [7]
that have been extensively used for obtaining approximate numerical solutions of differential
equations. Based on the choice of basis and test functions, different variants of this method
have been developed in the past and the simplest of such approach is the method of finite
differences [3, 8]. In this approach, the continuous partial differential equation is converted
to a set of algebraic difference equations that are evaluated at discrete set of points in the
domain commonly known as grid points or mesh points. A typical cartesian grid is shown in
fig. 1.1 where the grid points are labelled using indices ‘i’ and ‘j’ in the x and y directions
respectively. Ax, Ay represent the grid spacing in these directions. Using Taylor series
expansions, the continous partial derivatives are replaced by approximate algebraic difference
quotients that connect different variables u, v, , p, p, etc. at these discrete grid points (x;,y;).
So essentially, we are foregoing the possibility of obtaining continuous field information and
we are settling for solution at a few selected points at the benefit of being able to solve the
problem in the first place. In other words, the validity of the governing equations are enforced
only at selected points in a discrete form. Subsequently, the field information is obtained by
either solving a system of equations or by marching in time, based on the temporal nature of

the system i.e. the system being either steady or transient.
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Fig. 1.1 Discrete grid points in xy-plane.

1.1 Explicit and Implicit Formulation of Time-dependent
PDE’s

In majority of the problems of interest, the main focus is to understand the temporal evolution
of the physical system which are fraught with hierarchy of scales. For example, turbulent
flows contain spatial structures (eddies) ranging from the smallest Kolmogrov scale to the
size of the actual physical system. Such disparities in the spatial scales are accompanied with
a hierarchy in temporal scales and hence, it is imperative that the methodology adopted for
performing numerical time integration in such problems is capable of handling such diversity.

The focus of the current work is on developing efficient time integration tools that can be
used for a variety of problems. Note that the efficiency of the time integration tools is often
determined by the rate determining transport process, which is often diffusion. Hence, we
devote our attention here on increasing efficiency of such integration methods for prototype
diffusion problems. For the sake of simplicity, we now consider the unsteady one-dimensional
diffusion equation with constant diffusivity as the model equation and understand certain

attributes of time marching. The one-dimensional transient diffusion equation is given as,

L) %0

Based on the classification of PDE’s, Eq.(1.3) can be identified as a mixed parabolic in time
and elliptic in space type partial differential equation. Being parabolic in time, Eq.(1.3)
lends itself to a marching solution that is evolved in time from a given initial condition.

Conventionally, the time discretization procedure involves the use of either an explicit or an
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implicit estimation of the temporal derivatives. The explicit procedure estimates the temporal
derivatives at current (or previous) time levels to effectuate the marching procedure. An
explicit time marching scheme for Eq.(1.3) where the derivatives are estimated at time level
n’ can be written as,
¢n+1 (Pn K( L= z(pn + ¢ )

At Ax? ’
where the discrete representation ¢;' represents the value of ¢ at grid point x; corresponding
to time level ni.e., ¢ = ¢ (iAx,nAt). Eq.(1.4) can be further simplified as,

(1.4)

ot — g KAt

P4z (0 =207+ 0y) . (1.5)

The above procedure is specifically known as the forward Euler time integration or FTCS
scheme (forward in time central in space). As can be clearly seen, the difference equation for
an explicit time integration scheme contains only one unknown which can be computed in
a straightforward manner. Thus, the explicit methods are simple to formulate and like the
underlying PDE, they preserve the causality (past not affected by future). However, issues
with explicit methods occur on account of their stability. To understand this better, we look
at the evolution pattern of numerical errors in the above procedure. It can be shown that the

evolution of error (€) in the solution also follows the same difference equation i.e.,

KAt

n+1 __
& = A2 (&1 —

1

&' +-— 26 + €' ). (1.6)

Based on the von-Neumann stability analysis, the amplification factor of error in each time

step at any point ‘1’ can be given by the formula,
KAt .
G= 1—4Esm29, (1.7)

where sin? @ < 1. Thus for the scheme to remain numerically stable, we must have | G |< 1

which leads to the following condition that

KAt 1
— 1.8
7 < 5 (1.8)
The quantity 45 XA is commonly known as Courant-Friedrichs-Lewy number or in short CFL

number for d1ffus10n equation. Since the choice of Ax is usually decided based on the
accuracy considerations, the maximum allowable At is decided by the CFL limit once Ax

is fixed. Any choice of At above this prescribed limit leads to divergence of the solution.
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Hence, it can be concluded that the explicit methods are conditionally stable wherein the
CFL number always has to be less than a certain value prescribed by the stability criterion.

Implicit approach, on the other hand, evaluates the temporal derivatives at time level
‘n+1’. As a result, the unknown q)l.”“ is not only expressed in terms of known quantities
at level ‘n’ but also in terms of other unknown quantities at time level ‘n+1’. The discrete

analog of Eq.(1.3) for an implicit time marching scheme can be written as

KAt
o+ = oy (0 200 1) (1.9

The difference equation Eq. (1.9) is commonly known as backward Euler time integration
method. Since there are more than one unknown, it becomes neccessary to formulate a
system of equations by appying Eq. (1.9) at all the interior grid points. The resulting system
of equations are solved simultaneously by using special solvers to compute the unknowns
q)l-”“ for all i. The need to solve large systems of simultaneous algebraic equations also
requires handling large matrices. However, by performing a von-Neumann stability analysis

for Eq.(1.9) we can arrive at the following relation for amplification factor.

1
14454 sin%0 (110
From the above equation it is clear that | G | is always < | irrespective of the value of At
and hence the implicit approach is unconditionally stable. Thus, typical implicit methods
integrate with time-steps which exceed the fastest time-scales present in the system by an
order of magnitude. This is achieved by violating causality which reduces the problem to
that of solving a system of equations at each time step.

A graphical representation of the space-time stencil associated with Eq.(1.5) and Eq.(1.9)

is shown below in Fig. 1.2.
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Fig. 1.2 Space-time stencils for explicit (left) and implicit (right) discretization.
In summary, pros and cons associated with the two approaches can be written as,
Explicit methods
Advantages:

— Ease of implementation.

— Well suited for vectorization and parallelization on modern computer architec-

tures.
— Requires lower memory storage.

— CPU cost per time step is low (no matrix inversion involved).

Disadvantages:

— Conditional stability leads to restriction on maximum allowable time step.

— In some cases, Af must be very small to maintain stability, this can lead to long

computation time to perform calculations over a given time interval.
Implicit methods
Advantages:

— Unconditional stability allows for use of larger Az in simulations.

— Calculations over a given time interval can be done in considerably less number

of time steps resulting in reduction of computation time for serial applications.

Disadvantages:
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— Computer program implementation is more complicated even for serial applica-

tions.
— Parallelization turns out to be non-trivial.

— CPU cost per time update is significantly higher in contrast to explicit methods

(matrices have to be inverted at each time step).
— Storing matrices leads to additional memory requirements.

— Large At can yield inaccurate results as compared to explicit methods owing to
large truncation error which is not desirable when timewise accuracy for transient

systems is concerned.

From the above summary, it can be concluded that in the conventional serial computing
environment, implicit approaches such as Crank-Nicolson scheme for diffusion equation are
the de-facto first choice and over years, such approaches have become even more powerful
[9, 10]. However, it is well recognized that in a modern heterogeneous computing infras-
tructure involving inter-connected multi-core servers, it is difficult to extract performance
from implicit methods owing to the data dependency in the algorithm. This has lead to a
renewed interest in harnessing the data independent nature of the explicit schemes [5, 11]. It
may be noted that the computational efficiency per time-step and parallel performance of a
typical explicit scheme is quite high. However, the small time steps used in explicit methods
often overshadow the gain due to better computational efficiency. Correspondingly, many
approaches have been attempted towards relaxing the time-step restriction of the explicit
procedures. The current work also proposes and characterizes one approach considered in
this regard.

1.1.1 The curse of dimensionality

The issue of CFL limit as described in the previous section is not just limited to one-
dimensional problems. Infact, the situation worsens at higher dimensions. We have previously
seen that for 1-D diffusion equation the stability criteria for FTCS discretization obtained via

von-Neumann stability analysis states that

KAt 1
<

2 <3 (1.11)

i.e. CFL number should be less than or equal to 0.5 for the numerical solution to be stable. By

performing a similar analysis we can obtain the CFL stability criteria for multi-dimensional
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diffusion equation. Specifically, the CFL limit obtained with FTCS discretization are given

below. A |
t
KA e Zin2D (1.12)
Ax? — 4
and A |
KAt )

An important conclusion that can be drawn from the above equations namely Eq. (1.11),
Eq. (1.12) and Eq. (1.13) is that the maximum allowable CFL varies inversely with the
dimension. The implication of such a dependence is that the explicit approach can become
computationally too restrictive in higher dimensions because of the stringent time step criteria

imposed by stability requirements.

1.2 Overview of the current work

As seen in the previous sections, the stringent stability criteria associated with explicit
methods compounded with the curse of dimensionality makes it difficult for these methods
to be used for solving large scientific problems. Therefore, numerical methods that can
overcome the stability limits of conventional explicit methods such as forward-Euler are
required if one wishes to harness the high computational efficiency and parallel performance
of explicit schemes. An attractive option in this regard is to use ‘super time-stepping’ (STS)
methods ([5], [12], [13]) which are quite popular due to its simplicity and wide stability
window in contrast to forward Euler type methods.

An alternate route for obtaining explicit methods with large time-steps have emerged
with the attempts to solve PDE’s in an asynchronous fashion [14—18]. This has lead to the
development of a class of asynchronous schemes called as the delayed difference schemes
where the derivatives are estimated at a time-step earlier than the regular explicit procedure.
An unexpected outcome of the work was the doubling of the stability limit while obtaining an
explicit solution for the diffusion equation [19, 14]. However, the delayed scheme is fraught
with oscillatory behavior. It will be shown that the method exhibits checkerboard instability
in 1-D for certain initial conditions. Nevertheless, the improved stability has motivated
the present study for developing an efficient explicit method that improves on the delayed
difference scheme to provide enhanced stability and accuracy. We show that a reformulation
of the method by taking a weighted combination of delayed and conventional explicit scheme
can eliminate the checkerboard artefact. It will be shown via a stability analysis that an
optimum value of the weighting factor exists such that the critical CFL number obtained

is larger than the original delayed difference scheme. In the case of multi-dimensional
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problems, we use the recently introduced isotropic lattice differential operators and then
show that weighted combination of delayed and non-delayed difference schemes can result
in significant improvement in CFL criteria for multi-dimensional problems.

In this work, the diffusion equation is used as the model problem to test different methods as
such a consideration would come without any loss of generality. This can be understood by
analyzing the stability implication of different terms in a PDE like advection, diffusion, etc.
It can be shown that respecting stability of the diffusion term would make Af o< Ax*> whereas
for the advection term, it would require Az < Ax. Since Ax is normally chosen to be small to
obtain better spatial accuracy, it is the diffusion term that imposes severe restrictions on the
time step. Hence, the analysis is primarily focused on the diffusion equation, particularly for
one-dimensional systems in Chapter 3 of this thesis and for multi-dimensional systems in
Chapter 4.

Essentially, the present thesis is organized as follows:

* In chapter 2, we report some of the recent developments in computational science

related to numerical solution of parabolic equations.

* In chapter 3, we present in detail the one-dimensional implementation of the current
algorithm followed by performance comparison with the standard explicit methods to

solve diffusion equation.

* In chapter 4, we extend the implementation of current algorithm to multi-dimensional
problems. A detailed derivation for the stability of current numerical scheme and
effective PDE is included along with numerical experiments to validate the solver. The
efficacy of our current approach will also be assessed through the solution of Poisson’s
equation in a pseudo-transient framework where we compare the numerical results
with conventional iterative methods. Weak and Strong scaling analysis of the parallel

version of the three-dimensional code is also included.

* In chapter 5, we provide a summary of findings from the current work with suggestions

for future extension.






Chapter 2

Literature Review

2.1 Background

As described in the previous chapter, the focus of the current work is on development of
fast and efficient numerical techniques for solving transient partial differential equations.
Specifically, our primary effort will be devoted towards enhancing the stability criteria
associated with explcit time integrators of diffusion equation. Accordingly, we present a brief
review of literature in this chapter with an emphasis on recent developments in numerical
solution of parabolic partial differential equations. To begin with, we look at different
attempts that have been made in the recent past to overcome the stability restrictions in
explicit methods that include super time stepping methods [20] and the asynchronous delayed
difference method [14, 15]. This is followed by some of the recent works on the spatial
discretization of differential operators where specific attention has been given with regard
to isotropy in discrete representation of continuum operators such as laplacian and their

implication on the stability of the temporal schemes [19, 21].

2.2 Explicit super time-stepping methods

Multiscale nature of transient dynamics is a regular feature in complex physical systems
which often have processes acting on wide range of time-scales. Capturing the detailed
evolution of these wide range of time-scales in numerical simulations is a daunting task
due to the finer time-resolutions required. As seen already, numerical stability restrictions
associated with conventional explicit methods can limit the time-steps making the simulations

computationally intractable for complex problems. Hence, it is desirable to develop efficient
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methods that enhance the stability limit while operating on such stiff systems.

Notable of different approaches in the literature for stability enhancement include the
relatively lesser known scheme termed as "super time-stepping" methods which have been
used in astrophysical magnetohydrodynamics (MHD) codes [5, 22]. The main idea behind
this method is that the restrictive stability condition of the forward Euler can be relaxed if we
do not require stability at the end of each time-step but rather at the end of N time-steps of
unequal length. This cycle of N time-steps leads to a Runge-Kutta like method where stages

are added for stability rather than accuracy.

W. Gentzsch [20], in his pioneering work, has shown that the stability restrictions of
one-step explicit methods can be relaxed by demanding stability not for a single step but for
two or more time steps taken together. This can be illustrated by considering the example of
1-D diffusion equation for which the one-step explicit method (FTCS),

KAt
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is known to be stable, if
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If one were to make this time marching in two steps, involving CFL numbers of o; and o,

ie.,
O/ = o7 + o (971 — 20" +91L)
and,
o/ = o r o (9 — 201 o)
where o = % and ap = %. Then, the stability criteria at the end of two time steps can

be obtained as
[(1—40y)(1—4mm)| < 1.

where
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Hence, it follows that o 4+ o = 2 instead of 2ax =2 x 0.5 = 1 that is typically obtained in
the case of forward-euler with constant time-steps. Thus, one super-step, AT = At] + A, =

Ad(aton) _ 202

. . 2, . .
. —— 1s two-times larger than AT" 1.e. two FTCS steps with constant Az. So, in
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general if N is the number of time-steps or stages belonging to a single "super-step" it will

result in a speed up of N-times over the conventional explicit method.

Alexiades et al [12] subsequently presented an improvement over Gentzch’s original
method. Their super time stepping explicit scheme was achieved by requiring stability at the
end of a cycle with N time-steps of different sizes 7y, 7o, ..., Ty that are chosen to maximize the
total duration, AT = Zﬁ\’: 1 Ti- A detailed derivation was given by making use of the optimality
properties of Chebyshev polynomials and were thus termed as Runge-Kutta-Chebychev
(RKC) methods. They subsequently performed numerical studies on couple of benchmark
problems involving heat equation (linear) and Stefan problem (non-linear) with super-time
stepping scheme and compared with standard versions of Crank-Nicolson and fully implicit
schemes using SOR and Newton-iterations [13, 23]. Results obtained with STS methods
were found to be comparable with implicit methods both in terms of accuracy and speed
[3, 12, 13, 23]. At the same time, STS methods retained the ease of implementation of

conventional explicit methods.

It was pointed out by Meyer et al [24] that RKC methods are not monotonic in nature and
they produce spurious oscillations when the diffusion coefficient is either spatially varying or
solution dependent. This was demonstrated through numerical experiments for the simple
case of one-dimensional thermal conduction between two different materials. Further for
non-linear diffusion operators, it becomes difficult to assess the stability of RKC schemes
and often the RKC schemes are augmented by an additional damping factor to help stabilize
the schemes for non-linear problems. This behavior was explained based on the properties of
Chebyshev polynomials and eigen spectrum analysis of the spatial discretization operator.
This can be understood from the diffusion equation written in a semidiscrete ODE form as

do
— =Mo(t 2.1
= Mo (1) @
where M is a symmetric, constant coefficient matrix resulting from the discretization of
parabolic diffusion operator (assuming the problem is linear). The eigen values of M are
real and non-positive. For a n-stage scheme with an overall super-step 7, the update can be

expressed in terms of the stability polynomial referred to as the amplification factor, R, i.e.
O(t+7) = Ra(TM)9 (). (2.2)

The scheme is stable if | R,(7A) | < 1 for the entire set of A between 0 and maximum negative

eigenvalue of M. The RKC methods are designed using shifted Chebyshev polynomials since
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it is known that the absolute value of these polynomials is always < 1. Thus, the magnitude of
amplification factor at the end of each super-time step is < 1. It may be noted that RKC-STS
method requires damping for complicated diffusion problems since the stability polynomials
and hence the amplification factor can become equal to 1. In order to address the above
issue with RKC methods, another variant of the super-time-stepping schemes was developed
by Meyer et al [24] based on the shifted Legendre polynomials and was hence, called as
Runge-Kutta-Legendre (RKL) methods. The stability polynomial for a general n-stage RKL

scheme can be written as
R, (TA) = an+byPy(wo+wiTA). (2.3)

The parameter wy is equal to 1 for all RKL schemes. First and second-order accurate for-
mulations of RKL methods, called as RKL1 and RKL2, were derived by enforcing the
stability polynomial at sub-stage j to be a; + b;P;(TM) and using the property that Legendre
polynomials are bounded by unity in magnitude when their argument lies in the range (—1,1).
It was shown that RKL schemes have superior stability as compared to RKC owing to the
fact that Legendre polynomials, unlike Chebyshev polynomials, are always smaller than
unity in magnitude when their argument lies in (—1, 1). This also makes RKL schemes more
robust than RKC and eliminates the need of an additional damping parameter for complicated
problems. The RKL schemes have a convex monotonicity preserving property and are thus
useful in parabolic problems with variable diffusion coefficients. These properties were
demonstrated by the authors for a wide range of linear and non-linear test cases in one, two

and three dimensions.

In their recent work, Caplan et al [22] have compared the performance of the second-order
Runge-Kutta Legendre (RKL2) STS method with the implicit backward Euler scheme com-
puted using preconditioned conjugate gradient solver (BE + PCG) for integrating parabolic
operators in thermodynamic MHD models of solar corona. Both the methods were tested
on a production-level coronal relaxation simulation of MAS code with special emphasis
given to the performance and scaling of the methods. It was found that RKL?2 scales much
better for high core counts than the backward Euler and matches or exceeds the performance
for low number of cores. Despite their better performance and scaling, it was found that
RKL2 methods have some drawbacks. Specifically, analysis of the methods showed that the
amplification factor of RKL2 scheme doesn’t generally monotonically decrease for increasing
wave numbers and is quite high for the highest modes. The inability of the RKL2 scheme
to adequately damp high wave modes was reflected in results obtained from numerical

solutions where it failed to damp grid-level oscillations. As such, RKL2 methods can exhibit
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slowly-growing grid-level oscillations in a few localized portions of the domain and their
unchecked growth can lead to unphysical solutions that could rapidly propagate into the
global solution. The authors have suggested some methods of avoiding these errors but each
would slow down the algorithm although they wouldn’t adversely affect the scaling.

B Vaidya et al [5] have compared various STS schemes in the context of anisotropic
thermal conduction in an MHD plasma where it was also found that RKL-STS performs
better than RKC-STS (AAG-STS). The presence of large gradients in anisotropic diffusion
can lead to non-monotonic behaviour of temperature and conventionally limiters have been
useful in preventing negative temperatures in such cases. It was found that although the use
of limiters improves the robustness of all schemes, they reduce the accuracy of STS schemes
for a large number of sub-steps. Their studies also confirmed that STS schemes based on
Chebyshev polynomials require an artificial damping for numerical stability while RKL-STS
schemes are more robust with sufficient inherent damping and can better exploit the STS
strategy. Parallel computation studies performed with RKL-STS schemes have shown an
excellent strong scaling with an efficiency of 80 percent for number of processors upto 10*
on modern distributed Petascale supercomputers.

Apart from astrophysical applications, super-stepping methods have also been employed
in other diverse areas such as image processing [25], electroanalytical digital simulations in
computational electrochemistry [26], simulations of isotropic/anisotropic diffusion on curved
biological surfaces [27], simulations of deformable body dynamics for computer animation
and design [28].

2.3 Studies on Asynchronous schemes

An alternate approach to developing explicit methods capable of handling large time steps has
emerged from the attempts to solve PDEs in an asynchronous fashion [14—18]. These works
were primarily concerned with the optimization of data communication in stencil-based
computation methods like finite differencing. Note that for stencil computations, bulk of
the communication is spent on updating/communicating information from the neighbouring
nodes. The above methods aim to optimize the solution procedure by appropriately interleav-

ing and overlapping communication with computation and memory access.

Dheevatsa et al [14] have shown that it is possible to derive a class of efficient asyn-

chronous schemes, known as the delayed difference schemes, by introducing a temporal
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delay within the difference approximation. In this approach, the derivatives are estimated at a
time step earlier than the regular explicit procedure. The idea was illustrated by considering
the diffusion equation d,¢ = ka2 ¢ for which the general form of delayed difference scheme
is given as,

0! =00+ oy (O + 01 =200, 4
KAt

m.
that the stability limit of delayed difference scheme (m = 1) was enhanced by a factor of

where @ = For m = 0, this scheme reduces to the standard FTCS scheme. It was found
2 as compared to the FTCS scheme. In addition, the parallel efficiency of delayed scheme
is better than FTCS because with the introduction of a time delay (m > 0) the data used in
communication are from the (n — m)-th step rather than the n-th step. Also with such an
implementation, boundary synchronization is required only after m + 1 steps where m corre-
sponds to the time delay introduced in the difference equations. Thus, it was concluded that
increasing the scalability of the code is a direct consequence of relaxing the data dependence
from within an iteration to across iterations. This also improves the scope for overlapping

communication with computations especially for large scale scientfic applications.

An important consideration that needs to be taken care for efficient resource utilization in
a parallel computing framework is to minimize the processor(s) idle time. Conventionally,
this issue has been dealt with by a uniform load balancing technique which requires the
computational work to be equally distributed, at least in an approximate sense, among the
different processors. Asynchronous methods have been conceived as an alternate approach
to minimize/avoid the processor idle time where the central idea is to eliminate as much
synchronizations as possible to reduce the time a processor has to wait for information from
other processors [14, 15, 29]. This approach is becoming popular with the increasing use of
heterogenous workstation clusters where the computational power of individual processors
can be unpredictable and in such cases each processor can be allowed to advance at its own
speed. Some of the works where the idea of asynchronous iterations has been applied for the

solution of partial differential equations can be found in [18, 30, 31].

Aditya et al [16] in their recent studies have focused on the deterioration in accuracy of
numerical solutions while solving partial differential equations in an asynchronous fashion
to relax the synchronization between processors. The authors have presented a general
methodology to develop finite difference schemes which can maintain their accuracy when

synchronizations are relaxed.
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In contrast to the idea of modifying difference equations, Ankita et al [17] have proposed
modifying the governing equation as a function of delay. The central idea in their work
involved modifying the transport equation at processor boundaries to reduce asynchronous
errors. A numerical test case was presented involving one-dimensional advection diffusion

equation.

Sauro Succi and collaborators [32] have recently put forward time-delayed version of
Lattice Boltzmann as one of the tentative ideas in prospective exascale LB applications.
Their central idea is again overlapping computation and communication (non-blocking) as
the delay provides a longer lapse for data communication between processors which can be
utilized for doing additional work and thus eliminating processor idle time. As suggested in

their work, the streaming step for a M-level delayed version of LB would have the form,
M
fi®@i+1) =Y wnfi(R—mci,t —m), (2.5)
m=0

where f; (X,1) are a set of discrete distribution functions (populations in LB jargon) expressing
the probability of finding a particle at position X and time ¢, and w,, are appropriate normalized
weights. Unexpectedly, the authors have pointed out that the delayed version is subjected to

more severe stability restrictions than the standard single-time level implementation.

2.4 Studies on development of discrete spatial operators

It is well known that the maximum allowable time step for a given explicit time integrator is
larger for an isotropic spatial discretization than the corresponding value for conventional
discretization. Shukla et al [21], in their work on isotropic finite volume methods, have
reported an improvement in stability by a factor of 1.5 and 1.36 for diffusion and advection
equations respectively in two-dimensions over the conventional finite volume method.

In the recent work by Mahan et al [19], the use of mimetic isotropic laplacian (V-V)
coupled with the delayed time integration approach also resulted in an improvement in
stability by a factor of about 3.6 for two-dimensional diffusion equation compared to the
conventional FTCS discretization. Since, our ultimate interest is to enhance the stability
restrictions for explicit time integrators and noting that the use of isotropic differential
operators can lead to an improvement in CFL stability criteria, we review some of the recent
works on the development of isotropic discretization of differential operators in this section.

Simple lower order finite differences schemes still remain a popular choice for spatial
discretization of differential operators [3, 8, 33]. With the conventional finite difference
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discretization, Taylor’s series expansion are used to formulate the spatial derivatives in
one-dimension and the same is extended to multi-dimensions in a straight forward manner.
Although, such a discretization based on tensor product stencils offers ease of implementation
for multi-dimensional problems but it also leads to loss of isotropy. This can be verified by
considering the example of the laplacian operator [34]. The most widely used approximation

to the laplacian (1D) based on central difference discretization is given by,

*¢ ¢ (x+Ax)—2¢ (x) +¢ (x—Ax)
dx2 "~ Ax2

(2.6)

Similarly in 2D, the discrete laplacian V2 of a scalar field ¢ (x,y) based on standard central
difference is given as,
i1, =201+ i1,

Oijr1—20i;+ @i j1
Ay2

2.7)

where Ax and Ay are the grid spacing in x- and y-directions and ¢; ; is the value of ¢ at the
point (i, j) in space. By performing a Taylor series expansion about the point (i, j) it can be

shown that the discrete laplacian approximates the continous laplacian as

2 4 4
V2 zvz+i’—2 (%jtj—y‘t) (2.8)
where Ax = Ay = h. In the above Eq.(2.8), the leading order truncation error is anisotropic
[34]. This anisotropic behavior is quite evident in the Fourier space where the Fourier
transform of the discrete laplacian exhibits an angular dependence. i.e.,

. h?

L(k)=L(k)+ Ek“ (1 —2cos”Bsin*0). (2.9)
The normalized truncation error in the above equation has been plotted in Fig. 2.1 from
which it is clear that the central difference operator has an angular dependence as the error is
not the same at all angles. Thus, it can be concluded that conventional method of constructing
the laplacian by taking central difference operator in each of the dimension separately leads
to loss of isotropy in higher dimensions. Isotropy, which is an inherent property of the
continuum laplacian operator, is a desirable feature even for the discrete representation.
Specific attention to isotropy of discrete laplacian operator can be found in the works of
Kumar [35], Thampi et al.[1], Patra et al. [36].

Kumar and Patra et al. have addressed this issue by providing algebraic methods for

constructing isotropic laplacians. In contrast to this, Thampi et al. [1] have shown that lattices
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Fig. 2.1 Polar plot of Eq. 2.9. Radius of the plot represents the normalized error == 77—

and associated weights commonly used in lattice hydrodynamics simulations, naturally
provide discrete Laplacians with isotropic discretization error at the leading order. The
important feature of the isotropy of lattice Maxwellians (discrete form of the Maxwell-
Boltzmann velocity distribution) which is also a necessary condition for Navier-Stokes
hydrodynamics on the lattice was exploited to generate discrete isotropic Laplacians in two
and three dimensions. It was shown that for a DnQm lattice hydrodynamic model in n
dimensions with m velocities, the Laplacian L(r) for a scalar function ¢ (r) defined on the
lattice i.e. L (r) = V2¢ (r) has the form,

3N .
L(r):%lz Y wlo (r+c§)—¢(r) +0 (VY (2.10)

j=0i=1

where i labels the i-th discrete velocity in the j-th energy shell with N; velocities (see Fig.2.2)
and w! is the corresponding weight factor and T = % The values of weights w/ and the

discrete velocities N; for various DnQm models can be found in Table 1 in [1].
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Fig. 2.2 Ordering of points on a cubic unit lattice according to "energy shells" as expalined in [1].
ep,e1,e2,e3 represent the energy shells corresponding to j =0,1,2,3.

A more general approach to construct isotropic discrete operators from lattice kinetic
models such as gradient, divergence, curl and laplacian can be found in the recent work by
Rashmi et al. [34]. It is beyond the scope of this chapter to go into a detailed description
of the underlying method. For the sake of completeness, we list down the basic discrete
operators viz. Gradient (6), Divergence (V) and Curl(@ x) for a given vector field ¢ on the
lattice as given below.

.. 1 &

Vi = Eizziwici¢(ri+ci) (2.11)

- 1 &
Viso. ¢ = —Zwiéi'¢(ri+ci) (2.12)

A)Ci=1

- 1 ¥
Viso 0 =— wié; X ¢(ri+ci) (2.13)

AxiZl

where ¢; represents the set of connecting vectors (discrete velocities in LBM framework) on
the lattice with i = {1,2,...N} and N is the total number of neighbouring points in the stencil.

In addition, weights w; are determined from the set of constraints given below.

N N N N
Zwi =1, Zwicia =0, Zwiciaci/} :Asaﬁvzwiciaciﬁcixcin = BAggin
; ;

i i

where 8,5 and Ay, are the second and fourth order isotropic Kronecker deltas, respectively.
The above constraints on weights ensure that the resulting discrete operators are isotropic at
the leading order.

A detailed study on the anisotropy of schemes in multi-dimensions can be found in
the work of Lele [37] where the differencing errors are analyzed in terms of phase error

(dispersion) and anisotropy (in multi-dimensions). Arguing from the isotropic nature of
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acoustic waves unlike the entropy and vorticity waves which are highly directional, Tam
and Webb [38] had also addressed the issue of anisotropy in finite difference CFD codes
(1992) and developed finite difference schemes for computational acoustics that have the
same dispersion relations as original PDE’s.

It is well known that the process of discretization can lead to loss of information about
the original problem and its structure because of the inability of discrete operators to retain
all the properties and symmetries of their continuum counterparts. In one of the earlier
works, Bochev and Hyman [39] have addressed this issue via mimetic discretizations to
develop compatible or mimetic algebraic models that can mimic fundamental properties of
continuum equations including conservation laws. In connection to the numerical solution
of Maxwell’s equation and magnetic field diffusion, Hyman and Shaskov [40] have also
demonstrated that construction of discrete analog of differential operators in a mimetic
framework satisfies the continuum "divergence-gradient-curl" identities and the theorems
of vector and tensor calculus in the discrete limit. The numerical solutions obtained using
this approach were found to be physically consistent, retain the symmetries and mimic the

fundamental properties of the original underlying physical problem.

2.5 Summary of literature

From all the works discussed above, it is clearly evident that there exists a number of
methodologies for the numerical integration of diffusion equation including conventional
explicit and implicit finite difference methods, super time-stepping schemes and delayed
difference methods. The super-time stepping schemes and delayed difference approach
are very attractive because their time step is larger than the conventional explicit methods
while incurring only a slight loss in accuracy. At the same time, these methods retain the
ease of implementation of explicit methods and are therefore straight forward to parallelize.
Nevertheless, these methods are fraught with their own issues like inability to damp high
frequency error for the STS method and the occurrence of oscillatory solution pattern in the
delayed difference method. Hence, it is evident that we need improvements in these methods
to overcome these issues.

Isotropic differential operators which respect isotropy and symmetries of the continu-
ous operators also provide an improvement in CFL criteria over the conventional central
difference discretization when coupled with an explicit time-integration approach. The perfor-
mance of such a solver will however depend on various factors including the computational

complexity of isotropic laplacian operator and the overall improvement in CFL.
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With regard to the methods employed for solution of multi-dimensional diffusion equa-
tions, the existing methodologies need improvements to enhance the CFL criteria for explicit
schemes. The use of larger time steps is justifiable from the fact that solution of diffusion
equation is very smooth and changes slowly and therefore larger time steps are desirable for

computationally efficient algorithms without significant deterioration in accuracy.

2.6 Objective of the current work

The main objectives of the current work are as follows:

1. Develop an algorithm for efficient solution of diffusion equation by improving the CFL
stability criteria over classical explicit finite difference schemes.

2. Study the effect of spatial discretization on stability through eigenvalue analysis of
differential operators.

3. Assessment of effectiveness and accuracy of the current approach through numerical
experiments involving different boundary conditions and comparing the results with

the corresponding analytical solutions.

4. Test the parallel scaling and performance of the current algorithm on state-of-the-art
HPC systems.

Furthermore, we demonstrate the effectiveness of the algorithm when implemented in
a pseudo-transient framework to obtain solution of Poisson’s equation. We estimate the
asymptotic convergence rate by performing an eigenvalue analysis of the amplification matrix.
The theoretical analysis is backed with results obtained from numerical experiments and the

performance of current approach is compared against standard iterative solvers.



Chapter 3

One-dimensional Transient Diffusion
Solver

3.1 Introduction

In this chapter, we present discretizations for the 1D diffusion equation. FTCS discretization
was already introduced in Chapter 1 and the stability criteria for this approach when applied
to diffusion equation were also discussed in Chapter 1. In the following, we first consider
the delayed difference scheme for diffusion equation and discuss the desirable features
and shortcomings associated with both of these methods. Based on the study of these
two algorithms, we subsequently present a weighted scheme, obtained by taking a convex
combination of FTCS and delayed difference scheme. This method retains the desirable
properties of both the above methods and provides an improvement in stability over the
individual approaches. Our emphasis will be on investigating the performance of algorithms
for large problems for which the data size usually exceeds the sum of all the caches on a

representative modern workstation.

3.2 Delayed Difference Scheme

To begin with, we briefly review the delayed difference scheme [14, 19] and highlight the
occurrence of a checker board instability for certain conditions while using the scheme. We
consider the unsteady, one-dimensional diffusion equation with constant diffusivity. This is
given as

¢

_ 2
5 =KV, (3.1)



24 One-dimensional Transient Diffusion Solver

A typical finite difference approximation of the above equation involving forward in time

and central in space discretization results in a discrete equation of the form
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Fig. 3.1 Domain of dependence and stencil for delayed difference scheme

Here, i ranges from 0 to N in a domain of size 0 < x < 1 and hence, Ax = 1 /N. It may be
noted that the evolution of the above equation will be stable only when the CFL number (@),
defined as a = k (At / sz), is less than 0.5. In other words, for a given grid spacing, Ax, the
maximum allowable time step is Ar = Ax? /2x. The delayed difference scheme, relaxes this
stringent constraint by considering a wider stencil that allows for a larger time step. At the
same time, the method compensates for the error arising from wider stencil by estimating the
temporal derivative at an earlier time. The essential rationale behind such a consideration
can be understood by observing the domain of dependence for a typical explicit scheme. As
shown in the Fig.3.1, the domain of dependence is a pyramid of points for an explicit method.
From this, one can envisage a general explicit scheme wherein the temporal derivative for

updating values at each point, i, and time level, n is extrapolated from any earlier time level
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‘n-m’. Such a general scheme can be written as

o/ =+ O O =2 (3.3)

17

The benefit of such a representation can be inferred from the Von-Neumann stability analysis
of Eq.(3.3) that gives the following relation for the error amplification factor (A).

Ay (mia1)2 sin’ ( (m+21)kAx ) —0. (3.4)

For the particular case of m = 1, we arrive at the value of A to be

1 :
A= 5 (1 + \/1 —4a smz(kAx)) , (3.5)

wherein for the scheme to be stable, A needs to be less than 1 and so should be c. Interestingly,
the CFL limit of the delayed scheme (m = 1) is two times the value obtained for the general
FTCS method (m = 0). The corresponding difference in the accuracies of the two methods
can be inferred from the effective PDEs obtained through the Cauchy-Kowalewski procedure

detailed in Appendix B. For a general scheme, the effective PDE is given as

10 K82¢ KAX® 99 _gCD2

— =Kot oo (m, o) + O(Ax*, Ar?), (3.6)

where the pre-factor associated with the biharmonic operator is

I, o) = {@—a@m—i—l)}. (3.7)

From the above equation, the trade-off in using the spatial “mimetic” stencil is obvious. The
wider stencil has a lower accuracy as |.#“P2(1,«)| > |.#“P2(0, )| in the parameter range
0 < a < 1/2 where both the schemes are stable. Despite this minor drawback, the delayed
schemes are still viable owing to its increased stability and the enhanced parallel efficiency.
The latter arises from the possibility of improved overlap between data communication and
computation.

Despite its many favourable features, a major drawback of the above delayed difference
scheme is the occurrence of checker-board instability for certain conditions. This can be
easily exemplified from the solution of a simple periodic diffusion system with the following
initial condition.

gi(t =0) = (—1)" (3.8)
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Fig. 3.2 Checkboard instability associated with delayed difference schemes

Figure 3.2 shows the solution obtained by using both the FTCS and delayed difference
schemes for the above initial condition. Evidently, the original high frequency information
of the initial condition is perpetually maintained in the delayed difference scheme whereas
this is correctly damped out in the FTCS scheme. This behaviour is essentially due to the
odd-even decoupling that happens during derivative estimation in the delayed scheme. In the
present work, we propose a remedy to the undesirable oscillations by considering a weighted
averaging scheme which is described in the ensuing section.

3.3 Weighted Delayed difference

It is evident that both the delayed and the FTCS schemes have their respective favourable
features. While the former allows for larger time steps, the latter is effective in wiggling
out high frequency errors. Such an observation leads to the idea of a hybrid scheme that is
formed by combining the FTCS and delayed difference schemes. Interestingly, we show
that a weighted combination of FTCS and the delayed methods has many more desirable
properties including further increase in the CFL limit. The new weighted method essentially
generalises the scheme of Eq. 3.3 further by allowing the derivative at time level ‘n’ to be

extrapolated from more than one time levels. In the present work, we consider a weighted
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scheme between time levels ‘n” and ‘n-1" which is of the form

n n n n n Q- n— n—
!t = o' twiar (9fy + oLy — 207" twag (07 +9o/5 —20171),  (39)

where wi +wp = 1, w; > 0, and wy > 0. To understand the benefits of this scheme, we first
examine the stability of this scheme via the Von-Neumann stability analysis. The resulting

characteristics equation is given as

A2 = A (1 —4wiaz) +4wraz(l —z) =0, (3.10)
where z = sin® (’“‘%“) and it ranges between 0 and 1. For stability, the roots of this quadratic
equation should lie within a unit circle. This is guaranteed when the coefficients of the
equation satisfy the necessary and sufficient conditions given below. For detailed derivation

of these conditions, refer to Appendix A.

|4W2(XZ(1 _Z)| S 17
dwroz < 4dwroz(l —z) +2, (3.11)

—wiz <woz(1 —2).

Here, wy, wy, z, and o are all positive and the first equation can be modified as

dwra Max(z(1 —z)) <1 (3.12)

Since Max(z(1 —z)) is 0.25, we can obtain the first condition for stability as follows
awy <1. (3.13)

In the second equation, one can observe that when z is maximum (=1) on the Lh.s, the first

term on the r.h.s is zero. This correspondingly yields the condition that

1
awy; < -. (3.14)
2
Thus, we have the sufficient conditions for stability as
3 1
<= &w <= 3.15
ass &wsy (3.15)
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and the final scheme to be

O =0+ 3 (ool 200+ (ol e <20 G0

Note that the stability limit of the new scheme is o < 3 /2. Incidentally, this improvement has
been obtained by considering a weighted averaging of two methods that have lower stability
limit and this is the central message of this work. We now assess other features of the present
weighted scheme, with w; = 1/3 and wy = 2/3, in comparison to the other methods.

3.3.1 Low Wave-number Asymptotics

One of the important factors that needs to be considered while choosing an explicit scheme
is its ability to handle/control low frequency errors that normally requires large number of
iterations to converge. In this regard, we now assess the decay behaviour of various modes
by expanding ¢ through the following periodic basis functions.

Al

—— FTCS (a=0.5)
—==- Delayed (a=1.0)
----- Weighted (a=1.5)

0.0 T T T T T T
0.0 0.5 1.0 1.5 2.0 2.5 3.0

kx Dx

Fig. 3.3 |A| vs kyAx.

¢ ~ A" exp (I jkyAx). (3.17)

This essentially leads to the characteristics equation, Eq. 3.10, whose formal solution is given

as

(1 —4wiaz)+ \/1 —8wiaz+ 16wiaz? — 16wraz(1 —2)

A= 7

(3.18)
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In the low wave number limit, this solution reduces to

ok
N2

Al & A~ wyakiAx’. (3.19)
The second mode written above is an unwanted spurious mode having no connection with the
original continuous partial differential equation. It is an artefact of the discretization scheme
and in fact, it is well known that multi-step finite difference methods using central difference
scheme usually result in such spurious modes. The corresponding error is often of the same
order of magnitude as that of the truncation error and they vanish with a rate equal to the
order of the scheme for any numerical method as long as it is stable. Even in the present
scheme, the oscillations are of second order and they disappear up on grid refinement. Hence,
this is not a matter of big concern.

On the other hand, we gain significant information from the first physical mode. Specifi-
cally, we look at the damping rate of the mode with lowest wave number, k, = 7. This is

given as

Axl——. (3.20)

This decay rate formula is same for all the methods that have been considered here namely:
FTCS, delayed, and weighted schemes. Note that larger the CFL number, lower would be the
error magnification factor and this clearly indicates that the weighted scheme should operate
better on low wave number modes as it allows for the highest value of CFL (1.5). Figure
3.3 shows the magnitude of the largest eigenvalue for each method evaluated at their largest
available CFL. Evidently, the damping rate is lowest for the current weighted scheme when
we approach the high and low wavenumber limits and this reflects on its better convergence

capabilities.

3.3.2 Effective Scheme

Apart from convergence, understanding the implication of the present weighted scheme on
the temporal accuracy of field evolution is also very essential. In this regard, we once again
resort to the Cauchy-Kowalewski procedure (refer to Appendix B) for obtaining the effective
PDE that is being solved by the current implementation. For the present weighted scheme
with w; = 1/3 and wy = 2/3, the effective PDE simplifies as

99 0% KkAX <1 7 a) %o

Y v g 4 2
o =Kot - +O(Ax, A, (3.21)

2 3
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Fig. 3.4 Biharmonic prefactor for different methods

The variation of the biharmonic pre-factor with CFL for different schemes has been
presented in Fig. 3.4. Generally, the pre-factor indicates the ability of the discrete formulation
to effectively mimic the original PDE. In other words, lower the magnitude of the pre-factor,
closer will be the effective PDE to the original one and lower would be the discretization
error. From Fig. 3.4, it is evident that the pre-factor of the FTCS method is generally lower in
the range of its stability i.e. o < 0.5. Within the same range, the delayed difference scheme
has the highest pre-factor value and the weighted scheme has values in between the FTCS
and the delayed schemes. At their highest CFL, weighted scheme has a large pre-factor
value as compared to the delayed scheme and this would typically indicate a significant
discretization error. However, this might not pose a big threat in a cumulative sense as the
weighted scheme would require less number of steps in any time marching procedure. Note
that two steps of weighted scheme would cover three steps of the delayed method or six steps
of the FTCS scheme. Hence, it is difficult to arrive at a clear picture of the discretization
error using the effective PDE and in this regard, we now evaluate these methods through

numerical experiments.

3.4 Numerical Experiments

Apart from understanding the discretization error pattern, it is also essential to estimate the
actual speed-up one may achieve by using the delayed and weighted schemes. From the
critical CFL number, one would anticipate two times speed from the delayed scheme over

FTCS and three times speed-up from the weighted scheme. However in reality, much of the
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speed-up depends on the number of mathematical operations involved in a method, pattern of
read/write synchronization, buffer size of the compute system, and more importantly, the data
transfer speed. In order to assess these factors comprehensively, we now consider different
scenarios of 1D diffusion in this section.

3.4.1 Periodic Test Case

We begin our analysis with a sample 1D diffusion problem with periodic domain of size,
L = 1. The initial field distribution is given as a combination of low and high frequency

information as follows and is also represented in Fig. 3.5.

_3 4
0.0 0.2 0.4 0.6 0.8 1.0
X
Fig. 3.5 Initial ¢ distribution
@0 = ay sin(27x) + az sin(107x) + a3 sin(507x) + a4 sin(1007x) (3.22)

The corresponding analytical solution for the evolution of ¢ in time is given as

o) = ale_4”2msin(2n'x)+a2e_100”2msin(1071:x) (3.23)

250072kt - _ s .
+az e 0" K gin(507x) + ag e 10007 K 5in(1007x)

For the sake of simplicity, the coefficients ay, az, az, and a4 have been considered here to
be unity. The numerical software for all the three solvers have been written in C++ language
and were compiled using gnu compilers (gcc version 9.2.0) with -O3 optimization. The
simulations were run on a single core of AMD workstation equipped with AMD Ryzen
Threadripper 2970WX processor of 3.0GHz and 128 GB RAM.
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Here, we perform the analysis for two different ranges of problem size: one when the
problem being solved completely fits within the L3 cache of the system and the other when
it exceeds the L3 cache. For the first case, we record the CPU-time (in seconds) taken by
different solvers to perform time integration starting from r = 0 to t = 0.1 X #4i¢r, Where
taise = L* /K, for a grid resolution ranging from N = 512 to N = 65536. CFL values used in
the simulations for different solvers are given in Table 3.1.

Solver | CFL
FTCS 0.49
Delayed | 0.99
Weighted | 1.49

Table 3.1 CFL values used for simulations for different solvers.
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Fig. 3.6 Error analysis for 1D Periodic test case using different explicit schemes. L, norm of error
with different grid resolution N, for FTCS, delayed and weighted schemes. The red solid line gives
the ideal scaling for second-order convergence.
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Fig. 3.7 Computational cost analysis for 1D Periodic test case using different explicit schemes. CPU
time for 0.1 X #4ifrusion- Computational cost in terms of CPU time follows the expected scaling of Ng.

Fig. 3.6 shows the errors obtained for FTCS, delayed, and weighted schemes. From the
obtained results, we can see that all the methods show second-order convergence. However,
the weighted scheme has a slightly larger error as compared to other methods owing to
the larger values of time-step used in the simulations. In Fig. 3.7, we have plotted the
computational cost measured in terms of CPU time as a function of grid point count N,. For
convenience, the CPU times (in seconds) have also been listed in Table 3.2. It can be seen
that for all the methods, the CPU time, to arrive at the final time, scales as NS with the grid
refinement. Also, the delayed and weighted schemes provide improvement in CPU time
over FTCS owing to their larger CFL. However, the weighted scheme does not show any
improvement in CPU time over the delayed scheme although the weighted scheme has been
solved with a higher CFL value. In order to understand the reason for this behaviour, we
now look at the implementation of these algorithms in a typical computer code. A simple

implementation of the three schemes are given as

» Update rule for FTCS scheme,

for(i=start; i<=end; i++)
fNew[i] = (1.0-2.0%cfl)*f[1] + cflx(£f[i+1] + f[1-1]1);
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Grid Size (Ny) FTCS Delayed | Weighted
512 0.0017 | 0.00070 | 0.0010
1024 0.0089 0.0054 0.0038
2048 0.083 0.047 0.036
4096 0.43 0.24 0.23
8192 3.51 1.83 1.85
16384 28.38 14.99 14.88
32768 226.44 120.026 119.62
65536 1853.078 | 984.76 979.79

Table 3.2 Comparison of CPU-time (in seconds) with different solvers for grid resolution ranging
from 512 to 65536. 1-D transient diffusion test case with periodic boundaries.

» Update rule for delayed difference scheme,
i<=end; i++)

f[i] + cfl1*(f01d[i+2] + f0ld[i-2] -

for(i=start;
fNew[i] = 2xf01d[i]);

» Update rule for weighted difference scheme,

i<=end; i++){
(1.0-2.0xcfl)*f[i] + wix(f[i+1] + £f[i-11)
2xf01d[i]);

for(i=start;
fNew[1i] =
+ w2*x(f01d[i+2] + f0ld[i-2] -

In the current scenario, where the problem size is small enough to fit within the cache, the
performance is governed by the number of floating point computations (arithmetic operations)
rather than memory operations. It can be seen from the code snippets presented above that
the number of floating point computations is more for weighted scheme (4 multiplications
and 5 additions) than delayed scheme (2 multiplications and 3 additions). Hence, the CPU
execution time for every update is larger for weighted solver as can be seen from Fig.3.8
where the CPU time per iteration has been plotted for delayed and weighted methods. These
results were obtained by performing simulations with 8192, 16384, 32768, and 65536 grid
points, respectively. So, the gain in CFL for the weighted scheme is neutralised by the
increased number of floating point computations and the overall CPU execution time is

almost the same for delayed and weighted schemes as seen earlier in Fig.3.7 and Table 3.2.
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Fig. 3.8 Comparison of CPU execution time (in ts) per time-step update for delayed and weighted
schemes when problem size < Cache size.

At this stage, it is worth considering the number of memory operations for each of these
methods. It can be seen from the code snippets that for each grid point update, we essentially
perform 2 reads and 1 write for the delayed and weighted solvers. To understand this better,
consider the delayed scheme where the cost for memory read is effectively associated with
reading the variables f [i] and £01d[i+2] from the main memory as the other variables,
f01d[i-2] and £01d[i], would already be available in the local cache memory on account
of their usage during the previous grid point updates (fNew[i-2] and fNew[i-1]). The
cost of writing is associated with updating the value of fNew[i] in the main memory.
Similarly, it can be seen that the memory access cost associated with weighted scheme
also includes two reads (f01d[i+2], f[i+1]) and one write (fNew[i]). Hence, both the
delayed and weighted schemes effectively involve same number of memory operations during
the execution of program. The implications of this equality would be evident in the ensuing
part of this section where the behaviour of large size systems have been discussed.

In the scenarios where the problem size exceeds the last level cache, the behaviour of the
schemes is notably different. Figure 3.9 shows the overall CPU execution time for the three
methods (FTCS, delayed and weighted schemes) at grid resolutions varying from 1 million

to 4 millions. Here the computations have been performed from r = 0 to = 2 x 10~%s. For
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convenience, the numerical values have also been listed in the Table 3.3. From the data, it
is evident that the weighted scheme has the best performance as compared to all the other
schemes. The behaviour directly stems from the higher CFL value of the weighted scheme.
Since the problem size exceeds the cache memory size here, the major cost of computation
essentially comes from the read/write latency and the cost associated with the mathematical
operations is comparatively smaller. Since the read and write operation counts is same for
the above version of the delayed and weighted schemes, the benefit of using higher CFL in
the latter makes it a faster approach. This can be corroborated from the CPU execution time
per iteration (in micro-seconds) data plotted in Fig.3.10 for grid resolutions varying from one
million to four millions. It is evident that the computation cost per every iteration is same for
the delayed and weighted scheme owing to the same dominant read/write operation cost and
the trivial arithmetic cost. Consequently, with higher CFL number, the weighted schemes
arrives faster at the final time.
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Fig. 3.9 Comparison of overall CPU execution time (in seconds) for FTCS, delayed and weighted
schemes with problem size exceeding last level cache size. The simulations were performed with grid
resolution 1M, 2M, 3M, 4M.
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Grid Size (Ny) FTCS Delayed | Weighted
1000000 443.25 301.58 207.70
2000000 3428.11 | 2222.93 | 1530.72
3000000 11043.27 | 7076.48 | 4748.76
4000000 26595.30 | 16578.15 | 11595.56

Table 3.3 Comparison of overall CPU-time (in seconds) with different solvers for grid resolution
ranging from 1M to 4M. 1-D transient diffusion test case with periodic boundaries.

6000
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[ IWeighted i
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Fig. 3.10 Comparison of CPU execution time (in us) per time-step update for delayed and weighted
schemes when problem size > Cache size

3.5 Code Optimization

The numerical experiments carried out till now were performed with a very basic imple-
mentation of the schemes. However, the actual benefit of using the delayed and weighted
algorithms can be realized only when we reduce/optimize the number of memory (read and
write) operations. In order to facilitate this, we have optimized the basic implementation
of the code for all the three solvers (FTCS, delayed and weighted). The optimized code
is implemented in such a way that the memory access cost for performing each grid point
update involves only 1 read and 1 write operations for every time step. The optimized version
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IM 2M 3M 4M
Vi V2 Vi V2 Vi V2 Vi V2
FTCS 443.2 | 313.5 | 3428.1 | 3115.5 | 11043.2 | 10645.9 | 26595.3 | 24570.9
Delayed | 301.5 | 143.6 | 2222.9 | 1199.5 | 7076.4 | 3890.6 | 16578.1 | 9131.4
Weighted | 207.7 | 146.9 | 1530.7 | 1154.2 | 4748.7 | 3745.1 11595.5 | 8801.4
Table 3.4 Comparison of overall CPU-time (in seconds) with different solvers for grid resolution
ranging from 1M to 4M. Basic Version (V1) and Optimized Version(V2). 1-D transient diffusion test
case with periodic boundaries.

Solver

of the weighted code has been provided in Appendix C. In the process of optimizing the code,
we have made use of temporary variables. The use of temporary variables allows for data
residing in cache to be reused in further computations. This approach essentially minimizes
the data fetch from main memory thereby reducing the memory bandwidth pressure that
bottlenecks performance for large stencil based computations.

We now present the improvement in CPU time obtained with the optimized version of
the code (V2) over the basic version (V1). A comparison of overall CPU execution time for
FTCS, delayed and weighted solvers with four different grid resolutions, 1M, 2M, 3M, and
4M, for the basic and optimized version of the code has been tabulated in Table 3.4. The
same information is depicted graphically using bar plots in Fig.3.11.
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Fig. 3.11 CPU time comparison, Basic (V1) and Optimized (V2) code.
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It can be seen that with the optimized implementation there is a significant improvement
in overall CPU time at least for delayed and weighted solvers. For the delayed scheme,
we have obtained upto 50% reduction in CPU time whereas the reduction is comparatively
lesser for the weighted scheme. The reason for the latter behaviour is not very obvious
though both the codes have the same read/write operation count. Nevertheless, it shows that
effective scheduling of read/write operations in a program can lead to significant benefits
from these approaches for large size problems. One could see the benefits evolve in the case
of multi-dimensional problems that have been discussed in the ensuing chapter.

3.6 Closure

In this chapter, we have presented a numerical scheme for solving one-dimensional diffusion
equation. The weighted difference scheme presented here is an extension of the existing
FTCS and the delayed difference schemes. We have carried out a systematic analysis
involving different aspects like stability, low wavenumber asymptotics etc., on the new
weighted scheme. Subsequently, we have compared the performance of FTCS, delayed and
weighted schemes on a simple periodic test case. The major conclusions of this chapter are

as follows:

* The delayed difference scheme exhibit checkerboard instability for certain initial condi-
tions whereas the FTCS scheme does not have such spurious behaviour. Subsequently,
the weighted difference scheme has been derived as a convex combination of FTCS

and delayed scheme and has certain desirable characteristics of both the schemes.

* The maximum allowable CFL limit for weighted scheme is o < 1.5. This is an

improvement by a factor of 3 over the conventional FTCS scheme for which o < 0.5.

* The asymptotic analysis suggested that the weighted scheme has better damping
properties than FTCS and delayed scheme and should operate better on low frequency

modes.

* Using the one-dimensional periodic test case, we have shown that the weighted scheme
shows a second-order convergence rate by performing a grid resolution study and the

CPU time follows expected scaling of N>.

* The recorded CPU execution time for delayed and weighted schemes show an im-
provement over the conventional FTCS scheme for small and large sized problems.
However, the weighted scheme does not provide any further improvement over delayed

scheme when the problem size fits within computer’s cache memory.
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* Lastly, the weighted scheme outperforms FTCS and delayed schemes when the problem
size exceeds the last level cache yielding the actual benefit from CFL improvement.
Moreover, the optimized code implementation yielded up to 50% reduction in CPU
time for delayed scheme and up to 30% reduction in CPU time for weighted scheme

over the basic implementation.



Chapter 4

Multi-dimensional Isotropic Transient
Solver

4.1 Introduction

In the preceding chapter, the foundations of delayed and weighted difference schemes
were presented and the methods were applied to diffusion equation in one-dimension. In
this chapter, we extend the discussion and implementation of weighted scheme to multi-
dimensional problems on an orthogonal (cartesian) grid.

In the conventional finite difference scheme, the discretizations are generally carried out
along the principal (coordinate) directions on a cartesian grid. Though the implementation of
this approach is very simple, it leads to the loss of isotropy in numerical solutions even for

simple diffusion problems. An undesirable effect correspondingly is the inverse dependence
1

B .
In the present chapter, we first show that the problem of dependence of CFL on dimension can

of stability of explicit schemes (i.e. CFL number) on the dimension of problem i.e. CFL o<

be mitigated by making use of the recently developed lattice differential operators [1, 19, 34]
for which the leading order error is isotropic. This is established through a spectral analysis of
the discrete diffusion operator which provides the eigenvalue spectrum of central difference
and isotropic disretization templates. Next, we show that the weighted approach of delayed
and non-delayed difference schemes results in substantial improvement in CFL for 2D and
3D diffusion equation over the conventional FTCS schemes. Finally, we implement the
transient solvers in a pseudo transient framework to obtain solution of Poisson equations and

compare the performance of the current method against standard iterative solvers.
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4.2 The multi-dimensional Diffusion Equation

In order to begin our discussion in multi-dimension, let us first consider the case of diffusion

equation in two dimensions which is given as,

L) (82¢ 9%¢ )
— i :

o \Getae

5t oy 4.1)

where ¢ = ¢(x,y,t). The discrete analog of the above equation obtained by employing
explicit FTCS discretization can be written as,

noo_20n 4@ O — 20" 4"
+1 _ i+1,j i, i—1,j i,j+1 i, i,j—1
A T S - e IS
If we substitute the ansatz,
¢lr71] — Vnel(kxxﬂrkyyj) (43)
the following relation for the error amplification factor, A, is obtained.
k,Ax ) k,A
A =1—dasin® [ =2 _4Bsin? [ 22 (4.4)
2 2
where o0 = ZX—A{ and § = ZTAZI' Thus for stability, i.e. |A| < 1, the following condition,
1
needs to be identically satisfied and it imposes a limitation on the time step to be
AxPAY?
Ar < . 4.6
2Kk (A% + Ay?) (4.6)
Further, if we assume Ax = Ay then,
sz
Ar < —. 4.7
S I 4.7)

This limitation is more restrictive than the one-dimensional case.
Following the same procedure, it can be shown that for the three-dimensional diffusion
equation, the CFL crtiteria for stability imposes the following restriction on time-step.

2

Ax
Ar < TR (4.8)
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This is even more restrictive than the two-dimensional case. Hence, it can be seen that
with the conventional FTCS discretization, the maximum allowable time-step becomes
smaller with the increase in number of degrees of freedom. The corresponding implication
is that the simulations become computationally intractable and this makes it extremely
difficult to solve large scientific problems of interest using explicit methods particularly in
3-D. However, knowing the benefits of explicit schemes in the existing massively parallel
computing architectures, it is important to develop new multi-dimensional explicit schemes

which can overcome this issue.

4.3 The discrete spatial operators

In the last chapter, we have seen that delayed and weighted schemes resulted in an improve-
ment in the stability criteria of discretized diffusion equation in one dimension. Hence, it is
of present interest to see how these methods can be utilised to overcome the above stability
restrictions of the FTCS method in higher dimensions. Before we proceed on to the actual
characterisation, it is important to understand the changes that are required in the spatial
discretization strategy for harnessing better efficiency from these methods.
It was shown by Mahan et al [19] that for the multi-dimensional extension of delayed
scheme, i.e.,
O/ = o' + kAtAY! !, 4.9)

improvement in stability required further restrictions on the form of discrete operators. It
was shown that the multi-dimensional delayed scheme given by Eq.(4.9) has better stability
than the conventional FTCS scheme when the discrete Laplacian is isotropic, at least at
the leading order error. However, as seen in Chapter 2, the discrete laplacian constructed
using the standard central difference stencil do not satisfy this criteria [1, 41, 42]. It is worth

recalling that the central difference approximation for the 2D Laplacian is given as,
~ Ax)? (9% 9%
SRR CIR (UARCAR ) 4.10
T (ax4 T oy (4.10)
Here, the anisotropy [35] is evident in the Fourier space where the Fourier transform in the
polar coordinates exhibits an angular dependence [34],
(Ar)®

L(k) :L(k)+Tk4(1—2 cos> 6 sin ). (4.11)
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4.3.1 Isotropic differential operators

In order to resolve the issue of anisotropy associated with the conventional central difference
operators [35], we now make use of the lattice differential operators. We will then understand
the implication of these differential operators on the stability by considering their eigen
spectra. The detailed description of the methods for deriving the isotropic operators can be
found in the papers of Thampi et al [1] and Rashmi et al [34]. In this approach, the discrete

Gradient (V) and Divergence (V-) operators on the lattice are formulated as

. 1 Y
V¥ = — Z wi€i¢ (ri +¢i) (4.12)
Ax =
and
, 1 ¥
Vl‘w'q) — A_xzwié‘i.qj(ri_{_ci)’ (413)
i=1

where c; represents the set of connecting vectors (discrete velocities in LBM framework) on
the lattice and N, being the total number of neighbouring points in the stencil. Here, weights

w; are determined from the set of constraints,

N N N N
Ywi=1, Y wicig=0, Y wiciacig =Aqp, Y WicCiaCigCixCin = BAgpyn, (4.14)
i i

i i

where 8,5 and Ay gy are the second and fourth order isotropic Kronecker-delta, respectively.
The above constraints on weights ensure that the resulting discrete operators are isotropic at
the leading order.

Let us first consider the 2-D case for which the discrete operators are constructed on a
lattice as shown in Fig.4.1a. Using Eq.(4.12), we can obtain the explicit expression for the
components of discrete gradient operator as

1 1
Vi = A (Gis1,;— 0ic1,j) + ToAx (Pt i1 = Pt it + P j1 — Gim1j-1),  (4.15)

1 1
Vyo = 3y (0ijr1—@ij-1) + 28y (@i, js1 + Qi1 jr1 — Gig1,jo1 — Gi1,j—1) . (4.16)
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Fig. 4.1 Stencil for Isotropic laplacian in 2D (left) and error distribution for isotropic and CD laplacian
(right).

Using the defnition of gradients as in Eq.(4.15) & (4.16) and using A=V -V as the
definition of Laplacian, we can formulate the discrete isotropic Laplacian in 2-D as

—1 -1
¢in+2,j + ¢1 2,j (pl J+2 ¢1 J—2 _4¢l<lj

V-V¢;; =

OAx?
-1
¢zj+l+¢zj 1+¢l+1]+¢l l]_4¢ir,lj
OAx?2
-1
+¢H—2]—|—2+¢ 2]+2+¢l+2] PR 21 ) —49]";
72Ax?
-1
+¢z+2]+1 +¢z 2,j+1 +¢l+2] 1+¢z 2,j—1 _4¢i’,1j
18Ax2
-1
or! ]+2+¢z+1] P 1]+2+¢z 12— 49
+ 18AL2 “4.17)

The leading order truncation error for the above laplacian is plotted in Fig. 4.1b from where it
can be seen that the truncation error is isotropic at leading order whereas the error associated
with central difference laplacian operator clearly exhibits an angular dependence. The Fourier
transform of this Laplacian is

V2(ky, ky) = —é [sin? (kyAx) (cos(kyAy) +2)% + (cos(keAx) +2)%sin?(k,Ay)],  (4.18)

and is obviously negative semi-definite which is also true for the Fourier transform of the
continuum Laplacian operator.
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Similarly in 3-D, we can write the components of gradient vector based on D3Q19 lattice

model, shown in Fig. 4.2, as

Vi =wi (Pt jk — Pim1,jk) T W2 (Pt jr1k — Pimt jr 14

(4.19)
F i1, =1k — Pie1, 1k T Dik1 k1 — Dimtjr 1+ Pit 1, j k=1 — D1 jh—1),
Vi =wi (i 1k — O jm1k) T w2 (i j 1 k1 — Oijmt k1 4.20)
F 01 k=1 — G jm 1 k=1 F Dip 1 jr 1k — Dige 1, j— 1+ Pie1jr 1k — Dim1 j—1.k),
V0 =wi (91— Oijk—1) F WPkt jhkr1 — Oit1,j k1 @21

FOi1 k1 — Piet k=1 F Oijr 1 k1 — Dijr1k—1 + Di j— 1 fr1 — Dij—1.k—1)s

where w; = % and wy = %.

16

: 13:& Mol fouatnndonnn. s 12
Vo
P i I /7

i

14

a
z 18

Fig. 4.2 D3Q19 lattice model for computation of discrete gradient in 3D

Discrete isotropic V -V laplacian constructed using above relations has the following

form in Fourier space,

V2 (k. ky k) = _é [sin2 (keAx) {1+ cos(k,Ay) + cos(k.Az)}>
+sin?(k,Ay) {1+ cos(kAx) +cos(k;Az) }>
+sin?(k,Az) {1+ cos(kyAx) + cos(kyAy) }2} , (4.22)

which also is a negative semi-definite quantity.
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4.4 Eigenvalue spectrum of laplacian operators

Having defined the isotropic operators, we now focus our efforts towards characterizing
their eigenvalue spectra. This is essential due to the fact that the error amplification factor
in an explicit scheme using these operators is closely linked to their eigenvalues. In fact, it
will be shown that the maximum allowable time-step in these explicit schemes is inversely
proportional to the maximum eigenvalue values of the spatial operators. Thus, smaller the
maximum eigenvalue, larger the time step for which the computations would be stable.
Correspondingly, we now analyze the eigenvalue spectrum of the two spatial discretization
procedures viz. central difference and isotropic discretization in the context of pure diffusion.
We also consider an interim case where the central difference Laplcian is considered via the
V -V representation. In order to simplify the analysis, we consider a problem with spatial
periodicity. The immediate consequence of such a consideration is that the eigenvectors
of the system are the Fourier modes themselves and we can obtain an expression for the
eigenvalues in a straightforward manner following the general methodology applied for the
Von Neumann analysis.
In general, the eigenvalues for a given spatial discretization operator . in a periodic context
can be obtained from

L *F = QlFY, (4.23)

where € are the eigenvalues of the space discretization matrix.
Now, considering the Laplacian in 2D, we obtain the following for the central difference

discretization,

. el(kx~iAx+ky- JAY)

. elkebx _ ) 4 o TkeAx . XAy 9 4 o TkyAy
Ax? Ay?

K . .
=+ {2cos (kyAx) — 2+ 2cos (kyAy) — 2} o (keixtky - jAy)

) e[(kriAerkyA JAY)

2 | |
- A_xkz {COS (kyAx) 4 cos (kyAy) _ 2} el(kx-lequy.JAy)
= O (ky, ky) ! (krietkyjay) )

Thus, we have the following relation for the eigenvalues of central difference laplacian

operator.

Q (k. ky) = A% {cos (keAx) + cos (kyAy) — 2}, (4.25)
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which can be written as,

4 KA kA
Q (ke ky) = —A—XKZ {sin2 (%) +sin? (yTy) } . (4.26)

It can be seen that the eigenvalues are real, negative and covers the range (—81< JAX?, O).
As seen earlier, Eq.(4.4), the error amplification factor, A, for FTCS discretization of 2-D

diffusion equation is given by

A =1—4osin? (%) 4B sin’ (szy) 4.27)

where o = KN and § = KA’
Using Eq.(4.26), Eq.(4.27), and Ax = Ay, we can arrive at the following relation for amplifi-

cation factor.

A =14+QAt. (4.28)
Thus, for stability we have,

11+ QAz\ <1.

= At < — (4.29)

Thus, it can be concluded that the maximum allowable timestep for an explicit time integration
method varies inversely with the spectral radius of laplacian operator i.e.

1

max

Following the procedure outlined above, one can also obtain the eigenvalues of V -
V central difference laplacian and isotropic V -V laplacian operators. In summary, the
eigenvalue spectrum of standard central difference laplacian (Qcp), V - V central difference

laplacian () and isotropic V - V laplacian (Qy,) are as follows:

Iso

4 KAX\ o (kA
Qcp = —(A:)Z {sin2< : ) + sin? (yTy)} (431)
by = —@ [sin? (k,Ax) + sin? (k,Ay)] (4.32)
QVY = — 5 Tsin? (k,Ax) (cos(kyAy) +2)% + (cos(keAx) +2)2sin2(kAy)]  (4.33)

9 Ax?
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Correspondingly, we compare the eigenvalue distribution for the above three discretizations
as a function of phase angle (kAx) in Fig.4.3. Evidently, the isotropic V -V laplacian has
lower magnitude of eigenvalues compared to the standard central difference laplacian and
V -V central difference laplacian. This leads to an improvement in the maximum allowable

CFL value when associated with conditionally stable explicit time integration methods.

—*—CD
[|——V -VCD
V - V Isotropic

o B N W b~ 01O N

P ! L i =S S SRR

0 45 90 135 180
Phase angle

Fig. 4.3 Eigen spectra of different Laplacian operators in 2D on a periodic domain.

We can repeat the above analysis to determine the eigenvalue spectrum for three-
dimensional laplacian operator in periodic systems. In this case, the eigenvalue spectrum for
standard central difference laplacian, V - V central difference laplacian and isotropic V-V

laplacian are obtained as:

Kk, A
Qcp = — (2)1;2 {Sinz (%) + sin? (yTY) + sin? (kZZAZH (4.34)
K
Qb = — & [sin? (k¢Ax) + sin? (kyAy) + + sin® (k;Az)] (4.35)

K .
QLY = — 9 A2 [smz(kxAx) {1+ cos(kyAy) + cos(k;Az) }2
+sin® (kyAy) {1+ cos (k Ax) + cos(k.Az) }>
+sin?(k;Az) {1+ cos(k.Ax) + cos(kyAy) }2} (4.36)
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—*—CD
10 | |—°—V -VCD
V - V Isotropic

0 45 o0 135 180
Phase angle

Fig. 4.4 Eigen spectra of different Laplacian operators in 3D on a periodic domain.

Once again, it can be seen from Fig. 4.4 that the spectral radius of the isotropic V -V
laplacian is smaller than the central difference laplacian. Since, the maximum allowable
time-step for an explicit scheme varies inversely with the spectral radius of the laplacian
operator, i.e. At ~ ﬁ, it can be expected that explicit schemes constructed with isotropic
V-V operators should result in an improvement of time-step restrictions over the conventional
standard central difference schemes. In this regard, we now consider the delayed V -V scheme
of Mahan et al [19] for multi-dimensional diffusion equation and analyze its stability in the

following section.

4.5 Delayed V-V solver

The general form of delayed difference solver for multi-dimensional diffusion equation can
be written as [19],
ort = ¢ 4 KAtV -V L (4.37)

Here, the discrete laplacian evaluated at time level 'n-1’ is constructed as a composite of
discrete isotropic gradient and divergence operators so that the identity VZ = V - V is satisfied
by construction in the discrete form [19]. The resulting discrete isotropic Laplacian operator
is negative semi-definite with a trivial null-space: the only eigenvector with a zero eigenvalue
is the constant. A distinct advantage of delayed time integration scheme, deriving from the
trivial null space of the Laplacian, is that it does not produce spurious checker board modes
in two- and three- dimensional spaces [19], unlike what has been seen in the earlier chapter
for one-dimensional case. It may be noted that the stencil employed for the computation
of V-V Laplacian is larger than those used for same order of accuracy commonly used in
finite-difference methods. The implications of this large stencil has a profound effect on the

stability of the scheme which we now analyse using the Von Neumann analysis.
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We now begin with the analysis in the two-dimensional space where the discrete form of

the scheme is given as,

—1 -1
¢n+1 _ q)n—l—KAl ¢i’i2,j+¢z 2]+¢lj+2+¢lj 2_4¢ir,lj
1 1 9Ax2
(Pz J+1 +¢z] 1 ¢l+1 J ¢z 1,j _4¢1?,1;1
9Ax?
—1
+¢l+2]+2+¢ ,J+2+¢z+2] 2 T 9 2,, ) — 49"
T2Ax?
+¢l+27j+1 +¢z 2,j+1 +¢z+2] 1 +¢ 2] 1 _44)1",11'_1
18Ax2
¢l+] j+2+¢z+1,] 2+¢ln 1 ]+2+¢z 1,j-2 _4¢i’,1'_1
+ (4.38)
18Ax? ' ’
Using the ansatz as in Eq.(4.3), we obtain the characteristic equation for the amplification
factor A as,
2 KAt 1 2 .2
AP —A+— 29 [sin? (k(Ax) (cos(kyAy) +2)* + (cos(keAx) +2)?sin? (kyAy)] = 0. (4.39)

As mentioned in the appendix A, the stability limits can be derived by considering a
quadratic equation of the form x?> — bx +c = 0. The neccessary and sufficient stability
conditions are satisfied when the roots lie inside the unit circle which leads to the following
three conditions,

el <1,
—b<c+1, (4.40)
b<c+1.

From Eq.(4.39) we observe that b = 1 and ¢ > 0. Thus, the last two inequalities are always
satisfied and we have the neccessary and sufficient condition for stability arising only from
one condition, | ¢ |< 1. Hence, from Eq.(4.39) and Eq.(4.40), we have

KAt {sm (kyAx)(cos(kyAy) +2)* + (cos(kxAx)+2)2sin2(kyAy)}‘ <1, (441
KAt sin? (kyAx) (cos(kyAy) +2)2 + (cos(kxAx)+2)2sin2(kyAy)‘ <1 @442
A2 9 = '
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By comparing with Eq.(4.33), we can see that the term containing the transcendental functions
in the above equation is the same expression for eigenvalues of the isotropic Laplacian
operators. Thus, its maximum value should be equal to the spectral radius of laplacian
operator which in this case is equal to 1.077 (refer to Fig.4.3).

The resulting CFL criteria obtained from the above condition is given by,

o < 0.928. (4.43)

where o0 = Zx—Azl. Thus it is evident that the CFL stability limit of the delayed V - V scheme is
3.6 times the limit of 2-D FTCS scheme for which o < 0.25.

In the case of three-dimensions, the final expression for discrete isotropic laplacian based
on D3Q19 lattice model can be obtained by making use of Eqns. (4.12), (4.13), (4.19), (4.20)
and (4.21). Once again, we perform the von-Neumann analysis for Eq.(4.37) which gives the

following relation for amplification factor,

KAt 1

A2 A+ 29 [sin2 (kyAx) {1+ cos(kyAy) + cos(k.Az) }2

+sin(kyAy) {1+ cos(k,Ax) + cos(k,Az) }2
+sin®(k.Az) {1+ cos(ksAx) + cos(kyAy) }2} =0. (444

By repeating the analysis described above for the 2D scenario, we obtain the CFL stability
criteria to be o < 0.9. Once again, the delayed V - V scheme shows significant improvement
in the CFL value. Infact, the improvement here is by a factor of about 6 over the 3D FTCS
scheme for which o < %.

Dimension | FTCS | (V-V)ep | (V-V)iso
1D 172 1 1.0
2D 1/4 172 0.928
3D 1/6 1/3 0.9

Table 4.1 CFL criteria for FTCS (Column II), Delayed (V - V)¢p (Column III) and Delayed (V- V)5,
(Column IV).

The above stability procedure has also been repeated here for the (V- V)¢cp operator.
Incidentally, the CFL gain is not as high as from the isotropic laplacian and this is evident
from Table 4.1 where CFL criteria for different cases in 1-D, 2-D and 3-D have been tabulated.
It can be noted that the CFL for conventional central difference operators varies inversely
with dimension D i.e. o ~ %. However, the use of isotropic differential operators alleviates
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any such dependency of CFL on dimension and we see that for isotropic V -V operators,
o~ 1.

4.6 Weighted V -V solver

Having observed the improvement provided by the delayed difference scheme, we now focus
on our weighted difference scheme to see if it is able to replicate its performance as observed

in the 1D scenario. We recall that the general form of the weighted difference scheme is

given as
oI =g+ Kk A QW V-V +(1—w) V-V (4.45)
—— ~~ -
non delayed delayed

The important features of the above scheme are as follows:
* Convex combination of non-delayed and delayed scheme.
* Isotropic discrete differential operators.
« Discrete laplacian constructed as divergence of gradienti.e. V2=V .-V.

Effective PDE associated with Eq.(4.45) can be derived by performing a Taylor series
expansion and replacing all the time and mixed derivatives with spatial derivatives which
gives the effective differential equation at the leading order as,

J¢

5 =kV? [1+ad{a—a(i-w)

(04

- } vz} 0+ O(A*, A2, (4.46)

Also, the characteristic equation for the error amplification factor, A, obtained through
von-Neumann stability analysis in 2-D (analog of Eq.(4.45)) is

YRy} [1 - % {sinzA (2+cosB)* +sin’ B (2+cosA)2}]

o(l—w)

7

{sinZA (2+cosB)* +sin’ B(2+ cosA)z} =0, (447

where A = k,Ax, B=KkyAy and o = Zx—Az’.

Once again, associating the above equation to the form, x> — bx + ¢ = 0, we can identify the
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neccessary and sufficient conditions for stability to be,

] <1,
—-b<c+1, (4.48)
b<c+l1.

Considering the first condition based on product of roots i.e. | ¢ |< 1, we obtain,

1—
e 5 ) £ Gin (e Ax) (cos(kyAy) £ 2)% + (cos(kex) +2) sin2(kAy)} [ <1 (4.49)
in’ 2 2 in2
o (1 —w) Max. {sm (kyAx)(cos(kyAy) +2) ; (cos(kyAx) 4+ 2)*sin®(k,Ay) oy
(4.50)
This implies that
a(1—w) <0.928. 4.51)

The condition based on sum of roots i.e. —b < ¢+ 1 yields

_ [1 . % {sin” (keAx) (cos(kyAy) +2)* + (cos(keAx) +2)? sin” (k,Ay) }]

o (1

<1+ T_W) {sin? (k(Ax)(cos(kyAy) +2)* + (cos(keAx) +2)?sin*(kyAy) }. (4.52)

This can be simplified further as

% {sin (kcAx) (cos(kyAy) +2)* + (cos(keAx) +2)?sin® (kyAy) } <2 (4.53)

and therefore,

-2 2 2 i
k, Ax k,Ay)+2)° + k,Ax)+2 k,A
ow Max. {sm (kyAx)(cos( y \) ) 5 (cos(kyAx) )~ sin”( y )’>} <2 (454)
1e., aw < 1.856 (4.55)

Combining Eq.(4.51) and Eq.(4.55), we obtain the conditions for stability as w = %, l—w=3
and o < 2.784.

Note that the CFL limit is improved here by a factor of 11 as compared to 2D FTCS
and by a factor of 3 in comparison with the pure delayed scheme. Also, we note that the
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weights obtained here are complementary to the 1D case i.e. w| = % here as opposed to

w1 :%in 1D.

Finally in 3D, the characteristic equation for the error amplification factor, A, obtained

through von-Neumann analysis is,

a
R ) [1 - ?W{sinzA (14 cosB+cosC)? +sin’ B (1 +cosA +cosC)?

o(l—w)

+sin2C(1+cosA—|—cosB)2H + 5

[SinzA (1+cosB+cosC)?

+sin® B (1 +cosA +cosC)* +sin>C (1 +cosA+cosB)*| =0,

where kyAx = A, kyAy = B, k:Az = C and o = 55

Repeating the similar analysis as above we have the following conditions,

lel< 1,

sinA (1+cosB+cosC)? +sin’B (1 +cosA +cosC)?

+sin*C (1 +cosA+cosB)2} <1

Y

o(l—w)

5 Max.{sinzA(l +cos B4 cosC)? +sin? B(1 + cosA +cos C)?

+sin®C(1 +cosA+cosB)2} <1,

— a(l-w) <09 (4.56)

and,
—b<c+1,
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a
_ [1 _ ?W{sirﬂA (1 +cosB—|—CosC)2—|—sin2B (1 —l—cosA~|—cosC)2

o(l—w)

+5sin®C (14 cosA +cosB)2} <1+ sin®A (14 cosB+cosC)?

+sin® B (1 4 cosA +cosC)? +sin*C (1 —l—cosA—l—cosB)2] :

The above condition can be simplified further to yield,

aw

sin?A (14 cosB+cosC)? +sin? B (1 +cosA +cosC)?

+sin’C (1 —|—cosA—|—cosB)2] <2

o
?W Max. lsinzA (14 cos B+ cosC)? +sin’ B (1+cosA +cosC)?

+sin®C (1 —l—cosA—l—cosB)2] <2

— aw<1.8 4.57)

From Eq.(4.56) and Eq.(4.57), we obtainw = 3, 1 —w =1 and @ < 2.7.

Interestingly, the CFL limit is improved by a factor of 16 as compared to 3-D FTCS which
required @ to be < 0.166 and a factor of 3 w.r.t. the delayed scheme.

Dimension | FTCS | Delayed (V-V)¢p | Delayed (V- V)5 | Weighted (V- V)50
1D 12 1.0 1.0 1.5
2D 1/4 12 0.928 2.784
3D 1/6 1/3 0.9 2.7

Table 4.2 CFL criteria for FTCS (Column II), Delayed (V- V)¢p (Column III), Delayed (V- V)50
(Column IV) and Weighted (V- V)5, (Column V).

A comparison of CFL criteria for different cases is given in Table 4.2 where it can be
seen that similar to the case of 1D the weighted difference scheme provides significant

improvement in CFL for 2D and 3D compared to FTCS scheme. Also, the use of isotropic
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operators with weighted difference scheme provides further improvement in CFL over pure
delayed scheme.

Having obtained definite improvement in CFL from the weighted scheme along with
isotropic operators, it is interesting to investigate whether this translates into an actual speed-
up in CPU time for real test cases as the operation count both in terms of memory and
arithmetic operations differ for each of the methods that have been considered. For instance,
computation of central difference laplacian in 3D involves 7 memory operations (6 read and
1 write) whereas the computation of isotropic V - V laplacian involves 66 memory operations
(60 read and 6 write). On the whole, CPU cache data reuse (to reduce cache misses), memory
bandwidth, latency and communications (for parallel implementation) etc., are the factors
that will ultimately determine if there is a substantial speed-up while using the pure delayed
and weighted difference schemes. We now carry out a series of tests to understand the actual
efficacy of the schemes as done in Chapter 3.

4.7 A three-dimensional transient test case

To begin with, we consider the following diffusion problem with periodic boundary condi-

tions, ) ) 5
do d°9 Jd°9 I°¢
E_ébcz%—&yz—'_azz7

with (x,y,z) € [0,1] and the initial condition,

(4.58)

¢ (x,y,z,t =0) = sin(27x) sin(2mwy) sin(27z).

The analytical solution for the above problem is,

0% (x,y,2,1) = e 27" sin(27x) sin(27y) sin(27z).

The L, norm of error normalized w.r.t. total number of grid points are defined as,

X 00y,2,0) — 9% (x,3,2,))?
19112 —\/ N TN, : (4.59)

where ¢ (x,y,z,t) is the computed solution and ¢*(x,y,z,t) is the analytical solution at any
particular time instant. We record the CPU-time (in seconds) taken by different solvers to

perform time integration starting from t = 0 to = 0.1 X tgiffusion for different grid resolutions
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ranging from 483 to 256°. CFL values used in the simulations for different solvers are given

in Table 4.3.

Solver | CFL
FTCS 0.15
Delayed | 0.90
Weighted | 2.50

Table 4.3 CFL values used for simulations presented in Fig. 4.5

The numerical software for all the three solvers have been written in C++ language
and were compiled using gnu compilers (gcc version 9.2.0) with -O3 optimization. The
simulations were run on single core of AMD workstation equipped with AMD Ryzen
Threadripper 2970WX processor and 128 GB RAM. We have optimized the solvers with
different code optimization techniques namely SIMD, parallelization in time, loop and cache
blocking technique, etc., to improve memory utilization by eliminating as many cache misses
as possible. By using/reusing data in cache we try to reduce the memory fetch (reduce

memory bandwidth pressure).

Grid Size | FTCS | Delayed V-V | Weighted V-V
483 0.227 0.252 0.217
643 0.773 1.122 0.745
803 2.991 3.179 2.292
963 8.216 8.323 5.489
1123 25.538 17.233 10.799
1283 48.189 34.024 22.817
1443 59.332 53.314 37.143
1603 147.377 101.467 61.186
1763 169.744 154.619 109.657
1923 236.568 218.153 150.914
2083 518.407 352.083 221.044
2243 573.256 497.492 376.754
2403 706.880 705.456 477.748
2563 1192.085 987.414 733.687

Table 4.4 Comparison of CPU-time with different solvers for grid resolution ranging from 48> and
2563. 3-D transient diffusion test case with periodic boundaries.

A comparison of CPU time for FTCS, Delayed and Weighted solvers has been presented
in Table 4.4. It can be seen that for all the grid sizes, weighted scheme has better performance
than FTCS and delayed schemes. However, the relative reduction in CPU time for weighted
scheme as compared to FTCS was found to deteriorate slightly with the increase in grid size.
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For instance, we observe 50% reduction in CPU time with weighted scheme as compared to
FTCS for the grid size of 1283 whereas for grid size of 2563, the corresponding improvement
is around 40%. We try to explain this behavior based on the experience gained with blocking
optimization techniques. We found that best CPU time for all the solvers were obtained when
we keep increasing the block size with the increase in grid size. At the same time, the chosen
block size should be small enough to fit all the data into the cache. We observed that using a
larger blocksize for larger grids yields better CPU time. However, it is important to note that
with a large block size we have to fetch more data on a cache miss and the miss penalty also
grows with increasing block size.

Next, shown in Fig. 4.5a are the L, norm of error as a function of the grid resolution
varying from 483 to 256> for different methods. From the figure, we can verify that all the
methods show second order convergence as expected (dotted line gives the ideal scaling
for second-order schemes). It can also be seen that the error associated with delayed and
weighted schemes are larger as compared to the FTCS scheme owing to the larger time-step
(At) used for these methods. This is the minor cost one has to incur for the increased speed-up.
CPU time for different methods has been plotted in Fig.4.5b for grid resolution varying from
483 to 256> and as expected computational time for all the methods scales as N° with the

grid resolution, where N is the number of grid points in each direction.
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Fig. 4.5 Plots for L, norm of error and CPU time (in seconds) for 3-D transient diffusion test case

(a) Grid size vs Error

with periodic boundaries.

(b) Grid size vs CPU time
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4.8 Parallel Scaling of 3D Transient Solvers

Proceeding further, we now focus our attention on parallel performance of these methods.
Accordingly in this section, we illustrate the parallel scaling of FTCS, Delayed and Weighted
solvers. Here, we use the same 3-D diffusion problem with periodic boundaries as in section
4.7. The domain is split up along processors in each direction yielding 3D block sub-domains.
The simulations were carried out on an Intel Xeon Phi Knights Landing cluster. The hardware
and software configuration used are given in Table 4.5. In order to time the simulations, we

use calls to the MPI library’s timing API routines.

Processor Model Intel Xeon E5-2620 v4
Clock Speed 2.1 GHz
CPU Cores/node 16
Memory Type DDR4-2133MHz
Max no. of Memory Channels 4
Max Memory Bandwidth (DDR4) 68.3 GB/s
Network InfiniBand
MPI Library openmpi 1.1
Compiler GCC

Table 4.5 System hardware and software configuration used for parallel scaling studies.

We have carried out the weak scaling studies using a 128> Cartesian grid assigned to each
processor. In weak scaling, the workload assigned to each processor is kept constant and the
problem size is increased in proportion with the number of processors. We perform time
integration from # = 0 to t = 0.1 X tgjgfusion ON NumMber of processors ranging from 1 to 64.
Fig.4.6a shows the CPU time vs processor count for our weak scaling studies. As can be seen,
all the solvers show approximate linear scaling upto 32 processors. Beyond 32 processors,
we see that there is an increase in CPU time which occurs due to the MCDRAM bandwidth
saturation. This can be essentially corroborated from the results obtained for STREAM triad
benchmark. The MCDRAM bandwidth (in GB/s) measured with STREAM triad benchmark
for number of processors ranging from 1 to 64 is presented in Table 4.6.
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No. of processors | Bandwidth (GB/s)
1 12.026
2 23.374
4 46.603
8 92.564
16 181.130

24 256.293
32 306.900
48 263.107
56 300.347
64 331.470

Table 4.6 STREAM triad benchmark results for Intel Knights Landing.
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Fig. 4.6 Weak Scaling (left) and Strong Scaling (right).

Further, we have carried out strong scaling studies using a 5123 Cartesian grid. In the
strong scaling scenario, the problem size remains fixed but the number of processors is
increased progressively. A large enough problem size is used so that the communication cost
does not dominate over the computational cost. Hence, we choose a grid size of 5123 so that
the problem size exceeds the sum of all the last level caches. We perform time integration
fromt =0 to t = 0.01 X tgiffusion ON NumMber of processors ranging from 1 to 64. Fig.4.6b
shows the CPU time vs processor count for our strong scaling studies. All the solvers show

close to the inverse linear scaling with the processor count.
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For both weak and strong scaling studies, CPU time behaves as expected with the

weighted solver being atleast two times faster than the FTCS method.

4.9 Numerical experiments in 3D for Poisson’s equation

Motivated by the recent developments on the fast iterative algorithms [11, 43, 10], we
implement a pseudo-transient approach to solve the Poisson equations. Mathematically, by
adding a pseudo-time derivative, we obtain the diffusion equation,

9¢

= (x,t) =V-(kV (x,t)) + S (x). (4.60)

The solution to the original boundary value problem can be recovered by performing a long
time integration of Eq.(4.60) till the steady state when the time derivative will vanish. Here,
the boundary conditions are kept fixed and hence, we expect the solution to "converge" to the
steady state solution (i.e., %—‘f = 0). In this section, we consider a set of problems to assess
the usefulness of our current weighted approach in solving Poisson equations in 3D. For the
purpose of validation, we consider test cases with known analytical solutions for different
boundary conditions. We define the error based on Euclidean norm normalized w.r.t. the

total number of grid points as below,

(9 yzt) — 0% (x,,2))
||¢>||z—\/ Nyt Nyt . (4.61)

where ¢ (x,y,z,t) is the computed solution at any particular time instant and ¢*(x,y,z) is the
analytical solution at the final steady state. In our studies, the simulations are assumed to
reach a converged solution when the error norm of ¢ between two successive iterations is
less than 10712, All the codes have been written in C++ language and were compiled using
gnu compilers (gcc version 9.2.0) with -O3 optimization. All the test cases presented in the
following sub-sections were run on single core of AMD workstation equipped with AMD
Ryzen Threadripper 2970WX processor and 128 GB RAM.

4.9.1 3-D Poisson equation with periodic boundaries

We first consider the following problem,

%9 0% 9%¢

_ 2 . . .
o2 9y + P 127~ sin(27x) sin(27y) sin(27z) (4.62)
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onaunitcube, 0 <x<1,0<y<1, 0<Lz< 1 with periodic boundaries. The domain
is initialized to ¢(x,y,z) = 0. The analytical solution for the above problem is given by,
Qanatyrical = Sin(27x) sin(2my) sin(27z). A mesh consisting of 256 x 256 x 256 grid points
has been used to perform the simulations. We employ the delayed V -V and weighted V-V
schemes to solve Eq.(4.62) in a pseudo-transient framework. We compare the performance
of these methods with the conventional Poisson solvers such as Jacobi, Gauss-Jacobi or
red-black Gauss-Seidel, and Gauss-Jacobi with over-relaxation (SOR). The successive over-
relaxation method is implemented here by taking an optimum value of over-relaxation factor
given as @,,; = 2/(1+sin(wAx)) where Ax is the grid spacing [3].

The left hand panel in Fig.4.7 shows the L norm of error vs number of iterations for
different algorithms. As can be seen from the plot, the SOR method converges the fastest
followed by the weighted scheme in terms of number of iterations to attain the steady state.
However, it should be noted that in this case SOR technique is implemented using the
optimum relaxation factor @, and it is not always possible to obtain an optimum value of ®
expect for few selected problems (such as those involving periodic and dirichlet boundaries)
and there is no gurantee that simulations performed with @,,, will always converge.

The right hand panel in Fig.4.7 shows a comparison of single core CPU-time for different
methods. It is evident that the serial version of weighted scheme is computationally efficient
than Jacobi, Gauss-Jacobi and delayed schemes. The serial version of SOR method is faster
than the weighted scheme. However, it is well known that the SOR method isn’t parallelizable
whereas the current weighted solver is inherently parallelizable.
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(a) L, norm of error vs number of iterations (b) CPU Time for different solvers.

Fig. 4.7 L, norm (left) and CPU time (right) comparison for periodic boundary conditions.
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Fig. 4.8 Scaling studies for number of iterations and CPU time with increasing grid resolution.

We have performed a grid resolution study to analyze the performance of different
algorithms in terms of number of iterations to attain a given level of convergence and
computational cost in terms of CPU time. Fig.4.8 shows the results obtained with grid
resolution studies by varying the grid resolution from 483 to 256°. The left hand panel
shows that number of iterations required to obtain a given level of convergence is O(N?) as
expected for a uniform N x N xX N grid where N is the number of grid points in each direction.
Consequently, the CPU time scales as O(N? x N3) ~ O(N?) as can be seen from the right
hand panel in Fig.4.8.

4.9.2 3-D Poisson equation with Dirichlet boundaries

In order to verify the universality of the above results for other boundary conditions, we once
again consider Eq.4.62 with dirichlet boundary conditions specified on the domain boundaries:
0(0,y,z) =0, ¢(1,y,z2) =0, ¢(x,0,2) =0, ¢(x,1,z) =0, ¢(x,y,0) =0, ¢(x,y,1) =0. The
interior grid points are initialized to ¢(x,y,z) = 0. Analytical solution for this case is
Qanatyrical = sin(27x) sin(27y) sin(27z). Numerical studies are carried out on a 256 x 256 x
256 mesh. L, norm of error with various methods viz. Jacobi, Gauss-Seidel(GS), Gauss-
Seidel with over-relaxation (SOR, @ = 1.9) , delayed V - V and weighted V - V scheme have
been included in Fig.4.9a. Once again, it can be seen that the weighted scheme is capable
of producing results with comparable accuracy in lesser number of iterations than Jacobi,
Gauss-Seidel and Delayed methods. From the right hand panel of Fig. 4.9b, it is also evident
that the weighted scheme is computationally more efficient, in terms of serial CPU time,

than Jacobi, Gauss-Seidel and delayed methods. Here again, Gauss-Seidel with successive
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over-relaxation performs better than weighted scheme in this case for serial implementation
both in terms of number of iterations to attain steady state and single-core CPU time. We

recall again that the SOR method is not parallelizable whereas the current weighted solver is
inherently parallelizable.
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(a) L, norm of error vs number of iterations (b) CPU Time for different solvers.

Fig. 4.9 L, norm (left) and CPU time (right) comparison for Dirichlet boundary conditions.

4.9.3 3-D Poisson equation with mixed boundary conditions

Finally, we verify the consistency of the method’s behaviour for 3D Poisson problem which
has dirichlet boundary conditions in one direction and neumann conditions on the remaining
boundaries i.e.,

229 9% 9%¢
72 + 372 + 322 = f(x,y,2) (4.63)

where, (x,y,z) € Q = [0, 1] x [0, 1] x [0, 1] subject to the boundary conditions,

(P(O,y,Z)ZO ¢(1,y,z):0
d d
a_i(xvoaz)zo a—i(x,l,Z):O
d d
a_(ﬁ(xv%o)zo a—(ﬁ(x,y,l)zo.

Method of manufactured solutions

We can see that the above mentioned boundary conditions are satisfied if we choose the
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steady state value of ¢ (x,y,z) to be,

/

¢ = x(1—x)[cos(mx) + cos(my) +cos(mz)| /7
With the laplacian applied on q)/ (x,v,z), we obtain the right hand side
2 ! 2 .
Vo (x,y,2) = — - + 7x(1 —x) ¢ {cos(mx) + cos(my) + cos(mz) } —2(1 — 2x) sin(7x).

Now, with /' (x,y,z) = V2¢'(x,y,z) and solving,

dp 9?9 99 J*¢
o T Tz taz =f (xy2) (4.64)

we obtain the numerical solution @ (x,y,z). A mesh consisting of 256 x 256 x 256 grid points
has been used to perform the simulations. Error norms are computed using the computed
solution ¢ and the analytical solution @uuaiyricar = q)/ which are included in Fig.4.10a. The
value of over-relaxation parameter @ used for SOR method is 1.9. As can be seen, delayed
and weighted schemes provide a significant improvement in convergence error for mixed
boundary conditions as compared to Jacobi, Gauss-Seidel and SOR methods. Also, it can
be seen from Fig.4.10b that the weighted scheme significantly outperforms other methods
except SOR when measured in terms of CPU time (single-core).
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Fig. 4.10 L, norm (left) and CPU time (right) comparison for mixed boundary conditions.

An interesting observation that can be made by looking at the CPU time values in Fig.4.7b,
4.9b and 4.10b for the above three test cases is that CPU time for Gauss-Seidel is more than

Jacobi method although the former requires almost half the number of iterations to attain
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the same level of convergence error. Conventionally, for serial applications, Gauss-Seidel
method are known to be faster than Jacobi method for solving Poisson equations or elliptic
partial differential equations in general. This belief was derived when computers were
designed very differently than today. On modern computers, vectorization allows in-core
parallelism for operations on arrays (vectors) of data. Auto-vectorization (enabled with -O3
optimization on gnu compilers) transforms sequential code to exploit the SIMD instructions
(singe instruction multiple data) within the processor to speed up execution times. However,
whether an algorithm can be vectorized or not depends on many factors including primarily

the data dependence. A statement X is said to be data dependent on statement Y if,
* Y executes before X in the original sequential program,
e X and Y access the same data item,
* atleast one of the accesses is a write.

Specific to our case of stencil computation, there can be data dependencies arising when
a variable is written in one iteration and read in a subsequent iteration i.e. read after write.

For example, let us consider the following,
A[0] = 0;
for(int i=1; i<MAX; i++)
Ali] Ali-1]1 + 1;

This is equivalent to,

A[1] = A[0] + 1;
A[2] = A[1] + 1,
A[3] = A[2] + 1;
A[4] = A[3] + 1;

The above loop cannot be vectorized safely because if the first two iterations are executed
simultaneously by a SIMD instruction, the value of A[1] may be used by the second iteration
before it has been calculated by the first iteration which could lead to incorrect results. This
is indeed the case for Gauss-Seidel iteration where we use the latest values for the neighbors
which have been already updated and thus owing to the read after write data dependencies
Gauss-Seidel algorithm cannot be vectorized. On the other hand, Jacobi iterations doesn’t
have any such dependency and so it can be vectorized by the compilers at ease. Thus, it is
essentially interesting to look at how modern computer architecture has changed the way
in which the conventional algorithms have been looked at, primarily from the point of data

dependence.
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4.10 Closure

We have presented a numerical scheme for solving diffusion equation in multi-dimensions.

The weighted schemes are capable of computing explicit updates to diffusion problems with

considerably higher computational efficiency than explicit forward-Euler methods of FTCS

schemes. The results of the chapter are summarized as follows:

The conventional FTCS methods are not computationally efficient for multi-dimensional
diffusion problems due to prohibitively smaller time-steps. The CFL limit for these

schemes varies inversely with dimensions.

We have made use of isotropic laplacian operator for which truncation error is isotropic
at leading order. CFL limit for explicit schemes with isotropic V -V laplacian operator
was found to be ~ 1 i.e., 2.784 in 2D and 2.7 in 3D, and therefore, the curse of
dimensionality is alleviated with the current approach. The corresponding improvement
is by a factor 11 and 16 in 2D and 3D.

We performed a spectral analysis of the laplacian operators to explain the difference
between the two discretization techniques. The lower magnitude of spectral radius or
maximum eigen value of the isotropic laplacian operator in comparison to the central

difference operators results in the improvement in maximum allowable time-step.

Results obtained from grid resolution studies show that weighted schemes consistenly
perform at design accuracy and expected computational complexity.

The weighted schemes show a good scaling on modern distributed architecture (Intel
KNL in present study). The wallclock times recorded for weighted method is less than
FTCS by about 50%. This is true for both weak and strong scaling studies.

Results obtained from solution of Poisson equations for different boundary conditions
show that the weighted methods inherit the simplicity and parallel efficiency of the

Jacobi method while retaining the fast convergence property of Gauss-Seidel method.



Chapter 5
Conclusions

A number of scientific and engineering systems are governed by PDEs which have solutions
comprising of wide range of spatial and temporal scales. The accompanying details can
only be captured by high-fidelity simulations on high performance computational systems.
Although, advances in computing technology have made it possible to carry out intensive
simulations on massively parallel computers, the presence of order of magnitude gaps in
spatial and temporal scales is a major obstacle. Thus, the development of PDE solvers which
can bridge these order of magnitude gaps in spatial and temporal scales is a major challenge
for computational physics and a central topic for high-performance computing. In this thesis,
we have presented a general methodology to analyze and derive explicit schemes that can
overcome the issue of small time-steps by allowing some tunable level of asynchrony i.e.
using spatial data from present and previous time levels for computing derivatives.

The concept relies on finite differences to approximate derivatives using values of the
function from neighboring points and the realization that wider stencils have better stability.
The performance of explicit solvers is stalled due to the time-step restrictions imposed by
the stability criteria which is more severe for a problem with higher number of degrees of
freedom. In the earlier works by Dheevatsa et al [14] and Mahan et al [19], it was shown that
the stability limit for an explicit solver of the diffusion equation was doubled in the case of
delayed scheme where the computations used values from past time levels. In this work, we
have highlighted a form of checkerboard instability in the formulation of delayed difference
scheme for 1D diffusion systems. In order to overcome this issue and attain a better scheme,
we generalize the concept further by considering a scheme that is weighted between the
delayed and the conventional explicit schemes. We have established via stability analysis that
an optimum value of the weighting factor exists such that the critical CFL number obtained is
larger than the original delayed difference scheme. These schemes are referred as weighted

difference schemes.
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The multidimensional extension of weighted differencing approach for diffusion equation
incorporated isotropic differential operators to compute the spatial derivatives. By analyzing
in detail the effective differential equation, we demonstrated the consistency and order of
accuracy of weighted scheme. We have provided a general framework in which stability of
schemes can be accessed by analyzing the eigen value spectra of the diffusion operator for
different discretization procedure namely central difference and isotropic operators. Fourier
analysis of the diffusion operator revealed that isotropic discretization, V -V, alleviates
the dependency of CFL on dimension of problem as opposed to the conventional central
difference discretization. With the weighted difference approach presented in this work,
we have obtained CFL improvement by factors exceeding 11 and 16 for two-dimensional
and three-dimensional diffusion equation, respectively, over the conventional FTCS scheme.
Moreover, the weighted difference scheme also provided further CFL improvement over
the multi-dimensional delayed scheme of Mahan et al [19]. To conclude our discussion
regarding the improvement in CFL for different cases a summary of CFL values for different

schemes is presented in Table 5.1 below:

Dimension | FTCS | Delayed (V-V)¢p | Delayed (V- V)5, | Weighted (V- V)0
1D 12 1.0 1.0 1.5
2D 1/4 12 0.928 2.784
3D 1/6 1/3 0.9 2.7

Table 5.1 CFL improvement obtained with weighted difference scheme for diffusion equation.

Theoretical predictions on the accuracy and convergence rates of weighted schemes were
corroborated with numerical experiments for transient and steady problems. Good agreement
was found across different initial and boundary conditions. For serial applications involving
three-dimensional diffusion systems, we have obtained upto about 50% reduction in CPU
execution time with weighted scheme over FTCS scheme. With the parallel implementation
of the 3D code, our weak and strong scaling results on a distributed architecture (Intel
KNL) were close to ideal linear scaling with weighted solver being at least two times faster
than FTCS solver. We have also demonstrated the efficacy of weighted scheme through a
pseudo-transient framework to obtain solution of Poisson’s equation for different boundary
conditions. Again, the performance of weighted scheme was found to be better than Jacobi
and Gauss-Seidel methods in terms of CPU execution time and number of iterations to attain

steady state. We conclude our discussion with the following remarks:

* Long time integration can be efficiently performed using the weighted V - V solver for
multi-dimensional diffusion systems as it enhances the stability without a significant

deterioration in accuracy.
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* Weighted algorithm is inherently parallel and well suited for domain decomposition
while providing significant improvement in computation time over standard FTCS
scheme. We found for our specific case, weighted scheme gave about 100% speed-up
over FTCS scheme.

* Computational efficiency of weighted V -V solver is better than Jacobi and Gauss
Seidel methods.

* Weighted V -V solver can be used as a pre-conditioner to aid the performance of
Conjugate gradient, Multigrid methods for solving elliptic partial differential equations

(e.g. Poisson equation).

Hence, the work presented here provides a strong foundation for deriving schemes which
inherits the simplicity and parallel efficiency of the Jacobi method while retaining the fast

convergence property of the Gauss-Seidel method.

5.1 Suggestions for Future Work

Finally, we mention some important extensions to the present work. The studies presented
here were based on uniform grid spacing, mainly for the purpose of clarity in exposition.
However, in many problems non-uniform meshes are required. This can be straightforwardly
incorporated, for example, by the means of an analytical mapping between a non-uniform
mesh and a uniform computational mesh. In this case, derivatives are affected by the
Jacobian of the transformation matrix. Alternatively, the second approach is to perform the
computations directly on the non-uniform grid. This can be more tedious as the time-step
will be limited by the smallest grid spacing in the domain. The order of scheme is expected
to stay unaffected for sufficiently slowly varying grid spacings.

Another interesting direction would be to formulate hybrid schemes, which combine the
advantages of the multiple methodologies. One such possibility is to extend the stability
limit of weighted difference schemes further by implementing these schemes in a super-time
stepping framework where stability is enforced at the end of N time-steps. Research into the
application of STS-type weighted difference schemes for diffusion and advection equations
is of particular interest, as it could yield a scalable alternative to existing semi-implicit
operators.

It is also possible to extend our weighted difference approach to other discretization
methods such as finite volume approach where fluxes across control volume surface can be
evaluated using data from earlier time step. The stability of weighted difference schemes

remains the same for finite volume implementation.
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Appendix A

Quadratic Equation with Roots within
the Unit Circle

In this appendix, we look at the necessary and sufficient conditions for the roots of a quadratic
equation to have magnitude less than unity. For this purpose, we shall consider a quadratic
equation of the generic form,

x> —bx+c=0. (A.1)

Its roots are given as

b—Vb>—4c & b+Vb>—4c
= & xnp=—F—.

. > (A.2)

X1
If the above roots are imaginary, then the necessary and sufficient conditions follow as
X1 =] <1 = || <1 (A.3)
However if the roots are real, then the obvious conditions,

o<1 & —2<b<2, (A.4)

are not sufficient to ensure the boundedness of the roots, i.e. |x;| < 1 and |x| < 1. It thus

becomes pertinent to directly enforce these conditions by means of the relations,

()—2<b—\P—4c<2 & (i) —2<b+ /b2 —4c<2. (A.5)
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They can be simplified as
(i)—M<Vb?—4c<N & (i)~ N<Vb*—4c <M, (A.6)

where M =2 —b and N = 2+ b. Note that if b is positive, then M < N, and vice-versa.
Correspondingly, the range for each of the conditions changes with the sign of b, as shown in
the Fig. A.1 below.

b<O0
Condition (i)
@ @ @ L @
-M -N 0 N M
) Condition (ii) :
b>0
) Condition (i) R
@ @ L 4 ®
-N -M 0 M N
) Condition (ii) s

Fig. A.1 Range of /b? — 4c for different b

In both the above cases, the desired value of v/b? — 4¢ should lie within the overlapping
(shaded) region of the two conditions. See that we can accordingly tweak the original

conditions as
(i)—M < Vb2 —4c<M & (iif) =N < Vb2 —4c<N (A.7)

Based on b, one of the above conditions needs to be primarily satisfied while other condition

is implicitly adhered. Simplifying these conditions further, we obtain,

> —4e <M?> = b<c+]1,

5 5 (A.8)
b*—4c<N° — —b<c+]1.
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Thus, we have the necessary and sufficient conditions given as

le] <1,
—-b<c+1, (A.9)
b<c+1.






Appendix B

The Effective PDE

In this section, we derive the effective PDE that is being solved by the proposed weighted
difference scheme using the Cauchy-Kowalewski procedure. For this, we first write the
general Taylor series expansion of variable ¢ in both time and space as

¢ d¢ 2,207 2,207 %9
O =o' + (Axa__ Atat)+2<le82+ AP = — 2mIAxAt

or? dtdx

1338¢ 33_¢_2283¢ 2 2 %9
6<1Ax SR S amPaR s a0

U (a0 a9% 4 40% 2o 22 000 s 5 9% g 3 9%
24<1Axax4—|—mAt 84+6mlMAt8 7972 4mlAXAt8t&x3 4m’ [AxAt 350x

+ Higherorderterms
(B.1)

Using the above expression, one can write the general central difference formula as

¢1+l +¢ 2¢inim 82¢ 83 1 282 a 24,2 84
= — mAt — [ [“Ax 6m-At .
AT a2 "M T o oA aea )¢
(B.2)
For the present weighted scheme,
KAt KAt _
¢n+1 (Pl sz <¢in+l + ¢iril - 2¢ln) +W24TA)62 (‘PH—Z + q) 2¢in 1) ’ (BS)

we obtain the effective equation as,

9 A% % o AP ¢ 4 a2
W—}—?WN 92 — KAtw 28 PR 2—|—K§(W1+4W2) ax4 +O0(Ax",At).  (B.4)



82 The Effective PDE

Here, q)l.”H on the L.H.S. of Eq. B.4 has been expanded about ¢;* as follows.

ot — g+ 00 L 220 AP0

3 > 92 T 6 ar + . (B.5)

In order to simply further, we need to eliminate the cross-derivatives in Eq. B.4. For this
sake, we differentiate the equation twice w.r.t x and once w.r.t # and eliminate higher order

terms to obtain the following relations.

9%¢ 2%¢ 2
~ B.6
520, = Ko +O(Ax*, At), (B.6)
¢ ¢ 2
57~ K‘ataxz + O(Ax“, Ar). (B.7)
The above equations can be merged as
¢ 9% 2

Finally, substituting Eq. B.6 and Eq. B.8 back in Eq. B.4, we obtain,

00 A ,3% 2% , d'¢ A ¢ 4 52
E—'—?K W = KW—K AtWZW"’KE (W1+4W2)W+O(Ax 7At )7 (B9)

and upon further simplification, this yields the effective equation as

4
—(1+2w2))(x) aaT‘f+0(Ax4,Az2). (B.10)

&_¢_Kaz¢ KAX? (i + 4w,
ot ox* 2 6



Appendix C

Code Optimization

We present here the optimized code implementation for the weighted scheme. The optimized

version of the weighted solver is presented in the code listing below.

while(curr_time<=final_time)

{

curr_time += (2*time_step);

iter = iter+2;

double temp = f[nX-5], temp0 = f01ld[nX-5];
double tmi1[2], tm2[2], tm3[2];

double tni1[2], tn2[2], tn3[2], tn4[4];
double tki1[2], tk2[4], tk3[4];

tm3 [0] =
tm2 [0] =
tn3 [0] =
tn2[0] =

tk3[0] =

tk2 [0]

for (i=3;
{

f01d[1]; tm3[1] = f01d[2];
f01d [3]; tm2[1] = £f01d[4];
fL0l; tn3[1] = f[1];
£[2]; tn2[1] = £[3];

f01d[1] = (factor*f[nX-3])+(wi*x(f[nX-21+f[nX-4]1))
(w2*(f01ld[nX-1] + f0ld[nX-5] - (2xf01d[nX-31)));

f01d[2] = (factorxf[2]) + (wix(£f[3] + £[1]))
(w2*(£f01d[0] + f01d[4]1 - (2xf01d[21)));

i<nX-3; i=1i+2)

for(int k=0;k<2;k++)

tml [k]=f01d [i+2+k]; # 1 read
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for(int k=0;k<3;k++)
tnd [k]=f[i+k]; # 1 read

tn1[0] = tn4[1]; tni[1] tn4 [2];

for (int k=0;k<2;k++)

{
tk1[k] = (factorxtn4l[k]) + (wix(tnl1l[k] + tn2[k]))
+ (w2*x(tml1[k] + tm3[k] - (2*xtm2[k])));
# 1 write
fli-1+k] = (factor*tk2[k]) + (wi*x(tk1[k]+tk3[k]))
+ (w2*(tnl1l[k] + tn3[k] - (2*xtn2[k]1)));
tk3[1-k] = tk2[k];
tk2[1-k] = tkil[k];
}

for(int k=0;k<2;k++)
f0ld[i+k] =tki1l[k]; # 1 write

for(int k=0;k<2;k++)
{
tm3 [k]
tm2 [k]

tm2 [k];
tml[k];

for(int k=0;k<2;k++)
{

tn3 [k]
tn2 [k]

tn2 [k];
tnl[k];

if (nX%2==0)



85

{
f01d[nX-3] = (factor*f[nX-3]) + (wix(f[nX-2]+f[nX-4]))
+ (w2*(f0ld [nX-1]+temp0-2*xf01d[nX-3]));
f[nX-4] = (factor*f01ld[nX-4]1) + (wil*(£f0ld[nX-3]
+ f01d[nX-5]1)) + (w2*x(f[nX-2]1+tn3[0]
-(2xf[nX-41)));
}

periodic_boundary_condition (f01d,nX);

f[nX-3] = (factor*f01d[nX-3]) + (wix(f0ld[nX-2]
+ f01d[nX-41))
+ (w2*(f[nX-1] + temp - (2*f[nX-31)));

periodic_boundary_condition (f,nX);

In the above code implementation, we are reading values from £01d (¢"~!) and £ (¢")
and we are updating £01d (¢"*!) and £ (¢"+?). So, effectively we are doing 2 read and 2
write operations for two consecutive time step updates and hence basically 1 read and 1 write
operation for updating each grid point per time step. In the process of optimizing the code,
we have made use of temporary variables. The use of temporary variables allows for data
residing in cache to be reused in further computations. This approach essentially minimizes
the need to go to main memory for fetching data thereby reducing the memory bandwidth

pressure which is the performance bottleneck for stencil based computations.
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