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Synopsis

In this thesis, I have designed materials computationally, tuning their electronic,

structural, dynamical and adsorption properties with speci�c applications in mind. �e

techniques I have used are ab-initio density functional theory and ab-initio molecular

dynamics.

In Chapter 1, I provide a brief introduction to the problems studied. I have followed

the approach of ‘rational design’ of materials, to tune their properties for energy appli-

cations. I have exploited and tuned the polar discontinuity at interfaces between two

materials to increase the adsorption strength of polar molecules; this could have appli-

cations in thermal energy storage (Chapter 3). I have tried to understand the structural

and dynamical properties of electrolyte material to make it suitable for use in fuel cells

(Chapter 4). I have used doping to tune the adsorption strength of hydrogen in a fam-

ily of materials, so as to tailor them for enhanced hydrogen production (Chapter 5). In

Chapter 6 and Chapter 7, I have tuned the electronic property of perovskite materials

by doping for enhanced energy e�cient photoluminescence. Except for Chapter 3 and

Chapter 4, all the works presented in thesis have been in collaboration with experimental

groups, and have been motivated by their experimental results. While it can be seen that

the systems and phenomena studied in this thesis are diverse, the above projects have in

common a research philosophy motivated by the rational design of materials for energy

applications.

In Chapter 2, I discuss the computational techniques and theoretical formalism used
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in the thesis: ab-initio density functional theory used for Chapters 3-7, the DFT-D2 tech-

nique to include dispersion interactions used in Chapters 3, 4 and 7, ‘fully relativistic’

calculations to include spin-orbit interactions used in Chapter 6 and 7, density functional

perturbation theory (DFPT) used to calculate zero-point energy in Chapter 5 and phonon

spectra in Chapter 7, and Car-Parrinello molecular dynamics used to study structural and

dynamical properties in Chapter 4.

In Chapter 3, I study the adsorption of methanol on graphene, boron nitride, striped

armchair interfaces and striped zigzag interfaces, mixed BCN and triangular graphene

islands in a boron-nitride matrix. I have shown that although the striped zigzag interface

is most energetically con�guration, the formation of small C triangular island inside a

BN matrix is also quite energetically favored. Such triangular islands have a large charge

localized along their perimeter, resulting in a high adsorption energy for polar molecules

such as methanol. An enhanced adsorption energy of 65% for methanol, compared to

adsorption over graphene, is achieved on triangular islands. One can interpret these

results in terms of various kinds of van der Waals interactions, and show that this increase

in binding does indeed arise primarily from an increase in Keesom interactions between

the permanent dipole on methanol and the permanent charges present along the C-BN

interfaces.

In Chapter 4, I study the energetics, structural and dynamical property of water on a

graphene oxide substrate. �is study is motivated by the suggestion that graphene oxide

can be used in proton exchange membrane fuel cells, and the experimental observation

that the proton conductivity increases signi�cantly as the water content (relative humid-

ity) is increased. I have looked at the binding and static geometries of water on graphene

oxide using density functional theory calculations, and the time-averaged structural and

dynamical properties of this system by using ab initio molecular dynamics. I use a model

of graphene oxide consisting of domains of functionalized graphene (periodic graphene

oxide) that form interfaces with domains of bare graphene. Starting geometries are ob-

tained from the results of classical molecular dynamics simulations, where it is found that



water bridges are formed, that connect two hydrophilic regions on the surface by span-

ning a hydrophobic bare graphene area. I �nd that as the coverage of water molecules

on graphene oxide increases, the average coordination number and average number of

hydrogen bonds per water molecule increases. Also with increasing content of water,

the di�usion coe�cient of the water molecule increases and the oriental relaxation time

decreases.

In Chapter 5, I study the enhanced HER activity on Mo2C-Mo2N composite systems.

Our experimental collaborators have shown this composite system shows higher HER

activity than bare Mo2C and Mo2N. I have calculated free energy diagram to explain why

the doped system shows be�er activity than the undoped systems and my calculation

also explains the experimental fact that N-rich doped sample shows be�er activity than

the C-rich sample. I also obtain the interesting result that the incorporation of van der

Waals interaction is essential to explain the structural stability of Mo2C and Mo2N in

their orthorhombic and tetragonal form.

In Chapter 6, I investigate the origin of the unusual band-gap change in Sn-doped

perovskite nanocrystals: with Sn doping, the band gap in nanocrystals increases, whereas

in bulk materials it decreases. I have determined that the e�ect of Sn doping is primarily

a change in the la�ice parameter of the system. I �nd that the e�ect of van der Waals

interactions and spin-orbit coupling are extremely important to understand the observed

trends in band gap. E�ect of strain changes the valence band and e�ect of spin-orbit

changes the conduction band. �is two phenomena together can explain the unusual

band-gap changes in Sn doped perovskite nanocrystals.

In Chapter 7, I investigate the reason for delayed emission in Mn doped perovskite

nanocrystals which have been observed by our experimental collaborators. I �nd that

the spin-orbit coupling e�ect is important for the system studied (Mn-doped CsPbBr3),

being responsible for moving the conduction band edge down, as a result of which the

Mn levels lie buried deep within the conduction band. I have shown that Mn atoms have a

signi�cant amount of vibrational and electronic coupling with Pb atoms. �is vibrational



coupling and electron-phonon coupling is the reason of delayed �uoroscence observed

for Mn doped perovskite samples.

In Chapter 8, the conclusions of each chapter are summarized and possible directions

for future work are discussed.



List of Publications

1. “Harvesting Delayed Fluroscence in Perovskite Nanocrystals using Spin Forbidden

Mn d states”, Pradeep K. R, Debdipto Acharya, Priyanka Jain, Kushagra Gahlot,

Anur Yadav, Andrea Camelini, Margherita Zavelani-Rossi, Giulio Cerullo, Chan-

drabhas Narayan, Shobhana Narasimhan and Ranjani Viswanatha, under revision

in ACS Energy Le�ers.

2. “Leveraging Polar Discontinuities at Interfaces For Enhanced Binding of Adsor-

bates: Methanol on C-BN and BCN”, Debdipto Acharya, Kanchan Ulman and Shob-

hana Narasimhan (preprint available)

3. “Structural and dynamical properties of H2O on Graphene Oxide”, Debdipto Acharya,

Rajasekaran M, Shobhana Narasimhan and K. Ganapathy Ayappa (manuscript un-

der preparation)

4. “Origins of anomalous band gap change in Sn doped CsPbBr3 nanocrystals”, Deb-

dipto Acharya, Pradeep K. R, Shobhana Narasimhan and Ranjani Viswanatha (manuscript

under preparation)

5. “Enhanced hydrogen evolution reactivity on Mo2C-Mo2N composites”, Kasinath

Ojha, Debdipto Acharya, Nisha Menon, Sourav Mondal, Shobhana Narasimhan,

Preeti Dagar and Ashok K Ganguli (manuscript under preparation)

xi





List of Symbols and Abbreviations

P Bulk Polarization

n Normal vector

εd d-band center

λbound Bound charge density

λfree Free charge density

ρ Charge density

τ Dipole orientational relaxation time

Cα Dipole orientational correlation function

D Di�usion coe�cient

ED Debye contribution to adsorption energy

Ef Fermi Energy

Eg Band Gap

EK Keesom contribution to adsorption energy

EL London contribution to adsorption energy

xiii



Eads Adsorption Energy

G Gibbs Free Energy

g(r) Radial distribution function

gd(ε) d-band density of states

P Pressure

Q Charge

S Entropy

V Volume

~µperm Permanent dipole moment of methanol molecule

1D One-dimensional

2D Two-dimensional

3D �ree-dimensional

AIMD ab initio Molecular Dynamics

BFGS Broyden-Fletcher-Goldfarb-Shanno

BLYP Becke-Lee-Yang-Parr

BOMD Born-Oppenheimer Molecular Dynamics

BZ Brillouin Zone

CBM Conduction Band Minimum

CPMD Car-Parrinello Molecular Dynamics

DFPT Density Functional Perturbation �eory



DFT Density Functional �eory

GGA Generalized Gradient Approximation

GGA Local Density Approximation

HER Hydrogen Evolution Reaction

KS Kohn Sham

LED Light Emi�ing Diode

MSD Mean Square Displacement

NBO Natural Bond Orbital

OER Oxygen Evolution Reaction

PBE Perdew, Burke and Ernzerhof

PDOS Projected Density of States

PEM Proton Exchange Membrane

PGO Periodic Graphene Oxide

PLQY Photoluminescence �antum Yield

QD �antum Dots

SOC Spin-Orbit Coupling

STM Scanning Tunneling Microscopy

STS Scanning Tunneling Spectroscopy

TADF �ermally Assisted Delayed Fluorescence

TEM Transmission Electron Microscopy



VADF Vibrationally Assisted Delayed Fluorescence

VBM Valence Band Maximum

XRD X-ray di�raction

ZGO Zigzag Graphene Oxide

ZPE Zero Point Energy



Contents

Acknowledgements v

Synopsis vii

List of Publications xi

List of Symbols and Abbreviations xiii

1 Introduction 3

1.1 Rational Design of Materials for Energy Applications . . . . . . . . 3

2 Methods and Formalism 15

2.1 �eMany-Body Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Born-Oppenheimer or Adiabatic Approximation . . . . . . . . . 16

2.1.2 Density Functional �eory . . . . . . . . . . . . . . . . . . . . . . 17

2.1.3 Exchange-correlation Functionals . . . . . . . . . . . . . . . . . . 23

2.1.4 Basis Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.5 Pseudopotential Approximation . . . . . . . . . . . . . . . . . . . 25

2.1.6 k-point Sampling and Smearing . . . . . . . . . . . . . . . . . . . 26

2.1.7 Dispersion Interactions: �e DFT-D2 Method . . . . . . . . . . . 27

2.1.8 Spin-Polarized Density Functional �eory . . . . . . . . . . . . . 28

2.2 Calculation of Forces and Stresses . . . . . . . . . . . . . . . . . . . . 29

xvii



2.3 Wannier Functions and Model Hamiltonians . . . . . . . . . . . . . 30

2.3.1 Projection method . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.2 Maximally localized Wannier functions . . . . . . . . . . . . . . . 32

2.4 Phonon Calculations: Density Functional Perturbation�eory . . 32

2.4.1 La�ice Dynamics from Electronic-Structure �eory . . . . . . . . 33

2.4.2 Linear Response . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.5 Electron-phonon coupling . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6 First principles molecular dynamics . . . . . . . . . . . . . . . . . . . 36

2.6.1 Verlet algorithm and Velocity Verlet algorithm . . . . . . . . . . 36

2.6.2 Born-Oppenheimer molecular dynamics . . . . . . . . . . . . . . 38

2.6.3 Car-Parrinello molecular dynamics . . . . . . . . . . . . . . . . . 38

3 Tuning the Binding of Methanol on C-BN and BCN Systems 45

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Systems under study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4.1 Benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4.2 Interface formation energies . . . . . . . . . . . . . . . . . . . . . 53

3.4.3 Polar Discontinuity and Lines of Charge . . . . . . . . . . . . . . 56

3.4.4 Adsorption of Methanol . . . . . . . . . . . . . . . . . . . . . . . 60

3.5 Analysis and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4 Structural and Dynamical Properties of H2O on Graphene Oxide 77

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Systems under study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

xviii



4.4.1 Energetics of water on graphene and graphene oxide: statics . . 83

4.4.2 Hydrophobic and hydrophilic properties of graphene and graphene

oxide substrates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4.3 Structural and dynamical properties of water on graphene oxide 87

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5 Enhanced hydrogen evolution reactivity on Mo2C-Mo2N composites 105

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.2 Experimental background . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3 Systems under study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.4 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.5.1 Structure and energetics of pristine bulk Mo2C and Mo2N . . . . 112

5.5.2 Structure and energetics of bulk Mo2C1−xNx systems . . . . . . . 113

5.5.3 Structural stability of di�erent Mo2C and Mo2N surfaces . . . . . 115

5.5.4 Adsorption of H on Mo2C1−xNx surfaces . . . . . . . . . . . . . . 117

5.5.5 Combining theory and experiment: Optimum value of x leads to

high HER activity . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6 Anomalous change in band gap in Sn-doped CsPbBr3 nanocrystals 131

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2 Experimental background . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.4.1 La�ice parameter and band-gap of cubic CsPbBr3 . . . . . . . . . 135

6.4.2 Band-gap change with la�ice parameter of cubic CsPbBr3 . . . . 136

6.4.3 Movement of valence and conduction band with la�ice parameter 137

xix



6.4.4 Why the SOC band-gap changes non-monotonically with la�ice

parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.4.5 Sn-doping of CsPbBr3 . . . . . . . . . . . . . . . . . . . . . . . . 141

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7 Insights fromDFT into delayed emission inMn-dopedperovskite nanocrys-

tals 151

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.3 Systems under study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.4 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.5.1 La�ice parameter and electronic structure of CsPbBr3 and CsPbCl3 155

7.5.2 Electronic structure of Mn-doped CsPbBr3 . . . . . . . . . . . . . 157

7.5.3 Shi� in the position of Mn level in the conduction band upon

inclusion of spin-orbit coupling . . . . . . . . . . . . . . . . . . . 158

7.5.4 Comparison of vibrational coupling between Mn-doped CsPbBr3

and Mn doped CsPbCl3 . . . . . . . . . . . . . . . . . . . . . . . 159

7.5.5 Electron-phonon coupling in Mn-doped CsPbBr3 . . . . . . . . . 161

7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

8 Conclusions and Outlook 167

xx



List of Figures

2.1 Flow chart demonstrating the self-consistency loop used to iteratively

solve the Kohn-Sham equations . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Polar discontinuity in a two dimensional honeycomb la�ice composed of

two domains with two di�erent formal polarizations P1 and P2 results in

a bound charge density at the interface. �e �gure is taken with permis-

sion from Ref. 12 ©(2015) Elsevier. . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Top views of types of substrates considered for methanol adsorption: (a)

graphene; (b) h-BN; (c) C-BN with an armchair interface; (d) C-BN with

a zigzag interface; (e) mixed BCN; (f) triangular graphene island situated

within BN matrix. Color scheme for atomic spheres: C (green), B (gray),

N (blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

xxi



3.3 Formation energy Ef per atom as computed from DFT calculations for

BCN systems with 1:1:1 ratios for B:C:N. n is the number of B, C or N

atoms in the primitive unit cell; for the striped structures, as n increases,

the separation between domain walls increases. Results are shown for

stripes with armchair interfaces (black dots), stripes with zigzag inter-

faces (red squares), triangular graphene island within BN matrix (blue

diamonds), and a mixed BCN structure (green dashed line). Note that a

phase segregated structures of graphene and h-BN are favored over the

formation of the mixed BCN structure, and striped domains of graphene

and BN separated by zigzag interfaces are energetically most favorable

for smaller domain wall separations. . . . . . . . . . . . . . . . . . . . . . 53

3.4 Formation energy Ef per atom as computed from DFT calculations as a

function of concentration of C with 1:1 ratios for B:N. Results are shown

for structures where the primitive unit cell contains 60 atoms, for stripes

with zigzag interfaces, triangular graphene islands within BN matrix, and

three kinds of mixed BCN structures (see text for descriptions). Note that

striped domains of graphene and h-BN separated by zigzag interfaces are

energetically most favorable for all concentrations and the di�erence in

formation energy between di�erent structures increases as the percent-

age of C atoms increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

xxii



3.5 Top views showing atomistic structure and charge di�erence plots. Struc-

ture of (a) striped domains of graphene and h-BN separated by a zigzag in-

terface; (b) triangular graphene island situated within BN matrix. Charge

density di�erence plots between the C-BN systems and a system in which

all the atoms are replaced by carbon atoms, for (c) striped domains of

graphene and h-BN separated by a zigzag interface; (d) triangular graphene

island situated within BN matrix. In (c) and (d), red and blue lobes corre-

spond to a gain and loss of electronic charge respectively. Isosurfaces cor-

responding to ∆ρ = ±0.009 e/(bohr)3 have been plo�ed. Color scheme

for atomic spheres: C (green), B (gray), N (blue). . . . . . . . . . . . . . . 57

3.6 Charge localization at interfaces, as calculated by the NBO method. (a)

Total charge on each atom as a function of its x coordinate (b) sum of

charges of successive pairs of atoms, as a function of x, and (c) Di�erence

between charge on each atom in the striped domain structure and the

corresponding species of atom in the bulk material, as a function of x

�e unit cell of the striped zigzag C-BN interface consists of 20 C, 10 B

and 10 N atoms, as shown in the bo�om of the �gure. Color scheme for

atomic spheres: C (green), B (gray), N (blue). . . . . . . . . . . . . . . . . 58

3.7 Di�erence between total charge on each atom and charge on each atom in

the corresponding bulk system (i.e., no interfaces present) for (a) striped

zigzag C-BN interface and (b) graphene island within BN matrix has been

shown by the color gradient. �e blue color denotes maximum positive

charge and red color denotes maximum negative charge. �e intermedi-

ate colors denote the amount of charge according to the color bar shown

on the right hand side. Fig. 3.7(b) may be compared with Fig. 3.5(b) . . . 59

xxiii



3.8 Top views of di�erent stable adsorption geometries obtained for methanol

on graphene and h-BN; (a)-(h) are the C1-C8 con�gurations for methanol

on graphene and (i)-(p) are the C1-C8 con�gurations for methanol on

BN. Color scheme for atomic spheres: C-graphene (green), C-methanol

(yellow), H (black), O (red), B (gray), N (blue). . . . . . . . . . . . . . . . 61

3.9 Top views of the optimal adsorption geometries for methanol on the six

di�erent kinds of substrates considered: (a) graphene; (b) h-BN; (c) C-BN

with an armchair interface; (d) C-BN with a zigzag interface; (e) mixed

BCN; (f) triangular graphene island within BN. Color scheme for atomic

spheres: C-graphene (green), C-methanol (yellow), H (black), O (red), B

(gray), N (blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.10 Bar charts indicating results from DFT calculations for the adsorption en-

ergy Eads and the corresponding value of EL, the contribution to it from

London dispersion interactions, for methanol adsorbed on (a) graphene

and (b) h-BN. Eads and EL are indicated by black and magenta bars, re-

spectively. C1–C8 are eight low-energy stable adsorption geometries

shown in Fig. 3.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.11 Adsorption energy as a function charge at the interface for graphene

island within BN matrix and three striped zigzag C-BN interfaces with
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Chapter 1
Introduction

1.1 Rational Design of Materials for Energy Applica-

tions

�e work done in this thesis has been performed in the spirit of ‘rational design of mate-

rials’. Most of the materials we use today for various applications have been developed

through a process of trial and error or accidental discovery. �e goal now is to replace

this by a process of targeted search, where we are able to predict beforehand which com-

bination of elements from the periodic table, taken in which proportion, will result in a

desired property that is suitable for a speci�c application.

�e �rst step of the rational design of materials is to de�ne the problem clearly. A�er

the problem is de�ned, conceptual design of materials and prediction of their proper-

ties using di�erent theoretical tools are performed. �ese properties are then matched

with the experimental results. If there is a lack of agreement between the experimen-

tal results and theoretical predictions, a thorough analysis is performed to �nd out the

reasons for the mismatch, and a redesigning of materials is performed. We note that, typ-

ically, experiments are more costly and time consuming, when compared to theoretical

calculations. So a proper theoretical understanding and a program of rational design can

help experimentalists to save time by targeting speci�ed regions of chemical space. Ab

3
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initio density functional theory1;2, molecular dynamics,3 and Monte Carlo simulations4

are some of the popular computational techniques that can be used.

In this thesis I have done ‘rational design’ of materials by tuning the electronic, vi-

brational, structural, dynamical and adsorption properties of various materials. While

the systems studied in the thesis are diverse, the projects have in common a research

philosophy motivated by the rational design of materials for energy applications.

In Chapter 1, I have provided a brief introduction to the problems studied in the thesis.

In Chapter 2 I have discussed the computational techniques used in the thesis. �ese

include ab initio density functional theory,1;2 ab initio density functional perturbation

theory (DFPT),5;6 and ab initio molecular dynamics.7–9

In Chapter 3 I have studied the adsorption of the polar methanol molecule on polar

graphene-BN interfaces. Weak binding plays an important role in applications such as

gas storage and adsorptive cooling. �e energy range for the weak binding is of the order

of a tenth of an eV which falls in the range of van der Waals interactions. I note that much

of the previous work on weak binding has focused on cases where the adsorbed molecule

is a non-polar molecule such as hydrogen, methane and carbon dioxide.10–12 I have tuned

the charge at the graphene-BN interfaces between the two materials by varying the ori-

entation and geometry of the interface, so as to maximize the adsorption energy of the

methanol molecule. �e higher the charge that is localized at the interface, the greater

the electrostatic interaction between this interface charge and the dipole moment of the

molecule, and hence the larger the enhancement in adsorption energy. Possible appli-

cations of this work include the area of adsorption cooling, which o�ers a promising

alternative to conventional refrigeration techniques which make use of the alternating

compression and expansion of refrigerant materials.

In Chapter 4 I have studied the properties of water on a graphene oxide system. �is

system is of great interest because of studies that indicate that it may display a very high

proton conductivity,13;14 as well as allow permeation of water though being imperme-

able to most gases.15 I study how the structural and dynamical properties of this system
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change as a function of water uptake.

In Chapter 5 I look at the problem of catalysts for water spli�ing. I have a�empted

to understand the �nding by our experimental collaborators that the hydrogen evolu-

tion reaction (HER) activity of molybdenum carbide – molybdenum nitride composite

systems is enhanced as compared to pure molybdenum carbide or pure molybdenum ni-

tride systems. To do this, I have studied the adsorption of a H atom on molybdenum

carbide, molybdenum nitride and mixed systems. In this chapter I have shown that one

can tune the adsorption energy of the hydrogen atom on the surfaces of these materials

by changing the relative concentration of C and N; this in turn a�ects the HER activity.

Bulk halide perovskites show a red shi� upon doping with Sn.16–18 In contrast, our

experimental collaborators have found that nanocrystals of these materials display a blue

shi� upon Sn doping. In Chapter 6 I have investigated theoretically the reason for this

anomalous change in band gap in the Sn-doped nanocrystals. In this chapter I have tuned

the electronic properties of perovskite materials by Sn doping.

Our experimental collaborators have found that Mn-doped halide perovskite nanocrys-

tals display a delayed emission. In Chapter 7 I have investigated theoretically the possible

sources of this delayed emission, and the e�ect of spin-orbit coupling in these materials.

In this chapter I have shown that one can tune the electronic and vibrational properties

of perovskite materials by Mn doping.

Above, I have discussed the materials and properties considered in this thesis. Let

us now brie�y consider the theoretical techniques used to investigate these questions.

In Chapter 2 I have described the computational techniques and theoretical formalism

used in this thesis. �e main output of an ab initio density functional theory (DFT)1;2

calculation is the total energy of the system. I have used the total energy from DFT

calculations to perform the studies in Chapters 3 – 7.

In Chapter 3, I have studied the interaction of methanol with graphene-BN interfaces,

and in Chapter 4 I have studied the interaction of water with graphene oxide. Now, as

both these interactions have strengths that fall within the range of weak binding, van
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der Waals interactions play an important role in such cases. Even in Chapter 5, where

I study the HER on molybdenum carbides and nitrides, I have found that incorporating

van der Waals interactions is crucial for correctly determining the relative stability of the

orthorhombic and tetragonal structures for the carbide and nitride materials. Similarly,

in Chapter 6 we have found that van der Waals interactions play a crucial role in deter-

mining the correct structures and electronic properties for perovskite materials. It is well

known that London dispersion interactions are not incorporated in ‘conventional DFT’.

So, in order to include the dispersion interactions, in Chapters 3, 4, 5 and 6, I have used the

computationally a�ordable ‘DFT-D2’ treatment introduced by Grimme,19 to incorporate

van der Waals interactions.

�e inorganic halide perovskite structures I have considered in Chapters 6 and 7 con-

tain Pb atoms. Now as Pb is a heavy atom, the (relativistic) spin-orbit interactions play

a crucial role in determining the electronic structure. So in Chapters 6 and 7, in order to

appropriately include spin-orbit interactions, I have used fully relativistic pseudopoten-

tials.20

In Chapter 5, to see the HER activity of molybdenum carbide, nitride and mixed struc-

tures for di�erent concentrations of C and N, I have calculated the Gibbs free energy. �is

also requires a computation of the zero point energies, and hence vibrational energies,

in the adsorbed and gas phase systems. �e vibrational frequencies that are necessary

for this computation are calculated using ab initio density functional perturbation theory

(DFPT).5;6 Similarly, also in Chapter 7, I have used DFPT to calculate the phonon spectra

of halide perovskites.

To calculate the structural and dynamical properties of water on a graphene oxide

substrate, I have performed ab initio molecular dynamics simulations.7–9 More speci�-

cally, I have performed Car-Parrinello molecular dynamics (CPMD) 21 as it is computa-

tionally cheaper than Born-Oppenheimer molecular dynamics (BOMD).7

As already mentioned above, in Chapter 3, I have studied the adsorption of a polar

molecule on a substrate with polar interfaces. I have considered methanol as the polar
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molecule and graphene-BN as the substrate. At some graphene-BN interfaces, lines of

charge appear, which increase the adsorption energy of methanol as compared to over

just graphene or just h-BN. �e charges at the interface change depending on the orien-

tation and geometry of the interface, both of which I have varied, so as to tune the ad-

sorption strength. To compare the adsorption of methanol on di�erently engineered sub-

strates, the substrates I have considered are graphene, boron nitride, striped domains with

armchair interfaces or zigzag interfaces, mixed BCN, and �nally a triangular graphene

island in a boron nitride matrix. �is last triangular island is found to have more charge

localized at the interface than all the other substrate geometries. Indeed, the highest ad-

sorption strength of methanol is observed on this triangular island, with an enhanced ad-

sorption energy of 65% relative to that over graphene. I analyze the binding by separating

out the contributions from di�erent kinds of van der Waals interactions. �e London dis-

persion contribution captures the majority of the binding, and is approximately the same

for all the substrates considered. �e contribution from Debye interactions, which is the

interaction between permanent dipole moments/charges and induced moments/charges

of the substrate and molecule is found to be fairly small. My results suggest that the

enhancement in binding on going to the di�erent kinds of substrates I have considered

arises almost entirely from Keesom interactions, which are the interactions between per-

manent moments/charges of the substrates and molecules; the electrostatic interaction

between the permanent dipole moment of the methanol molecule and the lines of charge

that are formed at graphene-BN interfaces can be labeled as Keesom interactions.

Fuel cells have several bene�ts over conventional combustion-based technologies.

One possible application of them is in passenger vehicles. �ey can operate at higher

e�ciencies than combustion engines and can convert the chemical energy to electrical

energy. Several kinds of fuel cells are available and each has its advantages and lim-

itations. Proton exchange membrane (PEM) fuel cells deliver high power density and

have low weight and volume compared to other types of fuel cells. PEM fuel cells are

used primarily for transportation applications. �e electrolyte plays a key role in fuel
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cells. Ideally, it must permit transport of only the appropriate ions (protons) between the

anode and cathode. Due to its wide range of possible operating conditions and high con-

ductivity, a material called na�on has been the most commonly used electrolyte in PEM

fuel cells. However, there are certain limitations of na�on: high cost, fuel crossover, and

the water uptake capacity is also not so high. Recently it has been shown that graphene

oxide could be a useful alternative to na�on.14 Graphene oxide has a water uptake ca-

pacity of 31.1%, as compared to 25.6% in na�on22. Moreover, graphene oxide is much

cheaper than na�on. In recent experiments, it has been shown that the conductivity of

a single layer of graphene oxide increases almost linearly from 6 × 10−7 Scm−1 at 55%

relative humidity to 2 × 10−4 S cm−1 at 90% relative humidity.13;14 In Chapter 4, I have

a�empted to study some of the factors a�ecting the proton conductivity through water

on a graphene oxide substrate. I have looked at the energetics of water on graphene ox-

ide by performing static density functional theory calculations, and the structural and

dynamical properties by performing ab initio molecular dynamics simulations. As the

coverage of water molecules on graphene oxide increases, I �nd that the coordination

number of water molecules and the number of hydrogen bonds per water molecule in-

creases. Also with increasing content of water, the di�usion coe�cient of water on the

surface increases, and the relaxation time decreases. �ese features should contribute to

the fast proton transport on graphene oxide used as an electrolyte in Proton Exchange

Membrane Fuel Cells.

Hydrogen is a promising renewable and sustainable energy source. Although hy-

drogen is the most abundant element on earth, it does not exist as a free molecule. �e

most e�ective way of generating hydrogen is through electrolysis of water, which can

be divided into two reactions: the hydrogen evolution reaction (HER) and the oxygen

evolution reaction (OER). Both these reactions require an e�cient catalyst to lower the

overpotential of the reaction. �ough Pt has been found to be an e�cient electrocatalyst

for hydrogen production, it is costly and scarce in nature. So a cost e�ective alternative

is highly desirable. It has been shown previously that earth abundant transition metal
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compounds such as borides, carbides, nitrides, chalcogenides and phospides can be ef-

fective alternatives to Pt.23–28 In Chapter 5, we have shown that Mo2C-Mo2N composite

structures can be a useful alternative to Pt and show be�er HER activity than either the

pure carbide or pure nitride at low overpotentials. We also show that N-rich samples

show be�er HER activity than C-rich samples. �is matches with results obtained by

our experimental collaborators. We have calculated the Gibbs free energy to predict the

HER activity of the samples. We have also obtained the somewhat surprising result that

incorporation of van der Waals interactions in the calculations is essential to correctly

reproduce the experimental �ndings for the relative structural stability of two competing

structures (orthorhombic vs. tetragonal) for the bulk carbide and nitride structures.

For bulk inorganic halide perovskites, cation doping results in a red shi� in the photo-

luminescence, i.e, the band gap decreases as the cation doping concentrations increases.16–18

Our experimental collaborators have recently found a blue shi� in Sn-doped perovskite

nanocrystals, i.e., the band gap increases as the Sn concentration concentration in the

perovskite nanocrystals increases. In Chapter 6, I have performed calculations to explore

the reason for the unusual band-gap change in Sn-doped perovskite nanocrystals as com-

pared to the bulk. Van der Waals interactions and spin-orbit coupling play a key role in

our calculations. Our experimental collaborators found that the nanocrystals of these

materials are stable in the cubic structure, whereas for bulk, the orthorhombic structure

is favored. I �nd that for the cubic perovskite structure, there is a band inversion which

results in blue shi� in band gap upon Sn doping.

To achieve cost and energy e�cient devices in the �eld of lighting, reducing energy

losses is a big goal. Energy losses mainly arise from non-radiative recombination like

Auger recombination29 and losses due to surface defects.30;31 A slow supply of excited

state electrons from Mn states to the host levels could reduce the losses. Our experimen-

tal collaborators have recently observed delayed �uorescence in Mn-doped perovskite

nanocrystals. In Chapter 7 I have investigated the reason for the delayed �uorescence.

I �nd that the e�ects of spin-orbit coupling (SOC) play an extremely important role for
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these systems, as SOC is responsible for the position of the Mn levels ge�ing buried deep

within the conduction band. I have also shown that Mn dopant atoms have a signi�cant

amount of both electronic and vibrational coupling with Pb atoms. �is vibrational cou-

pling, as well as electron-phonon coupling, is responsible for the delayed �uorescence

observed for Mn-doped perovskite systems.

In Chapter 8, the main results of each chapter are summarized, and possible directions

for future work are discussed.
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Chapter 2
Methods and Formalism

In this chapter, I brie�y review the formalism underlying the methods used in this thesis,

as well as outline some technical details of how computations are performed.

2.1 �e Many-Body Problem

�e Hamiltonian for a many-body system of nuclei and electrons is given by:1

Ĥ = −
∑
I

~
2

2MI
∇2
I −

~
2

2me

∑
i

∇2
i +

1
2

∑
I,J

ZIZJe
2∣∣∣RI −RJ

∣∣∣ −∑
i,I

ZIe
2

|ri −RI |
+

1
2

∑
i,j

e2∣∣∣ri − rj
∣∣∣ , (2.1)

where the nuclear positions, nuclear masses and the atomic numbers of the atoms in the

system are given byRI ,MI andZI respectively, and the indices I , J run over all the nuclei

in the system. �e electronic positions, electronic mass and charge are given by ri , me

and e respectively, with indices i, j that run over all the electrons in the system, and ~ is

Planck’s constant divided by 2π. �e �rst two terms of the right hand side of Eq. (2.1)

are respectively the nuclear and electronic kinetic energies. �e subsequent terms take

into account the nuclei-nuclei Coulomb repulsion, electron-nuclei Coulomb a�raction

and the electron-electron Coulomb repulsion, respectively.

15
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�e many body Schrödinger equation is then

HΨ (R,r) = EΨ (R,r). (2.2)

�ough we are able to write down the Hamiltonian, this many-body problem is basi-

cally impossible to solve (even numerically), especially when the number of particles is

large. For a solid, the number of particles is typically of the order of 1023.

2.1.1 Born-Oppenheimer or Adiabatic Approximation

�e Born-Oppenheimer approximation is a way to separate the nuclear and electronic

degrees of freedom. �e nuclei are much heavier than the electrons.2 So the time scales

related to the electronic motion are much smaller than the time scales related to the

nuclear motion. �us the nuclei can be considered as e�ectively stationary in electronic

time scales. �e electronic Hamiltonian can thus be solved using a time-independent

Schrödinger equation for electrons in a stationary external (nuclear) potential.

Applying this approximation to Eq. (2.1), the �rst term on the right hand side (RHS)

becomes very small and can be treated as a perturbation. �e wavefunctions and ener-

gies of the electrons can be described in such a way that they have only a parametric

dependence on the nuclear postions R. �e wavefunction of the total system, Ψ (R,r)

can be wri�en as:

Ψ (R,r) =
∑
s

χs(R)ψs(R,r), (2.3)

where {ψs(R,r)} is a complete set of electronic eigenstates for each R, and χs(R) are

the nuclear wavefunctions. Note that the position vectors r and R denote the set of

all position vectors {ri} and {RI } of the electrons and the nuclei respectively. Now, the

many-body equation in Eq. (2.2) can be re-wri�en as a set of two coupled di�erential

equations:
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− ~
2

2me

∑
i

∇2
i +

1
2

∑
I,J

ZIZJe
2∣∣∣RI −RJ

∣∣∣ −∑
i,I

ZIe
2

|ri −RI |
+

1
2

∑
i,j

e2∣∣∣ri − rj
∣∣∣
ψs(R,r) = Es(R)ψs(R,r),

(2.4)−∑
I

~
2

2MI
∇2
I +Es(R)

χs(R) = εχs(R). (2.5)

Es(R) is the eigenvalue of Eq. (2.4), and is the smeared out potential seen by the nuclei

due to the speedy electrons. Es(R) is called the Born-Oppenheimer potential energy

surface, and when it is known, Eq. (2.5) becomes easily solvable. �e solution to Eq. (2.4),

however, is not straightforward within the quantum mechanical framework and requires

further approximations to deal with the Coulomb two-body terms and the exchange and

correlation interactions.

2.1.2 Density Functional �eory

Density Functional theory (DFT) was a landmark development in the �eld of compu-

tational science that enabled electronic structure theory to be applied to real problems.

It describes a complete transformation of the Schrödinger equation, one in which the

many-body N -electron wavefunction is replaced by the electronic density as the basic

variable. �is makes the calculation much simpler as it implies that the electronic density

(which depends only on position, which is a three-variable quantity) can give us all the

information contained in the wavefunction (which is a 3N -variable quantity).

�e electronic density, n(r), is determined from the many-electron wavefunction us-

ing the electronic density operator, n̂(r), as given below:1

n(r) =
〈ψ |n̂(r)|ψ〉
〈ψ|ψ〉

; n̂(r) =
N∑
i=1

δ(r− ri). (2.6)

DFT further simpli�es the problem by replacing the many-body interacting electron

system with a single-electron non-interacting system and including a term that incorpo-

rates all the many-body e�ects in the system through a term that describes the exchange
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and correlation between the electrons.

Hohenberg-Kohn�eorems

�e basic framework of DFT is based on two theorems introduced by Hohenberg and

Kohn.3 �e theorems are as stated below.

�eorem I: For any system of interacting particles in an external potential Vext(r), the

potential Vext(r) is determined uniquely, up to an additive constant, by the ground state

particle density n0(r).1

�is theorem suggests that the external potential in a system can be uniquely determined

from its ground state electronic density. Using this external potential, the Schrödinger

equation can be solved to determine the many-body wavefunction; and from the wave-

function, the observable electronic density can be determined. �is allows a self-consistent

procedure to be utilized to determine the true ground state density and the true ground

state wavefunction of the system.

�eorem II: A universal functional for the energy E[n] in terms of n(r) can be de�ned,

valid for any external potential Vext(r). For any particular Vext(r), the exact ground state

energy of the system is the global minimum value of this functional, and the density n(r)

that minimizes the functional is the exact ground state density n0(r).1

�e ground state expectation value of any observable can be wri�en as a functional of

n0(r) of the system; energy being the most important observable that is calculated. �is

second theorem suggests that the energy that corresponds to the true ground state elec-

tronic density will always be lower than the energy corresponding to any other density.

�e electronic Hamiltonian, He, of the system is given by:1

He = − ~
2

2me

∑
i

∇2
i +

1
2

∑
i,j

e2∣∣∣ri − rj
∣∣∣ +

∑
i

Vext(ri); (2.7)

the ground state energy of the system, E0, wri�en as a functional of n0(r), is given by:
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E0[n0] ≡ 〈Ψ0[n0] |He | Ψ0[n0]〉 = Te[n0] +Ee−e[n0] +
∫
Vext(r)n0(r)dr, (2.8)

where Te[n0] and Ee−e[n0] are, respectively, the kinetic energy and the energy due to

interactions between the electrons in the system. �e total energy in the ground state is

rewri�en as:

E0[n0] = F[n0] +
∫
Vext(r)n0(r)dr, (2.9)

where F[n0] is a universal functional of the density that is the same for all electronic sys-

tems. It is system-independent and depends only on the electronic density of the system.

�e second term on the RHS of Eq. (2.9) is also a functional of the density, and it is system-

dependent as it contains the information regarding the electron-nuclei interactions in the

system, and/or any other external potential.

DFT is in principle exact, but problems arise because the true functional form of F[n0]

is unknown. It is due to this inadequacy in our knowledge that approximations need to

be used, making DFT approximate in its application. To deal with the functional F[n0],

an ansatz was proposed by Kohn and Sham; this representation made it possible for the

widespread and successful application of DFT to real problems.

Kohn-Sham Formulation

�e Kohn-Sham formulation allows for the mapping of aN -electron interacting problem

onto a problem comprised ofN non-interacting single-electrons, with the same electronic

density.4 �eseN electrons are assumed to occupy a set of orbital states called the Kohn-

Sham states, such that each state can contain two electrons, following Pauli’s exclusion

principle. �ese �ctitious states, ψs(r), are related to the true ground state electronic

density by:
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n0(r) = 2
N/2∑
s=1

|ψs(r)|2, (2.10)

where s is an index that runs over all the occupied Kohn-Sham states,1 and the factor of

2 arises from spins.

�e universal functional F[n] can be split up as:

F[n] = T0[n] +EH [n] +Exc[n]. (2.11)

Each term in the above equation is described below:

1. Here, T0[n] is the kinetic energy of the �ctitious non-interacting electrons. �is

comprises a majority of the kinetic energy of the many-electron system and is cal-

culated using the equation:

T0[n] = −2
~

2

2me

N/2∑
s=1

∫
ψ∗s(r)∇2ψs(r)dr. (2.12)

2. EH [n] is the Hartree term that separates out the electron-electron Coulombic in-

teraction from any residual energy contribution due to the exchange asymmetry

and correlations. �e Hartree energy, EH , is given by,

EH [n] =
e2

2

∫
n(r)n(r′)
|r− r′ |

drdr′. (2.13)

3. Exc[n] is the exchange-correlation energy that accounts for the kinetic energy dif-

ference between the many-electron interacting system and the N single-electrons

non-interacting system; and also the residual energy contributions due to the ex-

change asymmetry and correlations. It is given by the equation:

Exc[n] = F[n]− (T0[n] +EH [n]) . (2.14)
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�e functional forms of T0[n] and EH [n] are known, and they can be easily calculated.

�e functional forms for the rest of the energy contributions, however, are not known,

and are heaped into the third term, Exc[n]. �ere are di�erent working approximations

for this term with varying levels of accuracy and varying computational costs; some of

them are described in the next section.

On applying the Kohn-Sham representation of the universal function F[n], Eq. (2.9)

can be wri�en as:

E0[n0] = T0[n0] +EH [n0] +Exc[n0] +
∫
Vext(r)n0(r)dr, (2.15)

= T0[n0] +
∫
VKS(r)n0(r)dr, (2.16)

where VKS is the e�ective potential experienced by the �ctitious non-interacting elec-

trons.

Alternatively, the Kohn-Sham equations can be wri�en as:4

− ~
2

2me
∇2 +VKS(r)

ψs(r) = Esψs(r), (2.17)

and

VKS(r) = VH (r) +Vxc(r) +Vext(r). (2.18)

whereVH (r) = δEH
δn(r) is the Hartree potential andVxc(r) = δExc

δn(r) is the exchange-correlation

potential.

�e three equations, Eqs. (2.10), (2.17) and (2.18) can be used self-consistently to deter-

mine the true ground state electronic density and wavefunction of a system; a �owchart

describing this procedure is shown in Fig. 2.1. First a trial density is considered, e.g.,

from a combination of atomic wavefunctions and plane waves. �e Kohn-Sham poten-

tial could be calculated from Eq. (2.1); using the Kohn-Sham potential, Eq. (2.17) could be

solved to determine the Kohn-Sham states. �e new density nout is obtained from these

Kohn-Sham states. If the di�erence between input and output densities is lower than a
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Figure 2.1: Flow chart demonstrating the self-consistency loop used to iteratively solve
the Kohn-Sham equations

pre-de�ned tolerance, self-consistency is achieved. Otherwise the output density is used

(a�er some mixing with the old density) as the trial density in the next iteration, and the

whole procedure is repeated until convergence is achieved.

Upon achieving self-consistency, the electronic ground state energy can be calculated.

To obtain the total ground state energy of the system the Coulomb interaction energy

between the nuclei is added to the electronic energy.1



2.1 �eMany-Body Problem 23

2.1.3 Exchange-correlation Functionals

From the Kohn-Sham equations the ground state property of any system can be obtained

by self-consistent solution of single particle equations. To solve the Kohn-Sham equation

we need to specify the exchange-correlation functional Exc[n].

�e exchange energy arises because of the fact that the electrons are fermions, and

the many-body wave-function is therefore antisymmetric upon the exchange of any pair

of electrons. �e correlation energy comes from the complicated many-body interactions

between the electrons. �e correlation energy is de�ned as the di�erence in energy be-

tween the exact energy and the sum of the kinetic, Hartree and exchange energies of the

system. �e functional form of the exchange-correlation interaction is not known, and

approximations are used to treat these terms. In this thesis, we have used two forms of

exchange correlation functionals. �ese are described below.

Local Density Approximation

In the Local Density Approximation (LDA) the assumption is that exchange and correla-

tion are local in nature.5–7 So the exchange-correlation term comes from the density of

each point in space. According to this approximation, the exchange-correlation energy

for a density n(r) is given by:

ELDAxc =
∫
n(r)εxc[n(r)]dr, (2.19)

where εxc(n) is the exchange-correlation energy per particle of a uniform electron gas of

density n(r). �e exchange-correlation energy density is assumed to be the same as that

in a homogeneous electron gas:

εxc[n(r)] = εhom
xc [n(r)]. (2.20)

Values of εhom
xc [n(r)] have been obtained from �antum Monte Carlo simulations by

Ceperley and Alder,6 which were later parametrized by Perdew and Zunger,8 using a

simple analytical form.
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Generalized Gradient Approximations

In a real system the electron density is usually not homogeneous. In order to take care of

the inhomogeneous nature of the density one can consider not only the electron density

but also the gradient of the density. �is is known as the Generalized Gradient Approxi-

mation (GGA). �e exchange correlation energy can then be wri�en as:

EGGA
xc =

∫
dr n(r)εxc[n(r), |∇n(r)|], (2.21)

where εxc[n(r), |∇n(r)|) is the exchange-correlation energy per electron, that depends on

the local density n(r) as well as the gradient of the density |∇n(r)|. �e GGA usually

corrects the over-binding e�ect of the LDA. However the GGA is known to o�en under-

bind. Several distinct forms of GGA functional are available. Two of the most widely

used forms are the Perdew-Burke-Ernzerhof functional (PBE)9 and the Perdew-Wang

functional (PW91)10

2.1.4 Basis Sets

�e Kohn-Sham orbitals are generally expanded in terms of a suitable basis set {φj(r)} in

order to solve the Kohn-Sham equations.

ψi(r) =
∑
j

cjφj(r). (2.22)

A variety of basis sets can be used for this expansion such as plane waves11;12, local-

ized atomic orbitals13, Mu�n Tin Orbitals,14 etc. In this thesis, we have used a plane-

wave basis set which is brie�y introduced below.

As electrons experience a periodic potential in an extended solid, plane waves are a

natural choice of the basis set, according to Bloch’s theorem.
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�e Kohn-Sham orbitals can then be represented as:

ψs,k(r) =
∑
G
cs,k+Ge

i(k+G).r, (2.23)

where G is a reciprocal la�ice vector, s is the band index, and k is a wavevector in the

�rst Brillouin zone. �is (in principle, in�nite) summation is truncated by introducing a

kinetic energy cuto� (Ecut) which determines the number of plane waves in the basis, so

that we retain only those plane waves ei(k+G).r, such that (~2/2me)|k+G|2 ≤ Ecut.

One advantage of plane waves as a basis set is that the kinetic energy is a diagonal ma-

trix in this representation. Another advantage is that the convergence of the basis set is

controlled by a single parameter Ecut. However, if one tries to expand the wavefunctions

in the core region using plane waves, one needs a huge number of plane waves, resulting

in a high computational cost. �is problem is resolved by the use of pseudopotentials,

which are described below.

2.1.5 Pseudopotential Approximation

�is approximation is based on the fact that generally the valence electrons determine

the chemical bonding and material properties. �e core electrons are tightly bound to the

nucleus and highly localized in nature. In all-electron plane wave DFT calculations a large

number of plane waves is required to describe the core electrons accurately, leading to a

high plane-wave cuto�. Also due to the orthogonality condition valence wavefunctions

have several oscillations in the core region which again leads to a high plane-wave cuto�.

To get rid of this problem we introduce the pseudopotential approximation.15. Here

the potential is formed in such a way that the core orbitals are neglected completely, but

at the same time treating the interaction between the valence electrons and the ionic core

with su�cient accuracy, yet requiring a low cuto�. �e pseudopotential is constructed

in such a way that in the valence region the pseudo-wavefunction matches exactly with

the true wavefunction. In the core region the pseudo-wavefunction is nodeless and goes
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smoothly to zero, therefore requiring a low cuto�.

�ere are certain conditions obeyed by a good pseudopotential. First the pseudo-

wavefunction and its �rst and second derivatives should match smoothly at the core

radius cuto�. Secondly it should require a low plane wave cuto�. It was initially believed

that one should conserve electronic charge, i.e., the square amplitude of wavefunctions of

the real and pseudo wavefunctions are identical, in both the core and valence regions.16

�is is known as “norm-conserving”. �e success of a pseudopotential lies in its transfer-

ability to di�erent chemical environments. Generally norm-conserving psedopotentials

show good transferability.

�e pseudopotential approximation drastically reduces the computational expense.

However, norm-conserving pseudopotentials still need a large number of plane waves,

especially for those cases where the valence wavefunction is nodeless, such as for ele-

ments in the �rst row of the periodic table. In “ultraso� pseudopotentials”, the condition

of norm-conserving is relaxed and the computational cost is reduced further.17 �e loss

of charge due to the relaxing of norm-conserving condition is compensated for by adding

an “augmentation charge” in the core region of the pseudopotential. In ultraso� pseu-

dopotentials a separate cuto� for charge density is used in addition to kinetic energy

cuto�. �e required charge density cuto� is typically 8 to 12 times the cuto� for the

wavefunction.

2.1.6 k-point Sampling and Smearing

Any observable of the wave-function is obtained by integrating over all the wavevectors

in the �rst Brillouin zone (BZ). Integrating over all k-points leads to huge computational

cost. In practice, this is replaced by a �nite mesh of k-points. �e most commonly used

k-point sampling method is a Monkhorst-Pack grid 18 where the grid is generated using

the formula

kn1,n2,n3
=

3∑
β=1

2nβ −Nβ − 1

2Nβ
bβ , (nβ = 1,2,3, ...,Nβ) (2.24)
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where Nβ is the number of divisions in reciprocal space along the βth direction (β = 1,

2, 3) and b1,b2 and b3 are the primitive reciprocal la�ice vectors.

As the number of k-points increases, the accuracy of the calculation also increases

and the computational cost also goes up. So, symmetries of the system are used to reduce

the Brillouin zone to the irreducible Brillouin zone (IBZ). In the case of isolated systems

or very large supercells, it would be enough if the k space is sampled only at the Brillouin

zone origin k = (0,0,0), also known as the Γ point.

In metals, the Fermi surface separates the occupied region from the unoccupied re-

gion in k space. In the case of metals, at T = 0 there is a sharp discontinuity in k space on

going from occupied states to the unoccupied states. �is requires a large number of k-

points in order to reproduce the Fermi surface accurately. Using the smearing technique,

one can replace the step function with a smoothly varying function for the occupation

of states near the Fermi energy. As a result fewer k-points are required. Some of the ex-

isting smearing techniques are Gaussian smearing,19 Methfessel-Paxton smearing,20 and

Marzari-Vanderbilt smearing.21. �e larger the smearing, the be�er is the convergence

with respect to k points, but the lower is the accuracy.

2.1.7 Dispersion Interactions: �e DFT-D2 Method

�e interaction between charge �uctuations in one part of the system with the rest of

the system is the source of the London dispersion interaction. �is interaction is a�rac-

tive, long range and non-local in nature24;25. Local and semilocal functionals (e.g., LDA,

GGA) fail to incorporate dispersion interactions. Several methods have developed in re-

cent years to include this interaction into DFT calculations. Among them the “DFT-D2”

treatment of Grimme gives a fairly accurate treatment of London dispersion interactions

at relatively low computational cost,26 and is used in this thesis.

�e dispersion corrected total energy is given as:

EDFT-D2 = EDFT +Edisp, (2.25)
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where EDFT is the total energy from DFT calculations and Edisp is the dispersion correc-

tion which is given by:

Edisp = −s6
Nat−1∑
I=1

Nat∑
J=I+1

CIJ6

R6
IJ

fdamp(RIJ ), (2.26)

where Nat is the number of atoms in the system, CIJ6 denotes the dispersion coe�cient

for a pair of atoms I and J ,

CIJ6 =
√
CI6C

J
6, (2.27)

s6 is a global scaling factor that depends only on the approximate functional used, andRIJ

is the interatomic distance between the atoms I and J . fdamp(RIJ ) is a damping function

used to avoid singularity at small RIJ , given as:

fdamp(RIJ ) =
1

1 + e−d(
RIJ
Rr
−1)
, (2.28)

where Rr is the sum of atomic van der Waals radii,27 and d is a damping parameter with

a typical value of 20.26

2.1.8 Spin-Polarized Density Functional �eory

For spin-polarized DFT, the total electron density can be separated into spin up and spin

down electron densities. �e spin-polarized electron densities are given by

nσ (r) =
Nσ∑
s=1

ψσ∗s (r)ψσs (r), (2.29)

where σ = {↑,↓} is the spin of the electron, and N σ is the number of orbitals of spin σ .

�e total electronic density of the spin-polarized system is the sum of the spin up and

spin down electronic densities: n(r) = n↑(r) + n↓(r). �e magnetic moment of the spin
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polarized system is given by: m(r) = n↑(r)−n↓(r). Note that the direction of magnetiza-

tion is nominal, as we are considering collinear magnetic calculations and no spin-orbit

interactions are present.

�e Kohn-Sham equations for spin-polarized calculations are given by

− ~
2

2me
∇2 +V σ

KS(r)

ψσs (r) = εσs ψ
σ
s (r), (2.30)

where V σ
KS is the Kohn-Sham potential, which is given by:

V σ
KS(r) = Vext(r) +VH (r) +V σ

xc(r), (2.31)

�e spin dependence arises only from the exchange-correlation potential. �e exchange-

correlation potential can be de�ned as

V σ
xc(r) =

δExc[n(r),m(r)]
δnσ (r)

, (2.32)

For spin-polarized systems all the equations mentioned above are solved in a similar

manner to the non-spin-polarized Kohn-Sham equations.

2.2 Calculation of Forces and Stresses

In order to determine the optimized geometry of the system, the forces and stresses in

the system need to be minimized.

�e force on each ion I is equal to the �rst derivative of the total energy with respect

to the ionic position RI . According to the Hellmann-Feynman theorem,22 this force is
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the expectation value of the derivative of the Hamiltonian.

FI = −∂E(RI )
∂RI

= −〈ψ| ∂Ĥ
∂RI
|ψ〉 (2.33)

where E(RI) is the total energy for a given set of nuclear co-ordinates {RI } and ψ is the

eigenfunction of the Hamiltonian Ĥ . By moving the atoms using some minimization

technique the force can be used to �nd the ground state coordinates of the system.

Stresses can be calculated from the derivative of the total energy Etot with respect to

the strain. According to the Nielsen and Martin theorem,23 stress is the the expectation

value of the derivative of the Hamiltonian with respect to the strain:

σαβ = − 1
Ω

∂E
∂εαβ

= − 1
Ω
〈ψ| ∂Ĥ

∂εαβ
|ψ〉 , (2.34)

where εαβ is the strain and Ω is the volume of the system.

2.3 Wannier Functions and Model Hamiltonians

�e description of materials in terms of localized orbitals not only simpli�es computa-

tions in many cases, but can provide be�er insights. While the molecular orbitals used

by chemists may be di�cult to understand for physicists who talk about “Bloch waves”,

similarly the transformation from a description in terms of a set of isolated atoms with

localized orbitals to periodic solids with extended Bloch states may be di�cult to under-

stand for chemists. Wannier functions provide a natural extension from atomic orbitals

to solids. �e Wannier function of an isolated band is de�ned as

wn(r−R) =
V

(2π)d

∫
BZ
dke−ik.Rψn,k(r), (2.35)

where V is the unit cell volume, d is the number of spatial dimensions and ψn,k(r) are

the Bloch functions corresponding to the nth band, and the integration is over the �rst

Brillouin zone. �e inverse transformation can be expressed as
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ψn,k(r) =
∑
R

e−ik.Rwn(r−R). (2.36)

In Eq. (2.35) the de�nition of the Wannier function is not unique since the phase associ-

ated with the Bloch function is arbitrary. A particular choice of phase is called a gauge

and the transformation between di�erent gauges is called a gauge transformation.

In the case of entangled bands, i.e., where the bands cannot be isolated, there are two

possible methods for the construction of Wannier functions: (a) the projection method

and (b) the Marzari and Vanderbilt maximally localized Wannier function construction

method. In both these methods one starts from the known eigenstates of the Hamiltonian

of the Bloch function and performs unitary transformations according to Eq. (2.35).

2.3.1 Projection method

�e construction of Wannier functions via the projection method is simple yet e�ective.

Here one starts from J localized trial orbitals gn(r) corresponding to some initial guess

for the Wannier function. �ese trial orbitals are projected onto Bloch functions to obtain

|φn,k(r)〉 =
J∑
n=1

|ψn,k(r)〉〈ψn,k|gn〉 . (2.37)

�e overlap matrix (Sk)mn is then computed using the formula

(Sk)mn = 〈ψm,k|φm,k〉 . (2.38)

�e Eq. (2.38) is then used to construct Löwdin-orthonormalized Bloch-like states

|ψ̃n,k(r)〉 =
J∑

m=1

|φn,k(r)〉 (S−1/2
k )mn (2.39)

�ese |ψ̃n,k(r)〉when substituted in Eq. (2.35) in place of |ψn,k(r)〉 result in a well localized

Wannier function. Because any arbitrary rotation among the |ψn,k(r)〉 cancels out exactly,

the outcome of Eq. (2.37) is not a�ected by any gauge transformation and thus is uniquely
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de�ned. �e method is successful as long as the inner product matrix Ak = 〈ψn,k|gn〉 is

not singular.

2.3.2 Maximally localized Wannier functions

In this method the localization is de�ned to minimize the spread functional

Ω =
∑
n

〈r2〉n − 〈r〉2n , (2.40)

where n is the Wannier function index, 〈r〉n is the position of the center of the nth Wan-

nier function and 〈r2〉n is the r2 matrix element. �e spread depends neither on the

coordinate origin, nor on the choice of la�ice site. �e spread functional can be divided

into a gauge independent part ΩI and a gauge dependent part Ω̃. �e gauge independent

part ΩI can be expressed as

ΩI =
∑
n

〈r2〉n −
∑

R,n,m

| 〈R,m|r|0,n〉 |2, (2.41)

and the gauge dependent part Ω̃ can be expressed as

Ω̃ =
∑
n

∑
R,m

| 〈R,m|r|0,n〉 |2. (2.42)

�e minimization of Ω thus corresponds to the minimization of the gauge independent

part ΩI only.

2.4 Phonon Calculations: Density Functional Pertur-

bation�eory

Di�erent physical properties of solids such as the resistivity of metals and superconduc-

tivity, largely depend on the la�ice-dynamical behavior. With the development of DFT
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it is possible to obtain accurate phonon dispersions on a �ne grid of wave vectors cover-

ing the entire Brillouin zone (BZ) using linear response theory of la�ice vibrations, also

known as the density functional perturbation theory (DFPT).31–33

2.4.1 Lattice Dynamics from Electronic-Structure �eory

We can decouple the the vibrational degrees of freedom from the electronic degrees

of freedom according to the adiabatic approximation (see Section 2.1.1). �e la�ice-

dynamical properties of a system can then be determined by the eigenvalues ε and the

eigenfunctions χ of the Schrödinger equation:

−∑
I

~
2

2MI
∇2
I +E(R)

χ(R) = εχ(R). (2.43)

whereRI is the coordinate of the Ith nucleus,MI its mass andE(R) is the Born-Oppenheimer

potential energy surface.

�e equilibrium geometry is found by equating the Hellman-Feynman forces to zero,

FI = −∂E(R)
∂RI

= 0. �e vibrational frequenciesω corresponding to this geometry are found

by determining the eigenvalues of the Hessian of the Born-Oppenheimer energy, scaled

by nuclear masses:

det
[ 1√
MIMJ

∂2E(R)
∂RI∂RJ

−ω2
]

= 0. (2.44)

�e Hessian of the Born-Oppenheimer energy surface appearing in Eq. (2.44) is ob-

tained by di�erentiating the Hellman-Feynman forces with respect to nuclear coordi-

nates:
∂2E(R)
∂RI∂RJ

= − ∂FI
∂RJ

, (2.45)

where the Hellmann-Feynman forces are given as:

FI = −
∫
nR(r)

∂VR(r)
∂RI

dr− ∂EN (R)
∂RI

, (2.46)

where EN (R) is the electrostatic interaction between di�erent nuclei. Calculation of
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Eq. (2.45) involves �nding the ground-state electronic charge density nR(r) as well as

its linear response to a distortion of the nuclear geometry, ∂nR(r)/∂RI . �is is shown in

the next section.

2.4.2 Linear Response

�e electron-density response ∂nR(r)/∂RI , needed to determine the matrix of inter-

atomic force constants, can be evaluated by linearizing the one-electron KS equations,

charge density and the e�ective potential, with respect to the wave function, density and

potential variations, respectively.

Linearizing the charge density leads us to:

∆n(r) = 4Re
N/2∑
n=1

ψ∗n(r)∆ψn(r), (2.47)

where ∆ is the �nite-di�erence operator. �e variation of Kohn-Sham orbitals, ∆ψn(r),

is obtained by �rst-order perturbation theory as follows:

(HSCF − εn)|∆ψn〉 = −(∆VSCF −∆εn)|ψn〉, (2.48)

where HSCF is the unperturbed KS Hamiltonian and ∆εn = 〈ψn|∆VSCF |ψn〉 is the �rst-

order variation of KS eigenvalues εn. �e �rst-order correction to the self-consistent

potential is given by

∆VSCF(r) = ∆V (r) + e2
∫

∆n(r′)
|r− r′ |

dr′ +
dvxc(n)
dn

∣∣∣∣
n=n(r)

∆n(r). (2.49)

Equations (2.47) – (2.49) form a set of self-consistent equations for the perturbed sys-

tem completely analogous to the KS equations in the unperturbed case, with the KS eigen-

value equation being replaced by the solution of a linear system, given by Eq. (2.48). Note

that ∆VSCF(r) is a linear functional of ∆n(r), which in turn depends linearly on the ∆ψ’s,

casting the whole self-consistent calculation in terms of a generalized linear problem.
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�e advantage of DFPT over other nonperturbative methods for calculating the vi-

brational properties (such as the frozen-phonon method, where the total energies are

calculated for a series of displaced atomic positions, and numerical di�erences are then

computed), is that the responses to perturbations of di�erent wavelengths are decou-

pled. �is feature allows one to calculate phonon frequencies at arbitrary wave vector

q, avoiding the use of supercells and with a computational load independent of phonon

wavelength.

2.5 Electron-phonon coupling

�e electron-phonon coupling can be calculated using di�erent approaches such as frozen-

phonon approach,28–30density functional perturbation theory approach,31–33 and by us-

ing Born-Oppenheimer molecular dynamics (BOMD).34;35 To calculate the electron-phonon

coupling we have used the frozen phonon method, using which we can estimate the

strength of the coupling corresponding to particular phonon modes. In this approach,

the change in a property of interest caused by a speci�c phonon mode is calculated by

performing calculations for two or more sets of atomic coordinates, one set correspond-

ing to the perfect crystal (i.e., the equilibrium coordinates) and another set for coordinates

corresponding to the crystal with a speci�c set of displacements according to the relevant

phonon eigenvectors. �e electron-phonon interaction Hamiltonian can be expressed as

a Taylor series expansion of the electronic potential:

∆V ν(r,R) =
∑
I

∂V
∂RI
·uνI , (2.50)

where V is the electronic potential, RI denotes the nuclear position of atom I and the

vibrational eigenmode ν. �e dispalacement vector uνI of atom I and vibrational eigen-

mode ν can be expressed in terms of normal mode coordinates as

uνI =
1
√
MI

QνXνI , (2.51)
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where

Qν =

√
~

2ων
(a†ν + aν). (2.52)

Here MI is the mass of the atom I , ~ is the reduced Planck’s constant and ων is the

frequency of the vibrational mode ν. XνI are the three components of the vibrational

eigenmode and a†ν and aν are the creation and annihilation operators of the ν-phonon

mode.

According to Eq. (2.50) and Eq. (2.51), the electron-phonon coupling matrix element

has the form

gν(m,n) =
∑
I

√
~

2MIων
〈ψm, Iν |

∂V
∂RI
·XνI (a†ν + aν)|ψn〉. (2.53)

According to the frozen phonon approach for the electron-phonon coupling, the change

in potential caused by a phonon distortion in Eq. (2.53) is replaced by

∑
I

∂V
∂RI
·XνI =

V ν
scf(r)−V0

scf(r)
uν

, (2.54)

where uν =
√∑

I
1
MI

Xν
2

I is the frozen phonon displacement caused by the la�ice vibra-

tions.

2.6 First principles molecular dynamics

2.6.1 Verlet algorithm and Velocity Verlet algorithm

For an initial set of ionic coordinates molecular dynamics (MD) provides local con�gu-

rational space. Di�erent thermodynamic properties can be obtained by time averaging

statistical quantities a�er performing a molecular dynamics simulation.

According to classical molecular dynamics the particle trajectories can be determined

from the instantaneous force acting on them. �e force can be calculated from the

Hellmann-Feynman theorem.22 Newton’s equation of motion is:
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MI R̈I = −∂E(RI )
∂RI

= FI . (2.55)

�e Eq. (2.55) is discretized and integrated in time to obtain trajectories. �ere are sev-

eral numerical algorithms available for integrating the equation of motion. �e Verlet

algorithm is one of the simplest algorithms. At any instant of time t, the position of the

particle can be expanded as

RI (t +∆t) = RI (t) + vI (t)∆t +
1
2

aI (t)∆t
2 + ... (2.56)

where RI , vI and aI are the position, velocity and acceleration, respectively.

By summing over the equations for RI (t +∆t) and RI (t −∆t) we obtain

RI (t +∆t) = 2RI (t)−RI (t −∆t) + aI (t)∆t
2, (2.57)

where the error in the estimate of the new position is O(∆t4). ∆t is the time step chosen

for the molecular dynamics. �e Verlet algorithm does not use velocities to compute the

new position, which is computed using

v(t) =
RI (t +∆t) + RI (t −∆t)

2∆t
+O(∆t2). (2.58)

�e advantages of the Verlet algorithm are that it is fast, memory e�cient and nu-

merical integration errors are of the order O(∆t4). But the algorithm is not self-starting,

i.e., we need an initialization step for RI (t −∆t). A more commonly used algorithm is

the Velocity Verlet algorithm. Here the ionic velocities are used together with forces to

compute the trajectories. In this algorithm velocities and positions are propagated inde-

pendently. According to this algorithm, the position and velocity of the particle at any

instant of t can be expanded as

RI (t +∆t) = RI (t) + vI (t)∆t +
(∆t)2

2MI
FI (t) (2.59)
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vI (t +∆t) = vI (t) +
(∆t)2

2MI
[FI (t +∆t) +FI (t)] (2.60)

�e timestep should be su�ciently small to ensure that the force on each ion over a

timestep ∆t is a good approximation to the real force.

2.6.2 Born-Oppenheimer molecular dynamics

In Born-Oppenheimer molecular dynamics the ions are considered as classical particles.

Also the Born-Oppenheimer or adiabatic approximation is taken into consideration, i.e.,

the nuclei can be considered as e�ectively stationary in electronic time scales. So the

force can be calculated using the formula

FI = −∂E(RI )
∂RI

= −〈ψ| Ĥ
∂RI
|ψ〉 , (2.61)

where ψ is the eigenfunction of the Hamiltonian Ĥ . If we assume that Vext is local, then

Eq. (2.61) can be expressed as

− 〈ψ| ∂Ĥ
∂RI
|ψ〉 = −

∫
∂Vext
∂RI

n(r)dr. (2.62)

�e three equations, Eqs. (2.55), (2.61) and (2.62 ) represent the complete set of equa-

tions determining the Born-Oppenheimer molecular dynamics. At each timestep self-

consistent minimization is performed to obtain the proper electron density.

2.6.3 Car-Parrinello molecular dynamics

Born-Oppenheimer molecular dynamics is computationally expensive as self-consistent

solution of the Kohn-Sham equations at every time step is required. Car-Parrinello molec-

ular dynamics (CPMD) is a method where ions propagate and one �nds the electronic

ground state simultaneously, thus dramatically reducing the calculation time. In CPMD,
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electronic wavefunctions are treated as independent classical dynamic variables. �e to-

tal energy can then be represented as E ≡ ECP [R,ψj]. �e classical Lagrangian of the

Car-Parrinello system is given by

LCP =
1
2

∑
j

µ〈ψ̇j |ψ̇j〉+
1
2

∑
I

MI Ṙ
2
I −E

CP[R,ψj] +
∑
jk

Λjk[〈ψj |ψj〉 − δjk], (2.63)

where µ is the �ctitious mass corresponding to the wavefunction ψj . �e �rst term on

the right-hand-side (RHS) is the kinetic energy corresponding to the �ctitious mass µ.

�e last term arises from the orthonormality constraint on the wavefunction.

Corresponding to Eq. (2.64), the Euler-Lagrange equations of motion will be

µψ̈j = −δE
CP

δψj
+
∑
k

Λjkψk (2.64)

MI R̈I = −∂E
CP

∂RI
(2.65)

�e functional derivative−δECP

δψj
can be expressed as a Kohn-Sham Hamiltonian as de�ned

in Eq. (2.17). Minimizing the energy functional E ≡ ECP [R,ψj] with respect to ψj results

in ion dynamics which matches with the physical system.
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Chapter 3
Tuning the Binding of Methanol on C-BN

and BCN Systems

3.1 Introduction

Recently, there has been increased interest in the scienti�c study of weak binding of

molecules on substrates. �is is relevant for designing materials for applications such as

gas storage (e.g., for use as a vehicular fuel) and adsorptive cooling (e.g., for use in refrig-

erators). Usually, the goal when designing such systems is that the adsorbed molecules

should bind to the substrate strongly, yet not so strongly that they cannot be desorbed

when necessary. �e interactions involved in the binding are primarily van der Waals

interactions, which have strength of the order of a tenth of an eV.

Most of the previous work on weak binding of molecules on substrates has been

focused on systems where the adsorbed molecules are non-polar, such as hydrogen,

methane or carbon dioxide (none of which have a permanent electric dipole moment).1–3

Study of the adsorption of such non-polar molecules has shown that the adsorption en-

ergy increases on going from a non-polar to polar substrate.4 In this chapter, we study the

adsorption of a polar molecule (using methanol as an archetype) on polar graphene-BN

interfaces. �is work has possible applications in, for e.g., thermal energy storage. We
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have tuned the adsorption energy of the polar methanol molecule by tuning the magni-

tude of the lines of localized electric charge that accumulate at the graphene-BN interface.

In modern day science, interfaces have given rise to many interesting discoveries.

Combining together di�erent materials results in novel and unexpected behavior that is

not present in the component materials. Interfaces between bulk materials give rise to

two-dimensional (2D) surfaces whereas interfaces between two-dimensional materials

create one-dimensional (1D) lines.

Interfaces between bulk materials have been extensively studied in the last few years.5;6

Among these, probably the most interesting work has been the study of heterostructures

of strontium titanate (SrTiO3) and lanthanum aluminate (LaAlO3).7 Despite both lan-

thanum aluminate and strontium titanate being insulators, when they form an interface,

surface charges appear at the interface between the two materials. �is gives rise to

many interesting phenomena such as magnetism8 and superconductivity9 with many

promising device applications.

On the other hand, the interfaces between two dimensional materials with di�erent

bulk polarization remain relatively unexplored. Recently it has been shown that just as a

2D electron gas can be created at the interface between three-dimensional bulk materials,

interfaces between two dimensional materials can lead to the formation of 1D lines of

charge.10;11

�e polarization charge is solely determined by the bulk properties of the materials

involved and the orientation of the interface. �e magnitude of this interfacial charge is

given by the di�erence in the bulk polarization of the two materials, and can be expressed

as λbound = −(P2−P1)·n, where P1 and P2 are the bulk polarizations of the two materials

and n is the normal vector at the interface (see Fig. 3.1).

For a charge-neutral system, if a line of positive charge appears due to the discon-

tinuity of polarization at one interface (say with material ‘1’ on the le�-hand-side and

material ‘2’ on the right-hand-side), on the other interface (with ‘2’ on the le�-hand-

side and ‘1’ on the right-hand-side) there will be an equal and opposite line of negative



3.1 Introduction 47

Figure 3.1: Polar discontinuity in a two dimensional honeycomb la�ice composed of two
domains with two di�erent formal polarizations P1 and P2 results in a bound charge
density at the interface. �e �gure is taken with permission from Ref. 12 ©(2015) Elsevier.

charge, so as to maintain the charge neutrality of the whole system. As a result, an elec-

tric �eld appears between the two interfaces. When the distance between the interfaces

is su�ciently large, the free charge created by this electric �eld balances the polarization

charge. �is phenomenon is called as “polar catastrophe”.13;14

In the present work, we are interested in the adsorption of a polar methanol molecule

on systems that contain interfaces between graphene and BN. We note that though BN

is a polar insulator, graphene (with a bulk polarization of zero) is actually a semi-metal,

with a band gap of zero, but zero density of states at the Fermi level. However, this is

true only for an in�nite graphene crystal, and �nite graphene fragments possess a band

gap.15;16 It is not immediately obvious whether the formalism developed for treating polar

discontinuities between two polar insulators will be applicable to graphene-BN systems,

which is an additional reason that makes their interfaces worthy of study.

One might expect that the greater the magnitudes of the lines of localized charge

induced due to polar discontinuities at graphene-BN interfaces, the greater will be the

adsorption energy of methanol, due to electrostatic interactions between the permanent
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dipole moment of methanol, and the line of charge at the interface. If we wish to max-

imize the adsorption energy of methanol, it follows that we should design the interface

in such a way as to maximize the bound charge at the interface, i.e., the bound charge

should not get compensated (either partially or completely) by induced free charges. As

the electric �eld increases and the bound charge gets progressively compensated by free

charge, the total charge at the interface will decrease, and hence the adsorption energy

will also decrease.

Graphene-BN heterostructures have been studied previously, both theoretically1and

experimentally2. �ey have been synthesized by chemical vapor deposition (CVD) tech-

nique on a Cu substrate, by simultaneously introducing methane and ammonia borane

as the source for C and BN respectively.3 �e presence of localized interfacial states be-

tween graphene and BN has been observed by scanning tunneling microscopy (STM)

and scanning tunneling spectroscopy (STS) for hybrid heterostructures on Cu17 and on

Au-intercalated Ir.18

In this chapter, we will try to analyze the weak binding between methanol and the

substrate by dividing it into contributions from di�erent kinds of van der Waals interac-

tions. �e three kinds of van der Waals interactions are London dispersion interactions,

Debye interactions and Keesom interactions.19 London dispersion interactions are purely

quantum mechanical in nature, and arise from the interaction between two instantaneous

�uctuating induced dipoles.20 Debye interactions are usually de�ned as the electrostatic

interactions between permanent dipoles/charges and induced dipole/charges.21 Keesom

interactions are frequently described as the electrostatic interactions between two per-

manent dipoles/charges;22 note however that in the discussion below we will refer to

also the electrostatic interaction between the permanent dipole moment of the adsorbed

methanol molecule and the permanent charges created by engineering polar discontinu-

ities in the graphene-BN substrate, as Keesom interactions. When analyzing our results,

we have separated out these three kinds of van der Waals interactions, so as to determine

which interaction is primarily responsible for enhanced binding.
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A possible application of such methanol + graphene-BN systems is in thermal en-

ergy storage devices such as adsorption cooling refrigerators and air conditioners. Such

devices are a�racting increased a�ention as they are environmentally friendly; they op-

erate on ‘waste heat’ and/or solar power, and do not make use of ecologically harmful

chemicals such as freons.23 In industrial processes and conventional electronics, up to

70% of the energy is actually waste heat, i.e., it does not perform any useful function.

Methods that could somehow harness this heat for a useful purpose are extremely desir-

able. A frequently used adsorbate + adsorbent pair in adsorption cooling refrigerators is

methanol + activated carbon.24 �e weight fraction of adsorbed methanol on activated

carbon is high,24 activated carbon has a high surface energy per unit mass, and can be

cheaply produced from agricultural waste such as corn husk and coconut �ber. In order

to increase the heat transfer during the operating cycle24;25 which is the key parameter

for thermal energy storage, one would like to increase the adsorption energy. Previous

experiments26;27 have shown a higher we�ing enthalpy for methanol on BN-doped car-

bon foam than on plain carbon foam. We wish to not only provide theoretical support

for these experimental results, but also to understand the underlying factors responsible

for them, so as to possibly enable one to design be�er adsorbate + adsorbent pairs for

future applications.

3.2 Systems under study

To study the adsorption of methanol, we consider six kinds of substrates (a) graphene (b)

h-BN (c) striped graphene-BN systems with armchair interfaces, (d) striped graphene-BN

systems with zigzag, (e) mixed BCN systems with a 1:1:1 B:C:N ratio, in the lowest energy

atomic arrangement as determined by previous authors,2;3 and con�rmed by us and (f)

triangular graphene islands, situated within a BN matrix, bounded by zigzag interfaces.

Top views of representative examples of these six kinds of substrate systems are shown

in Fig. 3.2. We �rst study the energetics of the interfaces in these systems as we vary the
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(a) (b) (c)

(d) (e) (f)

Figure 3.2: Top views of types of substrates considered for methanol adsorption: (a)
graphene; (b) h-BN; (c) C-BN with an armchair interface; (d) C-BN with a zigzag in-
terface; (e) mixed BCN; (f) triangular graphene island situated within BN matrix. Color
scheme for atomic spheres: C (green), B (gray), N (blue).

separation between interfaces; we then go on to study methanol adsorption for certain

speci�c separations.

For the calculation of methanol adsorption, we have chosen su�ciently large super-

cells so that interactions between periodic images of the methanol molecule (due to the

use of periodic boundary conditions in our calculations) are negligible. Accordingly, we

consider the following supercells: 5 × 5 cells for adsorption on pristine graphene and

h-BN, an 8 × 2
√

3 cell for the stripe with armchair interfaces, and a 5
√

3 ×3 cell for the

stripe with zigzag interfaces. For adsorption on a mixed BCN system with a 1:1:1 ratio

of B:C:N, we consider a 72-atom 6 × 6 unit cell, and a 7 × 4
√

3 cell for the triangular

graphene island structure within BN.

In all cases, we start from a number of di�erent initial geometries (orientations as well

as lateral shi�s of the methanol molecule with respect to the substrate), so as to enable

us to explore the potential energy surface, and give us a greater chance of �nding the

structure corresponding to the global minimum in the energy landscape.
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3.3 Computational Details

Our calculations have been performed using ab initio density functional theory (DFT),28;29

as implemented in the �antum ESPRESSO package.30 A generalized gradient approx-

imation of the PBE form31 was used to describe the exchange-correlation interactions.

Electronic wavefunctions were expanded using a plane wave basis set, with wavefunc-

tion and charge density cuto�s of 40 Ry and 400 Ry, respectively. Interactions between

ionic cores and valence electrons were described using ultraso� pseudopotentials.32 �e

Broyden-Fletcher-Goldfarb-Shanno (BFGS) scheme for minimization of a function was

used until the forces on all atoms were less than 0.001 Ry/bohr.33–36 �e Brillouin zone

was sampled with a Monkhorst-Pack37 mesh comprised of 15×15×1 k-points for the

primitive unit cells of graphene and BN, and proportionately equivalent meshes for larger

supercells. As we have considered monolayers of graphene, BN or graphene-BN as the

substrates for methanol adsorption, along the z direction (normal to the surface plane)

we introduced a vacuum spacing of 15 Å so as to reduce interactions between arti�cially

periodic images along this direction. Marzari-Vanderbilt cold smearing38 with a width of

0.001 Ry was used for be�er convergence. In order to incorporate dispersion interactions,

we have used the ‘ DFT-D2’ treatment introduced by Grimme.39

�e adsorption energy of methanol on the substrate was computed as

Eads = −(Esubs+CH3OH −Esubs −ECH3OH), (3.1)

where the three terms on the right-hand-side are the total energies from our DFT calcu-

lations of, respectively, methanol adsorbed on the substrate, the bare substrate, and an

isolated methanol molecule in the gas phase.

To visualize the induced charges upon the adsorption of methanol on the substrate,

we have plo�ed isosurfaces of the charge redistribution ∆ρ, which is given by:

∆ρ = ρsubs+CH3OH − ρsubs − ρCH3OH, (3.2)
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where the three terms on the right-hand-side are the electronic charge densities for the

systems consisting of, respectively, methanol adsorbed on the substrate, the bare sub-

strate, and an isolated methanol molecule in the gas phase. However, in this case, unlike

in Eq. (3.1), the second and third terms on the right-hand-side of Eq. (3.2) were evaluated

not at their respective equilibrium geometries, but frozen at the geometries that they

have in the combined system.

We have calculated the dipole moment of an isolated methanol molecule to be 1.60

D which is in good agreement with the experimental value of 1.69 D.40 When calculat-

ing electrostatic interactions, we assumed that this dipole moment was positioned on the

center of mass of the methanol molecule, with a direction that was easily calculated since

the three cartesian components of the dipole moment were individually computed. Kee-

som interactions were calculated by making use of permanent charges on the substrate

atoms; these permanent charges (i.e., charges in the absence of the methanol molecule)

were calculated using Natural Bond Orbital (NBO) charge analysis.41 Induced charges

(i.e., changes in the charges on both the methanol molecule and the substrate upon bring-

ing the molecule and the substrate together) were calculated by integrating lobes of the

charge redistribution ∆ρ.

3.4 Results

3.4.1 Benchmarks

First, we optimize the structure of graphene and h-BN. �e optimized la�ice parameters

of graphene and h-BN are obtained to be 2.46 Å and 2.51 Å respectively. �ese values

are in excellent agreement with the experimental values of 2.47 Å and 2.51 Å, respec-

tively.42;43 For the methanol molecule we obtain the optimal O-H and C-O bond lengths

as 0.98 Å and 1.42 Å, respectively, which are in excellent agreement with the experimental

values of 0.97 Å and 1.42 Å, respectively.40
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3.4.2 Interface formation energies

We wish to �rst check whether C-BN lateral heterostructures prefer to form a fully in-

termixed structure or to phase segregate into domains of graphene and h-BN separated

by interfaces. To investigate this, we �rst consider systems with 1:1:1 ratio of C:B:N. We

consider four kinds of systems: (a) alternating striped domains of graphene and h-BN,

separated by armchair interfaces [see, e.g., Fig. 3.2(c)], (b) alternating striped domains of

graphene and h-BN, separated by zigzag interfaces [see, e.g., Fig. 3.2(d)], (c) a low-energy

mixed structure obtained by previous authors2;3 [see, e.g., Fig. 3.2(e)] and (d) a triangu-

lar graphene island situated within a BN matrix, bounded by zigzag interfaces [see, e.g.,

Fig. 3.2(f)].

Figure 3.3: Formation energy Ef per atom as computed from DFT calculations for BCN
systems with 1:1:1 ratios for B:C:N. n is the number of B, C or N atoms in the primitive
unit cell; for the striped structures, as n increases, the separation between domain walls
increases. Results are shown for stripes with armchair interfaces (black dots), stripes
with zigzag interfaces (red squares), triangular graphene island within BN matrix (blue
diamonds), and a mixed BCN structure (green dashed line). Note that a phase segre-
gated structures of graphene and h-BN are favored over the formation of the mixed BCN
structure, and striped domains of graphene and BN separated by zigzag interfaces are
energetically most favorable for smaller domain wall separations.

In order to examine the relative stability of these di�erent BCN structures, we calculate

their formation energy with respect to graphene and h-BN. �e formation energy Ef is

given by:
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Ef = −(1/3n)(EBnCnNn
− (n/2)EC2

−nEBN); (3.3)

here, the �rst term on the right-hand-side of the equation is the total energy of a unit

cell of BCN containing n number of C, B and N atoms, EC2
is the total energy of the

primitive unit cell of graphene (containing 2 carbon atoms), and EBN is the total energy

of a primitive unit cell of BN (containing one B and one N atom).

In Fig. 3.3, we plot the formation energy Ef as a function of (1/3n) for armchair inter-

faces (black circles), zigzag interfaces (red squares) and triangular island structures (blue

diamond). Note that as n increases, the distance between domain walls also increases.

Note also that due to the imposition of periodic boundary conditions and the 1:1:1 ratio

of the three elements, we can form the triangular island structure only for certain values

of n and are also forced to bound the triangle by two C-B interfaces and one C-N inter-

face. From Fig. 3.3, we see that there is a repulsive interaction between domain walls, i.e.,

Ef decreases as n increases and 1/3n decreases. For much of the graph (corresponding

to relatively small values of n), the formation energy is lower for the zigzag interface

than for the corresponding armchair interface; however our results suggest that for large

domain widths (i.e., very small values of (1/3n) – note that the black and red dashed

lines appear to cross in this region) the situation will �ip, i.e., the formation energy of

the armchair interface becomes less than that of the corresponding zigzag interface. In

Fig. 3.3 we have also plo�ed the value of Ef corresponding to the mixed BCN structure

shown in Fig. 3.2(e) (horizontal green dashed line); we see that it lies considerably higher

in energy than the striped and triangular island structures, by about 0.12 to 0.28 eV per

atom, depending on the domain size.

Next, we look at how the formation energyEf changes with stoichiometry. To do this,

we consider 60-atom unit cells. We consider �ve kinds of systems: (a) striped domains

of graphene and h-BN separated by a zigzag interface (b) a triangular graphene island

situated within a BN matrix, bounded by zigzag interfaces, (c) three kinds of mixed BCN:

(i) ‘Mixed BCN-1’, these are structures where NC−C =NC−N =NC−B, where NX−Y is the
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Figure 3.4: Formation energy Ef per atom as computed from DFT calculations as a func-
tion of concentration of C with 1:1 ratios for B:N. Results are shown for structures where
the primitive unit cell contains 60 atoms, for stripes with zigzag interfaces, triangular
graphene islands within BN matrix, and three kinds of mixed BCN structures (see text
for descriptions). Note that striped domains of graphene and h-BN separated by zigzag
interfaces are energetically most favorable for all concentrations and the di�erence in
formation energy between di�erent structures increases as the percentage of C atoms
increases.

number of nearest-neighbor bonds between atoms of species X and Y , (ii) ‘Mixed BCN-

2’, these are structures where 2NC−C =NC−N =NC−B, and (iii) ‘Mixed BCN-3’, these are

structures were NC−C = 0 and NC−N =NC−B.

Fig. 3.4 shows the formation energy Ef as a function of the concentration of C atoms

present in the system. For all the concentrations considered, the striped zigzag C-BN

interface is most favored, followed by the triangular graphene island within the BN ma-

trix and then Mixed BCN-1, Mixed BCN-2 and Mixed BCN-3, respectively. One piece of

important information we extract from Fig. 3.4 is that the di�erence in formation energy

between di�erent structures increases as the percentage of C atoms increases. We note

that this energetic ordering is in agreement with a previous report in the literature44 that

there is an hierarchy of the energetic stability of bonds of di�erent types, given by B-N >

C-C > C-N > C-B > B-B > N-N (with B-N being the most stable and N-N being the least

stable). We also conclude that although the striped zigzag C-BN interface is the lowest

in energy for a given stoichiometry, the triangular graphene island within a BN matrix
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is only slightly higher in energy, and one is therefore quite likely to �nd such structures

present. We note that this conclusion is supported by experimental reports.45

3.4.3 Polar Discontinuity and Lines of Charge

�e zigzag C-BN interface is polar whereas the armchair C-BN interface is non-polar.46

For zigzag interfaces, due to the polar discontinuity between graphene and h-BN, a bound

charge appears at the interface. In the thermodynamic limit, this bound charge is per-

fectly balanced by a free carrier charge density λfree; this is called the polar catastro-

phe.13;14

In this context, we consider two types of con�gurations. In both the cases the unit

cell consists of 20 C atoms, 20 B atoms and 20 N atoms. In the �rst case, we consider a

striped zigzag C-BN interface and in the second case we consider a triangular island of C

within BN matrix. Note that while all three sides of the triangle have zigzag interfaces,

two of the sides have C-B bonds, whereas the third side has C-N bonds; only in this way

was it possible to have the same number of C, B and N atoms in the two structures shown

in panels (a) and (b).

It is of interest to compare the amount of charge at the interfaces of these two struc-

tures. For easy visualization of the charge at the interface, one can employ various meth-

ods. We �rst do this by employing a ‘trick’. In Fig. 3.5 we show two charge di�erence

plots between the C-BN systems (striped zigzag and island structure) and a graphene

sheet, i.e., a system in which all the atoms are carbon atoms. In the parts of the C-BN

system consisting of carbon atoms, the charge di�erence ∆ρ is zero, since the C-BN sys-

tem and graphene have essentially the same charge density. However, in the BN domain,

such a charge di�erence plot shows clearly the ionic nature of the bonding, with red lobes

(indicating an area of excess negative charge) surrounding N atoms, and blue lobes (in-

dicating an area of excess positive charge) surrounding B atoms. Because of the highly

symmetric arrangement of B and N atoms in h-BN, in the interior of the BN domain,

the net dipole moment is zero. However, this symmetry is broken at the interface, and
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(a) (b)

(c) (d)

Figure 3.5: Top views showing atomistic structure and charge di�erence plots. Structure
of (a) striped domains of graphene and h-BN separated by a zigzag interface; (b) triangular
graphene island situated within BN matrix. Charge density di�erence plots between the
C-BN systems and a system in which all the atoms are replaced by carbon atoms, for
(c) striped domains of graphene and h-BN separated by a zigzag interface; (d) triangular
graphene island situated within BN matrix. In (c) and (d), red and blue lobes correspond
to a gain and loss of electronic charge respectively. Isosurfaces corresponding to ∆ρ =
±0.009 e/(bohr)3 have been plo�ed. Color scheme for atomic spheres: C (green), B (gray),
N (blue).

one sees that a line of charge is created at the zigzag interfaces [see Fig. 3.5 (a)]. In this

�gure, we have only shown the C-B zigzag interface, at which a line of negative charge

(red lobes) appears, there will be a similar line of positive charge at the C-N interface.

Similarly, for the island structure, (see Fig. 3.5 (b)) there are lines of negative charge at

the two sides of the triangle that feature C-B bonds, and positive charge on the third side

featuring C-N bonds. However, we can see that there is a larger negative charge at the

apex of the triangle where the two sides composed of C-B bonds meet. On comparing (a)

and (b), as well as on evaluating the magnitude of the interfacial charge, one �nds that
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the charges are larger in (b) than in (a). �is is because of depolarizing �elds are larger

in (a), both because of the larger separation between domain walls and the orientation of

the domain walls.

Figure 3.6: Charge localization at interfaces, as calculated by the NBO method. (a) Total
charge on each atom as a function of its x coordinate (b) sum of charges of successive
pairs of atoms, as a function of x, and (c) Di�erence between charge on each atom in the
striped domain structure and the corresponding species of atom in the bulk material, as
a function of x �e unit cell of the striped zigzag C-BN interface consists of 20 C, 10 B
and 10 N atoms, as shown in the bo�om of the �gure. Color scheme for atomic spheres:
C (green), B (gray), N (blue).

We will now depict the lines of charge at the interface in another way. In Fig. 3.6(a),

we have plo�ed the charge (as obtained using the NBO analysis) on each atom in the

primitive unit cell for the striped zigzag structure shown at the bo�om of panel (c). We

see that in the graphene region, all atoms have charge zero, whereas in the BN region, the

boron/nitrogen atoms have positive/negative charge. �ere is however a change in the

charges at the interface region. If we integrate the charges over a region of x correspond-

ing to 2.155 Å, we see in Fig. 3.6(b) that we have net zero charge in the interior of both the

graphene and BN domains. However, we have a positive charge at the zizgag interface

featuring C-N bonds, and a negative charge at the interface featuring C-B bonds. �is
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charge is seen to be localized in the neighborhood of the two interfaces. Panel (c) shows

the same information as panel (a), but this time showing ∆Q, the di�erence in charge Q

between the atoms in the striped zigzag system and an atom of the same species in a bulk

system.

Figure 3.7: Di�erence between total charge on each atom and charge on each atom in the
corresponding bulk system (i.e., no interfaces present) for (a) striped zigzag C-BN inter-
face and (b) graphene island within BN matrix has been shown by the color gradient. �e
blue color denotes maximum positive charge and red color denotes maximum negative
charge. �e intermediate colors denote the amount of charge according to the color bar
shown on the right hand side. Fig. 3.7(b) may be compared with Fig. 3.5(b)

We will now show the localization of lines of charge at the interface in a third way.

In Fig. 3.7 we have plo�ed again the atomistic structure of the two systems, but this time

each atom is colored according to ∆Q, following the color bar on the right of the �gure.

An aqua green color represents ∆Q = 0; we see that most atoms have this color; i.e., they

have the same charge as they would have in the bulk system. However, in Fig. 3.7(a), we

see that for the striped system, we have negative/positive lines of charge at the zigzag

C-B/C-N interfaces. In Fig. 3.7(b), we see that the lines of charge on the two C-B sides

are slightly more negative, and on the C-N side are strongly more positive. However, the

largest |∆Q| is seen to occur at the apex of the triangle, where the two C-B sides meet,

where we have a strong localization of negative charge.
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3.4.4 Adsorption of Methanol

Next, we consider the adsorption of a methanol molecule on the six kinds of substrates:

(a) graphene, (b) h-BN, (c) a striped armchair interface between graphene and h-BN, (d) a

striped zigzag interface between graphene and h-BN, (e) a mixed BCN with a 1:1:1 B:C:N

ratio and (f) a triangular graphene island, situated within a BN matrix, bounded by zigzag

interfaces.

By considering various initial geometries, we have obtained a number of stable ad-

sorption geometries for methanol on graphene. Eight examples are shown in Figs. 3.8(a)–

(h), they are labeled C1–C8 in order of decreasing stability. A top view of the most favored

adsorption geometry C1 for methanol on graphene is shown again in Fig. 3.9(a). We ob-

tain Eads = 0.26 eV, which is close to an earlier reported value of 0.22 eV.47 In the lowest

energy con�guration, the O-H bond of the methanol molecule is pointed towards a hol-

low site on the graphene sheet, and the C atom of the methanol molecule is positioned

vertically atop a C atom of the graphene sheet. �e O and C atoms of methanol lie at

vertical heights of 3.20 Å and 3.21 Å respectively, above the graphene sheet, i.e., the O–C

bond in methanol lies almost parallel to the graphene substrate.

Similarly, we �nd a number of stable adsorption geometries for methanol on h-BN.

Eight examples are shown in Figs. 3.8(i)–(p); they are labeled again C1–C8 in order of

decreasing stability. �e top view of the most favored adsorption geometry C1 on h-BN

is shown again in Fig. 3.9(b). For this geometry, we obtain Eads = 0.29 eV, i.e., the binding

is increased by 11% relative to that on graphene. In this lowest energy con�guration, the

O-H bond of methanol now points toward an N atom on the h-BN substrate rather than

a hollow site, and the C atom in methanol now lies vertically above a bridge site on the

substrate. �e O atom of the methanol is also now somewhat closer to the substrate than

it was on graphene: it now sits at a vertical height of 3.15 Å above the substrate; however

the C atom of methanol sits at a height of 3.22 Å.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 3.8: Top views of di�erent stable adsorption geometries obtained for methanol
on graphene and h-BN; (a)-(h) are the C1-C8 con�gurations for methanol on graphene
and (i)-(p) are the C1-C8 con�gurations for methanol on BN. Color scheme for atomic
spheres: C-graphene (green), C-methanol (yellow), H (black), O (red), B (gray), N (blue).

Next, we consider the adsorption of methanol on two types of striped C-BN interfaces:

armchair and zigzag. �e top views of the most favored adsorption geometries are shown

in Figs. 3.9(c) and 3.9(d), respectively. In these most favored geometries, the adsorption

energy is 0.31 eV for the armchair interface and 0.34 eV for the zigzag interface. �us, by

creating striped C-BN interfaces, the binding of methanol can be increased by up to 16%
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(a) (b) (c)

(d) (e) (f)

Figure 3.9: Top views of the optimal adsorption geometries for methanol on the six dif-
ferent kinds of substrates considered: (a) graphene; (b) h-BN; (c) C-BN with an armchair
interface; (d) C-BN with a zigzag interface; (e) mixed BCN; (f) triangular graphene island
within BN. Color scheme for atomic spheres: C-graphene (green), C-methanol (yellow),
H (black), O (red), B (gray), N (blue).

(at armchair interfaces) and up to 31% (at zigzag interfaces), with respect to the binding

on graphene. For a striped zigzag C-BN system, there are two kinds of interfaces: C-B and

C-N. Of these two, we �nd that adsorption is more favorable on the former; on the la�er

kind of interface, the highest value of Eads found by us is 0.24 eV. �is can be understood

by steric considerations. Upon looking at the charges on an isolated methanol molecule,

we �nd that there is a positive charge of 0.59 e on the O atom, and there is a negative

charge of -0.64 e on the C atom (there is almost no net charge on the H atoms). Since

the C atom is in the interior of the molecule whereas the O atom is closer to the exterior,

it is more favorable for the positively charged O atom to come close to the negatively

charged C-B interface, thereby lowering the electrostatic energy.

For methanol adsorption on mixed BCN, the top view of the most favored adsorption

geometry is shown in Fig. 3.9(e). �e binding is signi�cantly increased with respect to
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graphene, withEads = 0.35 eV, an enhancement of 32% over that on graphene. �ough this

value of Eads is very slightly higher than that on a striped C-B zigzag interface, we recall

that we have found that the mixed con�guration of the substrate is not energetically

favored, compared to structures where domains of graphene and h-BN are separated by

zigzag or armchair interfaces.

Finally, we consider the adsorption of methanol on the triangular graphene island

within a BN matrix. �e adsorption energy is highest in this case with Eads = 0.43 eV. �is

corresponds to an enhancement of 65% in the adsorption energy over that on graphene.

In the most favored geometry the O-H bond of the methanol molecule is pointed towards

the vertex of the triangle where two C-B interfaces meet, and the C atom of the methanol

molecule is positioned vertically atop the B atom at the vertex. �e O and C atoms of the

methanol molecule lie at vertical heights of 3.02 Å and 3.07 Å respectively.

3.5 Analysis and Discussion

We want to examine the di�erent factors that are playing role in determining the ener-

getics and favored con�gurations. As mentioned above, we will separate out the contri-

butions from London, Debye and Keesom interactions, where interactions between the

permanent dipole moment of the methanol molecule and the lines of charge that appear

at C-B and C-N interfaces are subsumed into the Keesom interactions.

We will �rst discuss what factors determine the most favored geometry of a methanol

molecule on pristine graphene and pristine BN. For both these substrates, we have found

a number of stable geometries, with a wide range of values of Eads. �e top views of some

of these di�erent possible adsorption geometries for a methanol molecule adsorbed on

graphene and BN are shown in Fig. 3.8

From our DFT calculations, it is possible to extract the contribution from London

dispersion to the total energy of a con�guration and hence the adsorption energy. For

methanol adsorbed on the substrate, the dispersion contribution EL is given by:
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EL = −(Edisp
subs+CH3OH −E

disp
subs −E

disp
CH3OH), (3.4)

where the three terms on the right-hand-side of the equation are the contribution from

London dispersion interactions (LDI) to the total energy of the corresponding systems.

(a) (b)

Figure 3.10: Bar charts indicating results from DFT calculations for the adsorption energy
Eads and the corresponding value of EL, the contribution to it from London dispersion in-
teractions, for methanol adsorbed on (a) graphene and (b) h-BN.Eads and EL are indicated
by black and magenta bars, respectively. C1–C8 are eight low-energy stable adsorption
geometries shown in Fig. 3.8.

In Figs. 3.10(a) and 3.10(b), we have shown the values of Eads (black bars) and EL (ma-

genta bars online) for several di�erent stable con�gurations, for adsorption on graphene

and h-BN, respectively. We can see that the trends in Eads follow the trends in EL; i.e.,

to a pre�y good approximation, we can conclude that the relative ordering of the ener-

getics of di�erent adsorption geometries is determined by the strength of LDI in these

geometries – when we are considering adsorption on pure graphene or pure h-BN.

We have mentioned above that as the distance between neighbouring interfaces in-

creases, there is a greater amount of free charge in the system that can partially balances

the bound charge that appears at the interfaces due to the discontinuity in polariza-

tion.�us, one would expect that as the distance between interfaces increases, the bound

charge at the interface should decrease, and the adsorption energy should also decrease.

To verify whether this is indeed true, we have considered four di�erent graphene-BN
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interfaces: (a) a graphene island within a BN matrix where there is essentially no com-

pensation of bound charge by free charge (b) a striped system where the neighbouring

zigzag interfaces are 10.85 Å far apart (c) a striped system where the neighbouring zigzag

interfaces are 21.76 Å far apart (d) a striped system where the neighbouring zigzag in-

terfaces are 42.79 Å far apart. For all these systems, we have considered adsorption of

methanol.

Figure 3.11: Adsorption energy as a function charge at the interface for graphene island
within BN matrix and three striped zigzag C-BN interfaces with neighbouring interfaces
10.85 Å 21.76 Å and 42.79 Å far apart. �e plot shows a linear relationship between Eads
and the charge at the interface.

From Fig. 3.11 we can see that for striped zigzag C-BN interfaces, as the distance

between the interfaces increases, the total charge at the interfaces decreases. We �nd

that indeed, as a result, the adsorption energy also decreases. From the �gure, we �nd

that the adsorption energy of methanol on the substrates correlates quite well with the

charge at the interface.

When we consider all six substrates for methanol adsorption, for all the lowest energy

con�gurations as shown in Fig. 3.9, the value of EL is more or less the same although

the values of Eads di�er signi�cantly on these six di�erent substrates. �us, though the

majority of the binding comes from London dispersion interactions, the enhancement in

binding on going from graphene to h-BN and further to BCN, cannot be explained by

an increase in the contribution from London dispersion interactions. In Fig. 3.12(a) we

have split up the contribution to EL from interactions of the methanol molecule with C,
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(a)

(b)

Figure 3.12: (a) Bar chart indicating the contributions from di�erent types of atoms in
the substrate to EL, for the lowest energy geometry on each of the six kinds of sub-
strates considered. While the magenta bar shows the total value of EL, arising due to
London interactions between the methanol molecule and all the atoms in the substrate,
the green, gray and blue bars show the individual contributions to EL from the interac-
tion of methanol with C, B and N substrate atoms, respectively. �e substrate labels C,
h-BN, A C-BN, BCN and island structure correspond to graphene, boron nitride, armchair
interface, zigzag interface, mixed BCN and island structure of graphene inside BN sheet
respectively. (b) Bar chart indicating the stepwise enhancement in adsorption energy
Eads as one proceeds from one substrate to the next, and its break-up into contributions
from the three di�erent kinds of van der Waals interactions. �e adsorption energy Eads
computed from DFT is shown by black bars, while the contributions from London, Debye
and Keesom interactions are shown by magenta, maroon and orange bars, respectively.

B and N atoms of the substrate, respectively, for the lowest energy adsorption geometries

for the six kinds of substrates considered in this study. We see that though the relative

and absolute sizes of these contributions is di�erent in each case, they add up to yield

approximately the same value of EL, as we had already mentioned above.

Next to quantify the electrostatic interactions, we consider the permanent charges on

the substrate, permanent dipole moment of methanol molecule, induced charges on the
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(a) (b)

(c) (d)

(e) (f)

Figure 3.13: Redistribution of electronic charge upon the adsorption of methanol on
(a) graphene (b) BN (c) zigzag C-BN (d) armchair C-BN (e) mixed BCN (f) island struc-
ture. Red and blue lobes correspond to a gain and loss of electronic charge respectively.
�e isosurfaces corresponding to ∆ρ = ±0.0006 e/(bohr)3 are plo�ed. Color scheme for
atomic spheres: C-graphene (green), C-methanol (yellow), H(black), O (red), B (gray), N
(blue).

substrate and induced charges on the methanol molecule. Accordingly, in Fig. 3.13 we

have plo�ed the isosurfaces of the charge redistribution ∆ρ [recall Eq. (3.2)] for the most

favored adsorption geometries on the six kinds of substrates considered here.

From Fig. 3.13 we can say that for all the six cases, upon methanol adsorption, there is

induced electron density in theπ cloud of the substrate, just below the methanol molecule

[large red lobes in Figs. 3.13(a)–(f)] and an induced multipole on the methanol molecule.

�e strength of this induced multipole increases from Fig. 3.13(a) to Fig. 3.13(f), re�ecting

also the increase in Eads.

Next, we wish to quantify the contributions to adsorption energy from di�erent kinds

of van der Waals interactions. We have already seen (recall green bars Fig. 3.12) that the
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contribution EL to all six systems is almost the same. �is is quite interesting, given that

the adsorption geometries in the six systems look quite di�erent: in some of them, the

C atom in methanol sits at an atop site, and in others it sits at a bridge site. However,

we note that there are certain similarities also, e.g., in all six cases, the polar O-H bond

in methanol points toward a substrate atom; moreover, this substrate atom is always a C

atom, except for the case of a BN substrate, where no C atoms are present in the substrate.

As for all the substrates, the value of EL is same, it follows that enhancements in Eads

on going from graphene to the other substrates must arise from various kinds of elec-

trostatic interactions. We �rst look at the Debye contribution ED . �is comes from the

electrostatic interactions between the permanent moment of the methanol molecule and

the induced charges on the substrate, and the electrostatic interactions between the in-

duced charges on the methanol molecule and permanent charges on the substrate atoms.

�e Debye contribution can be calculated using the formula

ED =
∑
i

qind
i

4πε0

~µperm ·Ri

Ri
3 +

∑
j,k

Qind
j q

perm
k

4πε0rjk
, (3.5)

where i and j run over all the lobes of induced charge in the substrate and the methanol

molecule, respectively, and k runs over all the atoms in the substrate; qind
i and Qind

j are

the total charge contained in the ith lobe of induced charge in the substrate, and the jth

lobe of induced charge in the methanol molecule, respectively, qperm
k is the permanent

charge on the substrate atom k, ~µperm is the permanent dipole moment of the methanol

molecule; Ri is the vector connecting the weighted center of the ith lobe of induced

charge in the substrate to the center of the methanol dipole moment, rjk is the distance

from the weighted center of the jth lobe of induced charge in the methanol molecule

to the kth atom in the substrate; ε0 is the permitivity of free space. �e �rst term on

the right-hand-side of Eq. (3.5) denotes the electrostatic interaction between the perma-

nent moment of the methanol molecule and the induced charges on the substrate, while

the second term on the right-hand-side of Eq. (3.5) denotes the electrostatic interaction

between the induced charges on the methanol molecule and permanent charges on the
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substrate atoms. Note that both these terms converge slowly with the distances Ri and

rij , and therefore have to be summed carefully. Also note that the second term is absent

for adsorption on a graphene system, for which there are no permanent charges on the

substrate; however, we actually �nd that the contribution from this second term is very

small for the other cases too.

�e contribution from Debye interactions to Eads is plo�ed in Fig. 3.12(b) (see the ma-

roon bars). We see that while there are small di�erences in ED between the six systems,

the overall contribution from Debye interactions is fairly negligible, and cannot explain

the observed trends in Eads.

Finally, we compute EK , the contribution from Keesom interactions to Eads; the Kee-

som interactions are the interactions between permanent moments/charges. �e Kee-

som interaction includes the electrostatic interaction between permanent moment of the

methanol molecule and the localized charges that appear on the substrate at interfaces.

�e contribution from Keesom interactions can be calculated using the formula

EK =
∑
i

q
perm
i

4πε0

~µperm ·Di

Di
3 +

∑
j

1
4πε0

[~µperm · ~µperm
j

dj
3 − 3

(~µperm ·dj)(~µ
perm
j ·dj)

dj
5

]
, (3.6)

where i runs over all the atoms in the substrate and j runs over all the periodic images

of methanol molecules; qperm
i is the permanent charge on the substrate atom i, ~µperm

j

is the permanent dipole moment of the jth periodic image of methanol molecule, Di is

the vector connecting the central methanol dipole and the permanent charges on the

substrate and dj is the vector connecting the central methanol dipole and jth periodic

image of methanol dipole. �e �rst term of the right hand side of Eq. (3.6) denotes the

electrostatic interaction between the permanent moment of the methanol molecule and

the permanent charges on the substrate, while the second term of the right hand side

of the Eq. (3.6) denotes the electrostatic interaction between the periodic images of the

methanol molecule.
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�e values of EK for the six kinds of substrates are plo�ed in the last set of bars (or-

ange online) in Fig. 3.12(b). For methanol on graphene, the Keesom interaction is zero

as there are no permanent charges on the substrate. �e Keesom interaction increases

as we move on to h-BN, the armchair graphene-BN interface, the zigzag graphene-BN

interface, mixed BCN and the triangular island structure. For adsorption on h-BN, we

note that though there is no net dipole moment on the BN sheet, individual B-N bonds

are ionic and hence polar in nature. Since the methanol molecule is not positioned sym-

metrically with respect to the BN sheet, but lies closer to a N atom [see Fig. 3.9(c)] there is

an overall contribution to EK from the Coulomb interaction between the dipole moment

of methanol and the permanent charges on the B and N atoms. If we compare the trends

in the black bars (adsorption energy) and orange bars (Keesom energy) in Fig. 3.12(b), we

can conclude that the progressively enhanced binding of methanol on the various kinds

of interfaces comes almost entirely from Keesom interactions, i.e., from electrostatic in-

teractions between the permanent dipole moment on the methanol molecule and charges

induced at B-C and B-N interfaces on the substrates.

3.6 Conclusions

In summary, we have used density functional theory, incorporating van der Waals in-

teractions, to study the adsorption of methanol on graphene, h-BN, an armchair C-BN

interface, a zigzag C-BN interface, mixed BCN and a triangular graphene island within a

BN matrix.

We have shown that striped zigzag and armchair C-BN interfaces are more favorable

to form than mixed BCN structures. For small domain widths, zigzag C-BN interfaces

are more energetically favorable, however our results suggest that for very large widths,

armchair interfaces should become lower in energy. �ough less favorable energetically

than striped interfaces, small triangular graphene islands within a BN matrix are only

slightly higher in energy, and therefore quite likely to form.
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We �nd that the adsorption energy of a methanol molecule increases as the substrate

is changed from graphene to h-BN to systems containing interfaces between graphene

and BN. �e strongest adsorption of methanol is observed at the apices of triangular in-

clusions of graphene situated within a BN matrixl with an enhancement in the adsorption

energy of 65% relative to that on pristine graphene. �is �nding supports recent exper-

imental reports that methanol binds more strongly on BN-doped carbon foam than on

plain carbon foam.48;49

Further, we analyze the various contributions to binding by separating into di�er-

ent kinds of van der Waals interactions. We �nd out that although London dispersion

interactions are responsible for the majority of the binding, their contribution is almost

the same for all the kinds of substrates considered. Even though Debye interactions are

larger for adsorption on h-BN than on graphene, and even larger for the C-BN interfaces

and BCN, their contributions to binding are fairly small and can be largely neglected.

We have shown that the enhancement in binding on the substrates containing C, B and

N atoms arises almost entirely due to Keesom interactions, with the major component

being the electrostatic interaction between permanent charges on the substrate and the

permanent dipole moment of the methanol molecule. Our results can provide guidance

for how to increase the binding of polar molecules on adsorbents. One possible area

where such insights can possibly be applied is that of designing materials for thermal

energy storage.
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Chapter 4
Structural and Dynamical Properties of

H2O on Graphene Oxide

4.1 Introduction

In this chapter, we have studied the properties of water on graphene oxide. �is sys-

tem has relevance for a number of di�erent possible applications, include fuel cells and

�ltration.

Fuel cells have several bene�ts over conventional combustion-based technologies cur-

rently used in many power plants and passenger vehicles. �ey can operate at higher

e�ciencies than combustion engines and can convert chemical energy to electrical en-

ergy with e�ciencies of up to 60%. Moreover, fuel cells can eliminate pollution caused

by burning fossil fuels.

�ere are several types of fuel cells available, and each has its advantages and limita-

tions. Proton exchange membrane (PEM) fuel cells deliver high power density, and have a

low weight to volume ratio as compared to other fuel cells; they also have a pollutant-free

operation. PEM fuel cells are used primarily for transportation applications.

�e electrolyte plays a key role in fuel cells. Ideally, it must permit transport of only

the appropriate ions (protons) between the anode and cathode. To date, the most com-

monly used electrolyte in PEM fuel cells has been a material named na�on, due to its

77



78 Chapter 4.

wide range of possible operating conditions and high conductivity. However, there are

certain limitations of na�on: high cost, fuel crossover, and the water uptake capacity is

also not so high. 1;2

Recently, it has been reported that graphene oxide has a higher capacity for water

uptake as compared to na�on.3 Graphene oxide (GO) has an uptake capacity of 31.1% of

water, as compared to 25.6% in na�on. Moreover, graphene oxide is much cheaper than

na�on. In recent experiments, it has been shown that the conductivity of single layer

graphene oxide increases almost linearly from 6 × 10−7 Scm−1 at 55% relative humidity

to 2 × 10−4 S cm−1 at 90% relative humidity.4;5

Previous authors have shown that graphene oxide can be used as a nanosieve.6 �ough

free-standing graphene oxide membranes were completely impermeable to gases, wa-

ter vapour permeated through hydrophilic capillary channels that formed between the

hydrophobic bare graphene areas of the graphene oxide sheet. �e water transport

was claimed to be ultrafast due to the absence of friction between the water molecules

and the hydrophobic walls of the capillaries. In previous work, Wei et al. have stud-

ied water �ow between graphene sheets, hydroxyl-functionalized graphene sheets and

partially-functionalized graphene sheets, using classical molecular dynamics.7 �ey con-

cluded that fast transport was due to the formation of porous microstructures, rather than

boundary slip processes.

It has also been suggested that suitably modi�ed graphene oxide can be used for

water spli�ing. Recently, it has been shown that as graphene oxide consists of large

surface area with multiple functional groups, it can be used as an electron sink for metal-

containing photocatalysts.8 Unpaired π-electrons on graphene oxide can bond with the

metal atoms of wide band gap materials such as TiO2 or ZnO to extend the range of

the photocatalysts. With appropriate tuning of oxygen functionalities, the conduction

band minimumn(CBM) and valence band maximum (VBM) fall at energies that make the

material suitable for oxygen and hydrogen generation.
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In recent years there has been considerable interest in studying the structure and dy-

namical properties of water in one and two-dimensional con�gurations,9;10 and how the

properties of such water structures are di�erent than three-dimensional bulk water. For

example, it has been shown that for water inside carbon nanotubes of suitable diameter,

a single chain of water molecules can form.9 In bulk water, each water molecule forms,

on average, nearly four hydrogen bonds, whereas, in such a one-dimensional (1D) chain,

each molecule loses on average two of its four hydrogen bonds. Also it has been found

that the average orientation of the water dipole with respect to the nanotube axis is 35◦,

i.e., water molecules are ordered more along the nanotube axis than in the directions per-

pendicular to the axis. �e rotational motion of water dipole in these 1D chains is very

slow due to the rigid hydrogen bonded network. It has a relaxation time constant of 0.3

ns. �e di�usion coe�cient of water in these 1D chains is 1.6 × 10−17 cm2/s.

A two-dimensional layer of water molecules forms 10 between two graphene sheets

at a separation of 6.8 Å. �e average number of hydrogen bonds per water molecule in

these two dimensional network is 2.7. �e rotational motion of water molecules in this

layer is faster than in bulk water. It has relaxation time constant of 4.2 ps. �e di�usion

coe�cient of this two dimensional water layer is 1.2 × 10−5 cm2/s.

In this chapter, we have used ab initio density functional theory and ab initio molec-

ular dynamics to study the energetics, structural and dynamical properties of water on

graphene oxide. As graphene oxide consists of patches of densely functionalized regions

separated by bare graphene regions,11;12 we look at how the structural properties over

the bare graphene and functionalized graphene regions change with increasing water

uptake. We have also computed dynamical properties such as the mean squared dis-

placement and dipole orientational correlation for di�erent water uptake and compare

the results with water in one- and two-dimensional con�gurations.
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(a) (b)

(c)

Figure 4.1: Top views of the three kinds of substrates considered (a) graphene (b) periodic
graphene oxide and (c) zigzag graphene oxide. Color scheme for atomic spheres: C (gray),
O (yellow), H (black).

4.2 Systems under study

To study the energetics, structural and dynamical properties of water we have considered

three kinds of substrates: (a) bare graphene (b) graphene that is densely functionalized

with epoxy and hydroxyl groups, that we refer to as periodic graphene oxide (PGO) and

(c) graphene that contains patches of bare graphene and densely functionalized regions,

separated by a zigzag interface, we will refer to this as zigzag graphene oxide (ZGO).

Fig. 4.1(a) shows the bare graphene substrate.

Our model for PGO [see Fig. 4.1(b)] is taken from the work of Wang et al. 13 It features

a repeating motif of a triplet of functional groups (two -OH groups on one side of the

graphene sheet and one -O- on the other side) a�ached to a sixfold carbon ring.

�e PGO model is not very realistic, since it is known that in reality, graphene oxide

consists of patches of bare graphene and patches that are densely covered with functional
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groups.11;12 Accordingly, for a more realistic representation of graphene oxide, we use

the ZGO model shown in Fig. 4.1(c).

For static density functional theory (DFT) calculations, we have used a (5 × 5) super-

cell of pristine graphene (containing 50 C atoms) and 2
√

3 × 2
√

3 cell of PGO (containing

48 C atoms). For both static and dynamic calculations of water on ZGO, we have used a

substrate unit cell that measures 17.06 Å × 14.78 Å, containing 96 C atoms. �e vacuum

region above the substrate was 20 Å.

For molecular dynamics calculations of H2O on ZGO, we have considered relative

vapour pressures P /P0 of 0.6, 0.7 and 0.8; here P is the vapour pressure of the water

molecules in the system, and P0 is the saturation vapour pressure of bulk water. From

Grand Canonical Monte Carlo (GCMC) simulations using classical potentials performed

by our collaborators, we �nd that under these conditions, there are 36, 45 and 61 H2O

molecules, respectively. in the simulation cell.

Calculations on bulk water are done using a cubical simulation cell with side 12.3 Å,

containing 64 H2O molecules.

4.3 Computational Details

We have performed ab initio density functional theory (DFT)14;15 and ab initio molecu-

lar dynamics (AIMD)16–18 calculations to study the energetics, structural and dynamical

properties of water on graphene oxide substrates. All the calculations have been per-

formed using the �antum ESPRESSO package.19

To describe the exchange-correlation interactions we have used the Becke-Lee-Yang-

Parr (BLYP)20;21 functional as it has been been reported to correctly predict the struc-

tural properties of water.22–24 Electronic wavefunctions were expanded using a plane
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wave basis set with wavefunction and charge density cuto�s of 40 Ry and 400 Ry, respec-

tively. Interactions between ionic cores and valence electrons were described using ul-

traso� pseudopotentials.25 Structural optimizations were performed using the Broyden-

Fletcher-Goldfarb-Shanno (BFGS) scheme, until the Hellmann-Feynman forces on all the

atoms being relaxed were less than 0.001 Ry/bohr.26–29 Marzari-Vanderbilt cold smear-

ing30 with a width of 0.001 Ry was used for be�er convergence. �e interaction of water

with graphene oxide is in the range of energies typical of van der Waals interactions. It

is well known that dispersion interactions are not incorporated in ‘conventional’ DFT. In

order to have an accurate yet computationally a�ordable treatment of London dispersion

interactions we have made use of the “DFT-D2” treatment introduced by Grimme.31;32.

�e adsorption energy, Eads, for n H2O molecules on the substrate was calculated

using

Eads = −(Esubstrate+nH2O −Esubstrate −nEH2O), (4.1)

where Esubstrate+nH2O, Esubstrate and EH2O are the total energies for the (substrate + n

H2O) system, substrate and a H2O molecule in the gas phase, respectively. Note that ac-

cording to this de�nition, Eads will contain contributions from both the binding between

the water molecules and the substrate, and the water molecules with each other.

To calculate the structural and dynamical properties of water on a graphene oxide

substrate, we have performed ab initiomolecular dynamics simulations.16–18 More specif-

ically, we have performed Car-Parrinello molecular dynamics (CPMD)33 as it is compu-

tationally cheaper than Born-Oppenheimer molecular dynamics (BOMD).16

As initial structures for the CPMD simulations, we have used con�gurations ob-

tained by M. Rajasekaran and K.G. Ayappa, who performed Grand Canonical Monte Carlo

(GCMC) simulations at di�erent partial pressures. We have taken the initial structures

from GCMC simulations performed for P /P0 = 0.6, 0.7 and 0.8, where P is the vapour

pressure of the water molecules and P0 is the saturation vapour pressure of bulk water.



4.4 Results 83

Accordingly, the number of water molecules in the unit cconsidered for CPMD calcula-

tions for P /P0 = 0.6, 0.7 and 0.8 was 36, 45 and 61 respectively. �e molecular dynamics

was performed at a constant temperature of 298 K using the Nosé-Hoover thermostat.

We have used the velocity Verlet algorithm for the propagation of the electrons and ions.

�e total simulation time for each run was 50 ps, of which the �rst 10 ps of data was

discarded when analyzing the data. �e timestep for the MD calculations was 0.24 fs.

4.4 Results

4.4.1 Energetics of water on graphene and graphene oxide: statics

In this section we have studied the energetics of water on graphene and graphene oxide,

using density functional theory.

Adsorption of a single water molecule on graphene and graphene oxide

First we have considered the adsorption of a single water molecule on graphene and

graphene oxide substrate to compare their adsorption energies.

We have considered various possible initial orientations of water on graphene and

we �nd that the most stable �nal con�guration is the one-leg structure as shown in Figs.

4.2(a) and (b). In this most stable con�guration, the calculated adsorption energy of a

single water molecule on graphene is 0.071 eV. Previous theoretical calculations for a

single H2O adsorbed on graphene obtained Eads to be in the range of 0.007 - 0.139 eV,

depending upon the various exchange-correlations functionals used34. �ey have found

the same one-leg con�guration as the lowest energy geometry. By analyzing the di�erent

contributions to the adsorption energy, we �nd that the binding of water to graphene

arises almost entirely from London dispersion interactions. In this favored adsorption

geometry, the O-H bond of the water molecule is atop C and the oxygen atom of the

water molecule is at 3.39 Å from graphene.

Similarly, the most stable con�guration for the adsorption of a single water molecule
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(a) (b)

(c) (d)

Figure 4.2: Top and side views of the optimal adsorption geometries for (a),(b) water on
graphene; (c),(d) water on ZGO; Color scheme for atomic spheres: C-graphene (gray),
O-substrate (yellow), O-water (red), H (black).

on ZGO is shown in Figs. 4.2 (c) and (d). We �nd that the water molecule prefers to bind

on the functionalized part of the ZGO, rather than on the bare graphene part. In the

most stable con�guration, Eads on ZGO is 0.552 eV, which is a signi�cant enhancement

compared to the value on pristine graphene. In this most stable con�guration, the wa-

ter molecule forms three hydrogen bonds, one with an epoxy group and two with two

hydroxyl groups.

In order to be�er understand the various contributions to the enhanced binding of

water on ZGO, we will consider separately the binding of H2O to a (5 × 5) graphene

supercell functionalized either with a single epoxy group or a single hydroxyl group.

�e most favored adsorption geometries for these cases are shown in Figs. 4.3 (a),(b) [for

epoxy] and Figs. 4.3 (c),(d) [for hydroxyl].

For water on graphene, we had obtained Eads = 0.071 eV. �is increases for the epoxy
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(a) (b)

(c) (d)

Figure 4.3: Top and side views of the optimal adsorption geometries for (a),(b) water
on graphene functionalized with one epoxy group; (c),(d) water on graphene function-
alized with one hydroxyl group. Color scheme for atomic spheres: C-graphene (gray),
O-substrate (yellow), O-water (red), H (black). �e dashed blue lines indicate hydrogen
bonds.

group to 0.190 eV, and for the hydroxyl group to 0.252 eV. �is is in accordance with the

fact that the hydrogen bond length of water with epoxy is 1.99 Å and water with hydroxyl

is 1.92 Å, and so the hydrogen bond strength of water-hydroxyl is more as compared to

water-epoxy.

Let us recall that we had found above that the adsorption energy of a single water

molecule on ZGO is 0.552 eV; here the water molecule forms one hydrogen bond with an

epoxy group and two hydrogen bonds with hydroxyl groups. If we were to add separately

the contributions from epoxy and hydroxyls the total summation is 0.694 eV which is

0.142 eV more than the value on ZGO. �is may partly be because in ZGO, the epoxy

and hydroxyl are anchored at �xed positions, and therefore the water molecule cannot

simultaneously maximize its interaction strength with all three groups.



86 Chapter 4.

4.4.2 Hydrophobic and hydrophilic properties of graphene and

graphene oxide substrates

Figure 4.4: (a) Interaction energies between the two molecules in a water-dimer, be-
tween a water molecule and graphene, and between a water molecule and PGO, in their
equilibrium geometries.(b) Adsorption energies (per molecule) of a cluster of 10 water
molecules on graphene and PGO. �e red color bar in the graph denote the energy levels

Next, we want to investigate the hydrophobic and hydrophilic properties of graphene

and graphene oxide. To do this, we have �rst computed the interaction energies of

a water-dimer, a single water molecule on graphene and a single water molecule on

graphene oxide. �ese are evaluated using the formula:

Eint = −(E1+2 −E1 −E2), (4.2)

where E1+2 is the total energy of the combined system 1 + 2 and E1 and E2 are the

total energies of the isolated systems 1 and 2, respectively. �e results for the interaction

energies are shown in Fig. 4.4(a), We see that the binding of a water molecule on graphene
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is weaker than the binding between the two molecules in a water dimer, which in turn is

signi�cantly weaker than the binding of a water molecule on graphene oxide.

Next we have considered a water cluster consisting of 10 water molecules, and placed

it on either graphene or periodic graphene oxide. �e optimized geometries and their

adsorption energies are shown in Fig. 4.4(b); the values of Eads have been calculated

using Eq. (4.1), we recall that this de�nition includes contributions to binding between

water molecules. We see that in the optimized geometry, the water molecules form a

three dimensional (3D) cluster on graphene, whereas on PGO the geometry is more pla-

nar. Since [see panel(a)] the interaction between water molecules is stronger than the

interaction of water molecules with graphene, it becomes energetically favorable for

the water molecules to form a 3D cluster on graphene, and thus de-wet the substrate.

In contrast, the interaction between water molecules is weaker than the interaction of

water molecules with PGO [see panel(a)]. It therefore becomes favorable for the water

molecules to maximize their contact area with the PGO substrate by forming a planar

structure. In other words, graphene is hydrophobic, whereas (periodic – i.e., densely

functionalized) graphene oxide is hydrophilic. �e average spacing (di�erence in z coor-

dinate between the O atoms and the substrate C atoms) of the water molecules in contact

with the substrate is 4.60 Å on graphene, and 4.19 Å on PGO.

4.4.3 Structural and dynamical properties of water on graphene

oxide

From GCMC simulations, our collaborators M. Rajasekharan and K.G. Ayappa have ob-

served that at lower coverages, water molecules bind preferentially on the functional-

ized part of zigzag graphene oxide. �is is because of the fact that, as we saw above,

Eads is signi�cantly larger on functionalized portions of graphene than on bare portions

of graphene. Figs. 4.5(a) and (b) show top and side views of the favored con�guration

at a low water loading, corresponding to 10 water molecules per unit cell; note that all

the water molecules are over the hydrophilic (functionalized) regions of the ZGO. As the
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number of water molecules increases, a water bridge is observed to form between the

functionalized part of the graphene and bare graphene region of graphene oxide. Fig. 4.5

shows, as an example, snapshots of the top and side views of the water bridges formed

for the case when we have 61 water molecules present in the unit cell.

(a) (b)

(c) (d)

Figure 4.5: Top and side views of examples of con�gurations (snapshots) for (a),(b) 10
H2O molecules and (c),(d) 61 H2O molecules on ZGO. Note the formation of a water
bridge in (c),(d), which connects hydrophilic regions. Color scheme for atomic spheres:
C-graphene (gray), O-substrate (yellow), O-water (red), H (black). �e dashed blue lines
indicate hydrogen bonds.

Taking the initial con�gurations obtained from GCMC simulations, we have per-

formed Car-Parrinello molecular dynamics (CPMD) simulations for 36, 45 and 61 water

molecules on ZGO. �ese results are compared with results on bulk water obtained using

a unit cell containing 64 water molecules.

For the structural analysis, we have �rst computed the planar average density distri-

bution of the water molecules along the z-direction i.e., along the surface normal direc-

tion. �is is computed using the formula

ρ(z) =
〈N (Z +∆Z,Z)〉

A∆Z
, (4.3)
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where ρ(Z) is the planar average density at Z , N is the number of water molecules, ∆Z

is the width of the bin considered and A is the surface area. Here Z is the z-coordinate of

the oxygen atom in the water molecule, and the distance is measured from the average

of the z-coordinates of all the carbon atoms in the substrate.

Figure 4.6: Planar average density distribution of water molecules at di�erent loading
along z direction. Red, green and yellow color represents the density distribution pro�les
for 36, 45 and 61 water molecules in the unit cell of ZGO.

In Fig. 4.6 we have plo�ed the planar average density distribution of 36, 45 and 61

water molecules on ZGO. For 36 water molecules (shown by the red curve), we see that

the water molecules form a monolayer, separated by a distance of about 3.5 Å from the

substrate. �ere is a smaller peak at about 5.5 Å, suggesting that a second monolayer

might be incipiently forming. As we increase the number of water molecules the second

layer of water molecules starts forming. For 45 water molecules (shown by the green

curve) the second layer is centered at about 6 Å from the substrate. For 61 water molecules

(shown by the yellow curve) we can see the second layer peak at around 5.5Å, and a

distinct third layer peak at 8 Å. �us increasing the number of water molecules results

in increasing layering on ZGO.

We next want to investigate how the coordination number of water molecules on

ZGO changes with increasing coverage of water. To do this, we �rst compute the radial
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Figure 4.7: Mean coordination number of water molecules at di�erent loading computed
for hydrophilic and hydrophobic part separately. �e hydrophilic part is shown by red
bar and the hydrophobic part is shown by green bar and the mean coordination number
of bulk water is shown by blue line.

distribution function g(r) for bulk water. �is gives information about the probability of

�nding a pair of water molecules a distance r apart from one another, and is given by:35

g(r) =
V

N 2

〈∑
i

∑
j,i

δ(r − rij)
〉
, (4.4)

where N is the number of molecules in the system, V is the volume, i and j run over all

the water molecules in the system, and rij is the distance between the relevant atoms in

molecules i and j; here we present only the results for the radial distribution function

between pairs of oxygen atoms in di�erent water molecules.

In Fig. 4.8 we have plo�ed our results for g(r) for bulk water at 298 K. rmin, the

position of the �rst minimum of g(r) gives the radius up to which we should integrate to

obtain the �rst coordination shell. We �nd this cuto� radius rmin to be 3.26 Å which is in

excellent agreement with previous theoretical results (which range from 3.27 Å to 3.55 Å,

depending on the exchange-correlation functional used),36 and is also in good agreement

with an experimental result of 3.39 Å.

In Fig. 4.7, we have shown our results for the mean coordination number for the
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Figure 4.8: O-O radial distribution function of bulk water containing 64 water molecules.
�e �rst peak occurs at 2.74 Å the �rst minimum at rmin = 3.26 Å, and the maximum
value of g(O-O) is 3.23.

water molecules on ZGO, and seen how it changes, both as a function of coverage, and

as we compare the hydrophobic and hydrophilic regions on the ZGO. We have separated

out the results for the water molecules that are above the hydrophilic and hydrophobic

parts of the ZGO substrate, these are de�ned as the functionalized and bare parts of the

substrate, respectively. �e results for the hydrophilic and hydrophobic parts are shown

by red and green bars, respectively. To compare the results with bulk water, we have also

computed the mean coordination number of bulk water shown by the horizontal blue

line in Fig. 4.7; we �nd this value to be 4.26. �is is again within the range of previously

computed values, which range from 4.03 to 6.00, depending on the exchange-correlation

functional used.36

We see that the mean coordination number of bulk water is higher than the mean

coordination number of water molecules on ZGO at all coverages. As the coverage of

water molecules increases, the mean coordination for both hydrophilic and hydropho-

bic region also increases, though it remains well below the value for bulk water. We see

that the mean coordination number of the hydrophobic part is more than that in the hy-

drophilic part; this is in agreement with our earlier �nding that water molecules prefer
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to form a 3D cluster in the hydrophobic part, but a 2D cluster in the hydrophilic part.

However, as the coverage of the water molecule increases, the di�erence in mean coor-

dination number between the hydrophilic and hydrophobic regions decreases markedly,

becoming almost negligible at the highest coverage studied.

Figure 4.9: mean value of number of h-bonds between water molecules at di�erent load-
ing computed for hydrophilic and hydrophobic part separately. �e hydrophilic part is
shown by red bar and the hydrophobic part is shown by green bar and the mean coordi-
nation number of bulk water is shown by blue line.

Similarly, we have computed the mean number of hydrogen bonds between water

molecules on ZGO, separately in the hydrophilic and hydrophobic part separately; these

values are shown by the red and green bars in Fig. 4.9. Two water molecules are considred

to be hydrogen bonded if the distance between the oxygen of two molecules are less than

3.5 Å distance of the oxygen of one molecule and hydrogen of the another molecule is

less than 2.45 Å and the angle between O-H-O is more than 145◦. �e same criteria have

been used in the previous literature for water systems using the BLYP functional.9;10

To compare the results with bulk water, we have also computed the corresponding

value for the bulk water shown by the horizontal blue line in Fig. 4.9; we �nd this value

to be 3.72. �is is again within the range of previously computed values, which range

from 3.20 to 3.82, depending on the exchange-correlation functional used.36
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We see that the trends in the number of hydrogen bonds between the water molecules

are similar to the trends in coordination number. �e mean number of hydrogen bonds

is always higher in bulk water than for water molecules on ZGO. As the coverage of wa-

ter molecules increases, the mean number of hydrogen bonds increases,for both the hy-

drophilic and hydrophobic parts. Similar to coordination number the number of the hy-

drophilic part is more than the hydrophobic part and as the coverage of water molecules

increases, the di�erence between the hydrophobic and hydrophilic part becomes negli-

gible. By comparing Fig. 4.7 and Fig. 4.9, we note that though the trends are similar the

coordination number and the mean number of hydrogen bonds are not exactly numeri-

cally equivalent, though they are close. Note that the number of hydrogen bonds formed

depends upon the relative orientation of the water molecules, unlike the coordination

number. For example, for the cell with 36 water molecules, the mean coordination num-

bers are 2.70 and 2.93 in the hydrophilic and hydrophobic parts, respectively, whereas the

mean number of H bonds is 2.49 and 2.72, respectively. �us, relative to the hydrophilic

part, in the hydrophobic part the coordination number is enhanced by 7.4%, whereas the

number of hydrogen bonds is enhanced by 10%.

�ese results for the mean values of the number of hydrogen bonds between water

molecules on ZGO can be compared with previous values in the literature for water in

low-dimensional forms. For a 1D water chain inside a carbon nanotube the value obtained

was 2,9 and for a 2D water layer between two graphene sheets the value obtained was

2.7.10 It is interesting that the number we obtain for the water above the hydrophobic

bare graphene area is so similar to that for water con�ned between two graphene sheets.

Next, we have studied how the water molecules orient over the hydrophilic and hy-

drophobic parts of the ZGO. To see this, we have plo�ed θ = 〈pz/p〉, where p is the

dipole moment of the water molecule, and pz is its z-component. Note that in bulk wa-

ter, there is no preferred direction of p, and therefore pz = 0 which would give θ = 90◦.

If θ > 90◦, then on average the dipole moments point downward, similarly if θ < 90◦,

then on average the dipole moments point upward. �e results for θ, separately in the
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Figure 4.10: Change in orientation of water molecules with coverage. �e bars show the
angle θ made by the z component of the dipole moment of the water molecules with the
z-axis, computed for the hydrophilic and hydrophobic parts separately. �e hydrophilic
part is shown by the red bar and the hydrophobic part is shown by the green bar.

hydrophilic and hydrophobic regions of ZGO, are shown by the red and green bars in

Fig. 4.10. First of all, we see that in the hydrophilic part, θ > 90◦, whereas in the hy-

drophilic part, θ < 90◦, though the di�erences from 90◦ are small. �is implies that in

the hydrophilic/hydrophobic parts, there is a slight tendency for the water molecules’

dipole moments to point toward/away from the substrate. However, as the coverage of

water molecules on ZGO increases, this tendency becomes less pronounced, approaching

the situation for bulk water at higher coverages. We also note that this is quite di�erent

to what has been observed previously for a one-dimensional water chain con�ned within

a carbon nanotube, where there is a strong orientational correlation, with the the average

orientation of dipole with respect to nanotube axis forming an angle of 35◦.9

We have studied the translational dynamics of interfacial water on the graphene ox-

ide surface by analyzing the mean squared displacement (MSD). As we are interested in

how fast the water molecules can move parallel to the substrate (x − y plane), we have

computed the two dimensional MSD, i.e., in the plane parallel to the substrate, using the

formula:
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(a)

(b)

(c)

Figure 4.11: Mean squared displacement (MSD) of water molecules at di�erent loading
computed using shi�ed time origin for (a) 36 (b) 45 and (c) 61 water molecules on ZGO.
�e parts of the curves marked with black dashed lines indicate the di�usive regions used
to compute the di�usion constant D .
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〈
∆2r(t)

〉
=

1
N

N∑
i=1

〈
|ri(t)− ri(0)|2

〉
(4.5)

where ri(t) and ri(0) are the position of the water molecules at times t and 0 respectively.

N is the total number of molecules and
〈
∆2r(t)

〉
is the mean squared displacement. As

we have computed two-dimensional MSD, here r is a two-dimensional vector composed

of only the x and y coordinates of the water molecules.

One can then calculate the di�usion coe�cient D using the formula

D =
1
4t

〈
∆2r(t)

〉
(4.6)

whereD is the di�usion coe�cient. To calculate the di�usion coe�cient we have chosen

the di�usive region of the MSD plot (shown by the regions denoted by blacked dashed

lines in Fig. 4.11). Linear regressions to the dashed regions in the graphs in Fig. 4.11

gives the correlation coe�cients R2 of 0.9938, 0.9981 and 0.9977 for 36, 45 and 61 water

molecules, respectively. Using Eq. (4.6), we obtain D = 0.80 × 10−5 cm2/s for P /P0 = 0.6

(36 water molecules), 0.93 × 10−5 cm2/s for P /P0 = 0.7 (45 water molecules), and 1.80

× 10−5 cm2/s for P /P0 = 0.8 (61 water molecules). �ese values can be compared with

previous values in the literature of D = 1.6 × 10−17 cm2/s for a 1D water chain inside

a carbon nanotube 9 and 1.2 × 10−5 cm2/s for a 2D water layer con�ned between two

graphene sheets.10

Finally, we have studied the rotational motion of water on the graphene oxide sur-

face by analyzing the dipole orientational correlation function for our MD simulations

of water on ZGO. �e rotational motion of water molecules is known to play a predom-

inant role in the breaking of hydrogen bonds. It is therefore interesting to see how the

rotational motion of water molecules changes with increasing water coverage.

�e dipole orientational correlation function is de�ned as

Cα(t) =
〈 N∑
i=1

(dµi (t) ·dµi (0))
〉
, (4.7)
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(a)

(b)

(c)

Figure 4.12: Dipole orientational autocorrelation of water molecules at di�erent loading
computed using shi�ed time origin for (a) 36 (b) 45 and (c) 61 water molecules on ZGO.

where dµi is the dipole moment unit vector of the water molecule i. Fig. 4.12(a), (b) and (c)

show our results for Cα(t) for 36, 45 and 61 water molecules, respectively. �ese results
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Table 4.1: Fi�ing parameters, obtained using Eq. (4.8), for dipole orientational correlation
function for 36, 45 and 61 water molecules on ZGO, and the resulting values for relaxation
time τ .

number of H2O a1 τ1 a2 τ2 a3 τ3 τ
molecules (ps) (ps) (ps) (ps)

36 0.4753 3.5323 -0.9693 8.4484 1.4904 20.1703 41.97
45 0.0544 0.3272 0.5161 18.4042 0.4199 18.4378 18.42
61 0.3826 9.3719 0.1990 9.3758 0.1423 9.8101 9.56

are then ��ed to a triple exponential function37;38:

Cα(t) = a0e
−t/τ0 + a1e

−t/τ1 + a2e
−t/τ2 + a3 (4.8)

where a0, a1, a2 and a3 are constants and τ1, τ2 and τ3 are fast, intermediate and slow

relaxation times. �e average relaxation time (τ)is then calculated using the formula

τ =
a1τ1 + a2τ2

a1 + a2
(4.9)

Table 4.1 shows our results for the relaxation time of water molecules on ZGO. We

observe that as the coverage of water molecules increases, the dipole relaxation time

decreases. As a result, hydrogen bonds will break at a shorter time. �ese values can be

compared with previously obtained values for the dipole relaxation time of 300 ps for a

1D water chain inside a carbon nanotube 9 and 4.2 ps for a 2D water layer between two

graphene sheets.10

�e systematic increase of the planar di�usion coe�cient and decrease of dipole re-

laxation time with the number of water molecules indicates that increasing layering of

water molecules on ZGO helps in-plane di�usion. �is con�rms the fact that near the

interface, water molecules become more rigid, likely templated by the presence of the

hydrophilic oxygen-derived functional groups on the graphene oxide. We speculate that

this may be related to the fast proton-conducting character of graphene oxide by slow-

ing the hydrogen-bond dynamics of water molecules and facilitating the formation of an

ice-like backbone at the interface.
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4.5 Conclusions

In this chapter, we have studied the energetics, structure and dynamics of water on

graphene and graphene oxide, using density functional theory and Car-Parrinello molec-

ular dynamics.

We �nd that the adsorption energy of a water molecule is greatly enhanced on regions

of graphene oxide that are densely functionalized with epoxy and/or hydroxyl groups,

compared to the very weak adsorption on graphene.

In practice, graphene oxide consists of patches of densely functionalized regions, sep-

arated by bare graphene regions. We have con�rmed that the densely functionalized

regions are hydrophilic, whereas the bare graphene regions are hydrophobic. On the

former, a water cluster prefers to wet the surface, assuming a planar, two-dimensional

morphology, whereas on the la�er, it prefers to clump up into a three-dimensional mor-

phology.

When water is deposited on graphene oxide, it initially wets the hydrophilic function-

alized regions, and subsequently these regions are connected by the formation of water

bridges that cross hydrophobic regions of the graphene oxide substrate. As the coverage

of water increases, there is a layering of the water molecules, and the di�erence in the

structure of the water over the hydrophobic and hydrophilic domains becomes less and

less marked.

As the coverage of water is increased, both the average coordination of water molecules

and the mean number of hydrogen bonds connecting water molecules increases. �is is

interesting because these are factors that will impact proton conductivity. Further, as the

coverage of water is increased, the planar di�usion coe�cient is increased and dipole

relaxation time is decreased. �is suggests that increasing layering of water molecules

on graphene oxide helps in-plane di�usion. �is also suggests that near the interface,

water molecules become more rigid and ice-like, probably due to the presence of the

hydrophilic oxygen-derived functional groups on the graphene oxide. We speculate that

this may be related to the fast proton-conducting character of graphene oxide by slowing
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the hydrogen-bond dynamics of water molecules.

We have a�empted to directly study the process of proton conductivity in water on

graphene oxide, however these studies are at too preliminary a stage to be included in

this thesis. It would be interesting to continue this work along those lines, as well as to

induce a �ow in the water molecules, so as to more directly study the rheology of water

molecules on graphene oxide; to the best of our knowledge, such studies have so far been

carried out only using classical potentials, and it would be interesting to explore whether

the incorporation of quantum mechanical e�ects leads to any di�erences in results.
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gence of quasi-newton methods,” IMA Journal of Applied Mathematics, vol. 12, no. 3,

pp. 223–245, 1973.

[27] R. Fletcher, “A new approach to variable metric algorithms,” �e computer journal,

vol. 13, no. 3, pp. 317–322, 1970.

[28] D. Goldfarb, “A family of variable-metric methods derived by variational means,”

Mathematics of computation, vol. 24, no. 109, pp. 23–26, 1970.

[29] D. F. Shanno, “Conditioning of quasi-Newton methods for function minimization,”

Mathematics of computation, vol. 24, no. 111, pp. 647–656, 1970.

[30] N. Marzari, D. Vanderbilt, A. De Vita, and M. Payne, “�ermal contraction and dis-

ordering of the Al(110) surface,” Physical review le�ers, vol. 82, no. 16, p. 3296, 1999.

[31] S. Grimme, “Accurate description of van der Waals complexes by density functional

theory including empirical corrections,” Journal of computational chemistry, vol. 25,

no. 12, pp. 1463–1473, 2004.

[32] S. Grimme, “Semiempirical GGA-type density functional constructed with a long-

range dispersion correction,” Journal of computational chemistry, vol. 27, no. 15,

pp. 1787–1799, 2006.



104 Chapter 4.

[33] R. Car and M. Parrinello, “Uni�ed approach for molecular dynamics and density-

functional theory,” Physical review le�ers, vol. 55, no. 22, p. 2471, 1985.

[34] J. Ma, A. Michaelides, D. Alfe, L. Schimka, G. Kresse, and E. Wang, “Adsorption and

di�usion of water on graphene from �rst principles,” Physical Review B, vol. 84, no. 3,

p. 033402, 2011.

[35] M. P. Allen and D. J. Tildesley, Computer simulation of liquids. Oxford university

press, 2017.

[36] I.-C. Lin, A. P. Seitsonen, I. Tavernelli, and U. Rothlisberger, “Structure and dynamics

of liquid water from ab initio molecular dynamics: Comparison of BLYP, PBE, and

revPBE density functionals with and without van der Waals corrections,” Journal of

chemical theory and computation, vol. 8, no. 10, pp. 3902–3910, 2012.

[37] S. Senapati and M. L. Berkowitz, “Water structure and dynamics in phosphate �u-

orosurfactant based reverse micelle: A computer simulation study,” �e Journal of

chemical physics, vol. 118, no. 4, pp. 1937–1944, 2003.

[38] A. Debnath, B. Mukherjee, K. Ayappa, P. K. Maiti, and S.-T. Lin, “Entropy and dy-

namics of water in hydration layers of a bilayer,” �e Journal of chemical physics,

vol. 133, no. 17, p. 174704, 2010.



Chapter 5
Enhanced hydrogen evolution reactivity

on Mo2C-Mo2N composites

5.1 Introduction

�e growing concern regarding pollution and global warming caused by fossil fuel com-

bustion has led to an acceleration in research towards �nding alternative renewable and

sustainable energy sources.1;2 Hydrogen is a promising alternative to fossil fuels as it has

the highest energy density per unit mass, and water is the only byproduct formed when

hydrogen is combusted in an engine or transformed into electricity in a fuel cell. Even

though hydrogen is known to be the most abundant element in the universe, it is not eas-

ily found in its free molecular form on earth and needs to be extracted from hydrocarbons

or through electrolysis of water.

�e electrochemical water spli�ing is divided into two half cell reactions: hydrogen

evolution reaction (HER) and oxygen evolution reaction (OER). HER is the cathodic re-

action (2H+ + 2e− → H2) and OER is the anodic reaction (2H2O → O2 + 4H+ + 4e−).

Both HER and OER require catalysts to lower the electrochemical overpotential. Over-

potential is the di�erence in potential between applied and thermodynamic potential of

a given electrochemical reaction.

�e state-of-the-art HER electrocatalysts are mainly Pt-based materials,3–5 which are

105
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however, scarce and expensive. �e search remains ongoing for alternative electrocata-

lysts based on more abundant or non-noble-metal-based materials. Earlier authors have

proposed transition metal borides,6;7 carbides,8–12 nitrides,13–15 chalcogenides,16–21 and

phosphides22–25 as replacements for the Pt cathode catalyst for HER.

It has also been shown that doped systems can change the electronic structure and

surface of the catalysts, thereby improving the heterogeneous electrocatalytic activity

with respect to the pristine systems. Molybdenum phosphosulphide (MoP/S),26 cobalt

phosphosulphide (CoP/S),27 S- and N-doped Mo2C,28 show enhanced HER activity. Re-

cent studies29 have also reported that Mo2C-Mo2N composites synthesized using soy-

beans show remarkable HER activity. It has been shown that of the carbides, tungsten

and molybdenum carbides are the best catalysts for HER; they are also be�er than all the

nitrides.9 However, their poor electrochemical stability is a concern.

Cathodic hydrogen evolution in acidic aqueous media occurs in two steps.30;31 �e

�rst step is called the “discharge step”: an electron is transferred to the proton from the

cathode surface to form a hydrogen atom that is still adsorbed on the cathode surface.

�is is also known as the Volmer reaction.

H+ + e−→H (5.1)

�e second step is the electrochemical desorption step. In this step two hydrogen

atoms form a hydrogen molecule and desorb from the surface. �is could occur via two

mechanisms. �e �rst mechanism is the Heyrovsky reaction:

H +H+ + e−→H2, (5.2)

while the second proposed mechanism is the Tafel recombination reaction:

H +H →H2. (5.3)

�e Tafel slope, which is the slope of the plot of the applied overpotential vs. the log10
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of the measured experimental current density, is generally used as an indicator for the

e�ciency of HER. At large overpotential, it is easy to produce hydrogen, however, a large

overpotential signi�es low energy e�ciency. �erefore, it is desirable to obtain high HER

and OER activities at low overpotentials.

Previous authors have shown that H adsorption energy on the catalyst is an excellent

indicator for HER activity.32 A good HER catalyst should have an optimum adsorption

energy for H atom adsorption, that is neither too high nor too low; this is because of the

competiton between the processes of H atom adsorption and removal. �is is in line with

the well known Sabatier’s principle.33 A volcano curve has been shown to describe the

activity for the evolution of hydrogen as a function of the metal-H bonding strength.32;34

�e HER activity has been shown to increase upon increasing H adsorption energy, reach

a maximum value and then decrease upon further increasing the adsorption strength.

�is is because strong or weak binding of the H atoms can lead to di�culties in either

removing the product or adsorbing the reactant.

For similar reasons, previous authors have shown that a good catalyst should have

∆G, the free energy for adsorbing atomic hydrogen, as close to zero as possible. �is is

because if hydrogen forms too weak or too strong a bond to the catalyst, then either the

proton-electron-transfer step or the hydrogen-release step will not be e�cient, thereby

lowering the catalyst e�ciency.9

In this chapter, we have used a combination of experiments (performed by our collab-

orators in the group of Prof. Ashok K Ganguli) and density functional theory calculations

to study the e�ect of utilizing composite Mo2C-Mo2N nanowires as HER catalysts. We

�nd experimentally that though pristine Mo2C and Mo2N exhibit HER activity, N-rich

composite systems show higher activity. �is is con�rmed theoretically by the trend for

the Gibbs free energy of H adsorption obtained for the various systems as obtained from

our calculations.
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5.2 Experimental background

Ojha et al. have recently synthesized Mo2C-Mo2N composite nanowires and investigated

their HER activity.35 �e composite nanowires were synthesized by a reaction between

aniline and ammonium molybdate to form anilinium ammonium molybdate complex in

presence of graphene and reduced g-C3N4, followed by heating to a temperature of 750◦

C in nitrogen atmosphere. �ree di�erent composite structures were synthesized and

labelled as CN100, CN50 and CN25; they were shown to have Mo2C:Mo2N ratios of 1:0.67,

1:1.22 and 1:1.42. If one considers these composite system to have formula Mo2C1−xNx,

CN100, CN50 and CN25 would have x = 0.40, 0.55 and 0.59, respectively.

Fig. 5.1(a) shows the electron microscopy images and elemental mapping of the Mo2C-

Mo2N composite structures. �e elemental mapping con�rms the presence of C, N and

Mo atoms throughout the morphology, this suggests that the structure is not phase seg-

regated and could be approximated to a doped Mo2C1−xNx system. Fig. 5.1(b) shows

the current density as a function of the applied potential obtained for pristine Mo2C

and Mo2N, while Fig. 5.1(c) shows the same for the doped structures, CN100, CN50 and

CN25. At an overpotential of 0.4 V, pristine Mo2C and Mo2N exhibit a current density of

35 mA/cm2 and 6.5 mA/cm2, respectively. However, the doped structures, interestingly,

show an increased current density; samples CN100, CN50 and CN25 exhibit values of 128

mA/cm2, 97 mA/cm2 and 76 mA/cm2, respectively.

Motivated by the experimental observation, we have performed density functional

theory calculations on pristine Mo2C, pristine Mo2N and doped Mo2C1−xNx surfaces to

study the adsorption of hydrogen, as this is a known indicator for HER activity.

5.3 Systems under study

Pristine Mo2C is known to exist in an orthorhombic structure36, while pristine Mo2N is

known to exist in a tetragonal structure37. To study the e�ect of doping, we have �rst

considered the bulk systems of Mo2C1−xNx, with x = 0, 0.25, 0.375, 0.5, 0.625, 0.75 and



5.3 Systems under study 109

Figure 5.1: Results from experiments by Ojha et al.35(a) Elemental mapping of Mo2C-
Mo2N composite nanowires shows the presence of Mo, C and N in the composite system
(b) Current density of pure Mo2C and pure Mo2N at 0.4 V overpotential (c) Current den-
sity of doped Mo2C-Mo2N compounds at 0.4 V overpotential

Figure 5.2: Side views of surface slabs used for calculations on Mo2C1−xNx surfaces. For
(a) x = 0, (b) x = 0.25, (c) x = 0.375 and (d) x = 0.5 we have considered the orthorhom-
bic(100) surface and for (e) x = 0.625, (f) x = 0.75 and (g) x = 1 we have considered the
tetragonal(001) surface. Note that the angle of view is slightly di�erent in the upper and
lower panels.

1, all in both orthorhombic and tetragonal structures, and determined the lowest energy

structures for each value of x. In the doped structures, N/C atoms occupy C/N sites of

the pristine Mo2C or Mo2N structures substitutionally. We �nd that the orthorhombic

structure is favored over the tetragonal structure for x = 0, 0.25, 0.375 and 0.5, while the
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tetragonal structure is favored over the orthorhombic for x = 0.625, 0.75 and 1. More

details about these �ndings are given in the Results section further below.

We then considered possible low index surfaces for the two structures to identify

the most stable surface, and �nd the (100) surface of orthorhombic structures and (001)

surface of tetragonal structures to be most stable. �e adsorption of a hydrogen atom

was tested for di�erent adsorption sites on these surfaces. For all surface calculations,

we consider four atomic layers. �e side views of the surface slabs used for pristine

orthorhombic Mo2C, pristine tetragonal Mo2N and the corresponding doped systems

are shown in Fig. 5.2.

5.4 Computational Details

We have performed ab initio density functional theory (DFT),38;39 and ab initio density

functional perturbation theory (DFPT) calculations to study the adsorption of hydrogen

atoms on Mo2C, Mo2N and doped surfaces. A generalized gradient approximation of the

RPBE40 form was used to describe the exchange-correlation interactions. We have used

a plane wave basis set for our calculations, with wavefunction and charge density cuto�s

of 40 Ry and 400 Ry, respectively. Interactions between ionic cores and valence electrons

were described using ultraso� pseudopotentials41. �e Brillouin zone (BZ) was sampled

with a Monkhorst-Pack mesh42 of 8 × 8 × 8 for the bulk 1×1×1 orthorhombic unit cell of

Mo2C and 8 × 8 × 4 for the bulk 1×1×1 tetragonal unit cell of Mo2N. We �nd that van der

Waals interactions are critical to describe correctly the structural stability of Mo2C and

Mo2N in their experimentally known structures. To include van der Waals interactions,

we have used the DFT-D2 treatment introduced by Grimme43.

For H adsorption, we have considered a supercell of the orthorhombic structure which

is 1 × 1 × 2 times the bulk primitive unit cell and a supercell of the tetragonal structure

which is 2× 1× 1 times the bulk primitive unit cell. For both orthorhombic and tetragonal
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structures, we have considered 0.25 ML coverage for H adsorption. For all surface calcula-

tions, 15 Å vacuum was considered in the surface normal direction to avoid interactions

between periodic images. �e top two layers and the adsorbed H atoms were allowed to

relax while the bo�om two layers were �xed at bulk spacing. Variable cell optimizations

for bulk systems and structural relaxations for the surfaces were performed using the

Broyden-Fletcher-Goldfarb-Shanno (BFGS) scheme until the Hellmann-Feynman forces

were smaller than 0.001 Ry/Bohr. Marzari-Vanderbilt cold smearing44 with a width of

0.001 Ry was used to aid convergence. We have also incorporated the dipole correction45

for all surface energy calculations .

�e adsorption energy of a hydrogen atom on Mo2C, Mo2N and doped surfaces is

calculated using the formula:

∆Eads = −(Esubs+H −Esubs −
1
2
EH2

), (5.4)

where Esubs+H, Esubs and EH2
are the total energies from DFT of a hydrogen atom ad-

sorbed on the surface, the bare surface, and a hydrogen molecule in the gas phase, re-

spectively. Note that these total energies are evaluated at the relaxed geometries of the

corresponding systems. As HER activity has been shown to correlate with the Gibbs free

energy of H adsorption,5 we have computed the change in Gibbs free energy for a H

atom adsorbed on Mo2C, Mo2N and the doped surfaces. �is is computed as

∆G = −∆Eads +∆EZPE − T∆SH (5.5)

where∆Eads is the adsorption energy of hydrogen atom adsorbed on the substrate,∆EZPE

is the di�erence in zero point (vibrational) energy between the system consisting of the

adsorbed H atom on the substrate and the bare substrate and the gas phase of hydrogen

atom calculated from hydrogen molecule, T is the temperature and ∆SH is the entropy

of adsorption. We exploit the fact that the vibrational entropy in the adsorbed phase is

small, meaning the entropy of adsorption of 1/2 H2 is ∆SH = -1/2 S0
H2

where S0
H2

is the
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entropy of H2 in the gas phase at standard conditions.

To explain the trends in the adsorption energy of a H atom on Mo2C1−xNx surfaces

for di�erent N concentrations x, we have used the d-band model suggested by Ham-

mer and Nørskov.46 According to this model, one can predict the reactivity of transition

metal-based surfaces by looking at their d-band density of states, and extracting a single

parameter called the d-band center, which is the weighted average of the d-band density

of states. Accordingly, the d-band center εd is calculated from the Mo d-electron density

of states using the equation:

εd =

∫∞
−∞ εgd(ε)dε∫∞
−∞ gd(ε)dε

(5.6)

where ε is the energy and gd(ε) is the d-band density of states at energy ε. According to

the d-band model, the higher in energy the d-band center is, the greater the reactivity. It

has been shown, for example, that the higher in energy the d-band center is, the greater

the magnitude of the adsorption energy, for a variety of adsorbates.47

We wish to quantify how the charge on Mo atoms changes with varying the C/N ra-

tio. Partitioning the electronic charge density is an ambiguous procedure, with di�erent

prescriptions giving di�erent answers. Here we have chosen to follow the procedure sug-

gested by Bader, which makes use of the topological properties of the charge density.48;49

5.5 Results

5.5.1 Structure and energetics of pristine bulk Mo2C and Mo2N

Pristine Mo2C and Mo2N are known to exist in several forms in nature. Among them,

the most abundant forms are β-Mo2C which has an orthorhombic structure and β-Mo2N

which has a tetragonal structure. X-ray di�raction pa�erns of the samples used in our

experiments con�rmed these structures for the pristine systems.

To validate our DFT calculations, we �rst consider bulk systems of Mo2C and Mo2N
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in both orthorhombic and tetragonal structures and compare energetics. Preliminary cal-

culations were performed with and without van der Waals corrections, and we �nd that

the inclusion of van der Waals interactions is critical to correctly stabilize the ground

state structures of the pristine systems. We calculate the stability of the structures by the

energy di�erence of the systems in both structures, ∆E = Etet - Eortho. In the absence of

any van der Waals corections, we �nd that ∆E = 0.901 eV and 0.147 eV, respectively for

pristine Mo2C and Mo2N, which suggests that both systems energetically prefer to be in

the orthorhombic structure. However, a�er incorporating van der Waals interactions in

our calculations, we �nd ∆E = 0.811 eV and −0.042 eV, respectively for pristine Mo2C

and Mo2N. �is is now in agreement with what is experimentally measured for the struc-

ture of the respective pristine systems: Mo2C exists in an orthorhombic structure while

Mo2N exists in a tetragonal structure. To the best of our knowledge, this is the �rst time

that it has been shown that van der Waals interactions play a crucial role in determining

the structural stability of bulk nitride structures.

Table 5.1: La�ice parameter of bulk Mo2C and Mo2N
�eory Experiment50;51

System a b c a b c
Å Å Å Å Å Å

bulk Mo2C 6.078 5.250 4.729 6.037 5.204 4.732
bulk Mo2N 4.295 4.295 7.908 4.199 4.199 7.996

In Table 5.1 we compare the theoretical and experimental la�ice parameters of bulk

Mo2C and Mo2N, and �nd them in good agreement.

5.5.2 Structure and energetics of bulk Mo2C1−xNx systems

In this section, we study how the energetics and la�ice parameters change with compo-

sition for bulk Mo2C1−xNx, for x = 0, 0.25, 0.375, 0.5, 0.625, 0.75 and 1.0. For all systems,

we consider both orthorhombic and tetragonal structures, all with and without van der

Waals correction. In Fig. 5.3, we show ∆E as a function of x. We see again (see blue

symbols) that when no van der Waals interactions are included, all systems considered



114 Chapter 5.

Figure 5.3: Di�erence in total energy between tetragonal and orthorhombic structures,
for bulk Mo2C1−xNx, a a function of N concentration x. Red circles and blue diamonds
indicate results with and without van der Waals interactions incorporated, respectively.
Note that a positive/negative value indicates the orthorhombic/tetragonal structure is
favored.

seem to energetically prefer the orthorhombic structure. However, a�er the inclusion of

van der Waals corrections (see red symbols), we see a shi� in the behavior. �e energy

di�erence between the structures decreases steadily as the concentration of N atoms in

the system increases and crosses y = 0 a�er x > 0.5, i.e., the orthorhombic structure is

preferred for systems with x = 0, 0.25, 0.375 and 0.5, whereas the tetragonal structure is

preferred for systems with x = 0.625, 0.75 and 1.

Next, to investigate how the incorporation of van der Waals interactions impacts the

structure, we have plo�ed the optimized la�ice parameters for all systems calculated with

and without van der Waals correction. In Figs. 5.4(a)–(c) we show the la�ice parameters a,

b and c, obtained for Mo2C1−xNx, with di�erent values of x, in the orthorhombic structure

and in Figs. 5.4(e)–(g) we show the la�ice parameters for Mo2C1−xNx for di�erent values

of x, in the tetragonal structure. In Figs. 5.4(d) and (h), we show the volume of a unit

cell in the orthorhombic and tetragonal structures, respectively. We see that van der

Waals interactions have a negligible e�ect on the la�ice parameters in the orthorhombic
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Figure 5.4: Changes in la�ice parameters with N concentration x in bulk Mo2C1−xNx
structures. (a)-(c) Change in la�ice parameters with x for orthorhombic structure, (d)
change in volume with x for orthorhombic structure, (e)-(g) change in la�ice parameters
with x for tetragonal structure. and (h) Change in volume with x for tetragonal structure.
Filled circles and open diamonds are results with and without van der Waals interactions
incorporated.

structure, however, in the tetragonal structure, these interactions lead to a signi�cant

decrease in the c parameter. �is may explain why the energetics shi� for systems with

x = 0.625, 0.75 and 1, to prefer the tetragonal structure over the orthorhombic structure.

5.5.3 Structural stability of di�erent Mo2C and Mo2N surfaces

We now consider the low index (100), (010) and (001) surfaces for pristine Mo2C and

Mo2N, to compare energetics and identify the lowest energy surface. For each case, we

considered six atomic layers and 15 Å vacuum along the surface normal direction. �e

top two and bo�om two layers were allowed to relax, while the two layers in the center

of the slab were �xed at bulk spacing. We note that the Mo2C(001) surface is polar in

nature, and the dipole correction was included to nullify the interactions between the

periodic images.

�e surface energy was calculated using the formula σt + σb = Esurf ace − n × Ebulk ,
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Figure 5.5: (a)-(c) Side view of (100), (010) and (001) surface slabs for Mo2C in orthorhom-
bic structure. (d)-(e) Side view of (100) and (001) surface slabs for Mo2N in tetragonal
structure.

where Esurf ace and Ebulk are the total energies of the surface and bulk structure, respec-

tively and n is the number of bulk units contained in the surface slab. Note that this is the

sum of the surface energies of the top and bo�om surfaces created in the slab by carving

it out of the in�nite bulk. For a polar surface, the surface energies of the top and bo�om

surfaces are di�erent whereas for the non-polar surfaces both surfaces have same energy.

Note also that even though we have considered six atomic layers in each case, there was

a di�erent number of atoms in the 1 × 1 surface unit cell considered for each surface.

To enable easy comparison, we report here the surface energy per formula unit, where a
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formula unit consists of two Mo atoms and one C/N atom.

For the (100), (010) and (001) Mo2C surfaces, we calculate σt+σb to be 0.766 eV/formula

unit, 0.955 eV/formula unit and 1.024 eV/formula unit, respectively. �us, we �nd that

the Mo2C(100) surface has the lowest surface energy, and for all further calculations for

Mo2C1−xNx with orthorhombic structure, we consider this surface.

For the (100) and (001) Mo2N surfaces, we calculate σt+σb to be 0.489 eV/formula unit

and 0.466 eV/formula unit, respectively. We see that the (001) surface is slightly lower in

energy than the (100) surface. For all further calculations for Mo2C1−xNx with tetragonal

structure, we consider the (001) surface.

5.5.4 Adsorption of H on Mo2C1−xNx surfaces

We now consider the adsorption of an atomic H on pristine Mo2C, pristine Mo2N and

doped Mo2C1−xNx surfaces. For x = 0, 0.25, 0.375 and 0.50, the system prefers the or-

thorhombic structure and we consider the (100) surface, while for x = 0.625, 0.75 and

1.00, the system prefers the tetragonal structure and we consider the (001) surface.

Figure 5.6: Side views of H atom adsorbed on Mo2C1−xNx surfaces. For x = 0, 0.25, 0.375
and 0.5 we have considered the orthorhombic(100) surface and for x = 0.625, 0.75 and 1
we have considered the tetragonal(001) surface. Note that the angle of view is di�erent
in the top and bo�om rows; in all cases H atoms are adsorbed in a hollow site.
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For each value of x, we have considered several possible dopant positions, and di�er-

ent adsorption sites for the adsorption of hydrogen on the surfaces. In Fig. 5.6, we show

the lowest energy con�gurations obtained for every x. For all Mo2C1−xNx systems in

both the orthorhombic and tetragonal structures, we �nd that H adsorbs on the hollow

site on the surface, binding to two surface Mo atoms.

Figure 5.7: Adsorption energy of single H atom on Mo2C1−xNx. With increasing N con-
centration, adsorption energy decreases. For x = 0, 0.25, 0.375 and 0.5 we have taken
orthorhombic structure and for x = 0.625, 0.75 and 1,we have taken tetragonal structure.

In Fig. 5.7, we show the adsorption energy of H on the surface as a function of x. As

the percentage of N in the system, x, increases, we �nd that the adsorption energy Eads

decreases. A�er x = 0.5, we observe a signi�cant drop in the adsorption energy due to

the structural change from orthorhombic to tetragonal forms.

In order to understand the trends in adsorption energies with changing N concentra-

tion x in Mo2C1−xNx systems, we �rst look at how the charge on Mo changes with x. In

Fig. 5.8(a) we have plo�ed the average charge on the surface Mo atoms as a function of x.

We �nd that the Mo atoms are positively charged, and we see that as the N concentration

x increases, the charge q(Mo) on Mo atoms also increases (becomes more positive). �is

is because the electronegativity of C is 2.55, whereas that of N is 3.04. �erefore, as the

concentration of N atoms increases, the more electronegative N atoms withdraw more

electrons from the Mo atoms, leaving them with a larger positive charge.
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In a recent paper, Liu et al.52 studied molybdenum carbide systems, where they var-

ied the Mo:C ratio. �ey showed that that as the C concentration is increased, due to in-

creased charge transfer from Mo to C atoms, Mo becomes increasingly positively charged,

and as a result the d-band center moves downwards. We also observe a similar trend. In

Fig. 5.8(a) we have plo�ed our results for the position of the d-band center as a function

of the charge q(Mo) on Mo. As x, the percentage of N in the system increases, we see

that Mo atoms become increasingly positively charged and the d-band center is shi�ed

downwards.

Figure 5.8: (a) Change in charge on Mo as a function of N doping concentration (b) Cor-
relation between position of d-band center and charge on Mo (c) Correlation between
adsorption energy of single H and position of d-band center for Mo2C1−xNx. For x = 0,
0.25, 0.375 and 0.5 we have taken orthorhombic structure and for x = 0.625, 0.75 and 1 we
have taken tetragonal structure.

Finally, in Fig. 5.8(c), we show how εd is correlated with the adsorption energy of H

atoms on the di�erent surfaces. In accordance with the d-band model, we see that the

higher in energy εd is, the higher is the adsorption energy. A similar phenomenon has

been observed for hydrogen adsorption on other transition-metal based substrates.53;54
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5.5.5 Combining theory and experiment: Optimumvalue of x leads

to high HER activity

Figure 5.9: (a) experimental result for log10 of current density at 0.4 V overpotential as a
function of di�erent N concentrations in Mo2C1−xNx (b) experimental result for log10 of
current density at 0.4 V overpotential vs. theoretical result for H adsorption energy for
di�erent N concentrations in Mo2C1−xNx

�e experimentally measured exchange current for the di�erent systems was esti-

mated to be at its maximum when the applied overpotential was at a value of 0.4 V.

Upon comparing the measured exchange currents at an overpotential of 0.4 V, for pristine

Mo2C, pristine Mo2N and the doped systems, we �nd that the doped systems exhibited

signi�cantly higher exchange current than the pristine systems. Based on FESEM ele-

mental mapping of the chemical composition, the three doped systems CN100, CN50 and

CN25 were suggested to have Mo2C:Mo2N ratios of 1:0.67, 1:1.22 and 1:1.42, respectively.

If one approximates these doped structures to have chemical formula Mo2C1−xNx, the

experimental values of x would be 0.40, 0.55 and 0.59, respectively, for the three doped

systems of CN100, CN50 and CN25. To restrict our calculations to systems that have rea-

sonably small primitive cells and are therefore computationally manageable, we compare

these experimental systems with trends extracted by considering theoretical x values of

0.375, 0.50 and 0.625, respectively.

In Fig. 5.9(a), we show experimental results for log10 of the current density at 0.4
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V overpotential as a function of the theoretical N concentration x in the doped system,

while in Fig. 5.9(b), we show the same plo�ed as a function of the theoretically calcu-

lated adsorption energy for the respective pristine or doped system. �e highest current

density is measured for the doped system that is most rich in N, CN25.

Figure 5.10: Calculated values of Gibbs free energy ∆G for hydrogen adsorption.

We now proceed to calculate ∆G, the free energy of adsorption, using Eq. (5.5).32 �is

has been shown to be a good indicator of systems with high HER activity. A good hydro-

gen evolution catalyst should have free energy (∆G) for adsorbing atomic hydrogen close

to zero. �is would suggest a fast proton-electron transfer step as well as fast hydrogen

release process. If the value of ∆G is positive, the reaction is considered endothermic,

implying that the interaction of the system with hydrogen is energetically unfavorable.

HER can barely proceed because of slow proton/electron transfer. In Fig. 5.10, we show

the Gibbs free energy diagram for Mo2C, Mo2N and the doped structures. Pristine Mo2N

has a ∆G value which is slightly positive, while all the other systems have negative val-

ues of ∆G. �e experimental sample CN25, which is approximated to have x = 0.625 has
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∆G = −0.021 eV, which is negative and closest to zero among the samples studied exper-

imentally. Our value for ∆G for x = 0.75 suggests that one could obtain a higher exchange

current and hence higher HER activity for the doped systems if the N concentration is

further increased to 75%.

5.6 Conclusions

In summary, we have used density functional theory incorporating van der Waals inter-

actions to study the HER activity on molybdenum carbide, nitride and carbide-nitride

mixed systems.

We �rst show that incorporating van der Waals interactions is essential to correctly

reproduce the ground state structure of the carbide and nitride in the orthorhombic and

tetragonal structures, respectively.

To estimate the HER activity of di�erent systems, we have computed the Gibbs free

energy which is a good descriptor for HER. We have shown that carbide-nitride mixed

structures should show be�er HER activity than pure carbide and nitride structures. We

have also shown that N-rich composite structures show be�er HER activity than C-rich

composite structures. Our results match well with experimental observations.
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Chapter 6
Anomalous change in band gap in

Sn-doped CsPbBr3 nanocrystals

6.1 Introduction

�antum dots (QD) have a�racted a great deal of a�ention in recent times,1–5 as they

show outstanding optoelectronic properties, including tunable band-gap, high photolu-

minescence quantum e�ciency, narrow emission wavelength and high charge-carrier

mobility. �e wavelength of emission can be controlled by varying the size6;7 and chem-

ical constituents5 of the quantum dots. Possible applications of such quantum dots in-

clude solar cells,8;9 lasers,10;11 and light emi�ing diodes (LED).12;13 Most quantum dots

can be classi�ed into three types: (i) Cd-based QD (e.g., CdSe, CdTe), (ii) Cd-free QD (e.g.,

InP, CuInS2), and (iii) perovskite QD (e.g., CsPbBr3, CH3NH3PbBr3).

Traditional semiconductor quantum dots such as CdSe,14 and InP15 have surface de-

fects and trap states. �ese decrease their performance in optoelectronic devices. Per-

ovskite quantum dots show be�er performance as the defects usually do not correspond

to mid-gap states: instead, defect states arise either in the valence band or in the conduc-

tion band.16;17 Moreover, these defects states are delocalized in nature, unlike the case

of localized trap states of traditional semiconductor nanocrystals. Perovskite materials

have strong absorption coe�cients and small exciton binding energies. Because of this,
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they can be used as photovoltaic materials with power conversion e�ciencies of up to

20%.18;19 Perovskite QD are suitable for applications in light emi�ing diodes, because of

high color purity emission spectra and low-cost solution processes.20;21

�e perovskite structure has chemical composition of ABX3 where A and B are usu-

ally metal cations and X is an anion, e.g., oxide or halide. In this thesis, we restrict our-

selves to halide perovskites, where X is a halide anion. We note that depending on the

nature of A, the material can be an inorganic perovskite (e.g., CsPbBr3) or an inorganic-

organic hybrid perovskite (e.g., CH3NH3PbBr3). �e ABX3 motifs form a three-dimensional

network where the B atoms are surrounded surrounded by six X anions, forming a BX6

octahedral network. Each A unit is located at the center of eight such octahedra. �e

probability of forming the perovskite structure is determined by the Goldschmidt’s tol-

erance factor (t) and the octahedral factor(µ).22–24 �ese quantities are given by t =

(rA + rX)/
√

2(rB + rX) and µ = rB/rX , where rA, rB and rX are the ionic radii of A, B

and X respectively (this formula can be generalized to the case where A is an organic

moiety).5

It has been found empirically that for cubic perovskites, the structure is stable if

0.80 < t < 0.90 and 0.40 < µ < 0.90.23–26 So this implies that if the B atom is large

(e.g. Pb), then X can only be a halide such as Br or Cl, while A can only be an inorganic

cation such as Cs or small organic molecules with less than two or three C-C or C-N

bonds.5

All inorganic lead halide perovskites (e.g., CsPbX3) have great potential for applica-

tion in LEDs.20;21 �ere are multiple methods available for the synthesis of perovskite

quantum dots and stabilizing them at room temperature. �e most popular methods are

the hot-injection method,27;28 room-temperature method,29–31 micro�uidic reaction sys-

tem method32 and micelle method.33 �e band gap of perovskite quantum dots can be

tuned by varying the particle size,34 and by substitution of the cation35 and/or anion36

by changing the composition during the synthesis. Band gap tuning by partial halide

substitution for both inorganic and organic perovskites has proved to be successful. �e
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band gap of CsPbX3 can be tuned over the whole visible range.37;38 From X-ray di�rac-

tion (XRD) and microscopy studies it has been observed that the initial crystal structure

is retained a�er anion exchange.39;40Exchange reaction is possible between all halides

except Cl− and I−. �is exception is due to the large di�erence in ionic radii between Cl

and I (1.81 Å and 2.20 Å respectively), resulting in a large la�ice mismatch in the parent

perovskite phases.

In real life applications, the toxicity of Pb2+ in inorganic lead halide perovskites

(CsPbX3) makes them undesirable. So Pb2+ is o�en sought to be replaced by other suit-

able cations. �e most common substituted cations include Sn, Bi, Mn, Cd and Zn. For

halide substitution the tunability in band gap is in the whole visible range of the elec-

tromagnetic spectrum.37;38 For cation exchange the tunability in band gap is within a

much smaller wavelength range. Lead-free CsSnX3 has been synthesized using the hot-

injection method27. However, the material was highly unstable and required storage in

an inert atmosphere.

6.2 Experimental background

In recent experiments,28 it has been shown that partially lead free perovskite quantum

dots can be synthesized and stabilized at ambient conditions. In the experiments, Pb

was partially replaced by divalent cations such as Sn2+, Cd2+ and Zn2+. �e structures

were reported to be stable at room temperature. All the cation exchanges resulted in a

blue shi� in photoluminescence. �is is opposite to what has previously been observed

for cation doping in bulk CsPb1−xX3.41–43 Our experimental collaborators in the group

of Prof. Ranjani Viswanatha have recently synthesized CsPb1−xSnxBryI3−y nanocrystals.

A stoichiometric mixture of PbI2 and SnBr2 was used to synthesize CsPb1−xSnxBryI3−y

nanocrystals. XRD and Transmission Electron Microscopy (TEM) images con�rm the
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structure as cubic. �e nanocrystals are stable in ambient conditions. It has been ob-

served that as the Sn-doping concentration increases, there is a blue shi� in photolumi-

nescence.

Motivated by the above experimental observations, we have performed density func-

tional theory (DFT) calculations on Sn-doped CsPbBr3. We want to not only theoretically

con�rm the experimental results on the blue shi�, but also understand the reason behind

this unusual band gap change upon Sn-doping on perovskite nanocrystals, which is op-

posite to what has been observed for bulk materials.

6.3 Computational Details

Our calculations have been performed using ab initio density functional theory (DFT),44;45

as implemented in the �antum ESPRESSO package.46 To describe the exchange–correlation

interactions a generalized gradient approximation of the PBE form is used.47 Electronic

wavefunctions are expanded using a plane wave basis set, with cuto�s of 40 Ry and 400

Ry for the wavefunctions and charge density, respectively. �e Brillouin zone is sam-

pled with a Monkhorst-Pack48 mesh of 8×8×8 k-points for the primitive cell of CsPbBr3.

�e interactions between the ionic cores and valence electrons are described using ul-

traso� pseudopotentials.49 As spin-orbit e�ects are expected to be signi�cant due to the

presence of Pb atoms, they have been incorporated using fully relativistic pseudopo-

tentials.50 Structural optimizations are performed using the Broyden-Fletcher-Goldfarb-

Shanno (BFGS) scheme, until the Hellmann-Feynman forces on all the atoms being re-

laxed are less than 0.001 Ry/bohr. It has been found that van der Waals interactions play

an important role in correctly predicting the structure of perovskites.51 It is well known

that London dispersion interactions are not incorporated in ‘conventional’ DFT. In order

to have an accurate yet computationally a�ordable treatment of London dispersion in-

teractions we have made use of the “DFT-D2” treatment introduced by Grimme.52. DFT

calculations have been used to parametrize a Wannier-based tight binding model.53 Here,
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we have used the projection method53 to construct atom-centered Wannier functions us-

ing which it is possible to calculate the positions of the atomic levels and gain insight into

interatomic interactions.

6.4 Results

6.4.1 Lattice parameter and band-gap of cubic CsPbBr3

(a) (b)

Figure 6.1: Results from DFT for (a) electronic band structure along high-symmetry di-
rections of the Brillouin zone, and (b) projected density of states (PDOS) of bulk CsPbBr3
in the cubic structure. �e �gure on the right shows the PDOS, with the DOS projected
onto Br-4p (blue), Pb-6s (maroon) and Pb-6p (green) orbitals. In both �gures, the dashed
line shows the position of the Fermi level.

Previous experimental results28 as well as X-ray di�raction (XRD) and TEM results

from our experimental collaborators show that Sn-doped CsPbBr3 perovskite nanocrys-

tals are highly crystalline and retain the cubic structure of the undoped parent counter-

parts. We have therefore performed our theoretical calculations on the cubic structure of

CsPbBr3 and study Sn doping of this structure. We �nd the la�ice constant of CsPbBr3

to be 5.64 Å. �is value is in fairly good agreement with our experimental value of 5.85

Å for the CsPbBr3 nanocrystal and an earlier experimental value of 5.874 Å 54 for bulk

CsPbBr3. �e calculated band gap of CsPbBr3 is 1.79 eV. �is can be compared with a pre-

vious DFT value of 1.7 eV,54 an earlier experimental value of 2.36 eV 55 for bulk CsPbBr3



136 Chapter 6.

and our experimental result of 2.42 eV for the CsPbBr3 nanocrystal. We note that the un-

derestimation of the band gap is a well known shortcoming of standard DFT calculations.

�e band structure and projected density of states (PDOS) of CsPbBr3 (without the incor-

poration of spin-orbit interactions) are shown in Fig. 6.1(a) and Fig. 6.1(b) respectively.

We �nd that the valence band and the band below this arise mainly from antibonding

and bonding, respectively, between Br 4p and Pb 6s orbitals. �e conduction band has

primarily Pb 6p character, though it also has some Br 4p character, as can be seen from

the PDOS plo�ed in Fig. 6.1(b). �e band gap is direct at the R point.

6.4.2 Band-gap change with lattice parameter of cubic CsPbBr3

(a) (b)

Figure 6.2: Change in band gap with la�ice parameter of cubic CsPbBr3 (a) without SOC
and (b) with SOC. Note that without SOC, the change is monotonic, whereas with SOC, it
is non-monotonic due to the presence of a band inversion. Note the position of the point
in (b) that indicates the equilibrium la�ice constant for CsPbBr3.

Next we want to investigate how the band gap changes with la�ice parameter for cu-

bic CsPbBr3. In order to do this, we subject cubic CsPbBr3 to both tensile and compressive

strain, and see how the electronic structure changes, in the absence as well as presence of

spin-orbit interactions. �e band gap change with la�ice constant without and with the

inclusion of spin-orbit coupling is shown in Figs. 6.2(a) and 6.2(b), respectively. We see

that without the inclusion of spin-orbit coupling, the band-gap decreases with decreasing

la�ice constant [see Fig. 6.2(a)]. However, when spin-orbit coupling (SOC) is included,

with decreasing la�ice parameter the band-gap of cubic CsPbBr3 �rst decreases and then



6.4 Results 137

increases, as shown in Fig. 6.2(b). We will investigate the reason for this non-monotonic

band gap change with la�ice parameter (in the presence of SOC) in the next section.

6.4.3 Movement of valence and conduction band with lattice pa-

rameter

(a) (b)

Figure 6.3: (a) Movement of valence band and conduction band with la�ice parameter (b)
Change in di�erent orbital contributions with la�ice parameter.All positions are mea-
sured with respect to a deep-lying core level that does not shi� with la�ice parameter.

To understand how the band gap changes with la�ice constant, we can view this

as a two-step process. We �rst examine how the positions of the band edges change

with strain, in the absence of SOC, and we then examine how these levels split upon

incorporation of SOC.

We will �rst see how the valence band and conduction band edges move with chang-

ing la�ice parameter for cubic CsPbBr3, in the absence of SOC. In Fig. 6.3(a) we show the

movement of valence band and conduction band edges with decreasing la�ice parameter

for cubic CsPbBr3. Upon changing the la�ice parameter, the movement of the valence

band maximum is much greater than that of the the conduction band minimum. Note

that in this �gure, the movement of both edges is measured with respect to the position

of the deep-lying Cs 5s core-level, which does not shi� with la�ice constant. For further

analysis, we �rst recall from Fig. 6.1 that the valence band has antibonding character,

arising from Br 4p and Pb 6s orbitals, and the conduction band arises from Pb 6p orbitals.



138 Chapter 6.

We have used DFT to obtain the parameters for a Wannier-based tight binding model to

calculate the interaction strength between di�erent orbitals.56 We have considered the Br

4p, Pb 6s and Cs 5s states to carry out the Wannier projections. In Fig. 6.3(b) the change

in the strength of di�erent orbital interactions with la�ice parameter is shown. We see

that the most prominent change that occurs is in the interaction between Br 4p and Pb

6s orbitals. �is explains the results of Fig. 6.3(a). As the valence band consists of anti-

bonding character of Br 4p and Pb 6s, the movement of the valence band maximum with

strain is signi�cant. On the other hand, the conduction band consists of ‘non bonding’ Pb

6p orbitals. So there is almost no change in the conduction band minimum with la�ice

parameter.

�is movement of the valence band and conduction band edges with la�ice parameter

explains Fig. 6.3(a). As the position of the conduction band remains almost unchanged,

and the valence band moves up in energy upon decreasing the la�ice parameter, there is

a monotonic decrease in band gap.

6.4.4 Why the SOCband-gap changes non-monotonicallywith lat-

tice parameter

We wish to understand why, upon the inclusion of spin orbit coupling, the band gap

changes non-monotonically with la�ice parameter. To do this, we will �rst look at what

happens to the orbital levels (at equilibrium la�ice constant) upon inclusion of spin-orbit

coupling.

From Fig. 6.1(b) we can say that the valence band is primarily contributed to by Br

4p states and the conduction band is primarily contributed to by Pb 6p states when there

is no spin-orbit coupling. In Fig. 6.4 we have plo�ed the projected band-structure of

CsPbBr3 at equilibrium la�ice constant when spin-orbit coupling is included. In this

picture, the color of the bands indicates the orbital nature of the state at that point. A

yellow color indicates a fully Pb 6p nature and a blue color indicates a fully Br 4p nature,

with intermediate colors indicating hybridization between the two. (Note that in this
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Figure 6.4: Projected band-structure of bulk CsPbBr3 at optimized la�ice constant. �e
color of each point indicates the orbital character of the band at that wave-vector. A blue
color indicates fully Br 4p character, yellow color indicates fully Pb 6p character, and the
intermediate colors denote appropriate amount of partial contributions from Br 4p and
Pb 6p .

�gure, for simplicity we have ignored the partially Pb 6s character of the valence band).

We see that, in keeping with our discussion above, the valence band is primarily blue (Br

4p), while the conduction band is mostly of Pb 6p character. However, we can see that

at the R point, there is a band inversion: the orbital character gets inverted, as can be

seen by the blue color of the conduction band minimum at R, and the yellow color of the

valence band maximum at R; this is made even more clear in the inset to the �gure.

We will now a�empt to show why the introduction of a band inversion upon includ-

ing SOC also results in a reversal in trends in band gap changes. �e two le� halves

of Figs. 6.5(a) and (b) show the situation in the absence of SOC, for two di�erent la�ice

constants. �e blue dashed lines show the position of the valence band maximum (VBM)

and the green solid lines show the position of the conduction band minimum (CBM), at

two di�erent la�ice constants. �e positions of the band edges have been obtained from

the DFT results for the band structure in the absence of SOC. By comparing the results

at two la�ice constants, we see that (in the absence of SOC) there is a decrease in band

gap (red shi�) on decreasing the la�ice constant. �e two right halves of Figs. 6.5(a) and
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Figure 6.5: Movement of valence and conduction band edges with la�ice parameter. Re-
sults at (a) a = 5.69 Å and (b) 5.52 Å. In each case, the le� and right panels show the
results without with SOC, respectively. �e blue and green colors indicate bands that
have primarily Pb 6p and Br 4p character, respectively.

(b) show what happens when SOC is included. �e positions of the dashed blue levels

remain essentially unchanged. However, the solid green level, which has Pb 6p nature,

now splits. �is spli�ing is indicated by the positions of the J3/2 and J1/2 lines in the two

right panels. �e amount of spli�ing is essentially independent of la�ice constant. �is

spli�ing is large enough that the lower green level (J1/2) now falls below the blue level,

i.e., there is a band inversion, so that now the the VBM is ‘green’ and the CBM is ‘blue’.

Now let us compare the results at the two la�ice constants. Since in the absence of SOC,

the green level was closer to the blue level at the smaller la�ice constant, it also follows

that the green level is much below the blue level upon including SOC for the smaller

la�ice constant than for the larger la�ice constant. In other words, upon including SOC,

when we decrease the la�ice constant, the band gap increases, i.e., there is a blue shi�.

�us, for the range of la�ice constants where there is a band inversion induced by SOC,

the red shi� becomes �ipped to a blue shi�.
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6.4.5 Sn-doping of CsPbBr3

Next we consider Sn-doping of CsPbBr3 in the cubic structure. We note that experimen-

tally it has been observed that the doping concentration of Sn cannot be more than 10%

– 20% for perovskite nanocrystals.28 However, so as to obtain clear trends at relatively

low computational cost, for our theoretical calculations we have considered Sn doping

for dopant concentrations up to 50%. We consider a 2×2×2 unit cell of cubic CsPbBr3.

Using this unit cell, we can consider Sn dopant concentrations of 0%, 12.5%, 25%, 37.5%

and 50%. Note that the la�ice constant is optimized for each dopant concentration; this

is a crucial point.

(a) (b)

Figure 6.6: Change in band gap of Cubic CsPbBr3 with Sn doping (a) without SOC and
(b) with SOC

In Fig. 6.6(a) we have shown the band gap change with increasing Sn doping con-

centration without spin-orbit interaction and in Fig. 6.6(b) we have shown the band gap

change with increasing Sn doping concentration with spin-orbit interaction. We see a

completely opposite trend in the band gap change without and with spin-orbit interac-

tion. With increasing Sn doping concentration, the band gap decreases when spin-orbit

interaction is not included, whereas the band gap increases with Sn doping concentration

when the spin-orbit interaction is included. Note that the la�er trend matches with the

experimental observation.
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Figure 6.7: Change in la�ice constant with Sn doping

To investigate why the band-gap changes di�erently without and with spin-orbit in-

teraction, we �rst consider the change in la�ice parameter with increasing Sn doping

concentration. From Fig. 6.7 we see that the la�ice parameter decreases as we increase

the concentration of Sn. �is is because the atomic radius of Sn is smaller than that of

Pb.

Figure 6.8: Position of atomic levels for (a) CsPbBr3 and (b)CsSn0.25Pb0.75Br3. Green,
blue and red colors indicate predominantly Pb 6p, Br 4p and Sn 5p character, respectively.
In each case, the le� and right panels show results without and with SOC, respectively.

Fig. 6.8 is similar to Fig. 6.5, except that panel (a) shows the situation for undoped

CsPbBr3 and panel (b) shows the result for the case of 25% Sn-doping; note that the Sn-

doping also results in a decrease in la�ice constant. We see that the situation is similar to

what we had discussed above. �e important thing to note is that the spin-orbit spli�ing
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for Sn is much smaller than for Pb, as expected. �us again, we have to consider only the

role played by the spli�ing of the Pb 6p states, which constitute the CBM in the absence of

SOC, and get band-inverted to constitute the VBM upon inclusion of SOC. �e arguments

are the same as above, resulting in a blue shi� upon Sn-doping. �e crucial point to note

here is that the main e�ect of Sn-doping is to result in a decrease in la�ice constant,

which results in a decrease in the non-SOC band gap, which gets band-inverted to an

increase in the SOC band gap.

6.5 Conclusions

In summary, we have used density functional theory incorporating spin-orbit interac-

tions to study the e�ect of Sn doping on cubic CsPbBr3. We have studied the cubic struc-

ture since this is experimentally determined to be the ground state structure in nanocrys-

tals.

We �rst show from an analysis of the band-structure and PDOS of cubic CsPbBr3,

that the VBM mainly comes from Br 4p and Pb 6s states, whereas the CBM mainly

comes from Pb 6p states. Next, we have shown that with decreasing la�ice parame-

ter, the band-gap changes (decreases) monotonically without spin-orbit interaction and

non-monotonically (decreases �rst and then increases) with inclusion of spin-orbit inter-

action. We have shown that this non-monotonicity results from the fact that there is a

range of la�ice constants for which there is a band inversion upon including spin-orbit

interactions, which in turn results in the red shi� (on decreasing la�ice constant) being

�ipped to a blue shi� for this range of la�ice constants. Finally we have used similar

arguments to explain the reason behind the increase in band-gap upon Sn doping. We

have shown that the e�ect of Sn doping is primarily in changing the la�ice parameter of

the perovskite structure, which leads to the band-gap change.
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Chapter 7
Insights from DFT into delayed emission

in Mn-doped perovskite nanocrystals

7.1 Introduction

Light emi�ing devices (LEDs) are characterized by their high energy e�ciency, color

quality and low energetic costs of manufacturing. An important goal is to reduce energy

losses. �ese losses mostly arise from non-radiative recombination process. �ese in-

clude Auger recombination1 and processes due to surface defects.2;3 In these processes,

charge carriers recombine, releasing phonons instead of photons. �e goal is to reduce

energy losses through non-radiative recombination and increase radiative recombination

where the charge carriers recombine releasing photons. �e ratio of the radiative recom-

bination rate to the non-radiative recombination rate is known as the quantum yield. So,

in other words, to reduce energy losses in light emi�ing devices, higher quantum yield

is desirable. Inorganic perovskite nanocrystals show several fold improvement in the

quantum yield4;5 as compared to other systems.

A slow supply of excited state electrons to radiative excited states of the host sys-

tems could signi�cantly increase the quantum yield. �is involves quick extraction of

the photo-excited electrons into long-lived impurity levels, slow back-transfer through
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�nite vibrational coupling of the impurity levels with the host, followed by radiative re-

combination of the electrons.

�ough the importance of spin in opto-electronics is well known, it was generally

considered a loss pathway until harvesting of the spin selective losses was achieved in

organic molecules by the thermally assisted delayed �uorescence (TADF), a�er it was

�rst introduced by Adaichi et al.6 Despite extensive use of TADF in organic molecules

since then, similar work has not been a�empted in inorganic systems. �is could be due

to the additional challenge of introducing a spin selective loss-pathway that is faster than

other non-radiative losses, while in organic molecules the spin selective losses form the

major component of the loss pathway.

Deliberate rerouting of the photo-excited electrons to the spin-forbidden state would

require a fast electron transfer to the impurity levels followed by slow rerouting of these

electrons back to the host for band-edge recombination. Mn doping in nanocrystals is

known for its fast extraction of the photo-excited electrons7–9 to a spin-forbidden state,

leading to a long emission lifetime. If we can now deliberately detrap the electrons from

Mn and return to the radiative excited state of the host within the �uorescence lifetime of

Mn, our aim of Vibrationally Assisted Delayed Fluorosence (VADF) would be achieved.

�is targeted internal hopping of electrons, as well as the internal electron storeroom, is

not only of fundamental importance towards our understanding of Mn emission but also

o�ers a powerful strategy to increase the e�ciency of optoelectronic devices by reducing

non-radiative decay losses.

7.2 Experimental Results

Our experimental collaborators in the group of Prof. Ranjani Viswanatha have recently

synthesized Mn-doped CsPbBr3−xClx nanocrystals for di�erent concentrations of Cl. �is

results in delayed excitonic �uorescence and increased photoluminescence quantum yield

(PLQY).
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Figure 7.1: Experimental results (from our collaborators in the group of Prof. Ranjani
Viswanatha) (a) Schematic diagram of gated PL (b) Room temperature gated PL emission
for di�erent Mn doped CsPbBr3−3xClx nanocrystal samples denoted by MP1 to MP5

Fig. 7.1(a) shows the schematic diagram of gated photoluminescence (PL). �e timescale

of gated PL is mentioned in the diagram where the excitonic luminescence is obtained

a�er a delay of 150 microsecond. Fig. 7.1(b) shows the gated emission spectra for dif-

ferent Mn-doped CsPbBr3−3xClx nanocrystals samples denoted by MP1 to MP5. �e Br

concentrations of MP1, MP2, MP3, MP4 and MP5 are 0%, 20%, 40%, 60% and 80% respec-

tively. Fig. 7.1(b) shows that irrespective of band gap, all the samples show Mn emission

in gated PL. Apart from that, from Fig. 7.1(b) we can see that for Br-rich samples like

MP5, there is substantial excitonic emission along with the Mn emission. �is is due to

the electron detrapping from Mn2+ to the host conduction band. �e undoped counter-

part of the MP5 sample shows a PLQY of 30%. However with inclusion of Mn, the PLQY

is more than 50%.

Motivated by the above experimental observation, we have performed ab initio den-

sity functional theory (DFT),10;11 and ab initio density functional perturbation theory

(DFPT) calculations to understand the mechanism of delayed emission in Mn-doped per-

ovskite halide nanocrystals, as well as to understand the reason behind the electron de-

trapping from Mn2+ to the host conduction band.



154 Chapter 7.

7.3 Systems under study

X-ray di�raction (XRD) and transmission electron microscopy (TEM) results show that

the Mn-doped perovskite nanocrystals are highly crystalline and retain the cubic struc-

ture of parent undoped counterpart. Also optical emission spectroscopy ICP-OES shows

experimentally that the doping concentration of Mn in the Mn-doped halide perovskites

is less than 5%.

(a) (b)

(c) (d)

Figure 7.2: Structure of cubic (a) CsPbBr3 (b) CsPbCl3 (c) Mn-doped CsPbBr3 (d) Mn-
doped CsPbCl3. Doping concentration of Mn is 12.5% in (c) and (d) Color scheme for
atomic spheres: Cs (sky blue), Pb (green) Br (blue) Cl (light green).

To understand the electronic structure of the pure halides, we have performed theo-

retical calculations for cubic CsPbBr3 and CsPbCl3. �e primitive unit cells for CsPbBr3

(see Fig. 7.2(a)) and CsPbCl3 (see Fig. 7.2(b)) consist of 1 Cs, 1 Pb and 3 Br/Cl atoms. For

the Mn doping we have considered 2×2×2 supercells of CsPbBr3 and CsPbCl3, in which

we replace one of the Pb atoms by Mn (see Fig. 7.2(c) and Fig. 7.2(d)). �is corresponds
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to a 12.5% doping concentration. Although experimentally the doping concentrations is

less than 5%, due to the computational limitation of having to work with a reasonably

small supercell, we have considered 12.5% doping concentration in our calculations.

7.4 Computational Details

Our calculations have been performed using ab initio density functional theory (DFT),10;11

as implemented in the �antum ESPRESSO package.12 To describe the exchange-correlation

interactions a generalized gradient approximation of the PBE form was used.13 Electronic

wavefunctions were expanded using a plane wave basis set, with cuto�s of 40 Ry and 400

Ry for the wavefunctions and charge density, respectively. �e interactions between

the ionic cores and valence electrons were described using ultraso� pseudopotentials.14

Structural optimizations were performed using the Broyden-Fletcher-Goldfarb-Shanno

(BFGS) scheme until the Hellmann-Feynman forces on all the atoms being relaxed were

less than 0.001 Ry/bohr.15–18 �e Brillouin zone was sampled with a Monkhorst-Pack19

mesh of 8×8×8 k-points for the primitive unit cell of CsPbBr3 and CsPbCl3; scaled ap-

propriately for supercells. Phonon calculations have been performed using density func-

tional perturbation theory (DFPT).20 Spin-orbit e�ects have been incorporated using fully

relativistic pseudopotentials.21

7.5 Results and Discussion

7.5.1 Lattice parameter and electronic structure of CsPbBr3 and

CsPbCl3

We �nd the la�ice constant of CsPbBr3 to be 6.01 Å, which is in excellent agreement with

a previous theoretical value of 6.00 Å 22. It is however somewhat larger than our experi-

mental value of 5.85 Å for the CsPbBr3 nanocrystal and an earlier experimental value of

5.874 Å 23 for bulk CsPbBr3. �e calculated la�ice constant of CsPbCl3 is 5.74 Å, which
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(a) (b)

(c) (d)

Figure 7.3: DFT results for electronic band structure of the undoped halide perovskites.
CsPbBr3 (a) without and (b) with spin-orbit coupling. �e conduction band has Pb 6p
character and the valence band arises from Br 4p and Pb 6s orbitals. Band structure of
CsPbCl3 (c) without and (d) with spin-orbit coupling. �e conduction band has Pb 6p
character and the valence band arises from Cl 3p and Pb 6s orbitals.

is in excellent agreement with a previous theoretical value of of 5.73 Å 22. It is however

somewhat larger than our experimental value of 5.62 Å for the CsPbCl3 nanocrystal and

an earlier experimental value of 5.61 Å 23 for bulk CsPbCl3. �e discrepancy is presum-

ably due to the use of the GGA in our calculations, which is known to underbind.

�e band structure of CsPbBr3 without spin-orbit coupling is shown in Fig. 7.3(a).

�e valence band and the band below this arise mainly from antibonding and bonding,

respectively, between Br 4p and Pb 6s orbitals. �e conduction band has primarily Pb

6p character. �e calculated band gap of CsPbBr3 is 1.79 eV. �is can be compared with

a previous DFT value of 1.79 eV, 22 an earlier experimental value of 2.36 eV 24 for bulk

CsPbBr3 and our experimental result of 2.42 eV for the CsPbBr3 nanocrystal. We note that
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the underestimation of the band gap is a well-known shortcoming of standard DFT cal-

culations. �e band structure of CsPbBr3 with spin-orbit coupling is shown in Fig. 7.3(b).

As the valence band arises from Br 4p and Pb 6s states, it is not signi�cantly a�ected

by spin-orbit coupling. However, the conduction band arises from Pb 6p states; Pb 6p

orbitals have a signi�cant spin-orbit e�ect, spli�ing into J3/2 and J1/2 levels, and the con-

duction band edge is thus shi�ed. As a result the band gap is lessened to 0.567 eV (at

GGA level, which is again an underestimation).

�e band structure of CsPbCl3 without spin-orbit coupling is shown in Fig. 7.3(c).

Similar to CsPbBr3, for CsPbCl3 the valence band and the band below this arise mainly

from antibonding and bonding, respectively, between Cl 3p and Pb 6s orbitals and the

conduction band has primarily Pb 6p character. �e calculated band gap (without spin-

orbit coupling) of CsPbCl3 is 2.22 eV. �is can be compared with a previous DFT value of

2.21 eV 22, an earlier experimental value of 2.36 eV 24 for bulk CsPbCl3 and our experi-

mental result of 3.0 eV for the CsPbCl3 nanocrystal. �e band structure of CsPbBr3 with

spin-orbit coupling is shown in Fig. 7.3(d). With the inclusion of spin-orbit coupling, the

band gap becomes 0.985 eV

In both CsPbBr3 and CsPbCl3, the band gap is direct at the R point.

7.5.2 Electronic structure of Mn-doped CsPbBr3

Next, we have considered the e�ects of Mn doping in cubic CsPbBr3. Experimentally, the

concentration of Mn is less than 5%. Due to computational limitations, theoretically we

have however considered one Mn atom substituted in a 2×2×2 unit cell of CsPbBr3, which

corresponds to a 12.5% doping concentration. Upon Mn doping, the band gap change is

very small, when compared to the undoped material, in agreement with experimental

results.

�e non-relativistic projected band structure of Mn-doped CsPbBr3 is shown in Fig. 7.4.

�e bands are colored according to their orbital character, based upon a projection onto

atomic wavefunctions. Red, green and blue colors represent Mn 3d, Pb 6p and Br 4p like
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Figure 7.4: Projected band structure of (a) spin up and (b) spin down states of 12.5% Mn-
doped CsPbBr3. �e contributions from Mn 3d, Pb 6p and Br 4p are represented by red,
green and blue colors respectively. �e intermediate colors shown by the color triangle
denotes the amount of overlap between the orbitals. Note that Mn hybridizes with the
valence band in the spin up states and with the conduction band in the spin down states.

character, respectively, with intermediate colors indicating the degree of hybridization

between these three states. For Mn-doped CsPbBr3, in the spin up states Mn hybridizes

with the valence band, whereas for the spin down states, Mn hybridizes with only the

conduction bands, i.e., with Pb.

7.5.3 Shi� in the position ofMn level in the conduction bandupon

inclusion of spin-orbit coupling

Figure 7.5: Projected band structure of the conduction band for Mn doped CsPbBr3 show-
ing the contributions from Mn 3d, Pb 6p and Br 4p orbitals (a) without and (b) with spin-
orbit coupling. �e contributions from Mn 3d, Pb 6p and Br 4p are represented by red,
green and blue colors respectively. �e intermediate colors shown by the color triangle
denotes the amount of overlap between the orbitals
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�e orbital-projected conduction bands of Mn-doped CsPbBr3 without and with spin-

orbit interactions are shown in Fig. 7.5(a) and Fig. 7.5(b), respectively. A similar color code

is used as in Fig. 7.4. From these results, it is evident that in the absence of SOC, the Mn

levels lie at the edge of the conduction band. However, in the presence of SOC, because of

strong relativistic e�ects in the heavy Pb atoms, the bo�om of the conduction band is now

pulled considerably lower in energy, and as a result the Mn levels end up being buried

deep within the conduction band. We note also that there are signatures of signi�cant

electronic coupling (hybridization) between Mn 3d and Pb 6p states, especially in the

vicinity of the R point in the Brillouin zone. Below we will also see that there is vibrational

coupling between Mn and host atoms (Pb/Br) and electron-phonon coupling between Mn

atoms and host electrons (Pb/Br), thus providing, in addition, a phonon-assisted pathway

for electrons in the Mn 3d states to reach the conduction band minimum. �is targeted

internal hopping of electrons, as well as the internal electron storeroom, is not only of

fundamental importance towards our understanding of Mn emission but could become

an important part of energy-based applications by reducing non-radiative decay losses.

7.5.4 Comparison of vibrational coupling betweenMn-dopedCsPbBr3

and Mn doped CsPbCl3

To understand the mechanism of electron detrapping from Mn2+ to the host conduction

band, we �rst look at the vibrational coupling between Mn atoms and the host atoms,

i.e., Pb and Br in Mn-doped CsPbBr3 and Pb and Cl in Mn-doped CsPbCl3. �e transfer

of electrons is favorable if there is a signi�cant amount of vibrational coupling between

Mn atoms and host atoms. Further, for these modes if we see a signi�cant amount of

electron-phonon coupling, this can support the existence of electron detrapping from

Mn2+ states to the host conduction band through phonon-assisted pathways.

Accordingly, we have calculated the projected phonon dispersion using density func-

tion perturbation theory (DFPT). �e projected phonon dispersion plots for (a) Mn-doped

CsPbBr3 and (b) Mn-doped CsPbCl3 are shown in Fig. 7.6(a) and Fig. 7.6(b). �e phonon
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Figure 7.6: Projected phonon spectrum, as calculated from DFPT, for (a) Mn-doped
CsPbBr3 and (b) Mn-doped CsPbCl3. �e branches are colored according to their weights
on the di�erent atoms in the unit cell, as shown in the RGB color triangle.

branches are colored according to their weights on Mn (red), Pb (green) and Br/Cl (blue),

with intermediate colors indicating the extent of vibrational coupling between atoms of

di�erent species.

In Fig. 7.6(a), we can see that there is a signi�cant amount of vibrational coupling

between Mn-Pb and Mn-Br for Mn-doped CsPbBr3. We will focus on the vibrational

coupling at the zone center, since the coupling is maximum here. �e phonon modes

at Γ for Mn-doped CsPbBr3 are labeled by bd1 − bd11. �e bd10 mode is found to be a

purely Mn mode, whereas for modes bd5, bd6 and bd8, there is a signi�cant amount of

vibrational coupling between Mn and Pb/Br.



7.5 Results and Discussion 161

In Fig. 7.6(b), we can see that vibrational coupling between Mn-Pb and Mn-Cl for Mn-

doped CsPbCl3 is signi�cantly less than for Mn-doped CsPbBr3. �e phonon modes at Γ

for Mn-doped CsPbCl3 are labeled bymd1−md11. �e equivalent of the bd10 mode of Mn-

doped CsPbBr3 (see Fig. 7.6(b)) is the md9 mode of Mn-doped CsPbCl3 (see Fig. 7.6(a)).

However, for bd10 the mode consists of pure Mn whereas for md9 there is coupling be-

tween Mn and Cl. For md10 modes also there is coupling between Mn and Cl. All other

modes at the Γ point are mainly from Cl.

So, the vibrational coupling between Mn and host atoms (i.e., Pb and Br) in Mn-doped

CsPbBr3 is signi�cantly larger than that between Mn and host atoms (i.e., Pb and Cl) in

Mn-doped CsPbCl3. In the next section we will see how the vibrational coupling will

a�ect the electron-phonon coupling for Mn doped CsPbBr3 for a mode where there is a

signi�cant amount of vibrational coupling between Mn and the host.

7.5.5 Electron-phonon coupling in Mn-doped CsPbBr3

In the previous section, we have seen that for Mn-doped CsPbBr3, there is a signi�cant

amount of vibrational coupling between Mn, Pb and Br for modes bd5, bd6, bd7 and bd8,

whereas for Mn-doped CsPbCl3, the analogous coupling is negligible. Electron detrap-

ping from Mn states to the host conduction band can be realized by electron-phonon

coupling. In order to investigate the electron-phonon coupling, we can examine how

the electronic properties of the system change when the crystal vibrates in one of these

modes.

In Fig. 7.7(a) and Fig. 7.7(b) we have shown the eigenvectors corresponding to the two

degenerate modes bd5(1) and bd5(2) for Mn-doped CsPbBr3. Using the frozen phonon

method, we have plo�ed the electronic band structure for the equilibrium structure and a

structure where the atoms are displaced according to uν =
√∑

I
1
MI

Xν
2

I with a maximum

displacement of 0.06 Å for Mn-doped CsPbBr3 in Fig. 7.7(c) and Fig. 7.7(d). From the

�gure we can see that there is an appreciable shi� in the electronic eigenvalues (compare

the solid green curves with the dashed red curves), indicating that there is signi�cant
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Figure 7.7: (a),(b) Eigenvectors corresponding to the two degenerate phonon modes
bd5(1) and bd5(2) of Mn-doped CsPbBr3. (c),(d) �e presence of electron-phonon cou-
pling is evidenced from the shi� in the electronic bands under atomic displacement cor-
responding to the two modes Mn-doped CsPbBr3. Green solid lines: equilibrium band
structure. Red do�ed lines: band structure of the structure a�er distorted along the mode
vector with an atomic displacement of 0.06 ÅĊolor scheme for atomic spheres: Cs (sky
blue), Pb (green) Br (blue) Mn (red).

electron-phonon coupling for these modes. �e coupling seems to be especially strong

for electrons in the vicinity of the X point in the Brillouin zone.

Further work needs to be done to quantify the strength of the electron-phonon cou-

pling; work in this direction is ongoing.

7.6 Conclusions

In this chapter, we have used density functional theory and density functional pertur-

bation theory to investigate the reason for delayed photoluminescence and increased

quantum yield in Mn doped perovskite nanocrystals.

We �rst show how the band gap of cubic CsPbBr3 and cubic CsPbCl3 get modi�ed
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upon incorporation of Mn. First, without incorporating spin-orbit coupling, we have

found that spin up and spin down Nb states hybridize with the valence and conduction

bands, respectively, of the host. We have also found that upon the incorporation of spin-

orbit coupling, the Mn levels get buried deep inside the conduction band.

Upon calculating the phonon spectrum of Mn-doped CsPbBr3 and CsPbCl3, we �nd

that while there is a signi�cant amount of vibrational coupling between Mn and host

atoms (Pb/Br) in Mn-doped CsPbBr3 for some modes, the same is not true for Mn-doped

CsPbCl3. We also have found indications of a strong electron-phonon coupling in Mn-

doped CsPbBr3.

We believe that our results show pathways for detrapping electrons from Mn states

to the host conduction states, resulting in delayed photoluminescence.
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Chapter 8
Conclusions and Outlook

In this chapter, I summarize the main results obtained in this thesis, and also mention

any open questions or possible directions for future work.

All the work in this thesis was performed using density functional theory (DFT),

in some cases supplemented with density functional perturbation theory (DFPT) and

ab initio molecular dynamics (AIMD). In most cases, van der Waals interactions were

incorporated using the DFT-D2 scheme.

In Chapter 3, we studied the adsorption of the polar methanol molecule on various

mixed C-BN systems: striped systems with either armchair or zigzag interfaces between

graphene and h-BN domains, an intermixed BCN structure, and a triangular graphene

island embedded within a BN matrix. We also compared this with methanol adsorption

on the pristine graphene and h-BN substrates.

Before studying adsorption of methanol, we �rst studied the stability of di�erent sub-

strate con�gurations. We found that structures containing phase segregated domains of

graphene and BN are energetically preferred over intermixed structures. �ough striped

domains are the most favored, structures with triangular graphene islands embedded in

a BN matrix are only slightly less favored, and thus are likely to be found in experiment.

Most interestingly, we �nd that the adsorption energy of methanol increases signi�-

cantly on systems containing zigzag interfaces between graphene and BN. �is is because

lines of charge form at these interfaces, due to the polar discontinuity at such interfaces.

167
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�e adsorption energy is greatest at vertices of triangular islands, where two zigzag C-B

interfaces meet. If it is possible to deliberately engineer nanostructures that have this

con�guration, this should signi�cantly increase the binding of methanol on these sub-

strates, which can have interesting applications for thermal energy storage.

From a theoretical point of view, it is not yet completely clear how to treat the graphene-

BN interface. �ough the theory of polar discontinuities is well-developed, this is true

only for the case of a polar discontinuity between two insulators. Graphene is a pecu-

liar case in that it is a semi-metal, with zero band gap but zero density of states at the

Fermi level. It is not clear whether the formulae and formalism developed for insulators

is applicable for this case, and greater clarity is desirable in this context.

In Chapter 4, we studied the energetics, structure and dynamics of water on graphene

and graphene oxide, using density functional theory and Car-Parrinello molecular dy-

namics.

We found that the strength of binding of water molecules is greatly enhanced on

densely functionalized regions of graphene oxide, which are hydrophilic, in contrast to

the hydrophobic regions of bare graphene.

When water is deposited on graphene oxide, it initially wets the hydrophilic function-

alized regions, and subsequently these regions are connected by the formation of water

bridges that cross hydrophobic regions of the graphene oxide substrate. As the coverage

of water increases, there is a layering of the water molecules, and the di�erence in the

structure of the water over the hydrophobic and hydrophilic domains becomes less and

less marked.

As the coverage of water is increased, both the average coordination of water molecules

and the mean number of hydrogen bonds connecting water molecules increases. Also,

the di�usion constant of water molecules increases, and the hydrogen bond relaxation

time decreases. All of this is interesting because these are factors that will impact proton

conductivity.

We have a�empted to directly study the process of proton conductivity in water on



7.6 Conclusions 169

graphene oxide, however these studies are at too preliminary a stage to be included in

this thesis. It would be interesting to continue this work along those lines, as well as to

induce a �ow in the water molecules, so as to more directly study the rheology of water

molecules on graphene oxide; to the best of our knowledge, such studies have so far been

carried out only using classical potentials, and it would be interesting to explore whether

the incorporation of quantum mechanical e�ects leads to any di�erences in results.

In Chapter 5, we studied hydrogen adsorption on molybdenum carbide, nitride and

carbide-nitride composite systems, with a view to studying the HER activity of these

systems.

We obtained the somewhat unexpected result that incorporating van der Waals in-

teractions is essential to correctly reproduce the ground state structures of bulk Mo2C

and Mo2N.

By computing the Gibbs free energy, which is believed to be a good descriptor for

HER activity, we found that carbide-nitride composite structures should show be�er HER

activity than pure carbide and nitride structures, in agreement with experiment. We

have also shown that N-rich composite structures show be�er HER activity than C rich

composite structures.

Other approaches to studying HER activity include calculating reaction barriers, vol-

cano plots, etc. �is study has been somewhat limited by the fact that experimental re-

sults are yet awaited at zero overpotential. We are hopeful that these results will con�rm

our other �ndings.

In Chapter 6, we showed that three factors are crucial to explain why nanocrystals

of CsPbBr3 show a blue shi� in their emission spectra on Sn doping, whereas the bulk

crystals show a red shi�. One is that the nanocrystals have a cubic structure. Another

is that for the cubic structure, spin-orbit interactions (arising from the Pb states) result

in a band inversion if the la�ice constant is reduced, as a result of which there is a non-

monotonic change of band gap with la�ice constant, with red shi� in a certain range of

la�ice constants and a blue shi� in another range of la�ice constants, on reducing la�ice
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constant. �e third factor is that substitutional doping by Sn reduces the la�ice constant

to a region of the band gap vs. la�ice constant curve where, as a result of the band in-

version, one obtains a blue shi� in the band gap upon reducing the la�ice constant by Sn

doping. What remains to be done in this context is to study other ranges of Sn doping;

at present we are limited, by computational constraints, to study rather large values of

Sn doping concentration. It would also be interesting to con�rm theoretically that the

nanocrystals assume a di�erent structure from the bulk crystals, and hence behave dif-

ferently from the bulk on Sn-doping; at present, we have made use of the experimentally

determined fact that the nanocrystals have the cubic structure, and have not veri�ed it

ourselves.

In Chapter 7, we have used density functional theory and density functional perturba-

tion theory to explain the reason for delayed photoluminescence and increased quantum

yield in Mn-doped perovskite nanocrystals.

One important result is that we have found that, upon incorporation of spin-orbit cou-

pling, the Mn level gets buried deep inside the conduction band instead of being at the

band edge. We have also found that there is a signi�cant amount of vibrational coupling

between Mn and host atoms (Pb/Br) in Mn-doped CsPbBr3 for some modes whereas for

Mn-doped CsPbCl3 the amount of coupling is negligible. We have also found that there

is signi�cant electron-phonon coupling between Mn and the host. �ese results imply

that one can detrap from Mn states to the host conduction states resulting in a delayed

photoluminescence. What would be interesting in this context is to study the excited

states using some method like time dependent density functional theory. It would also

be interesting to get a more accurate computation of the band gap by, e.g., using hybrid

functionals. Finally, we would like to quantify the electron-phonon coupling, e.g., us-

ing the linear response method, rather than merely get a rough idea of the existence of

electron-phonon coupling using the frozen-phonon technique as done at present.

In conclusion, we have studied a wide range of topics in this thesis. In some cases, we

have se�led puzzles that arose from experimental data, or provided theoretical support
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to interesting and important experimental observations. In some other cases, our work

can be viewed as �rst a�empts to tackle a problem, which may not yet have provided

de�nitive answers, but rather raise intriguing possibilities for future experiments and

calculations.
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