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Preface

This thesis utilizes Raman spectroscopic technique to probe and understand the structural

disorder in lead halide perovskites (LHPs) and molecular interactions in zeolitic imidazo-

late frameworks (ZIFs) which makes them promising candidates for various applications.

Also, it explores the synthesis of dendronic markers for surface-enhanced Raman spec-

troscopy (SERS) applications. Chapter 1 gives a brief introduction on the theory of

Raman scattering, SERS, and SERS of thiol molecules. Also, the theory of the Raman

spectral analysis in the low-frequency and molecular regions have been presented which

includes, lattice vibrations, anharmonicity in phonons, electron-phonon coupling, effect

of molecular guest adsorption on structure, and their interactions on Raman spectra.

Chapter 2 discusses the various experimental methods used in this thesis.

Chapter 3 accounts for the Raman spectroscopic investigations carried on a series

of undoped CsPbX3 (where X = Cl, Br) nanocrystals and Mn-doped counterparts of the

same. In Chapter 3A, all the Raman modes were assigned for changing Cl to Br ratio

in the systems. The LO2 and the TO2 modes of the system was utilized to deduce the

structural homogeneity and nature of octahedra in the system. In Chapter 3B, a new

vibrational lattice mode at 132 cm˘1 due to polaronic distortion upon photoinduction

was investigated. From the DFT studies, we have shown that the polaronic states are

dominated by the B-site cation in the perovskite structure, but it is the strong covalent

overlap of the halide which determines its stability. These results underscore that the

persisting knowledge of the Pb-X stretching modes playing a dominant role in polaron

formation in LHPs is incomplete. Further, the polaronic behaviour was studied over a

sample space in this family of material and the stability of it was discussed with structural

modifications. This elucidation to map polaronic signatures with excellent spatial reso-
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lution using traditional Raman spectroscopy can be used as a simple tool to understand

the structural changes and their impacted electronic properties and thus design superior

devices using it for in situ applications.

Chapter 4 describes microscopical molecular changes and gas adsorption behaviour

in ZIFs using Raman spectroscopy. This chapter dealt with computational assignments

of the peaks to address and understand the results obtained from the Raman studies.

Hence, the computational methods and detailed assignments are discussed in Appendix

A. In chapter 4A, the temperature evolution of ZIF-4 was studied with and without the

guest molecules. Fascinating results were obtained with rare observation of N2 adsorption

under ambient conditions. From critical analysis of the Raman spectra for ZIF-4 with

temperature, it was found that non-covalent interactions resulted in new phase transi-

tion, structural changes with guest interaction. In chapter 4B, temperature-dependent

Raman studies under N2 was performed on ZIF-67. The studies revealed two types of

adsorption of N2 on ZIF-67 explaining the unusual uptake of gas adsorption in ZIF-67,

inspite of structural limitations as opposed to the well-known ZIF-8 system.

Chapter 5 demonstrates the synthesis of dendrons with thiophenol groups on their

periphery which is called the Raman marker. The Raman marker was utilized as a SERS

analyte and a 100-fold enhancement in the detection limit was observed by constraining

more number of Raman-active molecules in a dendronic framework. This strategy broad-

ens the applicability of SERS, as these analyte molecules can be just mixed or drop-casted

on any kind of SERS substrate.

Chapter 6 provides the summary of the thesis work and outlook for the present

work.
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Chapter 1

Introduction

A painting by an old master is a valuable, irreplaceable product, so valuable that highly

skilled artists spend months replicating them. These replicas are so close to the real thing

that it’s nearly impossible to tell them apart. Indeed, some of these artisans are so skilled

that they can create a new painting in the manner of an ancient artist and mislead almost

everyone, which will be of more value than the forger’s original work. In the art world,

this is a big issue. Where there are chemical tests that can determine if the paints are

old or fresh, it requires a sizable amount of materials. However, the laser paired with the

spectroscope gave promising results. A hundred-thousandth of a square inch of pigment

surface was vaporised using the laser’s incredibly narrow beam. The spectroscope, which

can study even the vapour from a microscopic specimen, was able to analyse this tiny

sample, which was invisible to the naked eye. The painting under scrutiny was a portrait

of an elderly woman attributed to the Maitre de Bruges, a 15th-century Flemish artist. It

was all a ruse. In most cases, the use of this combination does not even require touching

an object. (Excerpt drawn from Ref. [1])

Almost everything that scatters, absorbs, emits, or reflects light qualifies as a target

probe. A spectroscope discovered the element helium in the sun in 1868, years before

it was discovered on Earth. All types of elemental analysis from identifying to finding

out the constituents can be achieved from atomic or molecular spectroscopy. The word

"spectroscopy" is derived from the Latin "spectron," which means "spirit" or "ghost,"

and the Greek "σκoπιεν" which means "to see". These roots are significant because,
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CHAPTER 1. INTRODUCTION Section 1.1

in molecular spectroscopy, light is used to probe the matter, but the molecules them-

selves are never seen; only their action on the light is seen. "Of all the tools that have

been applied to the study of the detailed structure of matter, it can fairly be said that

spectroscopy has been applied in more ways to more problems, and has produced more

fundamental information than any other," said Robert B. Leighton, professor of physics

at the California Institute of Technology.

Vibrational spectroscopy has emerged as an effective technique to probe molecules

irrespective of their environment and study their structure and dynamics of it. The

spectrum can be used as a "fingerprint" because every molecule has a characteristic

vibrational feature. This makes the technique superior in molecular detection, sensing,

and characterisation. Although both Infrared and Raman spectroscopy provide vital

information about the molecular vibrations, only the latter has been employed in this

thesis and will be discussed in detail in this chapter.

1.1 Raman Scattering

Raman Spectroscopy is named after an Indian physicist, C. V. Raman, who was popular

in the study of optics and acoustics worldwide while working at Calcutta University. The

study of vibrations and sounds of stringed instruments such as Indian veena, tambura,

and violin were his speciality. It was his first trip to London in 1921, where the deep

blue colour of the Mediterranean kept him fascinated, however being unable to accept

Lord Rayleigh’s explanation of reflection of light resulting in the blue colour. Shortly

after that, Raman was able to show that indeed it was the scattering of the sunlight by

water molecules that gave rise to the blue colour of the ocean. This is where he became

obsessed with light scattering, and his group started working extensively on it, mainly

on light scattering by liquids.

On March 16, 1928, at a lecture in South Indian Science Association in Bangalore,

Prof. C. V. Raman announced his new finding with the words, "I propose this evening to

speak to you on a new kind of radiation or light emission from atoms and molecules." Sir

C.V. Raman and K. S. Krishnan showed from their experiments for the first time, that

when a beam of a visible light passed through a liquid, a fraction of this light was scattered

2



CHAPTER 1. INTRODUCTION Section 1.1

in a different colour (inelastic scattering) while most of it being Rayleigh scattered. By

carrying the experiment on almost 60 different liquids it was determined that the nature

of this light (energy/intensity) was dependent on the nature of the liquid used [2]. The

Nobel prize in Physics, 1930 was awarded to C.V Raman for this discovery and it was

named after him as ’Raman effect".

The importance of the Raman effect was recognized not only as a physicists tool but

more so as a chemist’s tool. The Raman effect is a weak scattering phenomenon, where

only one in a million scattered photons are inelastically scattered. With the advent of

lasers, the Raman effect became the principal method of nondestructive chemical analysis

for both organic and inorganic compounds. Moreover, over the years, techniques such as

resonant Raman, surface-enhanced Raman spectroscopy (SERS), tip-enhanced Raman

spectroscopy (TERS), and others have proven to address the issue of weak inelastic

scattering and making the Raman effect significant as an analytical tool. (Excerpts

drawn from Ref. [3])

In this thesis, Raman spectroscopy has been used as a primary tool in understanding

and probing various aspects of structure-property relationship in materials and even syn-

thesizing new molecules for SERS applications. Hence, this chapter overviews the theory

of Raman scattering, SERS, and SERS of thiol molecules. Also, the theory of the Raman

spectral analysis in the low-frequency and molecular regions have been presented which

includes, lattice vibrations, anharmonicity in phonons, electron-phonon coupling, effect

of molecular guest adsorption on structure, and their interactions on Raman spectra.

Lastly, highlights of the thesis work are described.

1.1.1 Classical Theory of Raman Scattering

When a molecule is subjected to an electric field, E⃗, the molecule is distorted due to a

charge separation (positive charge of nuclei and negative charge of electrons), thus making

the molecule polarised which creates an induced dipole moment, P⃗ . This induced dipole

moment is thus dependent upon the electric field and can be given by the relation,

P⃗ = α · E⃗, (1.1)

3



CHAPTER 1. INTRODUCTION Section 1.1

where α is the intrinsic polarizability of the molecule. α is a tensor which can be repre-

sented as 
αxx αxy αxz

αyx αyy αyz

αzx αzy αzz


In an oscillating electric field of the frequency, ν0, the magnitude of the electric field

is given as

E = E0 cos 2πν0t (1.2)

Therefore, under these conditions, the resultant magnitude of the induced dipole will

vary with time as

P = α · E = αE0 cos 2πν0t (1.3)

Thus, this oscillating dipole leads to a secondary radiation, with a frequency equivalent to

the incident radiation. This major component of radiation is termed elastic or Rayleigh

scattering. Now, the molecule comprises internal degrees of freedom which will modulate

the polarizability in an oscillating field. Hence, a molecule with N atoms shall have 3N

degrees of freedom being transitional, rotational, and vibrational in nature. Polarizability

is a function of nuclear coordinates and vibrational frequencies of molecules. Let qv be

the normal coordinate of vibration whose coordinate as a function of time is given as

qv = q0v cos 2πνvt (1.4)

where νv gives the frequency of qthv vibration. Thus, the equation of polarizability will be

modified to

α = α0 +

(
∂α

∂qv

)
0

qv + · · · (1.5)

where α0 is the polarizability at the equilibrium position. The electrical harmonic

approximation is applied here, which assumes that the displacements of the molecular

vibrations involved are small making the higher orders other than that the first power of

qv trivial [4].

Substituting qv from the equation 1.4 in the equation 1.5, we get

P = α0E02πν0t+

(
1

2

)
E0q

0
v

(
∂α

∂qv

)
0

[cos 2π(ν0 + νv)t+ cos2π(ν0 − νv)t] (1.6)
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CHAPTER 1. INTRODUCTION Section 1.1

This is the final equation of polarizability, with the first term of equation 1.6 being

Rayleigh scattered (ν = ν0). But the important ones here are the second and the third

terms describing the Raman scattering (or inelastic scattering). Here, the frequency of

oscillating dipole is either more (ν0+νv) or less (ν0−νv) than the incident light frequency,

known as Anti-stokes and Stokes line, respectively. We look again at the equation 1.6,

where it is evident that we obtain a finite term of these inelastic components, only when

the change in polarizability is non-zero during the vibration, i.e.
(

∂α
∂qv

)
0
̸= 0.

Although the classical theory described here predicts well the frequency of vibration

and dictates the selection rule, it cannot precisely determine the intensities obtained.

Hence, necessitates an explanation of Raman scattering using quantum mechanics.

1.1.2 Quantum Theory of Raman Scattering

Figure 1.1: Energy level diagram describing Raman, Resonant Raman, and Fluorescence

To avoid tedious calculations, the molecule is treated quantum mechanically while

the electromagnetic field is treated classically in the quantum approach. The time-

independent Schrödinger equation determines the quantized energy levels of molecules.

Raman scattering is a two-photon process, where an excitation of an electron occurs from

|i⟩ to |r⟩ and an emission of an electron occurs from state |r⟩ to |f⟩, simultaneously. This

process is accompanied by the release of photons, which are largely of the same energy,

5
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and a few are of greater (anti-Stokes) or lesser energy (Stokes) as shown in the Figure

1.1. As seen in the figure, the virtual state is the intermediate state which is referred to

as |r⟩. It is virtual or intermediate by virtue of not being a solution to the Schrödinger

equation. The phenomenon of scattering is explained quantum mechanically by transi-

tion probabilities from an initial state |i⟩ to a final state |f⟩ under a perturbation, in this

instance electromagnetic radiation. An aspect of Raman polarizability can be shown as

[5] for a particular transition.

αkl =
1

ℏ
∑
r ̸=i,f

{
⟨f |pk|r⟩⟨r|pl|i⟩

ωr − ωi − ωL − iΓr

+
⟨f |pl|r⟩⟨r|pk|i⟩

ωr − ωf + ωL + iΓr

}
(1.7)

pk and pl are dipole moment operators, and the summation is over all possible states

|r⟩ of energy ℏωr and width 2ℏΓr (with exception of the initial and final state). The

states |i⟩, |f⟩, and |r⟩ are vibronic (mixed electronic/vibrational) states of the molecule,

and ωL is the incident laser’s angular frequency. According to equation 1.7, at least one

component of the transition polarisability tensor must be non-zero for any vibrational

transition |i⟩ to |f⟩ to be Raman active, defining the Raman scattering selection rule. It

is important to note that the intensity of any transition is not taken into account when

establishing the selection rule. As a result, it’s possible that an allowed transition is

missed experimentally because of its low intensity.

Raman modes are defined by (a) the frequency of the scattered light, which determines

the peak position, (b) the depolarization ratio (the ratio of intensity in perpendicular and

parallel directions), which indicates the molecule’s symmetry, and (c) the scattering cross-

section, which characterises the intensity qualitatively. The scattering cross-section for a

normal mode m with an excitation frequency of ΩL is shown below and given by [32],

dσm

dΩ
=

ℏω4
R

1440π2 (ϵ0)
2 c4ωk

(
1 + nB

k (T )
)
LMRk (1.8)

where ωR = ω0 − ωk, LM is the local field correction and nB
k (T ) is the Bose factor.

Rk is the Raman activity given by

Rk = 45ᾱ
′2
k + 7γ̄

′2
k (1.9)

where ᾱ
′

k and γ̄
′

k are the isotropic and anisotropic invariants of Raman tensor.
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The overall intensity of the scattered light (4π solid angle) averaged over all the orienta-

tions of the molecule is [6]

Iif =
27π5

9c4
I0 (ν0 + νif )

4
∑
k,l

∣∣∣(αkl)if

∣∣∣2 (1.10)

where I0, ν0, and c are the intensity, frequency of the incident light, and the velocity

of light, respectively. The summation belongs to the molecule normal coordinate over k

= x, y, z and l = x, y, z. The intensity of scattered light is proportional to the frequency

of incident light from equation 1.10. Raman signal enhances by 5 to 10 times, as the

incident laser frequency approaches electronic transition frequency. This phenomenon

is known as pre-resonance Raman. Preresonance Raman is advantageous in the cases

of fluorescent molecules, where a good Raman signal intensity can be achieved without

interference from the fluorescent background. Whereas, when ωL is equal to the real

electronic transition, then, the denominator of the first term in polarizability tensor

(equation 1.7) diminishes. Hence, an enormous increase in the first term occurs resulting

in the enhancement of Raman band intensities by three to five orders of magnitude [7].

This phenomenon is referred to as Resonance Raman scattering is shown in Figure 1.1.

However, the resonance Raman condition does not reach infinity because Γr (which is

proportional to the lifetime of excited state), keeps a finite first term in polarizability

tensor.

For a collection of N molecules, the intensity of scattered radiation is dependent on

more factors such as, the occupation of the vibronic state, m. The probability of this

occupation of vibrational levels is defined using the Bose-Einstein statistics. Although the

majority of the molecules at a certain temperature occupy the lowest vibrational level, a

few occupy higher vibrational states also. This occupancy is quantifiable and increases

at higher temperatures. It is defined as the ratio of Stokes and anti-Stokes intensity,

IStokes

Ianti-Stokes
=

(ν̃0 − ν̃m)
4

(ν̃0 + ν̃m)
4 exp {hc0ν̃m/kT} (1.11)

where νm is the vibrational wavenumber.
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1.2 Surface-enhanced Raman scattering (SERS)

Raman spectroscopy has been proven as a vital tool to study various aspects of materials.

However, it cannot be forgotten that it is a weak phenomenon resulting in limitations of

the technique in a lot of different systems, where molecules are perhaps low in concentra-

tion or prone to degradation in harsh laser conditions. Such systems include biomolecules,

organic molecules, or even stable organic-inorganic molecules which are used as Raman

tags in analytical quantities. Hence, necessitating alternatives for this spectroscopy tool

to widen its applications. For this purpose, various techniques have been developed, one

of them being SERS. A metal nanostructure is an integral component of SERS which

enables the enhancement of a Raman signal by several orders of magnitude. Here, the

metal nanoparticles are commonly noble metals such as gold, silver, and copper, however,

even other metals like aluminium, lithium, and sodium also show weaker SERS signals.

But the first question is, how does SERS work? SERS is based on the phenomenon of

enhancing the Raman signal intensity from a molecule using surface plasmons which are

adsorbed on/near the surface of metal nanoparticles. When an electromagnetic radiation

falls onto the surface of these metal nanostructures, surface plasmons get excited. Sur-

face plasmons are the collective oscillation of these electrons on the surface of the metal.

When these surface plasmons have a frequency that matches with the incident radiation,

the phenomenon is called surface plasmon resonance. Moreover, when the dimension of

the plasmonic structure is less than the wavelength of light (nanostructures), then an

oscillating dipole is produced creating a localized electromagnetic radiation close to the

surface of the metal nanostructures shown in Figure 1.2. When the molecules are placed

in the proximity of this metal surface, it experiences an enhanced electromagnetic field

from both the incident as well as Raman scattered light leading to the phenomenon called

surface-enhanced Raman scattering.

Fleischmann et al. was the first group that observed SERS on roughened electrodes [8]

and was later shown by many other groups [9, 10]. With the advent of SERS, the appli-

cation of Raman spectroscopy has been vital for characterisation, detection, and sensing

of molecules. Analyte molecules as low as 10−15 M have also been detected using SERS

[11, 12, 13]. This is mainly because, the scattering cross-section of the molecule gets fairly

enhanced as compared to fluorescence, being 10−30 cm2 per molecule in non-resonant Ra-
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Figure 1.2: Schematic of SERS phenomenon

man to 10−17 cm2 per molecule under SERS conditions [14]. Although still understanding

of the complete picture of SERS is limited, there are two well-accepted mechanisms used,

namely electromagnetic and chemical enhancement. The electromagnetic enhancement is

based on a mechanism involving the enhancement of the local electric field generated [15].

Whereas, the chemical enhancement mainly involves enhancing the polarizability of the

molecule in question. This can be achieved by alterations in the chemical environment

with processes like charge-transfer processes and resonant intermediates [15]. Both the

mechanisms are described briefly in the next two paragraphs.

1.2.1 Electromagnetic Enhancement (EM)

The electromagnetic enhancement is the major component of the SERS enhancement (up

to 1010) and as discussed, it involves contributions from local field enhancement as well

as re-radiation enhancement. To take both into account, the Drude model of electrical

conduction can be implied. According to it, metals are considered to be periodic static

positive charges in a pool of electrons, a momentary displacement of which will create a

dipole. The induced dipole oscillates with its own frequency thus generating an electric

9
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field. When a molecule is placed in this electric field, it experiences Et = E0+Eloc, where

E0 is the incident field and Eloc is the local field created by surface plasmons. This local

field is dependent on the radius of the nanoparticle, r, distance of the molecule from its

centre, d, and dielectric constant of the metal, ϵ along with the incident electric field.

Thus, Eloc can be given by,

Eloc =
ϵ− ϵ0
ϵ+ 2ϵ0

(
r

r + d

)3

E0 (1.12)

The total electric field experienced by the molecule induces a dipole, µi (proportional

to Et and polarizability tensor, α). Molecular vibrations upon excitation with Et produces

elastic and inelastic frequencies. In the case of stokes shift, the outgoing field will be given

by Eo = ED + Een, where ED is the red-shifted field and Een is the elastic scattering

component from the dipole in the molecule itself.

Hence, the field enhancement will take into account the enhanced incoming field and

the enhanced outgoing field, and the magnitude of it will depend on the ratio of the field

amplitudes Et/E0 and Eo/E0 respectively. Thus, the SERS electromagnetic enhancement

is given by,

GSERS = |A (νL) |2|A (νS) |2 =
∣∣∣∣ ϵ (νL)− ϵ0
ϵ (νL) + 2ϵ0

∣∣∣∣2 ∣∣∣∣ ϵ (νS)− ϵ0
ϵ (νS) + 2ϵ0

∣∣∣∣2( r

r + d

)12

(1.13)

where A (νL) and A (νS) are the amplitudes for laser and Raman scattered field respec-

tively. From equation 1.13, GSERS is equal to the fourth power of the local electromagnetic

field and is large when resonance is achieved between the scattered and plasmons field.

The enhancement factor is further influenced in specific geometries of nanostructures,

which has localized areas of high enhancement known as "hotspots". Hotspots can be

formed within closely spaced nanostructures, for example, a pelletized colloidal solution

of nanoparticles containing the molecules to be studied. This hotspot formation becomes

crucial especially at ultralow concentration, which has made single-molecule detection

using SERS possible [16, 17].

1.2.2 Chemical Enhancement (CM)

Between the electromagnetic and chemical enhancement, it is the latter that is not as

well understood. SERS enhancement of pyridine was observed to be much stronger than

10
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the enhancement of water, and Jean Maire and Van Duyne argued that this observation

cannot be only attributed to the EM effect [10]. It has a smaller contribution of about

102−103 as compared to EM enhancement but is significant. According to the research so

far, certain interactions between the molecule and the surface, such as covalency, charge

transfer, or exchange, govern the extent of CM effects [18, 19, 20]. A transitory transfer of

hot electrons or holes from the metal into the adsorbed molecules, or charge transfer res-

onances between metal and molecules, occurs during metal-ligand complexation. Many

attempts have been made over the years to establish theories for the SERS effect that

might contain all contributions, such as studies by Lombardi et al. based on Herzberg-

Teller correlations [21, 22]. However, it was realized that the CM contribution of each

molecule in SERS is different and investigating these effects would be acceptable if the

isolation and quantification were carried for each contribution. Experimentally, certain

methods have been developed to estimate the CM contribution of Raman scattering: 1)

SERS and Raman spectra, their respective mode intensities are obtained. 2) A mode

is chosen as standard which is unaffected by CM and used to normalize the spectrum.

3) Then the intensity difference between SERS and normalized Raman spectra are used

to estimate the CM enhancement of each Raman mode [23]. However, there are certain

prerequisites for the results to be reliable: the EM effect on all modes should be uniform,

the standard mode should be completely independent of the CM, CM effects should be

seen on all the molecules which must be bound to the metal surface [23].

Although challenging with numerous open ends, advanced approaches have been devel-

oped and groups have been able to show quantification of the CM effect using organic

molecules such as malachite green, rhodamine 6G. But, the most widely used molecules

for the same has been thiol based molecules which are electronically coupled to the metal

and this coupling is largely affected by whether the system is physisorbed or chemisorbed.

1.2.3 SERS of thiol molecules

Thiol moieties are commonly used as end groups when the substrate is a noble metal

owing to the strong affinity of sulphur to metals [24, 25]. In the cartoon depicted in

Figure 1.3, the affinity of gold (Au) and a molecule substituted with a thiol moeity

is depicted. In the 1990s, SERS provided the first evidence of the dissociative nature
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Figure 1.3: Representative picture for Au-thiol affinity

of adsorption of thiols such as thiophenol, benzylthiol, and others with gold (Au) and

argued that they interact with the metal through sulphur [26]. Hence, the interactions

of thiols and disulfides with Au surfaces in aqueous solutions has been studied using

SERS, especially self-assembled monolayers (SAMs). More recent reports conveyed that

the SAMs formed in aqueous solution because Au-thiol chemistry is more physisorbed

than chemisorbed. As discussed in the previous section, there are more open ends in

understanding the chemical enhancement factor of SERS, however, the Au-thiol chemistry

is being exploited using SERS extensively, not only in the previously mentioned molecules

but in a myriad of natural products such as antibiotics, antimicrobial, aesthetics, and

others with a wide range of bioactivities [25]. SERS is being used as a simple and

fast tool to detect thiol-containing compounds without much purification steps and also

differentiate in the chemical environment they are in. In Chapter 5 of this thesis, the

synthesis of new Raman markers (thiol based dendronic molecules) has been carried out

for SERS applications. Although, there exist better Raman scattering molecules such

as rhodamine 6G as compared to molecules such as thiophenol, this Au-thiol chemistry,

ease-of-synthesis, and handling of these materials over the complex dyes motivated the

synthesis for new thiol-based compounds.
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1.3 Raman spectrum Analysis

Raman spectroscopy is a non-destructive technique that can be used on a wide range

of materials to probe the structure of a material. The basic Raman mode parameters

such as band position, line-width, and intensity of a peak in the spectrum provide unique

information. To simplify, firstly the band position gives information about the chemical

structure, phase, polymorphism, and others. The line-width of a band provides deeper

information such as intrinsic stress/strain, structural disorder, and others. Finally, the

intensity of the peaks gives an idea about the concentration and distribution of chemical

species in a system. In a typical Raman spectrum, peaks appear from different regions of

a molecule, for example, the Raman spectrum of an organics molecule (thiophenol deriva-

tive synthesized in Chapter 5) is shown in Figure 1.4. The analysis of the entire spectra

can seem overwhelming, however, it can be divided into specific regions for simplicity.

The high-frequency region above 2500 cm−1 belongs to the internal modes of the stretch-

ing frequencies such as S-H, O-H, C-H, and N-H. This region is highly sensitive to any

interactions that occur within the molecules or with the external environment, especially

hydrogen bonding. The region between 400-1700 cm−1 belongs to the group frequencies,

such as ring breathing, deformation, in- and out-of-plane stretching and bending modes

and others. In this region, a large number of modes appear, mainly belonging to the

backbone of molecules, but each molecule has a different spectrum in this region and is

thus known as the "fingerprint" region. Finally, the low-frequency region is an extremely

important region, especially for solid-state physics. It mainly focuses on the lattice or

the external modes of materials, where crystal vibrations (or phonons) reveal various

properties of a material such as elastic properties, thermal, and electric conductivity of

the materials.

All the Raman mode parameters are extremely sensitive towards the local environ-

ment changes and external stimuli such as temperature, pressure, and pH. This results in

shifting, broadening, and appearance/disappearance of the modes. Specific changes occur

in the different materials depending on the purpose of the study which could alter the

structure and thus the properties of the materials. Qualitatively, reducing temperature

lowers lattice volumes by stiffening of bonds and ordered structure. Mechanical char-

acterstics are influenced by operating temperature. At high temperatures, the thermal
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Figure 1.4: Raman spectra of an organic molecule (Benzyl-4-mercaptobenzoate synthe-

sized in Chapter 5). The spectrum depicts different regions obtained in a typical Raman

spectrum from a small molecule. Different regions provide specific information about the

structure of the molecule.

vibrations and phonon interactions increase, thus invoking the anharmonic component

of bonding force. In this thesis, temperature has been used as the primary parameter

to study structural homogeneity, electron-phonon coupling, phase transition, and gas ad-

sorption in materials. Different regions of the Raman spectra as described from Figure

1.4 have different implications in materials. Thus, the focus of the next sections will be to

understand fundamentals of lattice vibrations, lattice-electron couplings, anharmoncity

in phonons, and structural effects upon guest adsorption and interactions in molecules.

1.3.1 Lattice Vibrations

A phonon is defined as the collective vibration of atoms in a crystal. These vibrations

can be derived using the phonon dispersion relation, which gives a relation between the

angular frequency of the phonon, ω as a function of momentum of the phonon, k [27].

When two or more charged particles move in opposite directions with the centre of mass

at rest in a primitive cell, they are called optical phonons. When the two lattices move in

opposite directions, this mode has the maximum energy for wavelength infinity or k=0.
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Figure 1.5: Dispersion relation of phonons for a diatomic linear lattice showing the optical

and acoustical branches.

Considering a diatomic lattice with masses m and M. The equations of motion for an

atom with masses ’m’ and ’M’ respectively, can be given by,

m
∂2U2n

∂t2
= β (U2n+1 − 2U2n + U2n−1) (1.14)

M
∂2U2n+1

∂t2
= β (U2n+2 − 2U2n+1 + U2n) (1.15)

U2n = A expi(2nka±ωt) (1.16)

U2n+1 = A expi((2n+1)ka±ωt) (1.17)

where, β is the force constant between two nearest-neighboring planes. Thus for a

diatomic lattice, the solution will be,

ω2 = β

(
1

m
+

1

M

)
± β

√(
1

m
+

1

M

)2

−
4 sin2

(
ka
2

)
Mm

(1.18)
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The plot of the solution is shown in the Figure 1.5. The curve that begins at ω=0 and

k=0, increases linearly and saturates at the edge of the Brillouin zone. This branch is

rightly known as the acoustic branch because of its representation of an elastic wave or

sound. The upper branch is called the optical branch, which as shown in the Figure

1.5 has a non-zero frequency given by ω =
√

2β (1/m+ 1/M), which does not change

significantly with k.

In acoustic mode, the molecules oscillate as a rigid body shown in Figure 1.6, whereas

in the optical mode, the two atoms move in & out-of-phase in such a way that the centre

of mass remains fixed.

Figure 1.6: Schematic representation of acoustic and optical oscillation in a diatomic

linear lattice

The above understanding can be extended to a three-dimensional lattice and will be

discussed qualitatively. In a monoatomic lattice, each unit cell contains a single atom

and the equation of motion of each of these atoms will be given by

u = A expi(ka−ωt) (1.19)

where k describes the wavelength and direction of propagation, A specifies the amplitude

as well as the direction of the vibration. Hence, u determines the polarization of the

wave. The polarization can be longitudinal, where A ∥ k or transverse, where A ⊥ k.

Upon substituting the equation 1.19 into the equation of motion, the equation will

be obtained in all three directions for component A, which will be coupled together into

a 3 x 3 matrix. Three different dispersion relations or curves will be obtained from the
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roots of the equation, passing through the origin. Thus, the branches will be acoustic.

When k lies in a direction of high symmetry, the polarization will be different in the three

branches, two of them being transverse and one being longitudinal in nature. However,

along with non-symmetry directions, one cannot obtain pure branches and thus have a

mixed character.

Further extending the discussion to a unit cell containing say N atoms per unit cell,

3N dispersion curves will form. Out of the 3N dispersion curves, 3 will be acoustic while

3N-3 will be optical branches. Where the classification of the acoustic branches does not

change, the optical branches can be described as longitudinal and transverse optical (LO

and TO) branches, when q lies along a high symmetry direction.

The lattice vibrations were explained using classical theory until now, however, a

phonon is described as the quantum of lattice vibration. Hence, to invoke the quantum

theory, the energy levels of the harmonic oscillators need to be quantized. It is known

that the allowed energy levels of the harmonic oscillators can be written as,

E =

(
n+

1

2

)
ℏω (1.20)

where n is a quantum number. Upon comparing the classical (equation 1.19) and quan-

tum (equation 1.20) solutions of the energy of a normal vibration in a one-dimensional

lattice, the energy of the vibrational mode over time will equate to,

E =
1

2
Mω2A2 =

(
n+

1

2

)
ℏω (1.21)

It is observed that the amplitude and frequency of vibration are related to the phonon

occupation of the mode, where only discrete values are allowed. A lattice with N atoms

in a unit cell is described by 3N independent oscillators as discussed previously. Hence,

the total vibrational energy of the crystal will be the summation of the energies of the

individual modes. Now, phonons interact with other particles such as photons, electrons,

and neutrons. There exist selection rules for allowed transitions between quantum states

in crystals. In a crystal, the elastic scattering of a photon is governed by the wavevector

selection rule k′ = k+G, where G is the vector in reciprocal space, k is the wavevector

for incident photon, and k’ is the wavevector for the scattered photon. This equation

can act as a prerequisite for the conservation of momentum, where the momentum of
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the lattice will be -ℏG. In the case of inelastic scattering, the selection rule is given by

k′ = k±q + G. In the case of the first-order inelastic scattering process, the crystal

vibrations very close to the Brillouin zone centre, i.e. q ∼ 0 gets excited. The Brillouin

zone centre is known as the Γ point. The second-order Raman describes the phonon

density of states (PDOS) since, at higher-order, the individual phonon wave-vector can

span through the entire length till the first Brillouin zone.

1.3.2 Anharmonicity in phonons

In solids, phonons are not exclusive and generally coupled/interact with other particles

and quasiparticles like electrons, polarons, magnons, and other phonons. As a result, the

harmonic model is not enough to explain temperature-induced frequency or linewidth

changes in Raman spectra in real crystals because in harmonic approximations, they

are considered to be independent, and there is no change in PDOS with time. More-

over, even the changes in properties such as thermal expansion, temperature variations

of elastic constants and compressibility cannot be explained by the same [28]. Hence,

for a real system, at T ̸= 0, due to phonon-phonon interactions (anharmonicity), the

phonon occupation number nk varies. By the Bose-Einstein distribution, the dependence

of the two can be given by nk = 1/ exp(ℏω(k))/KT −1 where K is Boltzmann’s constant.

Phonon-phonon interactions and the collisions of particles in a thermodynamic system

are analogous. In this analogy, phonon relaxation time (τph), i.e. the time elapsed be-

tween collisions, is simply the lifetime of the phonons. It is noteworthy that the finite

width (Γ) of the Raman lines is a consequence of 1) the anharmonicity and 2) the lifetime

of the phonons (inversely proportional).

In a cubic anharmonic process, where a third term is added to the harmonic potential,

possibilities of a phonon decay into two other phonons or merging of two phonons into a

single phonon can occur. Correspondingly, the modified phonon linewidth and frequency

can be described as [29],

ω(T ) = ω0 + CT +B1

(
1 +

2

exp (ℏω/2KBT )− 1

)
(1.22)

Γ(T ) = Γ0 +B2

(
1 +

2

exp (ℏω/2KBT )− 1

)
(1.23)
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where ω0 and Γ0 are intrinsic frequency and linewidth of the phonon at absolute zero

temperature, B1 and B2 are the respective cubic anharmonic constants, and C explains

the thermal expansion coefficient. Here, temperature causes an implicit frequency shift

described by CT as the thermal volume expansion. Additionally, an explicit contribution

of the thermal population of vibrational levels is reflected in the third term of equation

1.22.

When a system is subjected to varying temperatures, it alters the average position of

the atoms and distance in the energies of these levels. Hence the phonon population

correlated with each normal mode is affected and thereby the phonon occupation number

of the system. The temperature changes the phonon population which affects the PDOS,

which is a critical parameter for any real system [28].

1.3.3 Electron-phonon coupling: Polaron

One of the fundamental interactions of quasiparticles in solids is electron-phonon coupling

(EPC), apart from coulomb interaction. EPC has a significant contribution in various

physical processes. For example, lattice vibrations in metals couple to low-energy elec-

tronic excitations strongly which influence their transport and thermodynamic properties

such as resistivity, thermal conductivity, superconductivity, and phonon dispersion [30].

A polaron is a quasiparticle, where an electron interacts with the atoms in a solid,

displacing them from their equilibrium positions. This effectively screens the electron

(phonon-cloud), increasing its effective mass, and decreasing the electron mobility. It

was first proposed by Lev Landau [31] and then later by Solomon Pekar [32]. The Bloch

spectrum, which comprises allowed and prohibited bands, is the energy spectrum of an

electron travelling in a periodic potential of a crystal lattice. An electron with energy

within an allowed band moves like a free electron but has a different effective mass than

an electron in a vacuum. The interaction between electrons and these displacements in

the lattice is known as electron-phonon coupling. Lev Landau outlined in his 1933 paper

one conceivable scenario, which included the creation of a lattice defect, such as an F-

center, and the trapping of the electron by this defect [31]. Solomon Pekar presented

a different scenario, in which the electron is dressed with lattice polarization (a cloud

of virtual polar phonons) [32]. This type of electron, together with the deformation it
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causes, flows freely through the crystal, but with a higher effective mass [33]. This new

entity formed by the carrier together with the induced polarization is called a polaron

is shown in the Figure 1.7 coined by Pekar. An active field of research revolves around

theoretical work, namely solving Fröhlich (based on scattering of LO phonon with charge

carrier) and Holstein Hamiltonian (based on interaction with molecular phonons), which

is focused on finding exact numerical solutions for one or two electrons interacting in a

large crystal lattice.

Figure 1.7: Picture how to visualize a polaron. (inspiration taken from [34]). In an

ionic crystal or a polar semiconductor, a conduction electron repels negative ions while

attracting positive ions. There is a self-induced potential that operates on the electron

and changes its physical properties.

The EPC to optical phonons is the subject of polaron research. The reason for this is

that the strength of the short-range coupling is determined by the relative displacements

between the atom hosting the carrier and its neighbours because these displacements

modulate the carrier’s onsite energy and hopping integrals (assuming long-range inter-

actions are screened) [35]. Acoustic phonons are gapless, making them easy to excite;

nevertheless, because they describe the "in-phase" motion of neighbouring atoms, the

associated relative displacements are vanishingly small, resulting in very weak EPC. Op-
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tical phonons, on the other hand, describe "antiphase" atomic motion [36], resulting

in huge relative displacements and a substantially larger EPC. Electron coupling with

lattice deformation are weak in covalent semiconductors, thus polaron formation is not

possible. The electrostatic interaction with induced polarisation is strong in polar semi-

conductors, and polarons occur at low temperatures if the polaron concentration is low

and the screening is ineffective. Molecular crystals, where the interaction with molecular

vibrations is substantial, are another class of materials where polarons are found [37].

Polarons are crucial to the experimental study of a wide range of materials because the

formation of polarons can substantially lower electron mobility in semiconductors. Or-

ganic semiconductors are also responsive to polaronic effects, which is essential for the

creation of organic solar cells that are effective in charge transport. Polarons are also

useful for understanding the optical conductivity of these materials.

Both IR and Raman spectroscopy has been used as a powerful tool for in-situ in-

vestigation of charge carriers in electronic devices based on conducting polymers with

the latter having an added advantage of exceptional spatial resolution [38, 39]. A few

examples of understanding polaronic effects using Raman spectroscopy include spectral

changes in the intensity ratio of specific Raman modes related to carrier concentration in

organic conducting polymers,[40, 41] observation of periodic broad modes up to 8th order

in Raman in 2D semiconducting magnet,[42] and changes in scattering response upon

small to large polaron with phase transition in perovskite manganese-oxides [43]. Low-

frequency Raman measurements combined with first-principles molecular dynamics (MD)

have been carried out to discuss the local polar fluctuations in MAPbBr3 and CsPbBr3

inhibiting carrier recombination.[44]. In Chapter 3 of this thesis, evidence of polaron

and its behaviour in cesium lead halide perovskite nanocrystals using micro-Raman spec-

troscopy will be discussed.

1.3.4 Effect of molecular guests on structure: Porous Materials

In porous materials, specifically metal organic frameworks (MOFs) or zeolitic imidazo-

late frameworks (ZIFs), guest molecules play a significant role. Guest molecules are any

molecules which can be inserted in the framework of these porous materials such as gases

(N2, Ar, CH4, and other hydrocarbons) or small molecules (DMF, H2O, and others)
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which are commonly used as solvents for the synthesis of such MOFs/ZIFs. The inser-

tion or removal of guest molecules can thus act as a driving force for various responsive

behaviours such as towards temperature, pressure, or electric field because it alters the

chemical potential of the system. In simpler words, they create a noticeable stress/strain

on the structure of the system often causing guest induced or stimuli induced deforma-

tion/expansion/collapsing of the framework but not necessarily changing the structure of

the system. For example, in some cases, removal of the sample also known as activating a

porous material at high temperature lead to a structural change in the case of ZIF-7 which

could be reversed by CO2 adsorption with breathing phenonmenon [45]. This structural

change is well observed in X-ray diffraction. A schematic representation of breathing of

framework upon guest insertion/removal is shown in Figure 1.8. Another example is the

gate-opening of ZIF-8, which was first shown by N2 adsorption alone and predicted to

be accompanied by rearrangement in the framework with small unit cell expansion [46].

These results were confirmed by both single crystal XRD and Raman spectroscopy to

be a gradual gate-opening in ZIF-8 leading to N2 adsorption [47, 48]. Vibrational spec-

troscopy is undoubtedly a powerful tool in monitoring the structural evolution of these

porous systems with external stimuli.

Figure 1.8: Breathing of a porous framework upon guest insertion/removal. Schematic

inspired from [49].

Thermodynamically, when temperature is used as a stimuli, the free energy of the

system can be given by ∆G = ∆Hdispersion − T∆Svibrational, where the balance between

the dispersion interactions and vibrational entropy determines the ZIF configuration.

Many groups have discussed the effect of this competition on the low-frequency modes

in ZIF-8 and ZIF-7. Low-frequency modes (< 100 cm−1, also known as the rigid unit
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modes (RUMs) have unique spectral signatures upon changes in the lattice occurring

due to deformation of the network, rotation of linkers, or gas adsorption [50]. These

RUMs mainly correspond to twisting/rocking of the linker modes without a change in

the Zn-N distance. Depending on the open or close form of the framework, the inter-

atomic distances will change which will then affect their electron density, bond strengths

and hence the vibrational frequency. In a closed pore, electron density overlap between

the neighbouring moieties will be greater than that of an open pore which will result

in an increase in the intensity of the rigid unit modes and stiffening of these modes

due to decrease in vibrational entropy [50]. In Chapter 4, the changes upon different

perturbations on the RUM will be discussed to determine the configuration of the ZIF

framework, along with other spectral changes in the molecular modes as well as guest

characterstic peaks upon adsorption. These adsorptions result in geometric distortion of

framework or guest molecules often accompanied by guest-host interactions or framework

interactions (non-bonding) which can be identified in the vibrational spectrum. Hence,

in the next section we discuss what types of interactions can be present and how does it

affect a vibrational spectra.

1.3.5 Effect of Non-bonding interactions in molecules

Coulomb, van der Waals (VDW), and chemical interactions are the three basic types of

interactions between atomic and molecular systems [51]. VDW interactions are classified

into dipole-dipole, dipole-induced dipole, induced-dipole-induced dipole, and dispersion

forces in the decreasing order of their strength. Dispersion forces are the weakest forces

which mainly describe the interactions between non-polar gases and arise due to tempo-

rary polarization of the atom/molecule. Chemical interactions are also further classified

into covalent, ionic, donor-acceptor, and hydrogen bonding (H-bond). Each of these in-

teractions is based on the well-known interaction of atomic or molecular orbitals. The

varying degrees of orbital overlap and the distribution of electron density on them (orbital

occupancy) reflect the chemical interaction’s specific architecture. The chemical interac-

tion is directional, but the Coulomb and van der Waals contacts are isotropic. This is

the fundamental distinction between them. The variety of structures that emerge during

chemical interaction is a result of directionality. Although H-bond energy is the weakest
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among all types of chemical bonds it is about an order of magnitude higher than VDW

energy.

Non-bonding interactions play an essential role in the field of biology, chemistry, and

biochemistry. Although weak in nature, they establish the structures and properties of

liquids, biological molecules, and molecular crystals [52]. Water and DNA are the best

examples in nature that highlight the importance of non-bonding interactions, rather hy-

drogen bonding in science. Hydrogen bonding is known to determine crystal structure,

solvation processes, nonlinear optical responses in solid state materials, and the macro-

scopic properties of gases and condensed phase materials. Moderately strong hydrogen

bonding is the most prevalent and well-studied class of interactions, which includes N-

H· · ·N, N-H· · ·O, O-H· · ·N, O-H· · ·O, and other related interactions between fragments

(with no charge) with distances typically ranging from 1.5 to 2.2 Å[53]. Electrostatic

interactions dominate the structures that result from this type of interaction in neutral

biological molecules. Weak C-H· · ·N, C-H· · ·O, and C-H· · ·π interactions (also known

as weak hydrogen bonds) are usually longer than 2.2 Å. These weaker H-bonds are not

as directional as the stronger forms of H-bonds but have a significant impact on observ-

ables, such as a 10 % shift in peak positions in the pure molecular liquid’s vibrational

spectrum on average [53]. Vibrational spectroscopy is an effective tool for studying the

effects of non-bonding interactions because changes in the Raman/IR spectra of interact-

ing molecules determine accurately which bonds and atoms are affected. In addition, the

amount and nature of shift observed in peak positions or broadening of the modes even

underpin the extent of the interaction.

In a typical signature of H-bond, due to the stretching mode of the donor molecule,

which corresponds to an elongated bond, the peak intensity increases as well as the peak

shifts to lower energy. This spectral pattern is usually referred to as a redshift, despite

the fact that it is not technically accurate [54]. Although most H-bonding follows typical

trends, a few of them do not. C-H· · ·π interactions is one of the non-traditional weak

H-bonding, where a blue-shift in the C-H stretching frequencies is observed followed by

a decrease in the intensity [54, 55]. These interactions typically range between 2.6-3.0 Å,

the C-H bond may point to the centre of the ring, and the CHX angle is close to linearity

as shown in the Figure 1.9. The C-H bond length shortens upon complexation which leads
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Figure 1.9: Illustration of C-H· · ·π interaction

to a higher C-H stretching mode [56]. The predominant interaction that stabilizes it is

majorly dispersion rather than electrostatic or charge transfer interaction, thus making

C-H· · ·π interactions less directional in nature, unlike strong H-bonds. Although weak,

the C-H stretching vibration can undergo a significant blue-shift (∼ 4-31 cm−1) because

they will never be present as a singular interaction. A large number of such interactions

with possibilities of multiple sites (also less directional) are present, thus significantly

influencing the structure of a material [56, 55].

In Chapter 4, the Raman spectral evolution in ZIF systems will be discussed with guests

as well as temperature changes. Since there are a large number of atoms in ZIFs, they

result in a large number of vibrational modes which makes it difficult to spot the changes

upon specific interactions and finding the origin of it becomes even more challenging.

Thus, to obtain any reliable information on temperature or adsorbate-induced alterations,

it is primary to identify broad sources of interactions in these systems. A few of these

interactions such as dispersive and C-H···π interactions will be central point of discussion.

The effects of their presence with and without guest molecules with temperature will

be discussed extensively. The riveting results from the Raman spectral changes of the

structure underscored the presence of these non-bonding interactions essential to show

guest adsorption as well as stabilise an empty pore in ZIF systems.
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1.4 Highlights of the thesis

In this thesis, Raman and temperature dependent Raman spectroscopy has been used

in studying various aspects of structure-property relationship in certain materials and

synthesis of thiol based markers for SERS applications. The introduction and motivation

to the systems used are described along with the chapters. Here, the important results

are briefly described.

1. Solid solution formation and Pb environments have been explored in cesium lead

mixed halide (CsPbX3, where X=Cl, Br) perovskite nanocrystals (NCs) using the

LO2 mode and the TO2 mode in CsPbX3 NCs.

2. A new polaronic peak at 132 cm−1 was discovered below 273 K in CsPbX3 and

Mn-doped counterparts and its stability in the family of materials was investigated.

3. ZIF-4(DS): Temperature evolution of ZIF framework and structural changes were

explored in ZIF-4 under guest-free and guest conditions. An open to narrow pore

transition in absence of guests and an adsorption-induced transition in guest envi-

ronment have been discovered. Gas adsorption (N2 and CO2) were presented for

the first time under ambient conditions marked by their characterstic frequencies

in Raman spectrum. The adsorption sites in ZIF-4 were proposed experimentally

using Raman studies.

4. ZIF-67(DS): Temperature dependent Raman studies revealed two types of N2 ad-

sorption in ZIF-67 and the adsorption sites were discussed.

5. Three new dendronic thiol-based molecules were synthesized for SERS applications.
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Chapter 2

Experimental Methods

In this thesis, temperature-dependent Raman spectroscopy and SERS have been used ex-

tensively to study perovskite materials, ZIFs, and dendronic Raman markers. Moreover,

organic as well as solvothermal synthesis was carried followed by necessary characterisa-

tions. In this chapter, the instrumental setups, synthesis methods and characterisation

tools will be discussed.

2.1 Raman spectrometer

All the Raman spectroscopic or SERS studies discussed in the thesis were carried on

a LabRam HR Evolution spectrometer shown in Figure 2.1. Excitation lasers of λ =

633 nm with source powers of 17 mW were used focused through a 50 X objective lens

(N.A. = 0.5) onto the sample such that, it experiences a power of ∼ 5 mW. The LabRam

setup contains edge filters with steep cut-offs. As a result, Raman spectra were obtained

starting from 50 cm−1. Before the experiment commences, calibration was carried out

using the auto-calibration mode on a Si sample used as the reference.

Figure 2.2 represents the optical path the laser light follows from its source to the

detector. The laser light enters the main optical path after passing through a max-line

filter (to remove any laser glows or other unnecessary wavelengths of light) and passes

through an opening (S1) to a neutral density (ND) filter (F2). At F2, a specific ND filter

helps to control the laser power that is being incident on the sample, which can be changed

33



CHAPTER 2. EXPERIMENTAL METHODS Section 2.1

Figure 2.1: LabRam HR Evolution Raman spectrometer

Figure 2.2: Schematic representation of the optical path inside the LabRam HR Evolution
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using the software. Further, this light falls onto a mirror, M2 and reflects onto another

mirror, M3 via a pinhole (S2). The placement of M3 is such that the reflected beam falls

on the edge filter (F3) at a specific angle. The F3 reflects the light into the microscope

because the edge filter is designed to reflect the light below a cut-off wavelength. Inside

the microscope, the light reflects through a series of mirrors, which is finally focused onto

the sample using an objective. The sample is placed on a motorised XYZ stage which is

brought in focus of the light through the objective using the joystick shown in the Figure

2.1. A white light source connected to the setup with a camera attachment facilitates

viewing of the optical image of the sample on the computer. The motorised XYZ stage

together with camera attachment helps to not only focus the sample properly but also

choose various sample spots in a large area for better experimental control. For example,

in this thesis, temperature-dependent studies (298 - 77 K) were possible at about 20 spots

at each temperature.

F3 reflects all Rayleigh scattered light while transmitting Stokes Raman scattered

rays (wavelength higher than the cut-off). These scattered rays flow through the slit

(S3) after being reflected by a mirror, M4. On reflection from the M5 mirror, this beam

enters the monochromator. The incident scattered light reflects from the mirror, M6

and is incident onto a convex mirror, M7 inside the monochromator. The diffraction

grating now receives the reflected light. In this spectrometer, you can choose between

600, 1200, or 1800 grooves/mm diffraction gratings. Depending on the wavelengths, the

scattered light is dispersed into distinct beams at different angles. A convex mirror, M8

collimates all diffracted light onto a CCD detector. The incident photons are converted

into a readable Raman spectrum by the air-cooled CCD detector.

2.2 Temperature-dependent measurements

A significant part of this thesis discusses temperature-dependent measurements, which

are mainly carried under N2 atmosphere discussed in chapter 3 and chapter 4. However,

a small part of chapter 4A also discusses temperature-dependent studies performed under

vacuum. Both the measurement methods are discussed subsequently.
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Figure 2.3: Linkam setup employed for temperature-dependent Raman studies under gas

conditions

2.2.1 Measurements performed on Linkam THMS heating and

freezing stage system

The temperature-dependent Raman measurements under inert (or gas) atmosphere were

performed in a Linkam THMS600 system. The system is equipped with a THMS600

stage, T95 ThinkPad system controller, and LN95 liquid nitrogen cooling pump shown

in Figure 2.1. The stage is mounted onto the labRamHR using a double-sided adhesive

tape to keep the linkam stage anchored during the experiments. A temperature sweep

can be performed from -196 ◦C (with LN95) up to 600 ◦C with a least scale value of 0.1
◦C at variable ramp rate. Although the highest ramp rate of 150 ◦C per minute can be

achieved, for all the presented work it was always kept between 5-10 ◦C per minute. This

ensured both lesser equilibration time after reaching the desired temperature and avoiding

large movement of the spot under consideration. Additionally, below 0 ◦C, condensation

of moisture occurs on the viewing window because of the temperature gradient between
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outside and inside the cell. To prevent this, recycled hot nitrogen is blown on the surface

connected to the N2 outlet shown in Figure 2.3

The linkam cell (THMS600 stage) can be connected to the gas line using two quick-fit

ports shown in Figure 2.3, serving as a gas inlet and outlet for purging gases inside the

cell. This setup proves itself useful in looking at various gases, namely N2, Ar, and CO2

and not just N2 in the cases of ZIFs systems.

2.2.2 Measurements performed on cryostat s50

Figure 2.4: Cryostation s50 employed for temperature-dependent Raman studies under

vacuum

The temperature-dependent Raman measurements under vacuum were performed in a

cryostation s50 system. It comprises the compressor, a control unit, a cryostat and sample

chamber, and a laptop with a user interface computer. Using this setup, temperatures

up to 3 K can be achieved from 298 K under a high vacuum.

In the cryostat, a two-stage Gifford-McMahon cryocooler is located which provides

the main cooling shown in the Figure 2.4. This cryo-cooler is connected to a separate

variable-flow He compressor, together with maintaining a closed-loop flow of He. There
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are two principal stages in the cryo-cooler, with separate thermometers to monitor tem-

perature and heaters to warm up. The two stages are connected to different regions of

the sample chamber. The sample chamber consists of a platform to mount the sample,

the configurable sample holder, a radiation shield surrounding it, and the outer window

assembly keeping the system completely isolated as shown in the Figure 2.5. Stage 1

is thermally coupled to the radiation shield which is mounted around the inner sample

chamber and stage 2 with the platform. Before cooling commences, a vacuum pump

inside the control unit evacuates the air from the sample chamber up to 2 mTorr. High

vacuum is achieved with cryopumping charcoal adsorbers, which removes any vapour in

the vacuum space. Finally, the thermometers attached to each component, platform,

stage, and sample holder ensures the desired temperatures which are monitored by the

control unit.

The sample mount comprises the damper and sample mount holder. The damper

ensures reduced vibrations. The sample mount has been mounted vertically for our

studies. Once the sample mount and sample thermometer is placed onto the sample

chamber, the sample was mounted on the stage using a double-sided low-T adhesive tape.

Then the radiation shield is placed over it followed by its lid which is finally isolated using

vacuum housing and lid. The height of the sample mount holder was adjusted such that

once the sample is placed, it does not touch the outer housing.

2.3 Organic Synthesis

An essential part of this thesis also deals with synthesizing new organic compounds for

SERS applications. Now, during the synthesis of these materials, many of the organic

compounds, reactants, as well as final products used are sensitive towards moisture and/or

oxygen and pyrophoric in nature. Hence, there is a need to isolate these air-sensitive

compounds from the atmosphere and be handled in a controlled environment, typically

in an atmosphere of nitrogen or argon.

Common vacuum/inert gas manifold systems used in an organic laboratory are called

Schlenk lines. It is a dual manifold as shown in Figure 2.6 , with a gas line and a vacuum

line. The gas line is connected to a direct gas inlet which goes through a column and can
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Figure 2.5: Schematic of the block diagram for the cryostation assembly with the focus on

mainly the cryostat. The detached mounting assembly is required along with the sample

mount. This diagram was obtained from the cryostation s50 user manual provided by

Montana instruments.

be controlled at specific ports as labelled in the Figure 2.6. The gas outlet is connected to

an oil bubbler (the bubbling speed of the gas also helps regulate the flow of the gas in these

ports. The other column is for the vacuum line, where it is connected with a solvent trap

(for collecting released solvents during evacuation) dipped in a Dewar flask to condense

evaporated solvents and a vacuum pump. This manifold can be easily incorporated with

glassware with quick-fits and connectors attached to the tubing through the ports.

As much as carrying the synthesis of new materials in a controlled environment is

important, it is more important to use pure starting materials from solvents to chem-

ical substances. Typically in a chemistry lab, one can find solvents such as methanol,

acetonitrile, dichloromethane and others used in reactions or for purification. The most
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Figure 2.6: Photograph of the Schlenk line setup used labelling the components of the

manifold

common impurity is water in them. Similarly, chemical substances obtained from in-

dustries contain impurities like unreacted starting materials, intermediates, by-products,

isomers and related compounds. Purity is a matter of degree and is relative in a sense.

During any synthesis, the question should be whether the substance is pure enough for the

intended purpose. The most common purification methods include distillation (including

fractional distillation in the standard atmosphere or reduced pressure, steam distillation),

crystallization, and other methods. To remove moisture from common solvents, storing

them in activated molecular sieves is a common practice which is also rejuvenated regu-

larly. In chapter 5, almost all solvents used were distilled (using the book of "Purification
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of Laboratory Chemicals") and the main starting material of Bis-MPA was purified by

azeotropic distillation using dean stark apparatus.

Another important aspect during synthesis is to monitor the progress of the reaction

and isolation of the pure product. Here, is where chromatography has played a significant

role in the daily life of an organic chemist. It is widely used in purifying small amounts

of organic mixtures. Chromatography is based on the differential distribution of various

components (on the basis of polarity and mass) in a mixture between the mobile phase

and the stationary phase. The primary rule is to determine the nature of the mobile

phase required for the separation. A common technique used in this thesis is thin-layer

chromatography (TLC) where the mobile phase travels up to the stationary phase (the

adsorbent) shown in Figure 2.7. Silica is used as the adsorbent on an aluminium sheet.

The reaction mixture is spotted, dipped in a solvent or mixture of solvents, and allowed

to move through the plate. Later, the plate is visualized by dipping it in a reagent (here

KMnO4 solution) that results in coloured products upon heating. (shown in Figure 2.7b)

The course of the reaction can be monitored using TLC as shown in Figure 2.7c, where

the intensity of the product increases or the disappearance of other starting materials/by-

products with time is observed. It is important to set these TLC parameters during the

course of the reaction to establish conditions for column chromatography for isolation of

the product of the reaction.

In this work, the flash column chromatography used was packed using a dry method

(Silica gel of mesh size 230–400) and the substance was placed on top of the column. The

solvent was run down it, the fractions were collected, and monitored using the TLC silica

gel 60 F254. (shown in Figure 2.7a) After the completion of the column, the fractions

containing products of a similar source were combined (like fractions shown in 2.7c),

the solvent evaporated using a rotary evaporator and dried under vacuum. 1H Nuclear

magnetic resonance (NMR) for all the products is carried and once the final products

are achieved, characterisation is completed by recording and analysing 13C NMR and

high-resolution mass spectroscopy (HRMS) also. 1H and 13C NMRs was recorded on a

Fourier transform NMR spectrometer (400 MHz for 1HNMR and 125 MHz for 13CNMR).

Mass spectrometry was carried out using the Q-TOF instrument for HRMS. The final

products obtained were further used for SERS studies.
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Figure 2.7: Photographs of chromatography at various stages in an organic synthesis a)

Flash column chromatography showing the elution of one of the components of a mixture.

b) A TLC plate right after visualization using KMnO4 solution. c) Handwritten notes

of the obtained TLC monitoring the course of the reaction and obtained during/after

flash column chromatography from the fractions. Please note that all the snapshots are

independent of each other and do not belong to the same reaction but give an idea about

the process being discussed in this section.
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Chapter 3

Perovskite Nanocrystals∗

3.1 Introduction

Perovskite is a class of materials that has a chemical formula ABX3, where the letter

A denotes the inorganic or organic cation, B stands for a divalent metal cation, and X

stands for halide anion as shown in Figure 3.1. The three-dimensional structural motif of

ideal cubic perovskite can be viewed as a cube with the B-cation is at the centre of the

cube, surrounded by six X ions arranged in an octahedral geometry at the cube’s face

centres, while the A-cation is at the cube’s corners. The electrostatic interaction between

the A-site cations and the anionic B-X framework stabilises the structure of perovskite.

One of the key factors that affect the physical properties of a perovskite material is the

distortion in its structure, which can be caused by a variety of factors, such as a size

mismatch between the A and B cations, doping in the halide site, or electronic effects

like Jahn-Teller distortion. Such internal stress lead to a cooperative rotation of the BX6

octahedra and a concomitant change of the A-cation position, resulting in the formation

of lower symmetry structures in orthorhombic, tetragonal, rhombohedral, and monoclinic

phases.
∗This work was carried in collaboration with Quantum Dot lab and Advanced Quantum Theory lab,

JNCASR. The samples were obtained from Dr. Pradeep KR, who carried the XRD and PL charac-

terisations. First principle DFT calculations were carried by Ms. Madhulika The results obtained are

used in this thesis only for complete understanding of the work.
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Figure 3.1: Perovskite structure of CsPbX3 (where X = Cl/Br) with cubic symmetry

Colloidally synthesized cesium lead halides (CsPbX3, where X = Cl, Br, I) nanocrys-

tals (NCs) are promising candidates for light emitting applications. The solution pro-

cessability and cost effectiveness of these NCs has brought enormous attention among

the scientific community. Moreover, these materials possess extremely high photolumi-

nescence and sharp absorption edges. The wide tunability of these perovskite NCs over

the entire visible range can be accomplished using variation in halide compositions [1].

Owing to their extraordinary electronic and optical properties, great deal of work is be-

ing carried in thin-films for for optoelectronic [2, 3] and photovoltaic applications [4, 5].

However, like any other material, there are shortcomings related to it, which limits the

use of them. A few examples are such as, light-induced phase segregation affecting the

stability of these NCs under ambient conditions, [6] and inability to maintain an opti-

cally active cubic phase [1]. Hence, there has been an overwhelming need to study the

structure-property correlations in order to fully exploit the scope of these materials.

Although there are various aspects to look at, in the next two parts of this chapter

we will be mainly focusing on two aspects which will be introduced briefly with their

sections. In Chapter 3A, the question being addressed is, if the mixed halide perovskites

form alloys/solid-solution or are phase segregated? In Chapter 3B, the focus of the work

revolves around the polaronic origin of a new Raman mode appearing below ambient

conditions.
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CsPbX3 Composition

(X=Cl,Br) of Br

P1 0.0

P2 24.7

P3 51.4

P4 72.1

P5 86

P6 100

Table 3.1: Compositions of NCs from P1 to P6

3.2 Experimental section

All Raman measurements were carried out on LabRam HR Evolution, Horiba using a He-

Ne laser of 633 nm excitation wavelength and a grating of 1800 grooves/mm. The laser

power was 5-6 mW at the sample, when focused using a 50X objective lens (NA = 0.5).

Accumulation time for each spectrum recorded was 120 s. Samples were mounted on the

linkam stage and heated up to 313 K. The chamber was purged for a few minutes with

nitrogen gas using the linkam (LNP95) pump and brought back to room temperature.

For the Raman studies, samples were prepared from P1 to P6, with P1 being CsPbCl3,

P6= CsPbBr3, P2, P3 and P4 are mixed halide NCs with increasing Br concentration.

The compositions of all the NCs are listed in Table 3.1. 1 mL of the sample was dispersed

in hexanes, centrifuged with an equal volume of methyl acetate for 3 minutes at 10000

rpm. The residue was dissolved in minimum volume (about 100 µL) of hexanes, dropped

gradually in 2 µL drops, and dried on a silicon substrate. The dried spot was used

for temperature-dependent experiments. For each sample, at least ten different x, y

coordinates were measured on the dried spot at each temperature. Raman Spectra were

normalized by carrying out an area normalization for the region 50-400 cm−1.

45



CHAPTER 3. PEROVSKITE NANOCRYSTALS Section 3.2

46



CHAPTER 3. PEROVSKITE NANOCRYSTALS Section 3.2

Chapter 3A

Are the Mixed Halide Perovskite NCs

(CsPbX3 (X = Cl, Br)) Structurally

Homogeneous?†

Summary

The present chapter revealed clear Raman spectral changes in the peak shifts and shapes

obtained from CsPbX3 NCs of various compositions. The mixed halide systems were

found to be homogeneously alloyed from the photoluminescence, X-ray diffraction, and

Raman spectroscopy. The systematic red-shift of the LO2 mode of the NCs with changing

composition was an excellent marker for the formation of a solid solution. The analysis

of the TO2 mode revealed the presence of Cl-rich octahedra and Br-rich octahedra in

P2 (25 % Br) and P5 (86 % Br) NCs respectively. The presence of more than one type

of octahedra was suggested in more mixed compositions suggesting a formation of more

than one solid solutions. Raman spectroscopy was used as a vital tool in revealing various

aspects of local structural homogeneity in the CsPbX3 NCs.

†Manuscript under preparation
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3.3 Motivation for the work

The building blocks of the perovskites NCs include the octahedra, and the nature of the

octahedra in the mixed halide systems. The studies on it helps to answer the questions in

phase segregation such as identifying the channels facilitating ion migration and dynamics

of phase segregation in the lead halide octahedra. This differentiates between alloys (more

than one solid solution) and solid solution with several possibilities in the octahedra for

individual halide compositions.

Diffraction based methods, mainly X-ray diffraction is the primary tool for structural

characterisation and understanding for most of the mixed halide hybrid perovskite till

date [7]. However, the use is limited to providing a global picture but not a micro-

scopic/atomic one. Rosales et al. recently used solid state nuclear magnetic resonance

(NMR) spectroscopy to explore the phase segregation and alloying nature of organolead

mixed halide perovskite, however the microstructure and extent of alloying in the mixed

halides are still unclear [8]. Using one and two-dimensional NMR spectroscopy, Kar-

makar et al. detected seven different Pb octahedral environments in Br/Cl mixed halide

perovskites [9]. Solid state NMR spectroscopy is an exceptional tool for probing the local

chemical environment of NMR active nuclei, but it cannot provide detailed local struc-

tural information around the atoms, such as lead-halide bond distances and octahedral

arrangements. In this regard, there is a recent Raman study that investigated tempera-

ture evolution of CsPbCl3, CsPbBr3, and CsPbI3 NCs which revealed important results

on structural and thermal decomposition of the materials locally [10] In another study,

the complete degradation of CH3NH3PbI3 to PbI2 under laser illumination was explained

owing to the excellent lateral resolution and sensitivity of the technique [11].

With this motivation, Raman spectroscopy is used as the primary tool to understand

the structural homogeneity and the nature of the octahedra in the mixed halide systems.

Taking advantage of the lattice dynamics being coupled and perturbed by any local/global

changes in the perovskite NCs, a Raman study will be of great advantage in the present

research.
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3.4 Results and Discussions

3.4.1 Synthesis and characterisation of CsPbX3 NCs

Figure 3.2: Characterisation of CsPbX3 NCs from P1 to P6 displaying a) Absorption and

PL emission spectra b) XRD patterns of the synthesized NCs along with the reported

bulk structures of CsPbCl3 and CsPbBr3

A series of pure and mixed halide perovskite NCs (P1-P6) following the hot injection

method was synthesized by starting with stoichiometric mixture lead halide salts using

method described in ref. [12]. Figure 3.2a displays the photoluminescence spectra of the

perovskite NCs over various compositions. Pristine CsPbCl3 (P1) NCs emit near UV-

blue PL (λ = 404 nm) whereas pristine CsPbBr3 (P6) emits bright green PL (λ = 512

nm). PL emission of the mixed halide perovskites (P2 to P5) ranges between 404 to 512

nm. This periodic shifting of the mixed halide perovskites from P1 towards P6 suggests

systematic Br incorporation in the nanocrystals.

These results echoed with the crystal structure, where powder XRD measurements

were performed at 298 K of the drop casted films of samples P1 to P6. As shown in

Figure 3.2b, the XRD pattern for the P1 NCs matches with the cubic CsPbCl3 bulk
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structure and the P6 NCs matched better with the reported structure of CsPbBr3 in the

orthorhombic symmetry than the cubic one. The XRD patterns for the CsPb(Cl/Br)3

(P2-P5) displays a periodic shift in the peaks due to a change of halide composition.

These results corroborate a formation of an alloyed structure, especially with the absence

of a mixture of peaks originating from the individual CsPbCl3 and CsPbBr3 structures in

the samples from P2 to P5. Additionally, a linear behaviour of the peak positions in the

XRD patterns was also observed for these NCs, strongly inclining towards a solid solution

behaviour. One of the reasons for successful alloying is the smaller lattice mismatch

between cubic CsPbCl3 and orthorhombic CsPbBr3 (4.5 %) that does not lead to phase-

segregation [8]. While detailed analysis on the XRD provided information on the crystal

structure of mixed halide perovskites, XRD techniques are limited to the macroscopic

scale. Local structural changes arising from intrinsic or extrinsic perturbations in the

systems cannot be understood by a global technique such as XRD or PL. Hence, the

focus of the next section will be on Raman spectroscopy.

3.4.2 Raman Investigation on P1-P6 NCs

Raman spectroscopic studies were carried out on a drop-casted sample from 298 K to 77 K

similar to XRD studies. The Raman spectra obtained at 298 K are stacked in Figure 3.3a.

It is clearly observable that the spectra are broad and modes are degenerate primarily

because of near-cubic symmetry (cubic in the case of CsPbCl3 and orthorhombic in the

case of CsPbBr3 [13]) and nano-size of the samples. Additionally, thermal effects dominate

at 298 K. The assignment of the modes become difficult at such temperatures, taking into

account the thermal effects and added parameter of mixed halide compositions. The effect

is clearly seen in Figure 3.3a, where the Raman spectra obtained especially for P3 and P4

NCs has a broad background type feature with no resolvable peaks. Therefore, no useful

analysis of microscopic structure can be carried out. Keeping this in mind, the Raman

data was analysed at 77 K, where thermal effects are reduced. Low-temperature XRD

measurements were carried to confirm the absence of any phase transition between 298 to

77 K. Moreover, there are reported photoinduced effects of ion migrations that suppress

in these LHPs at low temperatures [14]. Hence, analysis of the Raman spectra becomes

easier and more reliable for understanding the microstructure of these NCs. A gradual
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CsPbX3 Composition Mode Assignments

(X=Cl,Br) of Br TO2 TO3 LO2

P1 0.0 70, 87 108, 119 200

P2 24.7 68, 82 106, 117 195

P3 51.4 69, 82 111, 137 179

P4 72.1 67, 84 108, 138 170

P5 86 66 74, 79 135

P6 100 66 73, 80 130

Table 3.2: Compositions of NCs from P1 to P4 along with Band Assignments

shift of all the phonon modes was observed to a lower wavenumber ongoing from P1 to P6

NCs (Figure 3.3b). As the NCs are becoming Br-rich, it is intuitive to observe such a red-

shift with increasing effective mass of Br resulting in lower bond energy. This observation

resonates with the results obtained from PL emission as well. But for any further analysis,

it is important to assign these normal modes of different NCs compositions.

3.4.2.1 Assignment of Modes for P1 to P6 NCs

For bulk CsPbCl3, the Pm3̄m space group has 3T1u active optical phonons [15, 16, 17].

Each of the T1u comprises a TO mode and an LO mode. Each TO mode is doubly

degenerate. Thus, for the Oh representation, a total of 9 modes are reported in this phase

and completely resolvable at cryogenic temperatures. Now, from Raman and resonant

Raman studies carried on CsPbCl3, these vibrations have been associated with PbCl6

octahedra or Cs+ ion motion. The peaks corresponding to TO1 (32, 35 cm−1) and TO2

(72, 90 cm−1) are associated with the vibrations of PbCl−6 octahedra, whereas TO3 (110,

121 cm−1) and LO2 (∼200 cm−1) being related to the motions of Cs+ ions. The Raman

data reported for bulk CsPbCl3 matched well with the spectra obtained for P1 (CsPbCl3)

NCs. Since the Oh representation of one family of perovskites remains the same, we

will expect the same number of modes and implications of the external modes in other

compositions as well. Hence, all the normal modes were assigned along the lines of the

reported bulk structure of CsPbCl3 and listed in the Table 3.2 from the Figure 3.4. The
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Figure 3.3: Raman spectra of CsPbX3 NCs stacked for compositions P1 to P6 at a) 298

K and b) 77 K
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Figure 3.4: Raman spectra at 77 K for P1 to P6 NCs
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TO2 modes lie very close to the laser cut-off region used (50 cm−1) thus suppressing

the modes, especially in the case of CsPbBr3. However, at cryogenic temperatures, these

modes are expected to upshift due to the hardening of the mode. Although one of the two

TO2 modes is visible at 66 cm−1, another one remains still suppressed due to the cut-off

limit. It is noteworthy, that the LO1 phonon may subsume in the intense TO2 phonons in

the spectrum [15]. The assignment of the normal Raman modes becomes crucial because

of a new peak that appears below 273 K, which will be discussed in Chapter 3B. In the

next section, we will be looking at how homogeneously alloyed are these nanocrystals

which helps in understanding the local structural changes, ion migrations, and phase

segregation in these LHPs.

3.4.2.2 Structural Homogeneity in P1-P6 NCs

The overall structural homogeneity of the NCs can be determined using the LO2 mode,

which belongs to the Cs+ motion. The A-site in this group of perovskites under study

does not vary, but the effect of changing octahedra composition will have a direct influ-

ence on the structure due to different octahedral tilt [18]. Figure 3.5 displays the peak

positions shifts depending on the changing compositions. It is evident that the single L02

mode gradually shifts from 200 to 132 cm−1 upon moving from P1 to P6. This further

confirms that these nanocrystals are alloyed to form solid solutions. In the case of any

phase segregation or more than one phases in the system would have resulted in new

peaks in addition to modes arising from parent NCs. However, LO2 mode for a specific

composition appeared in a defined region which is between P1 (200 cm−1) and P6 (130

cm−1) underscoring the formation of a solid solution.

3.4.2.3 Nature of Octahedra in P1-P6 NCs

By changing the anion composition, the local environment of the Pb atom is the most

prone to get affected. Thus, the understanding of the Raman modes associated with the

octahedra (TO2 mode) will be of great importance to comment upon. However, in this

case, all of the TO2 modes in all compositions lie close to the cut-off region and thus have

varying backgrounds. Hence, a cumulative fit of the spectra obtained at 77 K from P1
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Figure 3.5: Raman peak position of the LO2 mode for NCs of varying compositions

to P6 along with their respective curve fitting is shown in Figure 3.4. The nature of the

octahedral mode (TO2) in the mixed halide systems P2 to P5 show significant spectral

differences. The spectral shape of TO2 mode in P2 NCs (25 % Br) resembles closely to

the modes of P1 NCs and the TO2 mode in P5 NCs (86 % Br) resembles well with the

modes of P6 NCs. Upon moving towards larger mixing of the anions, i.e. for P3 (50 %

Br) and P4 (70 % Br) NCs, the TO2 modes become degenerate and diffused and they

do not resemble a PbCl6 or PbBr6 type octahedra. Also, the broadening of the mode in

these cases is quite high, which may also suggest more than one solid solution.

To understand the result, the effect of doping in the system must be visualized. At

lower levels of doping in the case of P2 and P5, the addition of Br or Cl will result in

tensile or compressive stress respectively because of the size mismatch. However, in P2

(or P5) NCs the stress created will be small because of majority of Cl (or Br) anions

in the NCs accompanied by a small lowering of energy (or increase in energy) observed

in the mode. As a result, the nature of octahedra remains largely Cl-like (or Br-like)

with only a few of the octahedra belonging to the minor component being Br-like (or
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Cl-like). This effect is observed as the broadening in the modes as compared to the width

observed in the pure counterparts and any new phase may have subsumed in the major

component. However, the effect of doping becomes pronounced in higher concentration

of mixing, i.e. for P3 and P4. In such a scenario, the tensile stress will start increasing

in P3 and compressive stress will start increasing in P4. Because of high concentration

of both the anions, the system will experience a differential stress overall resulting in a

deconvulted peak observed in Figure 3.4c & d. Consequently, there will be lesser numbers

of pure octahedra, and more mixing with two or three different anions shown in Figure

3.6. Recently, in MAPb(Cl/Br)3, highly disordered local Pb environments were found

to be related to altering bond lengths and angles around it [9]. This consequence is

evident in P3 especially (P4 also to a large extent), where the peaks become highly broad

and diffused even at 77 K, and thus requires a better resolution spectrometer or a much

lower temperature than 77 K. This observation underpins the presence of pure PbCl6 and

PbBr6 octahedra in the case of P2 and P5 NCs respectively in addition to possibilities 1

and 5 from Figure 3.6 respectively. However, possibilities 2, 3, and 4 will be prevalent in

P3 and P4 resulting in more random doping. The extent of alloying cannot be predicted

with this data but the presence of solid solutions is definite. It is noteworthy, that Figure

3.6 only represents most possibilities of randomly distributed halides about the Pb centre

and not all of them.

3.5 Conclusion

The Raman spectra of the synthesized CsPbX3 NCs of various compositions were assigned

and discussed in detail. The mixed halide systems were found to be homogeneous and

alloyed from the PL, XRD, and Raman Studies. The LO2 mode of the NCs red-shifted

systematically with changing composition due to increasing effective mass on going from

P1 to P6 NCs. The presence of a single-mode suggested the formation of a solid solution.

The TO2 mode in P2 and P5 NCs were found to be Cl-rich and Br-rich respectively,

resembling the octahedra close to their pure counterparts. However, broadened and

diffused nature of the TO2 mode in the case of P3 and P4 NCs suggested the formation

of more than one type of octahedra, however, extent of alloying cannot be discussed.
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Figure 3.6: Possibilities of Pb environment in the mixed halide (Cl/Br) composition.

Inspiration drawn from [9]

With this understanding of the structure from Raman spectra of these mixed NCs, we

move to Chapter 3B where, an unusual mode will be discussed at 248 K.
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Chapter 3B

Probing Polaronic Behaviour in Undoped and

Mn-doped CsPbX3 (X = Br, Cl) NCs through

a Photoinduced Raman mode‡

Summary

The present chapter deals with understanding the structure modifications of the per-

ovskite octahedral framework which largely affect associated distortions. Mn-doped and

undoped CsPbX3, were investigated via micro-Raman spectroscopy and density func-

tional theory (DFT) Calculations for polaron formation. A new vibrational lattice mode

at 132 cm−1 revealed the presence of polaronic distortion upon photoinduction. From

the DFT studies, it was shown that the polaronic states were dominated by the B-site

cation in the perovskite structure, but he strong covalent overlap of the halide was the

one which determined its stability. This elucidation to map polaronic signatures with

excellent spatial resolution using traditional Raman spectroscopy can be used as a simple

tool to understand the structural changes, their impacted electronic properties and thus

design superior devices using its in-situ applications.

‡Priyanka Jain, Madhulika Mazumder, K. R. Pradeep, Ranjani Viswanatha, Swapan K. Pati, and

Chandrabhas Narayana ACS Applied Materials & Interfaces 2022 14 (4), 5567-5577 DOI: 10.1021/ac-

sami.1c20321 Copyright © 2022, American Chemical Society
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3.6 Motivation for the work

Some of the most intriguing features of LHPs are their large carrier diffusion length

and long carrier lifetimes making them excellent materials for photovoltaic applications.

There are numerous hypotheses and studies that researchers are working on to understand

why these properties exist in these materials and to design better systems to overcome

their shortcomings like phase-segregation, thermal instability, non-radiative recombina-

tion, and so on. Some of the widely accepted and reported mechanisms include lat-

tice distortions which could be intrinsic, coupled with charge carriers forming polarons,

[19, 20, 21] local polar fluctuations [22] and Rashba effect [23, 24].

Polaron formation occurs when charge carriers are being protected by the surrounding

lattice cloud which reduces the interaction of charge carriers and hence their recombi-

nation. This phenomenon allows the charge carrier to attain large carrier lifetimes with

limited mobility due to an increase in effective mass [25]. Numerous ultrafast spec-

troscopic techniques have been implemented in especially hybrid organic-inorganic per-

ovskites to probe charge carrier dynamics and structural fluctuations for polaron forma-

tion such as time-resolved terahertz spectroscopy (TRTS)[26], temperature dependent

transient absorption (TA), and time-resolved photoluminescence (TRPL)[27, 28], time-

domain Raman Spectroscopy[29], time-resolved optical and x-ray photo-absorption (TR-

XAS)[30, 31], and time-resolved optical Kerr effect (TR-OKE) in combination with first

principles and ab-initio calculations [32]. Recent mid-IR TA Spectroscopy underscored

that charge-lattice interactions influence band-edge recombination and thus optical prop-

erties of Hybrid Organic-Inorganic Perovskites (HOIPs) [33]. Additionally, a quenching of

photoluminescence quantum yield (PLQY) was observed. Consequently, the authors em-

phasize that structure modifications can hugely affect the electronic properties of halide

perovskites. More recently, using TR-XAS, photo-induced spectral changes in Br K-edge

and Pb L3 edge of CsPbBr3 resulting from polaron distortion dominated by asymmetric

Pb-Br bond shortening have been discussed quantitatively [34]. The authors highlight

the importance of local structural techniques in looking at the electronic and structural

changes in LHPs. Consequently, there is a need to: 1) understand how structure modi-

fication of perovskite inorganic framework affects carrier lattice interactions that lead to

polaron formation. 2) use more local probes for triggering structural distortions driving
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polaron formation which directly influences electronic properties of the perovskites and

hence, can be tuned for specific applications.

With this motivation, we use micro-Raman spectroscopy and DFT calculations to

probe phonon behavior in Cs-based LHPs (CsPbX3) and their Mn-doped counterparts

which can be strongly influenced by charge-lattice interactions. Firstly, we display a new

Raman mode at 132 cm−1 and a few second-order phonons in all these compositions be-

cause of photoinduction and discuss its origin. We argue from our observations, ab-initio

calculations, and electronic structure calculations that the new mode is an implication of

polaron formation in these systems. Secondly, we carefully examine the stability of the

optical mode in question on various compositions of CsPbX3 as described. Finally, we

correlate the impact of the structural modifications on the stability of polaronic states in

doped and undoped CsPbX3.

3.7 Results and Discussions

Synthesis, purification, and characterisations of the NCs under study was discussed in

Chapter 3A. In this chapter, some of those NCs along with Mn-doped counterparts of

the same will be focussed as listed in Table 3.3 The Raman spectroscopic measurements

were carried out with respect to temperature for P1, P2, P3, P6, MP1, MP2, and MP3

NCs on at least 10 different spots on the same sample (∼3 mm diameter).

CsPbX3 Composition Mode Assignments

(X=Cl,Br) of Br TO2 TO3 LO2

P1 0.0 70, 87 108, 119 200

P2 24.7 68, 82 106, 117 195

P3 51.4 69, 82 111, 137 179

P6 100 66 73, 80 130

Table 3.3: Compositions of NCs along with Band Assignments

In Chapter 3A, it was seen that upon going from P1 to P6 NCs, all the normal modes

systematically red-shifted and were structurally homogeneous following the general trend
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Figure 3.7: a) Raman spectra of CsPbX3 NCs at 248 K for different compositions. Evi-

dence of an unusual new mode irrespective of its halide composition. b) Raman spectra

of P3 at 248 K recorded on multiple spots showing inhomogeneity in the intensity of

the new mode at 132 cm−1. c) Phonon vibration modes arising from Pb-X stretching in

CsPbX3

of alloyed compositions. However, additional peaks appear upon recording the spectra

from 298 K through 77 K. A new mode at 132 cm−1 starts appearing below 273 K for

chloride, bromide, and mixed CsPbX3 NCs as shown in Figure 3.7a. To assign the 132

cm−1 peak as a normal Raman mode, it is possible to overlook it as the 126 cm−1 peak,

corresponding to LO2 mode in the case of CsPbBr3. However, the peak is not the same

as the LO2 mode for the following reasons:

1) The position of the peak does not shift upon changing the composition of the

system unlike what is expected from normal modes.

2) The peak was observed even in the case of pure CsPbCl3 NCs and thus cannot

solely be related to pure CsPbBr3 spectra.
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It is relevant to note that, in Figure 3.7a spectra shown are obtained from a single

coordinate from the microscopic image of a drop-casted sample spot. However, during the

experiment, Raman spectra have been recorded at multiple x, y coordinates in a single

dried spot as shown in Figure 3.7b. These are weakly scattering systems because of their

nano-sizes and near cubic geometry. As a result, the data can be noisy, and because

all the intense modes lie close to the cut-off region, there is a possibility of obtained

backgrounds being different. Thus, all the obtained spectra were area normalized, as

can be seen from Figure 3.7b, the normalized intensity of all spots look fairly similar.

Also with area normalization, we believe that each spot has roughly the same number

of NCs being illuminated under the laser probe irrespective of the thickness on the spot.

The intensity and appearance of the new 132 cm−1 peak vary with changing coordinates

and is thus argued to be a local effect. A localized effect is not surprising considering

the laser spot size of only ∼ 2 µm with high power density. Throughout this work

henceforth, we would be looking at the Raman spectra obtained at 248 K because at

this temperature in almost all samples the peak feature of the mode is well-defined. The

peak may not be completely resolvable and be present as a shoulder to the TO2 mode

at higher temperatures. Additionally, the mode is absent at 295 K or higher because of

dominating thermal effects. Since such a peculiar peak is not reported before in these

systems, we try to understand its origin by extrapolating observed properties of LHPs

using other spectroscopic tools.

It has been well-established for a few years now, that photoinduction in LHPs can

lead to induced vibrations, structural distortions, and polaron formation as a result of

charge carrier interaction with the lattice [35, 36]. Therefore, the new peak could arise

as a result of structural distortion in the lattice, which cannot be explained by factor

group analysis. Recently, Puppin et al. provided an experimental value for effective

mass using Angle-Resolved Photo-Emission Spectroscopy (ARPES) for CsPbBr3 crystal

[37]. The authors have recorded an effective mass of more than 50 % of the bare mass

because of large Fröhlich polarons at 18.2 meV using calculations. Yet another report on

microscopic studies done on CsPbBr3 using TR-XAS has shown that photoinduced lattice

activates LO phonon mode at 18 meV by strong electron-phonon coupling [34]. Both these

recent experimental evidence report an activated LO phonon mode at 145 cm−1 (= 18

meV), very close to our observed vibration at 132 cm−1. Hence, we conjecture that the
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photoinduced mode at 132 cm−1 (and the corresponding 364 cm−1) occurs resulting from

polaron formation in these systems. The activated LO mode has been suggested to be

arising as a result of Pb-Br stretching mode by electron-phonon coupling. In fact, the

octahedral distortions are argued to be responsible for polaron formation in LHPs, with

Pb-X stretching mode as the major component. [38, 35]. However, in this work we study

a range of these LHPs, with varying compositions of Br but no consequent shift in the

peak position of the new mode is observed from P1 to P4 which is expected normally

with composition variation. The same peak signature in both P1 and P4 suggests that

the activated phonon mode may not be arising from purely a Pb-X stretching mode.

Consequently, we argue, it is either the Cs ion or the Pb ion motion responsible for this

polaronic mode. Large polar fluctuations have earlier been monitored by the Raman

central peak and discussed to be due to Cs head-to-head motion along with Br expansion

in CsPbBr3 and CH3NH3PbBr3 crystals [22]. Hence, we suggest that the unusual new

peak at 132 cm−1 is a result of Cs/Pb displacement coupled with the halide ion. The

strength of the coupling between the halide motion and the cation displacement may

determine the stability and occurrence of this photoinduced mode and thus the stability

of the polaron. More conclusive evidence for the origin of the mode is obtained from first

principles calculations.

The CsPbX3 perovskites can crystallize in cubic (Pm-3m), tetragonal (I4/mcm), and

orthorhombic phases (Pnma). However, it is well established that the cubic geometry

exists only at elevated temperatures[39, 40, 41]. AIMD simulations at 300 K, suggest

that both the systems undergo tetragonal distortion of the Pb-X(Cl/Br) octahedra sig-

nificantly. (Figure 3.7c) After 60 ps of simulation, the structures retained the 3D network

of corner-shared [PbX6]
4− octahedra, along with the Cs+ ions inhabiting interstitial sites.

However, the Pb-Cl bond length was found to decrease from 2.86 Å to 2.67 Å, whereas

the Pb-Br bond is elongated from 3.00 Å to 3.20 Å. This proves that the [PbX6]
4− oc-

tahedra is easily prone to lattice deformation. Experimentally, these deformations can

get activated by photogenerated processes [42]. The deformation potential allows for

the formation of polaronic states, due to enhanced electron-phonon coupling[43, 44, 34].

The lattice parameters of the optimized 3x3x1 supercell are tabulated in Table 3.5. The

phonon modes were obtained from DFPT calculations at the Γ point. Cubic CsPbX3

does not exhibit any Raman mode. However, we observed that the extent of tetrago-
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nal distortion influences the appearance of the Raman active modes. Distortion of the

[PbX6]
4− octahedra in the form of elongating/shortening the Pb-X bonds as listed in

Table 3.4, resulted in the appearance of the 132 cm−1 mode.

Pb-Cl bond length elongation VBM(eV) Pb-Br bond length elongation VBM (eV)

0% -0.929 0% -0.72

4% -0.573 6% -0.47

11% -0.478 13% -0.36

Table 3.4: Pb-X bond elongation and corresponding VBM levels

The electronic structure calculations provide a more detailed idea about the inter-

acting electrons in the system and carrier dynamics. It was observed from the band

structures, that for both CsPbCl3 and CsPbBr3 the Valence Band Maximum (VBM) and

the Conduction Band Minimum (CBM) lie on the R point of the Brillouin Zone, thus

rendering them direct bandgap semiconductors. This is in agreement with previous re-

ports of LHPs [45, 46, 47, 48]. The projected density of states reveals that the nature of

bonding in Pb-X is strongly covalent, with the valence states majorly comprised by Pb

and Cl/Br electrons.

Since charge carriers are localized in valence band states with strong halide character,

[49] thus the interplay of this photoinduced vibration and charge carrier will determine

the fate of the polaron. Additionally, a peak at 364 cm−1 is observed along with the

presence of the 132 cm−1 peak. It is fascinating to note that the peak at 364 cm−1

System (a) (Å)

CsPbCl3 5.733

CsPbBr3 6.002

CsPbMnCl3 5.530

CsPbMnBr3 5.788

CsPbCl2Br 5.712

CsPbClBr2 6.012

Table 3.5: Lattice Parameters of unit cell obtained from Geometry optimization
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is observable only when a fairly intense 132 cm−1 mode appears. The 364 cm−1 peak

corresponds to the second-order phonon resulting from a combination of the polaronic

mode and a Raman mode because its intensity is directly influenced by the strength of

the 132 cm−1 peak. Additionally, there are a few other new peaks that originate such

as around 300 cm−1, and above 500 cm−1 in the case of Mn-doped systems, however

these peaks can arise due to second-order nature making it difficult to observe them

theoretically. Thus, without loss of generality, we can discuss the phenomenon in this

article by focusing on only the polaronic mode at 132 cm−1. It is noteworthy to mention

that we use a continuous-wave laser and thus can only probe long-lived charge carriers

and no transient states [42]. Steady-state carrier-lifetime measurements have shown up

to 3 ms and diffusion length up to 650 µm which are consistent with the polaronic nature

of these carriers as well [50].

3.7.1 Polaronic behavior in undoped CsPbX3

Our Raman studies present the traces of the polaronic mode in pure as well as mixed

halide compositions, but there exists a spatial in-homogeneity related to the mode in the

sample space and the stability of the mode is thus not always conducive. As opposed to

the normal modes of the system, where peak positions are associated with the composi-

tion, here only the occurrence of polaronic mode varies with compositions, hence needs

to be carefully examined. For this reason, a stack plot recorded at multiple spots (x,

y coordinates on single drop-casted sample) as shown in Figure 3.8a, clearly maps the

probability of the polaronic mode over the sample space marked by the star (132 cm−1)

and diamond (364 cm−1). A closer look at the peak positions fitted over the same in

Figure 3.8b reveals the weak presence (8-14 %) of the new vibration in P1. Whereas in

the case of P4, the prominence goes up to 50 % of the time along with the strength of the

peak. (Figure 3.8d) In the case of the latter P4 system, it is necessary to distinguish the

polaronic peak from the normal mode that appears at 126 cm−1 as the two may overlap

in a broad peak (Figure 3.8c). Nevertheless, the two peaks are well variegated upon

fitting of these curves. Furthermore, the second-order mode at 364 cm−1 is observed only

when a sharp 132 cm−1 mode exists. Therefore, the mode at 364 cm−1 can be used as a

marker to confirm not only the presence of the induced vibrational mode in P4 NCs but
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Figure 3.8: Behavior of the polaronic mode in undoped NCs a) and b) Raman spectra

of P1 at 248 K recorded on multiple spots and their corresponding peak positions of all

modes. c) and d) Raman spectra of P4 at 248 K recorded on multiple spots and their

corresponding peak positions of all modes. Star and Diamond symbols in red color depict

the polaronic mode (132 and 364 cm−1) and their mapping on both the samples.

the strength of the polaronic feature in all the systems under consideration. From this

observation, one may suggest that it is the presence of Br that stabilizes the polaronic

mode as opposed to Cl which can be intuitively related to size-mismatch in the case of

Pb-Cl as compared to Pb-Br and relatively higher polarizability of Br. As a result, the

possibility of surface defects is much larger for Cl as compared to Br. Soetan et al. have

proved from their studies on mixed halide perovskites that upon increasing Cl content to

CsPbBr3, a rise in radiative recombination of charge carriers and increased Auger losses

over trap-assisted recombination is observed. [51]. Because of the above reasons, it is

possible that Br couples more strongly with the distortions occurring along the cationic

sites.
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Figure 3.9: Peak positions of all modes for P2, and P3 at 248 K showing spot variation

in especially the 132 cm−1 mode.

With this anticipation, the mixed halide systems were expected to display a stronger

polaronic signature with increasing Br concentration. However, from Figure 3.11a, P2,

with 25 % Br content, we do not observe a clear 132 cm−1 mode. It is plausible that

additional strains may get introduced with the incorporation of Br which counters the

distortion in the lattice. [52]. Hence, resulting in a weak to no signature of polaron for

P2 NCs. Nevertheless, as we increase the concentration of Br in the mixed systems, i.e.

in the case of P3, not only do we observe a strong feature of the new vibration but also

homogeneity in 132 cm−1 peak over spots ameliorates. As shown in Figure 3.11b, nearly

60-70 % of the spot spectra display the polaronic mode along with the strong 364 cm−1

marker as well. This observation of the polaronic mode in P3 supersedes even the pure

Br system, P4. The above results indicate that not only does Br addition to the lattice

stabilize the polaronic mode, but the presence of Cl may create the possibility of increased

distortion in the lattice. At this composition, Br plays a significant role in stabilizing the

polaronic mode observed.

3.7.2 Polaronic behavior in Mn-doped CsPbX3

Doping of LHPs has been proven to be an effective method to improve stability, PLQY,

enhanced charge transport, and thus improved electronic properties [53]. Amongst many,
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Figure 3.10: Raman spectra of Mn-doped and Undoped CsPbX3 NCs at 248 K a) Mn-

doped CsPbCl3 (MP1) with its undoped (P1) counterpart for comparison. b) Mn-doped

CsPb(Cl/Br)3, where Br= 25 % (MP2) and its undoped (P2) counterpart for comparison

c) Peak positions of all modes for MP1, and d) MP2 at 248 K over a range of spots. Star

and Diamond symbols depict the polaronic mode (132 and 364 cm−1).

Mn-doping has drawn a lot of attention because of an extra emission channel around 590

nm because of energy transfer between host and dopant resulting in increased radiative

recombination in the systems [48]. Since the inorganic framework of the LHPs plays an

important role in polaron formation, the role of Mn as dopant if any will be interesting

to observe. In this work, upon Mn-doping (roughly between 1-5 %) of these CsPbX3,

surprising results were discovered. In both the Cl-rich systems, Mn-doped P1 (MP1)

and Mn-doped P2 (MP2) as shown in Figure 3.10a and 3.10b, the polaronic mode is

remarkable as a strong intense peak contrasting to the undoped counterparts, incapable

of stabilizing the long-lived polarons.
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Figure 3.11: Peak positions of all modes for MP3 at 248 K showing spot variation in 132

cm−1 mode

The most interesting behavior of the polaronic mode was observed in the case of MP1.

All spots not only feature a strong polaronic mode but bleaching of all normal modes is

also observed as compared to P1. (Figure 3.10a and 3.10c). In addition to that, where

the polaronic signature was absent in the P2 system, MP2 displays strong evidence of

the polaronic mode throughout the sample space but unlike MP1, no bleaching of other

Raman modes was observed. (Figure 3.10b and 3.10d). MP1 and MP2 not only have

contrasting results with respect to their undoped counterparts, but also upon comparison

with each other. In the earlier section, it was speculated that Br is strongly coupling to

the polaronic mode and thus impacting its stability. However, when we observe the Mn-

doped samples, even though MP2 displays clear and significant features of the mode,

but it is weaker than MP1. Subsequently, the MP3 system shows a similar enhancement

in polaronic mode stabilization as the other systems but no different as compared to

the polaronic mode signature observed in the P3 sample (Figure 3.11). These riveting

results in the Mn-doped systems indicate a possibility of a shift in the charge density

upon doping which strongly influences the polaronic nature of the inorganic framework

in question. Overall, Mn-doping stabilizes the polaronic mode, but the effects are more
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pronounced in Cl-rich systems than with Br-incorporation. One of the previous works

by Arunkumar et al. [54] has shown that upon Mn-doping between 5-10 %, the covalent

character increases in the (Pb/Mn)-Cl bond as opposed to the usual more electrostatic

bond. As a result, the distortion in the lattice increases which leads to polaron formation.

They also emphasized that when Cl is replaced with a Br system, the Mn concentration

required to stabilize the polaron increases to up to 70 %. This argument can be well

extended in this article’s context, where the Br-rich systems show lesser influence of

Mn-doping on photo-activated mode as compared to P1 and P2 systems with dramatic

effects. The theoretical calculations carried in the next section delves deeper to underpin

the above discussed arguments.

3.7.3 Computational Analysis

Figure 3.12: Charge density plots for pure a) CsPbCl3 b) CsPbBr3 and Mn-doped c)

CsPbMnCl3 and d) CsPbMnBr3 systems. Isosurface value was 0.025 / Å3.
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From the HSE calculations, the polaronic state was identified from the projected

density of states, at the edge of the VBM, mainly comprised by the Pb 6s orbitals, thus

confirming the presence of an electron polaron centered around the Pb atom in undoped

NCs, namely P1 and P6. The sharp peak arising from the polaronic state was found

to shift towards the Fermi level, with an increase in Pb-X distortion. (See Table 3.4

for VBM energy levels). It is important to note that the VBM also showed a greater

extent of overlap between Pb and Br 2p orbitals, than between Pb and Cl 2p orbitals.

Therefore, the polaronic state is stabilized more, by the Pb-Br bond than the Pb-Cl bond.

These results can be best visualized by charge density plots which confirm that stronger

polarons are formed in the CsPbBr3 system compared to the CsPbCl3 systems as shown

in Figure 3.12a and 3.12b.

In contrast to the pure CsPbX3 systems, the Mn-doped systems do not show the same

polaronic behavior. It is inferred that the electron polaron forms over the Mn atoms and

not on the Pb atoms. Moreover, polaron formation is favored in the CsPbMnCl3 systems,

more than the CsPbMnBr3 systems as can be seen in the charge density plots in Figure

3.12c and 3.12d. The projected density of states analysis confirms that the electronic

density of Cl is higher than Br in the valence edge states, overlapping with Mn 3d orbitals,

which indicates that the extent of covalent overlap between Mn-Cl bonding is stronger in

comparison with the Mn-Br bond. The Mn-Cl bond thus stabilizes the electron polaron

formation over the Mn center. For the mixed halide systems, CsPbClxBr3−x, it is found

that the polaron formation is favored over the Pb atom center. The results confirm that

the concentration of Br plays affects the polaron formation energy. A higher concentration

of Br stabilizes the polaron to a larger extent.

3.7.4 Structural effects in polaron formation

Substitution of anions and cations can dramatically shift the carrier dynamics because of

the large structural impact to stabilize the system, consequently affecting electronic states

which are involved in charge transport and recombination [55]. In systems like CsPbCl3,

where there is weak to negligible coupling of Cl with the Pb states, the activated phonon

is sporadically observed, owing to the large Cl vacancies which decrease the overall quan-

tum yield. Nevertheless, these weak to strong polaron signatures can be achieved with Br
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incorporation in CsPbCl3. Despite CsPbBr3 NCs stabilized the polaronic mode strongly,

it is the mixed halide P3 system, which displayed a more homogeneous behavior of the

induced vibration. These polaronic signature observed in Raman spectroscopy correlates

well with the increase in stability of the Cl perovskite with Br incorporation, resulting

in higher quantum yield [56] and can be associated with higher radiative recombination

routes due to polaron formation. Swarnkar et al. argued that B-site cations have a signif-

icant influence in shaping the optoelectronic properties of these perovskite systems [57].

Indeed, upon Mn-doping pronounced results were observed. Here, we have successfully

displayed the switch in the appearance of 132 cm−1 mode from weak to strong, as the

polaronic state shifts from being Pb-dominated to Mn-dominated in Mn-doped systems.

Upon Mn-doping, not only is the polaronic mode observed in these systems which was

absent or had negligible contribution in the undoped counterparts, but the spatial homo-

geneity also improves drastically. Moreover, from previous reports it is suggested that the

doping of bivalent ions occupy defective crystal vacancies and improve the short-range

ordering in the lattice [58]. Hence, the overall stability of a large polaron would increase

in the lattice over a greater number of unit cells locally. Therefore, in order to obtain a

stronger polaronic signature among the two methods i.e., partial replacement of Cl with

Br and Mn doping, Mn doping (origin of polaronic state) is preferred. There are also

numerous reports which have shown an increase in carrier lifetime and increase in PLQY

in Mn-doped CsPbCl3 thus making it a good candidate for photovoltaic applications

[54, 53]. Our studies provide useful insight into the origins of the long recombination

lifetimes observed in Mn-doped CsPbCl3 underpinning a stabilized polaron formation.

The clear experimental evidence of an activated phonon mode due to polaronic origin

can be used as a marker to understand the structure and property relationship in these

LHPs, which is fundamental for using them as potential materials for optoelectronic ap-

plications. Although there are numerous sophisticated techniques that can probe these

polaronic formations and stability in-depth we believe that a simple technique like Raman

spectroscopy can be used as a tool for mapping polaronic signatures in-operando in such

a family of materials.
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3.8 Conclusions

In summary, a series of CsPbX3 and their Mn-doped counterparts were studied using

micro-Raman spectroscopy and first principles DFT calculations. An appearance of a

new Raman peak at 132 cm−1 and a second-order component at 364 cm−1 at varying

compositions of the LHPs was discussed. From our Raman and first principles calcu-

lations, it is underscored that the persisting knowledge of the Pb-X stretching modes

playing a dominant role in polaron formation in LHPs seems rather incomplete [35]. Al-

though new Raman modes appear from tetragonal distortion, it is corroborated now that

a strong covalent overlap of the B-site cation, which is responsible for polaronic state,

with the halide ion can lead to stabilizing the induced vibration, and indirectly stabilizing

the polaronic state. In other words, the primary polaronic state arises due to Pb/Mn dis-

placement, but the coupling with Br/Cl determines the stability of the vibration. CsPbX3

NCs with Cl-rich anions displayed the weakest polaronic signatures, while the incorpo-

ration of Br mediated the polaron stability. The vibrational mode was affected strongly

upon Mn-doping resulting in shifting of the polaronic state to Mn from Pb. Our studies

on the doped and undoped CsPbX3 have looked at understanding how modifications to

the structure of the perovskite lattice affect the carrier-phonon interaction through an

activated new Raman mode.
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Chapter 4

Zeolitic Imidazolate Frameworks

4.1 Introduction

Zeolitic imidazolate frameworks (ZIFs) are a class of metal-organic frameworks (MOFs)

that resemble the well-known zeolites in their geometrical similarities. ZIFs for a metal-

linker (M-L) bond with the M-L-M torsional angle being 145◦ similar to the Si-O-Si angle

of zeolites. ZIFs are not only porous materials but also possess high chemical and thermal

stability [1, 2]. Hence, they became popular for various applications such as gas storage

and separation [3, 4], catalysis [5], sensing [6], and drug delivery [7]. ZIFs are composed

of metals such as Zn, Co, Fe and functionalized organic linkers of imidazole, providing

porosity of various sizes, rigid yet flexible, and tailored steric and electronic properties [6].

The ZIF systems being more dynamic materials as opposed to the rigid zeolite analogues

ameliorates in phenomenon such as gate opening, breathing, and significant structural

changes upon application of temperature, pressure, and guest molecules [8, 9]. This puts

these materials under the umbrella of stimuli-responsive materials.

Amongst the well-known ZIF systems, ZIF-8 is undoubtedly the most studied and

well-explored material because of its facile synthesis [10] as well as high chemical and

thermal stability. It is composed of Zn as the metal and 2-methyl imidazole (MIm) as

the linker system. The ZIF-8 crystallizes in a cubic symmetry with space group I 4̄3m

shown in Figure 4.1, with large cage of 12 Å, connected by a six-membered ring (6MR)

and a 4MR. One of the major response shown by ZIF-8 is gate-opening [11] making
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Figure 4.1: Structure of ZIF-8 redrawn from CCDC No. 1560435

the uptake of gases such as CH4 possible inspite of high kinetic diameter. The gate

opening was also observed alone by N2 adsorption at 77 K. The soft nature of ZIF-8

also lead to loss of crystallinity upon subjecting to uniaxial mechanical pressure [12].

Riveting findings of ZIF-8 initially led to a bloom of research and interest in the material

with various stimuli that could induce structural changes and explain the mechanism

[13, 14, 15, 16]. A substantial part of the ZIF-8 research includes how the linker dynamics

govern guest adsorption, with conflicting reports on if all probes (such as Ar, CO2, N2)

can induce adsorption [17] and how sudden/continuous the transition is [18]. In this

regard, experimental reports on N2 adsorption showed a gradual gate opening below 150

K with a fully open phase at 110 K using temperature scanning SCXRD and Raman

spectroscopy [19]. The Raman investigations carried on ZIF-8 in our group provided

extremely insightful results in this field [20]. The temperature-induced structural changes

were found due to "swinging of the imidazole linkers". The structural changes around

150 K were marked by the softening of the Zn-N stretching and C-H stretching (Me

group) modes resulting in reduced steric hindrance between the methyl groups of the

MIm. These spectral changes were simultaneously accompanied by characteristic peaks
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originating from adsorbed N2 and CH4 molecules explaining the uptake of these gases

beyond 150 K. Hence, in situ investigations carried on ZIF-8 using Raman spectroscopy

provided the much needed microscopic picture of the structural dynamics in the presence

of guest molecules. Over the years, other than ZIF-8, comprehensive Raman studies

have been carried in our group using temperature, pressure, and guest molecules in a few

MOFs/ZIFs systems explaining the dynamics of the framework and unusual gas uptakes

[21, 22]. These gas adsorption studies affecting the structure function in the field of MOFs

motivated us to further investigate other ZIF systems, for how linker dynamics and gas

adsorption behaviour changes. For this purpose, two ZIF systems were chosen as follows;

1. ZIF-4, where imidazole is unsubstituted and pore size is extremely small (2 Å)

2. ZIF-67, which is isostructural to ZIF-8, but the metal ion is Co instead of Zn
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Chapter 4A

Non-covalent interactions triggering structural

changes and gas uptake in ZIF-4 crystals∗

Summary

ZIF-4, once believed to be inaccessible by gases, exhibits pore volume changes with ex-

ternal stimuli but with a limited understanding of the structural changes and adsorption

mechanisms. In the present chapter, an open to narrow pore transition around 253 K

in ZIF-4 under absolute guest-free environment using Raman spectroscopy was reported.

Rare observations of adsorbed N2 and CO2 in the framework at room temperature (293

K) was discovered. The adsorption is facilitated by dispersive and quadrupolar interac-

tions as observed from the corresponding changes in imidazole moeity. A guest-induced

transition at 153 K resulting in the expansion of the framework was corroborated from

the Raman spectral changes in the C-H stretching modes and low-wavenumber modes

(<200 cm−1). The adsorption of guests in ZIF-4 were proposed in the following order:

C4H, C5H > C2 > sites near to the Im ring centre > centre of cavity. Our results have

immediate implications in the field of porous materials and could be vital in anticipating

imperceptible structural transformations that may favour or hinder guest adsorption.

∗Manuscript under preparation
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4.2 Motivation for the work

ZIF-4 is a Zeolitic system, which crystallizes in an orthorhombic geometry, cag network

topology with Pbca space group and a small pore diameter of 0.2 nm [23]. It undergoes a

structural phase transition from low-density (open pore) to high density (closed pore) at

140 K [24]. ZIF-4 was intially assumed to be inaccessible to guest molecules because no

N2 absorption was observed at 77 K. Later, N2 adsorption studies showed an anomalous

step-like behavior, where the adsorption in ZIF-4 occurs at a threshold pressure of 35

KPa after which it reaches saturation. However, upon desorption, some of the nitrogen

molecules remained trapped in the pore [25]. Hence, two types of phase changes have been

reported for nitrogen adsorption at 77 K, where the framework undergoes a transition

from a low pore to expanded pore and then from an expanded pore to open pore [26]. The

significance of structural flexibility was underscored when reports of adsorption of C2 and

C3 hydrocarbons was shown under ambient conditions [27]. Despite detailed synchrotron

XRD studies, adsorption, and neutron studies, the resulting phases and mechanism differ

between studies and methodologies. Moreover, the sites of gas adsorption in ZIF-4 are

not well-studied and the literature is limited.

In our studies, we present the microscopic picture of the changes in the ZIF-4 frame-

work under vacuum and guest (N2, CO2, and Ar) adsorption using Raman spectroscopy.

The study focuses on the role of imidazole (Im) and its molecular changes under var-

ious perturbations (especially vaccum conditions act as a control for differing between

temperature-induced and guest-induced transitions) to understand the structural changes

and the adsorption sites in ZIF-4. Hence, highlighting the mechanism of gas adsorption

in ZIF-4 crystals. Interestingly, we observed a new transition around 253 K under guest-

free conditions resulting in a contraction of the pore in the synthesized crystal. This

transition can be reversed by the introduction of guest molecules in the given tempera-

ture regime. Gas adsorption study shows signature of N2 and CO2 molecules even under

ambient conditions (293 K, 1 atm), which has not been reported before for ZIF-4. The N2

adsorption under ambient conditions is not reported for any ZIF system to the best of our

knowledge. In addition, we also identified a guest-induced gate-opening process under N2

and Ar molecules around 153 K which resulted in opening up of new sites inside the pore

characterised by significant changes in the low-wavenumber Raman spectral region, Im
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molecular modes, and N2 vibrational modes. The obtained results were confirmed using

well-accepted adsorption isotherms and first-principle calculations as well. The critical

Raman spectral analysis obtained for ZIF-4 under no guest and guests (N2, Ar, CO2)

conditions ensued in determining the adsorption sites for guest molecules experimentally

for the first time.

4.3 Experimental Section

4.3.1 Synthesis of ZIF-4 microcrystals (mZIF-4)

mZIF4 were prepared using a solvothermal process. The temperature conditions were

slightly modified from the reported literature [1, 25]. Zn(NO3)2.4H2O, Im, and N, N

dimethyl Formamide (DMF) were obtained from Sigma-Aldrich (Merck). All chemicals

and reagents were used without any further purifications. In a beaker, Zn(NO3)2.4H2O

(0.476 g, 1.8 mmol) was dissolved in 21 mL of DMF using a magnetic stirrer. To it, Im

(0.35 g, 5.1 mmol) dissolved in 21 mL of DMF was added and stirred until homogeneous

for about 10 minutes. The solution was then poured in a PTFE/Teflon vial, closed using

the threaded lid, and placed in an isothermal oven at 85◦C for 48 hrs. The solution was

cooled naturally after two days and decanted to obtain transparent crystals. The crystals

were dispersed and filtered using DCM (40 mL X 3) and further washed using DMF (40

mL X 3). The obtained product was then air dried for 1 hr (Yield=12.6 %).

The product obtained constituted of solvent within its pores, namely DMF and water

molecules. The crystals were desolvated using a vacuum oven at 120◦C overnight or

more. The crystal structure remains intact as confirmed by XRD. The desolvated crystals

(ZIF-4(DS)) were used for all Raman measurements under different gases and vacuum

conditions.

4.3.2 Characterisations

Synchrotron XRD measurements were carried out at Xpress beamline of the Elettra,

Trieste, Italy with photons of λ = 0.4957 Å and a PILATUS3S-6M detector. Brunauer-
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Emmett-Teller (BET) adsorption measurements of ZIF4-DS crystals were measured with

a Quantachrome Autosorb iQ2 unit. Before the BET measurement, the samples were

degassed at 393 K under vacuum for 12 h. Thermogravimetric (TGA) data was acquired

with a TA Q-50 unit. Morphological analysis was carried out using Zeiss Gemini SEM500.

Dielectric properties were measured on a 0.26 mm thick disc of 5 mm diameter, coated

with silver paste on both sides to give contacts, while controlling the temperature using

Physical Property Measurement System (PPMS).

4.3.3 Raman Measurements

All Raman Spectroscopic measurements were carried using a He-Ne laser of 633 nm

excitation wavelength and a grating of 1800 grooves/mm. The laser was focused using

a 50 X objective lens (NA = 0.5) with ∼5 mW power at the sample. The accumulation

time for each spectrum recorded was 60 s. Each spectrum was accumulated twice for

reproducibility. Prior to the experiment, the sample was evacuated in a vacuum oven at

120 ◦C for 12 hours. The pre-evacuation step is necessary because we observed N2 peak

(ν1 = 2326 cm−1) under Ar and CO2 atmosphere when this step was skipped. Hence, it

is important to remove off the N2 molecules (from air) which may have strongly bound

to the ZIF-4(DS) system.

Samples were mounted on the stage and heated to 373 K. The sample was then

activated at 373 K temperature for about 45 minutes to get rid of any absorbed moisture

and other species during loading of the sample. The chamber was then purged for ten

minutes with a particular gas (N2, Ar, CO2) using an external gas line connected to

the Linkam stage. The stage was then brought to 293 K and the gas atmosphere was

maintained at ∼1 atm. Raman studies that were carried under vacuum required no

additional steps other than the pre-evacuation step discussed above.

For each experiment, Raman spectra were recorded at every 10 K temperature step.

All spectra recorded were smoothened using Savitzky Golay (5 points) method, back-

ground subtracted, and then area-normalized with respect to the total integral area.

Background subtraction was carried by a two-step process. In the first step, the spectral

region from 50-300 cm−1 was subtracted using an exponential background as it lies close
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to the Rayleigh cut-off which decays exponentially. In the second step, the spectral region

from 500-3200 cm−1 was subtracted manually by creating a baseline.

For Chapter 4, gaussian calculations were carried out using Gaussian 16 [28] for as-

signments of all the modes due to lack of complete picture in the literature. However, to

maintain the flow of reading, the details have been placed in Appendix A.

4.4 Results and Discussions

4.4.1 Structural characterisation of ZIF-4(DS)

Figure 4.2a shows the Rietveld refined synchrotron diffraction data of the desolvated

compound at 300 K. The analysis of this data confirmed that this compound crystallizes

in orthorhombic structure with space group Pbca similar to the previously reported results

[24]. The lattice parameters and the reliability factors obtained from the refinement are

shown in Table 4.1. The obtained crystal structure of ZIF-4(DS) is shown in Figure 4.2b.

It has an elongated narrow pore (np) surrounded by a six-membered ring on opposite

faces, with four-membered ring as the bridge structure [23]. The diameter of the largest

window is 0.2 nm and the largest cavity is 0.49 nm. This structure contains two in-

equivalent Zn atoms, each of which is connected to four Im linkers. However, one pore

constitutes of only two of these Im linkers, and the other two are part of another pore.

Consequently, the Im linkers are in different environments. This structural understanding

explains the multiplicity in almost all the modes obtained in the Raman spectra of ZIF-

4(DS), which will be discussed subsequently.

The TGA data shows that both the samples of ZIF-4 with and without solvent have

water molecules (Figure 4.3). In the case of ZIF-4(DS), it could be adsorbed from the

atmosphere thus making the activation step essential before doing the Raman measure-

ment. ZIFs are commonly hydrophobic, however, water (kinetic diameter = 0.26 nm)

adsorption is favorable in few ZIFs spontaneously due to the Lewis acidic nature of C-H

of imidazoles [29]. The desolvated sample starts decomposing at 450 ◦C as compared to

the as-synthesized sample which begins to decompose at ∼600 ◦C suggesting the impor-

tance of solvent molecules in stabilizing the structure of the ZIF-4 molecules [30]. The
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Figure 4.2: a) Rietveld refinement for the ZIF-4(DS) obtained under ambient conditions.

b) Crystal structure obtained after refinement. The structure shows presence of two

inequivalent Zn atoms in the structure with tetrahedral coordination with the Im linkers.

Refinement was carried out by Dr. Premakumar Yanda at JNCASR.
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ZIF-4(DS)

Space group Pbca

a [Å] 15.4969[16]

b [Å] 15.5316[15]

c [Å] 18.0870[20]

Rp/Rwp/GOF 2.94 %/5.27 %/ 0.87

Table 4.1: Lattice parameters and the reliability factors from the Rietveld refinement of

ZIF-4(DS)

textural and morphological characterisations were carried using SEM measurements. The

crystals form flower-like arrangement with crystallite sizes ranging from few micrometres

to tens of micrometres (Figure 4.4a).

Figure 4.3: Thermogravimetric Analysis (TGA) data for ZIF-4 as-synthesized (black

curve) and desolvated one (red curve). Decomposition temperature commences at 450
◦C for desolvated one and at 600 ◦C for the as-synthesized sample.

ZIF-4 is amongst the certain group of MOFs that show gate-opening behavior at

the increasing pressure of guest molecules [31, 30]. However, unlike other MOFs and

ZIFs, it does not have bulky ligands wherein the steric repulsions or at-times repulsive

interactions are generally the driving force for such gate-opening behavior. In ZIF-4, the

rigid unit modes described by collective low-frequency vibrations play a significant role in

entropy-stabilized open pore structures and dispersion stabilised closed pore structures
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Figure 4.4: Size and texture of the ZIF-4(DS) crystals as observed under. a) SEM image

obtained on a Si substrate and b) Image under the optical microscope. The green cross

bar represents the laser spot.

[32]. To gain insights into microscopical structural changes of the framework leading

to phase transitions in ZIF-4(DS), we studied it as a function of temperature, and in

presence/absence of different guest molecules using Raman scattering as the primary

tool.

4.4.2 Room Temperature Raman Spectra of ZIF-4(DS)

Raman spectra were collected by focussing 633 nm laser beam through the 50 X objec-

tive (N.A = 0.5) on one of the outgrown crystallites shown in Figure 4.4b. The room

temperature (RT = 293 K) Raman spectrum of ZIF-4(DS) crystal shown in Figure 4.5,

is dominated by the intense modes in the fingerprint region ∼1000-1500 cm−1 and high

wavenumber region ∼3000 cm−1. Raman spectral analysis was partially carried based

on previous publications on vibrational studies of imidazole, its derivatives, and other

ZIF systems [33, 34, 20, 35]. However, for more detailed analysis and understanding

of low frequency modes, we performed density functional theory (DFT) calculations on

a model system composed of four imidazoles coordinated to zinc atoms (details in Ap-

pendix A). The detailed peak assignments obtained for ZIF-4 are listed in the Table 4.2

and Appendix Table A.1.
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Figure 4.5: Raman spectra obtained for ZIF-4(DS) at 293 K. Schematic representation

of M-Im-M for the nomenclatures used in assigning the modes.

Experimental

wavenumber

(cm−1)

Band Assignments [23, 33]
Peak assignments based

on computational data†

62
6-Membered and 4-Membered

Ring deformations (Ligand

Rocking)

4 Imdz ring twisting wrt Zn-N

axis

75

84

98

111
Not assigned Not assigned

119

146 Not assigned Ring δoop (4 Im)

159
n Zn-N

Ring δoop (4 Imdz) leads to lat-

tice vibration
†ν = stretching; sym = symmetric, asym = asymmetric, δ = bending; r = rocking, t = twisting, w

= wagging, s = scissoring, oop = out-of-plane

95



CHAPTER 4. ZEOLITIC IMIDAZOLATE FRAMEWORKS Section 4.4

179

643
δoop Ring

oop Ring puckering (Im), lat-

tice vib645

839 γasym C-H δw (C2H, in-sync C4H, C5H)

955

Ring deformation Im ring vibration977

980

1086

d C-H (ar) δs (C4H, C5H)+ δ (N3H)1088

1091

1102

Ring deformation + δ (C-H)
δ (C2H, N3H)+ ν (C5N1)+ ν

(C4N3)
1107

1111

1176 νasym(C2N1+C4N3+C4C5) +

γ N-H

Im ring breathing + δr (C2H,

C5H, N3H)1183

1285

ν C-N + δ C-H
δr (C2H, C4H, C5H, N3H) +

n(N3C2N1)

1287

1290

1294

1323
νasym (C2N3,C5N1) + δw

(C4H, C2H, C5H) δw (C4H, C5H) + νasym (Im)

1345 Not assigned

1495
νasym(C4C5+C2N3+N1C2) +

δ(C5H+C2H)

νasym(N1C2N3) + δr (C2H,

C4H, C5H)

3119

ν C-H (ar)

νasym (C4H, C5H)

3138 ν (C2H)

3142 νsym (C4H, C5H)

Table 4.2: Peak Assignments for all the modes obtained at 293 K

The most intense peaks are observed around i) 1280 cm−1 corresponding to C-H rock-

ing and N-C-N stretching modes, ii) 1180 cm−1 corresponding to imidazole ring breathing
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and C-H bending modes, iii) 1480 cm−1 corresponding to N-C-N stretch and C-H bending

modes, iv) 3100 cm−1 corresponding to C-H stretching modes, while the low-wavenumber

region is dominated by vibrational peaks around 65-80 cm−1 region attributed to collec-

tive imidazole twisting vibrations, metal-ligand bonds and lattice vibrations.

4.4.3 Effect of temperature on ZIF-4(DS)

4.4.3.1 Raman spectral changes on ZIF-4(DS) with temperature

Figure 4.6: Temperature dependent Raman spectra for desolvated ZIF-4 under Vacuum

To understand the influence of only temperature on ZIF-4 (DS) crystals, Raman

spectral measurements were carried out in vacuum. To the best of our knowledge, this

is a first vibrational spectroscopy’s report of a completely guest-free measurement on

a ZIF system. ZIF-4(DS) crystals were pre-evacuated and loaded onto the platform

of the cryostation s50. The cryo-stage was allowed to cool to 83 K in 150 minutes.

Raman spectra were collected on two separate crystals at every 10 K going from 83 to
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293 K. Figure 4.6 presents the stack plot of Raman spectra of ZIF-4(DS) collected at

various temperatures. A noticeable shift in most of the vibrational modes was observed

as temperature was raised from 83 K to 293 K around 253 K but not the reported open

to close pore transition around 140 K by Wharmby et al.. Clear spectral changes in the

temperature range between 273-253 K indicate a probable structural transition. Upon

a closer look and peak fitting, significant changes were observed especially in the Im

stretching and bending vibrations in the region 3000 cm−1, 1280 cm−1 and 1180 cm−1.

From Figure 4.7a - 4.7c, in the 273-253 K, we observe a reduced degeneracy in C-H

stretching modes and Im ring expansion vibrations, whereas an increase in degeneracy in

the in-plane C-H rocking modes. Such unambiguous changes in vibrational modes clearly

suggest a structural re-organization or transition. In absence of any guest molecules, at

low temperatures ∼253 K, there is reduced kinetic energy of system and the lattice is in

a compressed state and hence have a high framework density. In such compact lattice,

dispersion interactions start dominating over vibrational entropy at low temperatures

[32]. These interactions may result into electron density redistribution or change in dipole

moment in selective C-H modes. In the case of ZIF-4(DS), several types of dispersive

interactions such as C-H···π, π ···π, and C-H···H-C interactions may become significant at

low temperatures thereby reducing the degeneracy in imidazoles. Because all imidazoles

do not experience similar changes in their environment on the account of being inherently

different, the lifting in degeneracy occurs. Such differences between the Im ring moiety

makes the analysis of especially the C-H stretching modes rather complex as observed

in Figure 4.7d between 3120-3131 cm−1. Hence, we focus on the clear changes in the

spectral region. From the Raman plots, we observe a decrease in intensities in the C-

H stretching modes (Figure 4.7a), new peak at 3150 cm−1 (Figure 4.7d marked by red

circles), and a red-shift in the C-H rocking modes in the temperature studied regime

(Figure 4.7b and 4.7e). Previously, such blue-shifts in stretching modes and red-shifts

in the bending modes followed by decrease in their intensities have been associated with

different types of H-bonding in a system. It is possible that in order to prevent the pore

from collapsing such intra-framework interactions like C-H· · ·π H-bonding may appear

and could lead to the spectral shifts that were observed [36, 37]. Additionally, below 273

K, the ring breathing modes coupled with C2-H and C5-H bending modes at 1176 and

1185 cm−1 red-shift by 5-10 cm−1 and split into 1166, 1174, and 1180 cm−1 along with
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Figure 4.7: In the top panel from a) to c) shows the temperature-dependent Raman

spectra obtained for ZIF-4(DS) under vacuum for selected regions. The bottom panel

from d) to f) displays peak positions versus temperature for the selected regions. a) &

d) Symmetric and anti-symmetric C2-H, C4-H, C5-H stretching modes, b) & e) C2-H,

C4-H, & C5H rocking modes with N3-C2-N1 str c) & f) Im ring breathing with δ (C2-H,

C5-H) modes.
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decrease in their peak intensities (Figure 4.7c and 4.7f) suggesting an increase towards

a more non-planar geometry, thus lowering the symmetry and hence activation of more

number of modes [38]. A further slope change and splitting of the mode of 1166 cm−1 is

observed around 150 K suggesting further reorganization of the Im ring moieties due to

intra-framework interactions. Therefore, these results underpin a change in orientation

or a tilt in the angles of the Im moiety with respect to each other resulting from C-H· · ·π

and π · · · π interactions.

Figure 4.8: Peak positions versus temperature for ZIF-4(DS) under vacuum a) Im twisting

symmetric and asymmetric b) Zn-N bending coupled with Im twisting.

The rigid unit modes have unique spectral signatures upon changes in the lattice

occurring due to deformation of the network, rotation of linkers, or gas adsorption (dis-

cussed in Chapter 1, Section 1.3.4) In this case, at 293 K, three Im ring twisting modes

are observed at 63 cm−1 corresponding to asymmetric Im ring twisting and at 75 and 84

cm−1 corresponding to symmetric Im ring twisting modes. However, below 273 K, the

Im twisting mode at 63 cm−1 increases in intensity and blue-shifts while the 75 and 84

cm−1 become degenerate, although their peak intensifies underscoring the closing of the

pore (Figure 4.6 and 4.8a). Similar kind of intensity correlations in asymmetric and sym-
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metric linker twisting in ZIF-8 has been previously associated with pore volume changes

[39]. Simultaneously, all the modes in the range of 100-200 cm−1 corresponding to Zn-N

bending modes and Im ring twisting blue-shift (Figure 4.8b). These stiffened, sharp, and

reduced number of Im ring twisting modes underpins the fact that there is an increase

in intramolecular interactions resulting in the closing of the pore. The ring deformation

modes of ZIF-4(DS) at 980 cm−1 presented in Figure 4.9 do not show any noticeable

change suggesting absence of linker deformations upon lowering of temperature. These

spectral changes strongly suggest the dominant role of linker rotation or tilt leading to

dispersive interactions indicating a transition from open to narrow pore in ZIF-4(DS)

below 253 K.

Figure 4.9: Peak positions versus temperature for ZIF-4(DS) under vacuum in the 980

region (δs C4-C5 + δ (C2N1+C2N3) + ν Zn-N)

4.4.3.2 Dielectric studies on ZIF(DS)

Dielectric studies were carried to further confirm any changes in the molecular orientation

of the molecule. Microscopically, dielectric loss is dependent on ionic displacement, dipo-

lar reorientation, and electronic polarizations [14]. In many dielectric materials including
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Figure 4.10: a) Dielectric constant of ZIF-4 (DS) with temperature. b) Dielectric loss

of ZIF-4 (DS) disc with temperature. The arrows mark the transition region of dipolar

rearrangement.

porous materials, a dielectric switching occurs due to dipolar reorientation. When the

pore of any MOF/ZIF is empty, the dielectric response of the system is low and hence, we

would expect a low dielectric constant. Dielectric measurements carried out on a pellet of

thickness 0.26 mm and diameter 15 mm of ZIF-4(DS) yields a value of dielectric constant,

εr ∼ 2.45 at 50 kHz, as shown in Figure 4.10a (εr = 2.33 for ZIF-8 at 100 kHz [40]). From

the dielectric loss plot as seen in the Figure 4.10b, we observe two temperature ranges

∼230 K and 140 K over which a broad relaxation occurs. Both these dielectric transitions

corresponded well with our low-temperature Raman studies carried under vacuum. Since

there is no first-order structure phase transition in ZIF-4(DS), we do not expect sharp

variations in the dielectric studies. Changes in the slope observed in our measurements

indicate alterations in dipole and orientational polarizations associated with transitions

in framework [40, 41]. Recently, in ZIF-90, similar dipolar relaxations in the dielectric

loss behaviour under vacuum was observed which was associated with twisting dynam-

ics of imidazolate-2-carboxyaldeyde linker in the material confirming soft porosity in the

material [41].

It is interesting to note that, this open-to-narrow pore transition around 253 K has not

been reported before in the ZIF-4 crystals. Previously, Gandara et al. [26] and Wharmby

et al. [24], have discussed the high density to low density phase transition in ZIF-4 crystals

of size ∼600 µm at 140 K leading to a 23 % volume contraction. However, in our Raman
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studies, we do not observe any detectable changes in that temperature regime under guest

free conditions. The authors mentioned that the reported volume contraction can vary

from 23 % to as low as 1 % depending upon the size of the crystal, and since our crystals

were relatively small (∼10 - 20 µm), we do not detect any volume contraction. From our

Raman spectroscopy studies under vacuum with the support of dielectric measurements,

we suggests that for ZIF-4(DS) system, Im ring reorientation facilitated by a dominant

C-H· · ·π interactions occurs around 253 K and a second transition due to a tiny volume

contraction around 150 K occurs thereby resulting in open-pore → narrow-pore → closed-

pore phase transitions. To obtain a microscopic picture on the gas adsorption behaviour

with ZIF-4(DS), temperature-dependent Raman measurements under guest conditions

were performed.

4.4.4 Structural changes on ZIF-4(DS) under Guest Atmosphere

After a pre-evacuation step in a vacuum oven overnight at 393 K to remove any adsorbed

gases and moisture, the sample was loaded on Linkam THMS600 and activated again at

373 K for 45 minutes to remove any gases/moisture that may have adsorbed into sample

during the loading process. The chamber was then purged for ten minutes with the gas

(N2, Ar, or CO2) of interest using an external gas line connected to the Linkam stage. The

stage was then cooled to 293 K while maintaining the gas atmosphere at 1 atm. Raman

spectra were recorded at every 10 K step from 293 to 77 K with multiple accumulations

for accuracy.

4.4.4.1 Raman spectral changes in N2 and Ar atmosphere

Figure 4.11 shows the stack plot for the temperature evolution of the Raman spectra under

different gases, N2 and Ar. Inherently both the gases are inert in nature, however N2

gas adsorption behaviour seen from BET isotherm in literature is intriguing as discussed

in the introduction [25]. Thus, carrying the measurements and analysing the data with

using Ar as a control system in addition to vacuum conditions would provide a better

understanding of the spectral changes specific to the N2 molecules versus spectral changes

with guests in general. Upon glancing at the stack plots shown in Figure 4.11, it is evident
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Figure 4.11: Temperature dependent Raman spectra for ZIF-4(DS) under a) Nitrogen

and b) Argon atmosphere.
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Figure 4.12: a) Temperature dependent Raman spectra obtained for ZIF-4(DS) under

N2 atmosphere showing the ν1 stretching mode of adsorbed N2. b) Peak positions versus

temperature (black curves) plot showing three types of adsorptions and the intensity plot

of the same (blue curve).

that in both conditions, no drastic Raman spectral changes in the temperature regime of

273-253 K as seen under guest-free conditions. This suggests that, the guest molecules are

compensating for the transition by interacting with the framework. Secondly, there are a

few differences observed between the two gases, namely presence of the νN−N stretching

mode in the 2300 cm−1 region which is absent in Ar for obvious reasons. Additionally, in

case of both the gases, spectral changes are observed below 173 K, although the nature

of the spectral changes differ such as differences in peak features, broadening and others.

We delve deeper into the analysis by focussing on specific regions for both gas adsorption

and structural changes subsequently.

N2 adsorption evolution with temperature using the νN−N stretching mode

The most fascinating feature in these measurements were the detection νN−N peak at 2326

cm−1 under ambient conditions (293 K, 1 atm). This peak is red-shifted from that of free

N2 molecules observed at 2331 cm−1, suggesting entrapped N2 molecules weakly adsorbed

or physisorbed to the ZIF system (Also the possibility to detect free nitrogen at 293 K
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is negligible) [42, 19]. From Figure 4.12, we notice that this peak blue-shifts while its

intensity increases with decreasing temperature. At 133 K and 113 K, two distinct peaks

appear. At 83 K, these peaks can be well-resolved into 2326, 2327, 2328 cm−1. All these

peaks are red-shifted from the 2331 cm−1 stretching mode observed for free N2 molecules.

Three distinct peaks observed for N2 in ZIF-4 strongly indicate the presence of three

different adsorption sites. The first adsorption, marked by the 2326 cm−1 peak occurs

due to the dispersive interaction of the nitrogen molecules with the Im ring moiety and has

been discussed in detail later. As the temperature is lowered, the density of the free N2

molecules increases and multilayer formation may commence. Because of this adsorption

stress, further expansion of the framework is triggered and hence the structural changes

in the Im molecular modes were also observed below 153 K (will be discussed in the

following sections). Such kinds of adsorption-induced deformation leading to structural

changes, gate-opening or swelling of the pore is well-reported for soft porous crystals

[43]. Therefore, the transition observed in our studies around 153 K is facilitated by the

guest molecules only. Subsequently, the emergence of the new peak at 2325 cm−1 mode

suggests opening of a new adsorption site. Concomitantly, we observe Raman structural

changes which is discussed in detail in a later section. Finally, a third peak at 2328 cm−1

is indicative of a third site in the expanded structure where the N2 molecules are weakly

bound. No distinctive spectral changes in the Raman spectra were observed upon with the

appearance of this peak. It is because of the expanded structure, that the guest molecules

can finally occupy the cavity which may not be accessible in a narrow pore form at higher

temperatures with low gas concentration. We will be referring to the νN−N position as

the adsorption peaks observed at 83 K in the next section to explain the Raman spectral

changes associated with the first two adsorptions of the guests. However, before that the

BET isotherm for N2 adsorption is presented motivated by the νN−N mode at 293 K.

N2 Adsorption isotherm

The adsorption-desorption isotherm curve was obtained for N2 adsorption of ZIF-4(DS).

As shown in Figure 4.13, an uptake of 4 cc/g of N2 gas on the ZIF-4(DS) at 298 K was

obtained. This observation in BET isotherm has not been reported and confirms room

temperature adsorption of N2 on ZIF-4(DS). This uptake increased from 4 cc/g to 12 cc/g
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Figure 4.13: Adsorption-desorption isotherm of N2 on ZIF-4(DS) obtained at 298, 273,

and 77 K.

when recorded at 298 and 273 K respectively suggesting a sequential increase. However,

the uptake of N2 at 77 K holds an anomalous curve with a step 0.6-0.7 atm almost

resembling the reported curve, where a step is observed around 0.35 atm [26]. Intriguingly,

the uptake of the gas obtained is higher at 273 K than 77 K. The most plausible reason is

the difference in the configuration of the ZIF-4(DS) framework at different temperature.

The Raman studies carried in guest-free conditions established an open to narrow pore

transition around 253 K upon lowering of temperature. Consequently, the N2 adsorption

obtained at 273 K is congruous to the open-pore configuration of ZIF-4(DS) whereas the

adsorption occurs in a closed-pore framework at 77 K.

Structural changes associated with the first N2 adsorbed peak at 2327 cm−1

Since N2 molecule signals were observed even under ambient conditions, the absence of

open to narrow pore transition of ZIF-4 framework could be expected in the temperature

region 273-253 K observed under no-guest conditions. Indeed, Figure 4.14 confirms the

assumption since the C-H stretching modes around 3000 cm−1, C-H rocking modes around
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Figure 4.14: Peak positions versus temperature for ZIF-4(DS) for selected regions. a) &

d) Symmetric and anti-symmetric C2-H, C4-H, C5-H stretching modes, b) & e) C2-H,

C4-H, & C5H rocking modes with N3-C2-N1 stretching c) & f) Im ring breathing with δ

(C2-H, C5-H) modes under N2 & Ar atmospheres respectively.
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1280 cm−1, and even the ring expansion modes around 1180 cm−1 do not shift in position

or any degeneracy lifting/suppressing under N2 or Ar atmosphere in that temperature

range. This suggests that in presence of gas molecules the structure remains intact,

and stability is imparted from the host-guest interactions as opposed to intramolecular

interactions within ZIF-4 network under vacuum conditions. Resemblance in the ambient

Raman data in both vacuum and guest conditions suggests physisorption or Van der Waals

such as dispersion interactions of guest (N2, Ar) molecules with the framework.

Figure 4.15: The temperature dependent Raman spectra obtained for ZIF-4(DS) for

deformation mode of N1C2N3 stretch and C-H rocking (∼1490 cm−1) under a) N2 gas

and b) Ar gas. New modes appeared under N2 atmosphere ∼1550 cm−1 and ∼1380 cm−1.

The changes in the intensity ratios in both a) and b) for the deformation mode is clear.

Interestingly, subtle spectral changes were observed from 293 K up to 160 K indicating

of a dynamic gas interaction with the framework shown in Figure 4.15. A shifting trend

in the 1490 cm−1 region, corresponding to the deformation mode of N1-C2-N3 stretch

and all C-Hs rocking, of its peak line shapes was observed with lowering in temperature.
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The trend in this region is evident for both the gas molecules N2 and Ar, although the

patterns are different. This result strongly suggests the interaction of the C-H centres

with the gas molecules. Since, the predominant interactions will be dispersion inter-

actions owing to the inert nature of the gases, the C-H and π cloud can be the only

interacting sites [44]. However, any twist or change in the π centre would have resulted

in elongation/compression of bonds [44] causing a peak shifts or broadening in the mode.

The spectral changes observed here, points towards the shifting environment around the

C-H centres.

Concomitantly, under N2 atmosphere two new modes appear, one from 253 K at

1550 cm−1, corresponding to C4=C5 stretching mode (refer to Appendix Table A.1)

and another mode at 223 K corresponding to asymmetric C-N stretching mode shown

in Figure 4.15a [45]. Because there existed an expected open-to-narrow pore transition

at this point, more of adsorption sites are occupied to maintain the open pore of the

framework. Moreover, an increase in the number of C-H wagging modes around 840

cm−1 was observed shown in Figure 4.16 indicating a lifting in its degeneracy [46]. This

change in degeneracy may occur due to the presence of gas molecules which hinder the

framework interactions or coupling of the modes.

These spectral changes were absent in the case of Ar visible in Figure 4.15b other

than the trend with temperature being different. N2 being diatomic can interact with the

ligand in two different orientations – T-shaped interaction through its centre of mass and

head-on interaction with either of the nitrogen in contrast to a single geometry possible for

interaction of Ar atoms with the framework [47]. Because of multiple sites of interactions

with N2, the earlier Raman inactive modes become more polarizable because of changing

environment around the C4, C5 centre and C2 centre subsequently. It is noteworthy, that

the activation of the C4-C5 stretching mode strongly suggests the preference of C4 (or

C5) for N2 adsorption.

Structural changes associated with the second N2 adsorbed peak at 2326 cm−1

Figure 4.14a, b, and c show the Raman spectral changes in ZIF-4 upon N2 incorporation

at temperatures below 173 K. The C-H stretching modes reduce in intensity and peaks
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Figure 4.16: Peak position versus temperature plot for C-H wagging modes under N2

atmosphere.

broaden (Figure 4.11a). Additionally, the C4-H and C5-H stretching modes (∼3140 cm−1)

become degenerate while the C2-H and C-H antisymmetric stretching modes (∼3120

cm−1) lose degeneracy (Figure 4.14a). Furthermore, the peaks in the temperature regime

from 1176-1186 cm−1 (Im ring breathing) display an anomalous behaviour shown in Figure

4.14c), wherein there is an increase in the number of modes, softening of the modes below

153 K up to 123 K and then stiffen until 83 K. Since, this region is associated with Im

ring breathing, the rotation/tilting of the Im ring will greatly influence the number and

behaviour of the modes. Alongside, the peaks around 1280 cm−1 (N3-C2-N1 stretch

and C-H rocking modes) undergo a gradual but substantial change in the intensity ratio

of the peaks. The number of modes in the temperature region of 153-123 K increases,

and transitions beyond 123 K shown in Figure 4.14b. The peculiar pattern of the modes

mentioned above especially in the region of 153-123 K, suggest a dynamic behaviour of the

framework (and no sharp transition) coming from soft porosity, wherein the Im molecules

may tilt/twist to expand the structure in a way to incorporate more guest molecules.

The softening of the Im ring breathing modes, decrease in intensity and broadening of
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C-H stretching mode, and a gradually transforming pattern (both intensities and peak

positions) in the C-H rocking modes in the temperature regime is a direct consequence of

significant breathing of the Im and gate-opening effects because of heightened host-guest

interactions.

Figure 4.17: Peak positions versus temperature for ZIF-4(DS) under N2 in the low-

wavenumber region a) Im twisting modes b) Zn-N bending coupled with Im twisting.

As we lower the temperature, the density of the gas molecules increases causing an

increased pressure around the ZIF crystals. However, the blue-shift below 123 K in

the 1176-1186 cm−1 region suggests bond stiffness and locking of the Im molecules in

one orientation upon guest incorporation. To confirm this, we look at the rigid-unit

modes, where a gradual blue-shift along with decreasing intensity is observed in the

temperature regime 153-123 K shown in Figure 4.17 suggesting opening of the pore. The

Im ring twisting modes (65-95 cm−1) blue-shift by 5-10 cm−1 shown in Figure 4.17a and

their FWHM increases significantly (Figure 4.11a and 4.18). Furthermore, the Zn-N

bending coupled with Im twisting modes in the region 150-200 cm−1 blue-shift by 5 cm−1

shown in Figure 4.17b suggesting a rigid framework accomplished after incorporating
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guest molecules. Significant broadening in the rigid unit modes and C-H stretching modes

under N2 indicates stronger interaction with the framework mainly due to an additional

quadrupolar moment on the molecule. Consequently, dipole-quadrupole interactions (also

quadrupole-quadrupole) are possible between C-H centres and N2 (it’s centre of mass or

one of the N atoms) or between the Im centre of mass and the quadrupole of N2. As

a result, N2 binds strongly within the pores of ZIF-4(DS). This understanding of the

interactions explains the pore-filled state (incomplete removal of N2 from the crystals)

observed upon desorption of N2 in the BET isotherm.

In the low temperature region below 193 K, the Raman spectral behaviour under

argon atmosphere is very similar to what was seen under N2 atmosphere shown in Figure

4.14d, e, and f. This indicates that primarily, it is the flexibility of the Im ring molecules,

which allows all gases to access the pore channels upon gate-opening and dispersive

interactions between the guest and host molecules favour this adsorption. It is visible

from the stack plots in Figure 4.11, the peaks become well-defined below 133 K whereas

the data obtained under N2 clearly shows broad features persisting even at 77 K from

∼153 K. A more quantitative view is explained in Figure 4.18. The C-H stretching modes

under Ar undergo a small increase of ∼2 cm−1 in the transition regime but restore to

the same or lower value after the transition. Whereas in the case of N2, peak broadens

in the range of ∼4-6 cm−1 and continues to remain broad until 83 K (Figure 4.18b).

Similar but more drastic effects were observed in the low-wavenumber region, where the

Im twisting modes were broadened by almost 15-20 cm−1, even masking the peaks in

the region 100-120 cm−1 under N2 (Figure 4.18d). However, when we look at the peak

behavior in Ar, not only does the broadening is less, beyond the transition regime, few

peaks become sharper and intense (Figure 4.18c).

From the Raman spectral changes associated with the structural changes in ZIF-4 and

N2 peak behaviour, it is confirmed that the initial open-to-narrow pore transition observed

under vacuum is absent due to gas filling inside the ZIF-4 pore. However, a guest-induced

transition occurs around 153 K, which expands the ZIF-4 structure and opening new

adsorption sites, incorporating more guest molecules with stronger interaction depending

on the polarizability of the guest molecule. In the next section, CO2 adsorption and the

corresponding spectral changes in ZIF-4(DS) will be highlighted.

113



CHAPTER 4. ZEOLITIC IMIDAZOLATE FRAMEWORKS Section 4.4

Figure 4.18: FWHM versus temperature plots. The top panel displays for the C-H

stretching modes (a & b). The bottom panel displays width for peaks for the collective

Im vibrations c) & d). Plots a) & c) were obtained from Raman spectra of ZIF-4(DS)

obtained under Ar and Plots b) & d) under N2.
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Figure 4.19: a) Raman spectra of ZIF-4(DS) under CO2 and vacuum showing character-

istic fermi-resonance ν1 at 1276 and 1380 cm−1. b) & c) Temperature-dependent spectra

obtained under CO2 atmosphere for selected regions.

4.4.4.2 ZIF-4(DS) under CO2 atmosphere

Upon subjecting the ZIF-4(DS) system to CO2, dramatic results can be noted at 293

K. Firstly, like N2 gas, at 293 K, the Fermi resonance modes at 1276 cm−1 and 1380

cm−1 of CO2 signature are identifiable in the Raman spectra obtained under vacuum

(Figure 4.19a). Again, like other gases, CO2 is entrapped within the pore, as the modes

are red-shifted from the free CO2 molecules fermi resonance modes at 1278 and 1385

cm−1. Overall, as compared to the Raman spectra obtained under vacuum, N2, and Ar

conditions, all peaks are broadened, degenerate and reduced intensity shown in Figure

115



CHAPTER 4. ZEOLITIC IMIDAZOLATE FRAMEWORKS Section 4.4

4.20. Additionally, a much sharper and intense signature of CO2 at 293 K, as opposed to

N2 was observed. These results suggest a stronger interaction of the molecule with CO2

than N2 in the ZIF-4 framework. It is well-expected considering the higher quadrupole

moment on CO2 (-14 X 10−40 Cm2) compared to N2 (-4.65 X 10−40 Cm2) [48]. The impact

of the CO2 interaction is clear as well in the symmetric Im twisting modes (80 cm−1)

reducing in number, intensity dropping and broadening as seen from Figure 4.20. Upon

lowering the temperature, a dynamical relation in peak intensities of the C4-H and C5-H

stretching modes around 3140 cm−1 is observed (Figure 4.19b). This trend suggests the

interaction between π center at the C4-C5 of the Im ring and π-cloud on CO2, C-H· · ·O

H-bonding, or dipole· · ·induced-dipole interactions [49]. Since, the C-H stretching modes

do not show a noticeable shift, a weaker H-bonding is expected.

Figure 4.20: Temperature dependent Raman Spectra for ZIF-4 (DS) under CO2 atmo-

sphere

It is to be noted here that, we are well above the gate-opening temperature here and it

is the strong interaction of this gas with the host, that drives this gas adsorption. Further

splitting of the 1380 cm−1 observed from 273 K is indicative of multiple site adsorptions
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for CO2 also (Figure 4.19c). Below 213 K, data quality goes down because of increased

condensation of CO2 onto the stage.

4.4.5 Adsorption sites of ZIF-4

Figure 4.21: Proposed Adsorption sites in ZIF-4

From the critical analysis from our experimental studies carried under vacuum and

guest conditions, we propose the following possible adsorption sites in ZIF-4 shown in

Figure 4.21. The most preferential site (first adsorption site) in the system exists close

to the C-H centres of the Im ring moiety. From Raman studies, these centres were found

to be highly influenced by the presence of guest molecules. Between the C-H centres,

the activation of C4-C5 stretching mode suggested the preference of the C4-H(or C5-H)

being preferred over the C2-H for adsorption. Additionally, in this temperature regime

around 253 K, in the absence of guest molecules, we observe evidence of dominant C-
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H· · ·π interactions in the framework [50, 36, 37]. These interactions originate primarily

from the C-H centres of the system to prevent the pore from collapsing. Hence, upon

guest incorporation, these C-H centres would be the first to be perturbed.

The second adsorption site is close to the aromatic ring centre of Im moiety. At 153 K,

Im ring breathing mode is greatly affected due to the dispersive interactions between host

and guest under both N2 and Ar atmosphere. In addition, in the case of N2, quadrupolar

interactions also play a significant role. It is noteworthy, that the broadening in C-H

stretching region suggest that the gas interaction is mainly with C-H centres of Im.

The third and last adsorption site is the centre of the cavity, which may be inaccessible

until ZIF-4 is sufficiently expanded at low temperatures under high adsorption stress of

gases. Since the N2 peak is still red-shifted (2328 cm−1) from the free N2 peak (at

2331 cm−1), the guest adsorption is again driven by dispersive interactions with the host

framework. These results corroborate well with the adsorption sites of ZIF-8, where the

most energetically favoured site is near the Im rings stabilized by dispersive interactions

as opposed to the other MOFs, where it lies closer to their metallic clusters [51]. Also,

it should be noted that, unlike ZIF-8 and ZIF-7, ZIF-4 is un-substituted, and thus steric

hindrance playing a role for preferential adsorption of one gas over the other is ruled out.

However, the flexibility of the Im ring and these non-covalent interactions discussed in

detail facilitate the guest uptake irrespective of size and polarity of the gas.

4.5 Conclusions

In summary, we have discussed in detail the structural changes and adsorption behaviour

of ZIF-4 crystals upon perturbation with temperatures and various gases. From the Ra-

man spectroscopic studies, we observed a new phase transition around 253 K, where the

system goes from an open pore to narrow pore transition. These results were further

confirmed by dielectric measurements and BET isotherm. This narrow pore was found

to be stabilised predominantly by C-H· · ·π interactions within the framework. No sub-

stantial change was observed in Raman spectra upon the existing 140 K open-to-closed

pore transition owing to the small size of the crystal. Further, upon gas uptake, immedi-

ately dispersive interactions mediate the adsorption of the gases inside the pore, which is
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marked by the signature peaks of the gases used (N2 and CO2) and specific changes in the

Im molecular modes (1490 cm−1 region). Most striking feature of the studies is the signa-

ture peaks of gases except Ar at 293 K itself, which is quite rare. This gas uptake results

in absence of the open to narrow pore transition observed under vacuum. However, an

additional guest-induced (or adsorption-induced) phase transition was observed around

153 K, where the ZIF-4 goes from an open to expanded pore, incorporating more guest

molecules, stabilized by dispersive and quadrupole interactions depending on the gas.

Sharp shifts, peak broadening, and intensity changes in both Im ring molecular modes

and the rigid unit modes (associated with breathing and gate-opening effect) show strong

dependence of the gas uptake. The strongly bound N2 adsorption behaviour explains

the pore-filled structure of ZIF-4, where all the molecules do not leave the framework

upon desorption. Finally, based on our results, the preferential adsorption sites and its

mechanism has been proposed which is mainly near the C-H centres of the Im ring moiety

governed by the dispersive interactions in the ZIF-4(DS) system synthesized.
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Chapter 4B

Role of Metal Ion influencing N2 adsorption in

ZIF-67 using Raman Spectroscopy‡

Summary

Owing to the limited understanding of the structure-property relationship of ZIF-67, this

chapter presents the Raman investigations under N2 atmosphere addressing this aspect.

Two types of adsorption were observed, where one of them is associated with the Co2+···N2

adduct formation from ambient conditions. Later, this interaction facilitates the gate-

opening around 153 K, suggested by the appearance of N2 physisorption signature mode.

Concomitant spectral changes were revealed in the two temperature regions, especially

the modes associated with Co-N bending. Fundamental understanding of the adsorption

mechanism in ZIF-67 using Raman studies, described the higher uptake of various gases

in ZIF-67 than ZIF-8, inspite a stiffer Co-N bond as opposed to the Zn-N.

‡Manuscript under preparation
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4.6 Motivation for the work

ZIF-67 is a Co-based ZIF with methylimidazole (MIM) as the linker, which makes it

isostructural to the popular ZIF, ZIF-8 (Zn-based). Although isostructural, there are

various differences in the properties of the two materials such as different thermal stabil-

ity, surface area, diffusion rate for gases, and others [45, 52, 53]. Despite these differences,

the studies discussing the influence of metal ion, especially from a structural point of view

is limited. In literature, there are interesting aspects related to ZIF-67 gas adsorption.

Because of the stiffer Co-N bond, the pore volume and flexibility is slightly less as com-

pared to ZIF-8 [52]. But, the uptake of various gases such as N2, CO2, and CH4 are

reported to be slightly higher as compared to ZIF-8 [54]. Additionally, the stiffness of

the Co-N provides restricted ligand flipping motion, hence resulting in a better selectivity

of small molecules [55]. The presence of unsaturated Co2+ ion at the surface of ZIF-67

makes it susceptible to interaction with various species such as superoxo anion forma-

tion, susceptibility towards oxygen [56]. All these properties make ZIF-67 intriguing and

a microscopic picture of the structural/framework behaviour with guest molecules will

truly highlight the role of metal ions in making it different from ZIF-8.

4.7 Experimental section

4.7.1 Synthesis of ZIF-67

To prepare ZIF-67, a modified procedure was used [57]. In a beaker, 6 g of 2-MIM and 40

mL methanol (MeOH) were dissolved. Subsequently, 3 g of Co(NO3)2·6H2O was added

to another beaker containing 40 mL of MeOH. An immediate colour change was observed

from deep orange-brown to deep purple upon rapid addition of the former solution to

the latter solution. This resultant mixture was stirred for 2 hours and then aged without

stirring for 24 hours under ambient temperature. Post-aging, visible precipitates were

observed at the bottom of the beaker, which was transferred to 50 ml centrifugation tubes.

The particles were centrifuged at 8500 rpm for 5 min. The supernatant was discarded,

the residue was washed with methanol (25 ml X 3), and the centrifugation process was

repeated. The residue was oven-dried at 120 ◦C for 12 hours in a vacuum oven to obtain
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Figure 4.22: a) Structure of ZIF-67 at 298 K redrawn from CCDC file No. 1429244 b)

XRD pattern of the desolvated ZIF-67 obtained stacked with reported XRD pattern

Figure 4.23: a) and b) shows the TEM image of the prepared ZIF-67 sample
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solvent-free particles. The ZIF-67(DS) product was further used for characterisation and

experiments.

4.7.2 Characterisation studies

The XRD pattern of the synthesized ZIF-67(DS) nanoparticles resembled the reported

structure shown in Figure 4.22 and was redrawn from CCDC No. 1429244. The size

and morphology of the nanoparticles were confirmed from the TEM images shown in the

Figure 4.23. The particle was uniformly distributed with a size between 500-600 nm and

possessed a well-defined rhombic dodecahedral shape.

4.8 Results and discussions

Figure 4.24: Raman spectra obtained for ZIF-67(DS) at various wavelengths under am-

bient conditions
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4.8.1 Raman spectrum of ZIF-67 under ambient conditions

Raman spectral measurements were carried out on the ZIF-67(DS) sample with various

wavelengths to optimize the best parameters for the measurements. In the process, it

was found that, upon illuminating the sample with λ = 633 nm, all observed Raman

peaks were present (Figure 4.24). However, upon illumination with λ = 405 & 532 nm,

certain modes were absent. This observation hinted at the presence of resonant Raman

in the latter cases. Indeed from the literature, it was realized that absorption maxima

for ZIF-67 appear at 565 nm and 537 nm generated due to the higher-lying, 4A2(F) to
4T1(P) d-d ligand field transitions and of Co2+ being in a tetrahedral environment [58].

As a result, the Raman peaks associated with the metal ion contribution were enhanced

in the case of λ = 532 nm. This result is of great significance here because although

ZIF-67 is isostructural to ZIF-8, it differs in the metal ion. Hence, in order to understand

the role of the metal ion with structural changes with temperature and gas adsorption on

ZIF-67, it is primary to focus on the modes affected by the vibrations involving Co. The

modes between 200-430 cm−1 have contributions involving Co2+ ion. Additionally, the

linker molecular modes are similar to ZIF-8 and corroborate well with our data. Within

these molecular modes, the bands associated with the C-N stretching modes (at 1176 and

1180 cm−1) lower in energy as compared to ZIF-8 (at 1180 and 1187 cm−1) because of

the stiffer Co-N bond over the Zn-N bond causing the C-N bond to elongate.

The low-wavenumber modes especially the ones involving the metal ion were assigned

using gaussian calculation on a small fragment shown in Figure A.2 similar to chapter

4A. All details of the calculation is discussed in the Appendix A itself. The assignments

for ZIF-67(DS) are listed in the Table 4.3, A.2, and Figure 4.25. In this chapter, the

focus remains only on the modes important for the discussion as follows: ≈ 3130 cm−1

corresponding to C-H stretching modes, and the low-wavenumber region around 65-80

cm−1 belonging to the RUMs. Additionally in this chapter, the spectral changes in the

region 250-420 cm−1 (Table 4.3 for precise assignments), corresponding to the bending

of Co-N along with the bending of the ligand often accompanied by Me libration will be
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discussed.

Figure 4.25: Raman spectrum of ZIF-67(DS) obtained under ambient conditions with

peak assignments

Table 4.3: Peak assignments listed for ZIF-67(DS) in comparison with ZIF-8 assignments

in literature and the computational assignments carried in the present work.

Experimental

wavenumber

(cm−1)

Band Assignments[23, 20]
Peak assignments based

on computational data

70
Strong Me Rotation, asym

twisting
asym twisting pivoting on N1

76
MIM Rocking and Me

Rotation, asym twisting
asym twisting pivoting on C2
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Experimental

wavenumber

(cm−1)

Band Assignments
Peak assignments based

on computational data§

126 NA
sym Lattice vibration pivoting

on N1

159 NA Me libration

176

δ(N-Zn-

N)+ν(Zn−N)(Tetrahedral

Deformation)

Lattice vibration + Me

libration

251
δ(MIM) + δoop(Me)

δCo−N + sym δt(MIM) + Me

libration261

278

νCo−N

δCo−N + asym δt(MIM) pivot-

ing on C2292

314
δCo−N + sym δt(MIM)

pivoting on C2 + Me libration

424 νCo−N or δMIM (Co-N-C & N-

C-Me)

δCo−N (Co motion) + sym

δt(Im) + Me libration426

681

In ring puckering, δoopH ip Ring breathing686

694

835 δoop (C4, C5-H) Ring deformation+ δCo−N

952 δoop (C2)
δw C-H(Me) + δt(C −H) +

Ring deformation

993 NA δoop(C-Me) + δw C-H(Me)

1146 νC5−N Ring expansion+δr(C5-H)

1176 νC−N + δw(N −H)
δw(C −H) + δ(C −Me) +

δCo−N + ν(C2N1)

1180 νC−N δr C-H + ν(C5N3+C4N1)

1283 NA
δr(C-H) + Ring breathing

(C4N3+C2N1) + δCo−N

§ν = stretching; sym = symmetric, asym = asymmetric, δ = bending; r = rocking, t = twisting, w

= wagging, s = scissoring, oop = out-of-plane
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Experimental

wavenumber

(cm−1)

Band Assignments
Peak assignments based

on computational data§

1385 δMe

δt C-H(Me) + δs C-H + Ring

breathing

1459 δC−H

δwC-H(Me) + δr

C-H+ν(C-Me+N1C5+N3C4)

1502
ν (C2N3+C4N3+C5N1) +

δw(N-H)

δ(C-H+C-Me) + ν(C2N3) +

δr(C5H+C4H+N3H)

1509 NA

δ(C-H+C-Me) +

ν(C4C5+C2N3) +

δr(C5H+N3H)

2933 νC−H(Me) νC−H(Me)

3119
νC−H(ar)

ν(C4-H)

3141 ν(C5-H)

4.8.2 Temperature evolution of Raman spectra of ZIF-67(DS)

under N2 atmosphere

For all temperature-dependent Raman studies under guest molecules, linkam (THMS600)

stage was used. After a pre-evacuation step in a vacuum oven overnight at 373-393 K to

remove any adsorbed gases and moisture, the sample was activated at the temperature

for about 45 minutes at 373 K after loading on the linkam stage too. These steps were

necessary to ensure, no adsorbed gases or moisture would interfere with the Raman

measurements which will also be evident with mighty mite spectral differences. The

chamber was then purged for ten minutes with N2 gas using an external gas line connecting

to the linkam stage. The stage was brought to 293 K and the gas atmosphere was

maintained approximately at 1 atm. Spectra were recorded at every 10 K step from 293

K to 77 K with multiple accumulations for accuracy. The temperature evolution is shown

in the stack plot 4.26 which broadly reveals spectral changes in the C-H stretching regions

and the RUM region of the ZIF-67(DS).
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Figure 4.26: Raman spectra obtained for ZIF-67(DS) in the temperature regime from

293 to 93 K

4.8.3 Raman spectral changes in νN−N in ZIF-67 with tempera-

ture

The most important result obtained from the studies carried on ZIF-67(DS) was the

presence of two types of N2 characteristic peaks in the Raman spectra from the sample.

• At 2329 cm−1

• At 2333 cm−1

The peak at 2333 cm−1 is intriguing for two reasons. Firstly, it appears under ambient

conditions from 293 K. Although the peak is tiny, and often such peaks are considered to

be a spike (1-pixel peak), the result is reproducible and consistent over different experi-
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ments carried out. Secondly, the peak is a blue-shifted mode from the free N2 peak (2331

cm−1) unlike what was observed in the case of chapter 4A. This feature is unique and the

appearance of this peak again is only possible due to adsorption of the N2 to the sample.

This adsorption was further confirmed from BET measurements, where it is clear from

the inset of the Figure 4.27b that at 298 K, ZIF-67(DS) adsorbs ≈ 3 cc/g of N2.

Figure 4.27: a) Temperature evolution of Raman spectra of ZIF-67(DS) under N2 in the

region 2200-2400 cm−1 b) BET adsorption isotherm of ZIF-67(DS) at three temperatures

298, 273, and 77 K. The inset displays the uptake of gas at 298 and 273 K

The origin of this new peak comes from the presence of unsaturated Co2+ in ZIF-

67(DS) [45, 59]. As a result of which an adduct, Co2+ · ··N2, formation occurs. Such an

adduct results in a blue-shift of the N-N stretching mode upon interaction with the MOF

framework [46, 60, 61]. This peak was also absent in ZIF-4(DS) discussed in chapter 4A,

where the Zn centre was saturated. Moreover, the intensity of this peak only increases

up to 213 K owing to a limited number of such unsaturated centres. The impact of this

type of adsorption on the structure will be discussed subsequently.

The second type of adsorption was observed from 153 K similar to the case of ZIF-8 by

Kumari et al. [20]. The νN−N at 2329 cm−1 arises due to physisorption upon entrapping

the N2 molecules with gate-opening of the framework. The sequential increase in intensity

can be correlated with the increased uptake of the gas molecules at low temperatures.
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The high uptake of gas observed at 77 K in Figure 4.27b underscores the inference of

Raman results as well.

Figure 4.28: Temperature evolution of the Raman changes in the C-H stretching regions

for ZIF-67(DS)

4.8.4 Structural changes in ZIF-67(DS) upon N2 adsorption

The nature of both types of adsorption observed was either low in intensity or weak

in nature. In other words, the peak observed at 2333 cm−1 from the adduct formation

is a stronger interaction as opposed to the physisorption because of entrapping of N2

molecules inside the pore at 2329 cm−1. However, the number of unsaturated Co2+ will

be limited. Hence, strong signatures from the molecular modes are not expected, but the

trends provide crucial understanding. The C-H stretching modes, both associated with

the aromatic rings and the methyl group soften upon lowering the temperature from

293 K shown in Figure 4.28. This observation opposes the general trend, where gradual

stiffening of the modes is expected upon lowering the temperature. Chavan et al. has

shown from IR studies that the coordinately unsaturated Ni2+ in CPO-27-Ni resulted in
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a Ni2+...N2 adduct formation [46]. As a result of the quadruple nature of N2, it interacted

not only with the Ni ion, but with the neighbouring O atoms as well. Moreover, these

interactions resulted in a significant distortion around the Ni centre. Therefore, by virtue

of the quadrupole moment on N2 and adduct formed with the unsaturated Co2+ in ZIF-

67(DS), the polarised N2 interacts with the C-H oscillators, resulting in slight elongation

of the bond. Upon further lowering of temperature shown in Figure 4.28, the modes begin

to harden beyond 153 K, where the second peak also appears at 2329 cm−1 marking the

gate opening which will be confirmed in the subsequent paragraph.

Low-wavenumber modes In the Figure 4.29, the trend of peak positions with respect

to the modes involving Co as a function of temperature is presented. In all of the plots,

two transition regions have been highlighted, one at ∼ 233 K and another at ∼ 153

K, corresponding well with the two types of adsorption observed for ZIF-67(DS). The

intensity of the 2333 cm−1 saturates around 213 K, whereas the second mode at 2329

cm−1 appears only beyond 153 K. Moreover, an unusual slope was observed shown in

Figure 4.29c, where the mode at 312 cm−1, corresponding to Co-N bending coupled

with MIM symm twisting and Me libration, undergoes a blue-shift of ≈ 4 cm−1 in a

small temperature region between 293 to 233 K. With the formation of the adduct,

electrostatic interactions are predominant, resulting in a blue-shifting mode causing a

distortion around metal centres in the framework [46]. This mode undergoes a slope

change beyond 233 K followed by another slope change around 153 K, where most of the

low-wavenumber modes show saturation in peak positions. These spectral changes are

indicative of the framework softening before the gate-opening around 153 K and further

locking of the framework upon guest incorporation.

The gate-opening in the case of ZIF-67 was further confirmed by the spectral changes

of the rigid unit modes, at 70 and 76 cm−1 corresponding to the asymmetric twisting of

the MIM. The intensity of the modes below 100 cm−1 decreases along with the broadening

of the mode shown in Figure 4.30a, similar to the pattern discussed in the case of ZIF-

4(DS). The decrease in the intensity underpins an open structure along with all the other

spectral changes of the adsorbed N2 as well as framework changes discussed. Additionally,

broadening of these RUMs suggests N2 interacting to the linker moieties, which is, in

turn, confirmed from the activation of the mode at 1550 cm−1 corresponding to C4=C5
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Figure 4.29: Temperature evolution of peak positions of low-wavenumber modes a) Lat-

tice vibration + Me libration b), c), & d) δCo−N + sym and asym δt(MIM) (See Table

4.3 for details).

stretching vibration shown in Figure 4.30b. Because of the presence of multipole and

quadruple interactions of N2, the environments around C4-H and C5-H centres become

inequivalent resulting in degeneracy lifting of the earlier absent mode. Inside the pore,

N2 interactions is predominantly with the C-H centres of the MIM.

The Raman results underscores the formation of the Co2+ · ··N2 to be facilitating the

gate-opening of ZIF-67, in spite of a stiffer Co-N bond. This underpins a higher uptake of
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Figure 4.30: Temperature evolution of the Raman spectra a) Rigid Unit Modes b) Acti-

vation of C=C stretching mode at 1550 cm−1

N2 molecules for ZIF-67(DS) over ZIF-8 and other gases as well. For example, propylene

uptake by ZIF-67 was observed at a threshold pressure at both 273 and 298 K, but only

at the lower temperature for ZIF-8. Moreover, The uptake of CO2 (condenses way above

the gate-opening) has been reported at 273 K, however why this adsorption occurred still

remained under survey [62]. Indeed, the BET isotherm presented in this work as well,

(Figure 4.27b) showed a low uptake of the gas, but using Raman spectroscopy here, the

origin behind it could be understood [63].

4.9 Conclusion

In this chapter, Raman investigations were carried out on ZIF-67(DS) over a temperature

range from 293 to 93 K under N2 atmosphere. Two types of adsorption were observed

here, where the first one was associated with the presence of unsaturated Co2+ ion result-

ing in Co2+ · ··N2 adduct formation. Because of this continuous softening of C-H modes

and blue-shifts in metal-linker modes was observed. From Raman studies, it was under-
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scored that the increased affinity of N2 towards ZIF-67 as compared to ZIF-8 observed

in literature is related to a more distorted metal centre as well as polarized N2 despite a

stiffer Co-N bond. The second adsorption occurred as a result of entrapped N2 around

153 K. Spectral changes in the molecular modes, decrease in intensity of the RUMs, and

activation of C4=C5 stretching mode confirmed the gate-opening effects in ZIF-67(DS)

with a predominant C4-H and C5-H dispersive interaction with the guest. The study

amplifies the fundamental understanding of one of the intriguing properties displayed by

the material.

In Chapter 4, a very concrete and interesting study using Raman spectroscopy was

able to mark important differences in the role of the linker as well as metal ion between

varying ZIF systems. The structural changes with and without guest molecules in ZIF-

4(DS) highlighted the role of non-covalent interactions as a key role. On one hand, in

the absence of guest, intra-framework interactions comes to the rescue to prevent the

pore from collapsing, on the other hand, heightened guest-framework interactions which

are mainly dispersive in nature mediate the adsorption of the guest molecules. With

a detailed and controlled experiment for the first time, adsorption sites in the ZIF-4

were identified experimentally. This knowledge was further extended to ZIF-67 for both

understanding adsorption sites as well as molecular changes with temperature.
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Chapter 5

Dendronic Raman Markers∗

Summary

SERS has been well-established as a viable tool for bio-diagnostics but is often limited

by the sensitivity of analyte and practical applicability of the substrate. In this chapter,

an analyte strategy with the assistance of simple coupling chemistry was developed.

Dendronic-Raman markers with thiophenols in the periphery were synthesized using a

stepwise process of protection, DCC coupling and de-protection. A 102 fold enhancement

in SERS detection was observed upon going from a mono-thiophenol (MT) to a tetra-

thiophenol (TT). By constraining the analyte molecule into a dendronic framework, the

probability of SERS to occur at a much lower concentration compared to a single Raman

active molecule was increased. This strategy broadens the applicability of SERS, as these

analyte molecules can be just mixed or drop-casted on any kind of SERS substrate.

∗Priyanka Jain, Robi Sankar Patra, Sridhar Rajaram, Chandrabhas Narayana, Designing dendronic-

Raman markers for sensitive detection using surface-enhanced Raman spectroscopy RSC Adv., 2019,9,

28222-28227
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5.1 Introduction

Sensitive detection for biological applications especially diagnostics has been a widespread

area of interest. Most disease states commence with slight changes in the cellular pro-

cesses which magnify with disease progression [1]. Thus, early diagnosis and regular

monitoring become paramount for enhancing treatment efficacy. In view of this, there

have been numerous reports exploiting SERS for disease diagnostics [2, 3, 4, 5]. SERS

has been extensively used for its ability to get a molecular signature and trace detection

of analytes [6, 7, 8, 9]. With the possibility of customized miniaturized Raman spec-

trometers [10], Surface Enhanced Raman Spectrometer becomes a very important tool

for bio-diagnostics.

For early diagnosis, where the biological analyte concentration is low, detecting a

Raman reporter labelled to a biomolecule becomes advantageous. Various strategies have

been applied to functionalize a Raman reporter to a specific linker that can target specific

biomolecules [11, 12, 13]. Cao et al. performed a multiplexed detection of oligonucleotide

targets using gold nanoparticles (AuNPs) labelled with oligonucleotides and dye molecules

[2]. Later, Ranga et al. developed a high sensitivity assay for HIV-1 subtype detection

using Surface Enhanced Resonant Raman Spectroscopy (SERRS) [14]. These assays were

highly specific and manifested high sensitivity up to the femtomolar level. However, early

diagnosis of disease progression requires this limit to be pushed further.

The overall sensitivity of these strategies is influenced by the signal obtained from the

Raman marker. SERS signal intensity has mainly been enhanced by substrate engineering

to maximize the interaction of Raman reporters with the surface of the substrate [15,

16, 17]. However, the processes involved in engineering the substrate are cumbersome

and may not be scalable. To achieve ultra-sensitive SERS detection, other techniques

including analyte modification along with hotspot engineering is important [18]. In our

quest to detect low levels of viral RNA (Target probe), we hypothesized that a stronger

signal could be obtained when multiple Raman markers are attached to a detector strand

(Capture probe) as opposed to a single Raman marker as shown in Figure 5.1. Before this

can be reduced to practice, the level of enhancement that can be obtained by attaching

multiple Raman markers to an analyte has to be determined. To prove this, we chose to
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Figure 5.1: Proposed hypothesis for the SERS based oligonucleotide assay

determine the detection limit of Raman markers attached to the periphery of a dendron.

Dendrons are macromolecules that are highly branched and monodisperse in nature.

A large number of functional groups can be introduced in the periphery of the dendrons

with precise structural control [19, 20, 21]. We chose the 2,2-bis(methylol)-propionic acid

(Bis-MPA) dendron as a scaffold for connecting the oligo and the Raman marker. The

oligo can be potentially linked to the focal point of the dendron, while signal enhancement

can be achieved by attaching multiple copies of the Raman marker in the periphery.

As a proof of principle, we have synthesized a Bis-MPA dendron with a benzyl group

in the focal point and thiophenol as the Raman reporter on the periphery. This would

clarify the potential for signal enhancement that is possible with multiple Raman markers.

Other Raman markers will be explored in future. The analyte with the tetra-thiophenol

substitution was detectable consistently up to a 10−7 M concentration, which was a 100-

fold enhancement of detection concentration when compared to a mono thiophenol. In

addition, these results were obtained using simple colloidal AuNPs as SERS substrate.

The nanoparticles were prepared using the kinetic seeded-growth method [22].

5.2 Experimental Section

General Information All glassware was dried in an oven overnight at 120 ◦C prior

to using. Standard Schlenk techniques were used for carrying out reactions under argon
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Figure 5.2: Structures of the dendronic Raman markers

atmosphere and thin layer chromatography (Merck TLC silica gel 60 F254) was used for

monitoring. Silica gel of mesh size 230–400 was used for performing flash column chro-

matography. 1H and 13C NMRs was recorded on a Fourier transform NMR spectrometer

(400 MHz for 1HNMR and 125 MHz for 13CNMR). Residual solvent peak: CDCl3 (1H

NMR: 7.27 ppm, 13H 1H NMR: 77.16 ppm) were used as a reference for reporting chemical

shifts in parts per million (ppm). IR was recorded using Frontier MIR/FTIR Spectrom-

eter. Mass spectrometry was carried out using the Q-TOF instrument for HRMS and

Autoflex speed instrument for MALDI. All Raman and SERS measurements were done

on LabRam HR Evolution using a He-Ne laser of 633 nm excitation wavelength and 50

X objective lens. Absorption spectra of AuNPs colloidal solution were recorded using

a quartz cell in a lambda 900 spectrometer. TEM measurements were performed on a

carbon-coated copper grid using a JEOL 3010 with an operating voltage of 300 keV.
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5.2.1 Synthesis of Bis-MPA thiophenol derivatives

Synthesis of Bis-MPA dendrons was carried out as reported in the literature [23, 24]

Thiophenol (TP) was chosen as the Raman-active counterpart in the dendronic struc-

ture owing to the high affinity of thiol molecules towards Au [25]. Even though it is

a relatively poor scatterer when compared with dyes like rhodamine 6G, we chose it

for the ease-of-synthesis. The structures of the TP derivatives are shown in Figure 5.2.

Coupling of 4-S-trityl mercapto phenylacetic acid with benzyl alcohol using DCC (N,N’-

dicyclohexylcarbodiimide) yielded the trityl protected mono-thiophenol derivative. Simi-

larly, coupling with the Bis-MPA derived diol and the G1 dendron gave the protected di-

and tetra- thiophenol derivatives, respectively. The three derivatives were de-protected

using trifluoroacetic acid (TFA) and triisopropylsilane (TIPS) to yield the corresponding

thiophenol derivatives. Details of synthesis and characterisation of the Bis-MPA den-

dronic Raman markers are as follows:

1. Compounds reported in literature

Synthesis of Bis-MPA dendrons was carried out as reported in the literature [23, 24, 26]

shown below.

2. Synthesis of trityl MT derivative (5)
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Procedure In a 10 mL two-necked round bottom flask, compound 1 (100 mg, 0.22

mmol) and 4-(Dimethylamino)pyridinium 4-toluenesulfonate (DPTS) (30 mg, 0.12

mmol) were taken and the flask was purged with argon. Benzyl alcohol (100 µL, 0.9

mmol) was added to this flask followed by dichloromethane (DCM) (1.5 mL). A solu-

tion of N, N’-dicyclohexyl carbodiimide (DCC) (65 mg, 0.317 mmol) in DCM (1 mL)

was added dropwise at room temperature. Immediate precipitation of white residue

occurred upon DCC addition. The reaction mixture was monitored for completion by

TLC. After 2 hours, the reaction mixture was concentrated and further purified using

flash column chromatography.

Column Chromatography About 60 mL of silica was taken and packed into a

column using hexanes. The crude compound obtained from the reaction was adsorbed

over 2 mL of silica and loaded onto the column. The column was initially eluted with

hexanes and 12 fractions of 25 mL each were collected. The compound started eluting

in 5 % EtOAc/hexanes (25 mL fractions). Fractions 16 through 19 were collected,

concentrated and dried under high vacuum to obtain 100 mg of product (yield = 82

%).

Characterisation White solid; Rf : 0.33 in 10 % EtOAc/hexanes. 1H NMR (400

MHz, CDCl3) δ 7.41-7.16 (m, 20H), 6.94-6.89 (m, 4H), 5.10 (s, 2H), 3.54 (s, 2H).
13C NMR1H (125 MHz, CDCl3): 40.9, 66.6, 70.8, 126.7, 127.7, 128.1, 128.25, 128.55,

129.0, 130.0, 133.3, 133.6, 134.8, 135.8, 144.5, 171.0. IR: 3056, 3035, 2924, 1732, 1445,

1329, 1151, 958, 737, 697 cm−1. HRMS (ESI) m/z (M-Na)+ Calculated for C34H28O2S

500.1810, Found 500.1683.

3. Synthesis of MT derivative (MT)
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Procedure In a 5 mL Schlenk tube, compound 5 (111 mg, 0.22 mmol) was added

and the tube was evacuated and then filled with argon. This process was repeated

twice more. To the Schlenk tube, a mixture of trifluoroacetic acid (TFA) (340 µL,

4.45 mmol) and DCM (1.4 mL) was injected under ice-cold conditions. The reaction

mixture became deep yellow during addition. A mixture of triisopropylsilane (TIPS)

(228 µL, 1.12 mmol) and DCM (1 mL) was added dropwise to the reaction. The

reaction mixture turned pale slowly. The reaction was brought to room temperature

and monitored via TLC. After completion (3 hours), the reaction was quenched using

a few drops of water. The volatile components were removed by distillation under

reduced pressure. The crude material was purified using flash column chromatography.

Column Chromatography About 60 mL of silica was packed into a column using

2 % EtOAc/hexanes. The crude compound obtained from the reaction was adsorbed

on 2 mL of silica and loaded onto the column. The compound was eluted with 3 %

EtOAc/hexanes and 15 mL fractions were collected (20 fractions), concentrated and

dried under high vacuum to obtain 40 mg of product (yield = 78 %).

Characterisation Yellowish-white solid; Rf : 0.23 in 10 % EtOAc/hexanes. 1H

NMR (400 MHz, CDCl3) δ 7.36-7.33 (m, 5H), 7.25-7.15 (dd, J = 7.5Hz, 7.7Hz, 8H),

5.13 (s, 2H), 3.62 (s, 2H), 3.44 (s, 1H). 13C NMR1H (125 MHz, CDCl3): 40.8, 66.7,

128.2, 128.3, 128.6, 129.5, 129.7, 130.0, 131.5, 136.0, 170.0. IR: 3065, 3036, 2957, 2561,

1724, 1600, 1494, 1016, 1002, 738, 701 cm−1. HRMS (ESI) m/z (M-Na)+ Calculated

for C15H14O2S 258.0715 Found: 258.0607.

4. Synthesis of trityl DT derivative (6)
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Procedure A 10 mL Schlenk tube was charged with compound 2 (65 mg, 0.29

mmol), compound 1 (300 mg, 0.73 mmol) and DPTS (73 mg, 0.29 mmol). The

Schlenk tube was purged with argon. The compounds were dissolved in DCM (2 mL).

A solution of DCC (72 mg, 0.35 mmol) in DCM (2 mL) was added dropwise at room

temperature. Immediate precipitation of white residue occurred upon DCC addition.

The reaction mixture was stirred till completion and monitored using TLC. After 3

hours, the reaction was removed from stirring, concentrated and further purified using

flash column chromatography.

Column Chromatography Approximately 70 mL of silica was taken in a column

and packed with 10 % EtOAc/hexanes. The crude product was dissolved in a minimum

amount of DCM and adsorbed on 3 mL of silica. The silica was dried under vacuum

and loaded on the column. The column was then eluted with 10 % EtOAc/hexanes

and 25 mL fractions each was collected (10 fractions). The pure material eluted in

12 % EtOAc/hexanes. Fractions 20 through 34 were collected. The fractions were

concentrated and dried under high vacuum to obtain 230 mg of product. (yield = 79

%)

Characterisation White flaky solid, Rf : 0.37 in 12 % EtOAc/hexanes. 1H NMR

(400 MHz, CDCl3) δ 7.42-7.16 (m, 35H), 6.89-6.81 (m, 8H), 5.00 (s, 2H), 4.17-4.10

(dd, J = 11Hz, 4H), 3.37 (s, 4H), 1.06 (s, 3H). 13C NMR1H (125 MHz, CDCl3): 17.6,

40.8, 46.4, 65.6, 66.8, 70.7, 126.7, 127.9, 128.1, 128.4, 128.6, 129, 130.0, 133.0, 133.5,

134.5, 144.5, 165.5, 170.5. IR: 3084, 3054, 3029, 1738, 1733, 1594, 1444, 1129, 1016,

1002, 806, 739, 697 cm−1. MALDI m/z (M-Na)+ Calculated for C66H56O6S2 1008.352

Found: 1031.693.

5. Synthesis of DT derivative (DT)
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Procedure The procedure described in step 3 was used for the deprotection of

compound 6. Ten equivalents of TIPS were used in the reaction.

Column Chromatography About 60 mL of silica was taken and packed using 5

% EtOAc/hexanes. The crude compound obtained from the reaction was adsorbed

on 2 mL of silica and loaded onto the column. The column was eluted with 5 %

EtOAc/hexanes and 15 mL fractions were collected (20 fractions). The pure com-

pound was eluted in 15 % EtOAc/hexanes. Fractions 42 through 52 were collected,

concentrated and dried under high vacuum to obtain 35 mg of product (yield = 67

%).

Characterisation Colourless viscous liquid; Rf : 0.1 in 20 % EtOAc/hexanes. 1H

NMR (400 MHz, CDCl3) δ 7.42-7.28 (m, 5H), 7.20-7.19 (d, J = 8Hz, 4H), 7.07-7.05

(d, J = 8Hz, 4H), 5.06 (s, 2H), 4.23-4.15 (dd, J = 11Hz, 4H), 3.47 (s, 4H), 3.42 (s, 2H),

1.15 (s, 3H). 13C NMR 1H (125 MHz, CDCl3): 17, 40, 46, 65, 66, 127.7, 128, 128.4,

128.6, 129.6, 130, 131.1, 135.5, 170, 172. IR: 3062, 3028, 2988, 2557, 1725, 1599, 1494,

1154, 1134, 1098, 1008, 803, 733, 695 cm−1. HRMS (ESI) m/z (M-H2O) Calculated

for C28H28O6S2 524.1327 Found: 524.1637

6. Synthesis of trityl TT derivative (7)
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Procedure A 10 mL Schlenk tube was charged with compound 3 (182 mg, 0.40

mmol), compound 1 (816 mg, 1.99 mmol) and DPTS (150 mg, 0.60 mmol). The

Schlenk tube was purged with argon. The compounds were dissolved in DCM (3

mL). A solution of DCC (427 mg, 2.06 mmol) and DCM (3 mL) was added dropwise

at room temperature. The reaction mixture was monitored using TLC and stirred

till completion. After 48 hours, the reaction mixture was concentrated and further

purified using flash column chromatography.

Column Chromatography About 40 mL of silica was taken and packed using 10

% EtOAc/hexanes. The crude compound obtained from the reaction was adsorbed

on 1 mL of silica and loaded onto the column. The column was eluted with 10 %

EtOAc/hexanes and 15 mL fractions were collected (13 fractions). The pure com-

pound was eluted in 20 % EtOAc/hexanes. Fractions 26 through 32 were collected,

concentrated and dried under high vacuum to obtain 500 mg of product (yield = 62

%).

Characterisation White solid; Rf : 0.17 in 30 % EtOAc/hexanes. 1H NMR (400

MHz, CDCl3) δ 7.38-7.36 (d, J = 7.6Hz, 30H) 7.22-7.14 (m, 35H), 6.88-6.81 (dd, J

= 8.2Hz, 7.9Hz, 16H), 5.08 (s, 2H), 4.15-3.98 (m, 12H), 3.40 (s, 8H), 1.11 (s, 3H),

0.94 (s, 6H). 13C NMR 1H (125 MHz, CDCl3): 17.6, 24.9, 25.8, 33.9, 40.5, 46.4, 46.6,

65.3, 65.7, 67.1, 70.7, 126.7, 127.7, 127.9, 128.4, 129.0, 130.0, 133.2, 133.5, 134.6,

144.5, 170.5, 171.8, 171.9. IR: 3084, 3030, 2930, 1738, 1626, 1594, 1580, 1444, 1239,

1218, 1125, 1016, 1003, 907, 732, 696 cm−1. MALDI m/z (M-Na)+ Calculated for
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C130H112O14S4 2025.697 Found: 2025.612.

7. Synthesis of TT derivative (TT)

Procedure The procedure described in step 3 was used for the de-protection of

compound 7. Ten equivalents of TIPS were used in the reaction.

Column Chromatography About 50 mL of silica was taken and packed using 5

% EtOAc/hexanes. The crude compound obtained from the reaction was adsorbed

on 2 mL of silica and loaded onto the column. The column was eluted with 5 %

EtOAc/hexanes followed by 30 % EtOAc/hexanes and 40 % EtOAc/hexanes. (15 mL

fractions each) Fractions 58 through 70 were collected, concentrated and dried under

high vacuum to obtain 35 mg of product (yield = 56 %).

Characterisation Colourless viscous liquid; Rf : 0.1 in 30 % EtOAc/hexanes. 1H

NMR (400 MHz, CDCl3) δ 7.32 (s, 5H), 7.21-7.19 (d, J = 7.9Hz, 8H), 7.09-7.07 (d,

J = 7.7Hz, 8H), 5.12 (s, 2H), 4.17-4.05 (m, 12H), 3.51 (s, 8H), 3.43 (s, 4H), 1.14 (s,

3H), 1.04 (s, 6H). 13C NMR 1H (125 MHz, CDCl3): 17.4, 17.6, 40.4, 46.4, 46.6, 65.3,

65.7, 67.1, 127.8, 128.4, 128.5, 128.7, 129.7, 130.0, 131.1, 135.4, 170.6, 171.8, 171.9.

IR: 3028, 2980, 2566, 1731, 1600, 1494, 1237, 1218, 1126, 1099, 1015, 908, 802, 732,

698 cm−1. HRMS (ESI) m/z (M-Na)+ Calculated for C54H56O14S4 1056.2553 Found

1056.2347.
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5.2.2 1H NMR of the dendronic Raman Markers
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5.2.3 Synthesis of Gold nanoparticles (AuNPs)

The colloidal gold nanoparticles were prepared by using the method given by Bastus et

al [22]. Briefly, a 2.2 mM sodium citrate solution (150 mL) was heated in an oil-bath

vigorous stirring. 1 mL of HAuCl4 (25 mM) was injected upon boiling. The solution was

stirred for about 10 minutes. Light pink Au seeds were immediately prepared, and the

solution was cooled to 90 ◦C for further growth of seeds. 1 mL of HAuCl4 was injected

twice. An interval of 30 minutes was maintained post every injection. 55 mL of the

solution was pipetted out, followed by the addition of 53 mL water and 2 mL sodium

citrate solution (60 mM). This solution served as the seed for the next batch of AuNPs

and was repeated till batch 10. AuNPs of size 60-70 nm gave the best SERS enhancement

with the analyte molecules and were chosen for the studies. (Figure 5.3)
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Figure 5.3: a) TEM image obtained for the AuNPs synthesized of average size 60 nm. b)

Extinction spectra of the obtained AuNPs.

5.2.4 SERS Studies

In our SERS study, the molecules (MT, DT and TT) are incubated with the Au nanopar-

ticle solution in the ratio of 1:100 by volume for one hour. Post-incubation, these colloidal

solutions were centrifuged (8 min at 7500 rpm) to form a pellet (residue from centrifu-

gation) generating hotspots for the nanoparticles irrespective of the analyte molecules.

The supernatant was decanted and 10 µL of the residue was dropped on a siliconized

glass substrate. The tiny microdroplet (or pellet) is then irradiated with a laser source

of about 1-2 µm spot size thus, probing an average number of hotspots. Although these

hotspots have a non-uniform distribution, [27] we obtain a similar reproducible average.

It is to be noted that, not all hotspots generated are occupied by the analyte molecules

considering the ratio of the analyte to the nanoparticle. Such colloidal nanoparticles also

lead to random orientations of the analyte molecules on their surface and these hotspots

[28]. Thus increasing the number of Raman markers per detector probe increases the

chance of each probe getting detected. This idea will be used to explain our results in

the next section.
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5.3 Results and Discussion

Figure 5.4a shows the SERS spectra of benzyl 4-mercapto phenylacetic acid (MT) at

various concentrations. The MT system was detectable up to 10−5 M concentration as

expected and seen in previous reports [21, 29]. The peaks at 1006, 1018, 1080, and 1595

cm−1 are characteristic peaks of TP molecule and assigned to in-plane ring deformation,

in-plane ring deformation and C-C symmetric stretch, C-C asymmetric stretch and C-S

stretch, and C-C symmetric bending modes respectively [30, 31]. For comparing with

the other systems chosen for this study, we normalized all spectra with respect to 1078

cm−1 peak. All spectra shown in Figure 5.4 are background corrected with respect to

the AuNPs and solvents used. It is to be noted that the origin of the peak around 1540

cm−1 (marked by * in Figure 5.4a) is unclear and suspected to come from the ethanol

and citrate ions interaction with AuNPs. The SERS studies were then extended to di-

thiophenol (DT) and tetra-thiophenol (TT) derivatives, shown in Figure 5.4b and 5.4c

respectively. In the case of DT, only a nominal increase in signal enhancement was

observed. On the other hand, TT displays a steep enhancement of the detection limit

and is detectable up to a concentration of 10−7 M concentration. A 102-fold increase in

detection limit was recorded consistently. It is important to understand these results in

order to develop better strategies based on them.

Although a comprehensive theory of SERS has not been developed yet, it is now well

accepted that signal enhancement in SERS occurs due to electromagnetic enhancement

and chemical enhancement [32, 33]. Further increase in signal intensity can be obtained

by the formation of hotspots [34]. In this scenario, it is unlikely that all Raman markers

contribute to the SERS signal, which makes hotspots generation quite significant, espe-

cially in a low concentration regime. Tailoring the substrate provides more opportunity

for such an environment in a tiny region and is advantageous when having static detection

of analytes [35, 36]. However, in the case of detection under flow conditions, this will

be difficult to achieve without intricate SERS structures in the flow chambers. Here, we

need to remember the process used for hotspot generation discussed previously.

The molecules in question will have similar fundamental interaction with the nanopar-

ticles (Au-SH) but will vary in the number of analytes per hotspot. By confining a large
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Figure 5.4: a) SERS spectrum of benzyl-4-mercapto phenylacetic acid (MT) solution at

different concentrations. b) SERS spectrum of di-thiophenol (DT) derivative solution at

different concentrations. c) SERS spectrum of tetra-thiophenol (TT) derivative solution

at different concentrations. The laser wavelength used was 633 nm with 3 mW power at

the sample and 10 s acquisition time.
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number of TP molecules into a dendronic framework, we increase the possibility of hotspot

occupancy as seen in the top view of Figure 5.5. Labels 1, 2 and 4 mark the possible

number of active sites interacting with the AuNPs for TT derivatives under hotspot con-

ditions. It is to be noted that, all the possibilities will not exist simultaneously under

the same hotspot conditions because compared to the neighbouring metallic surface, the

surface area of a hotspot is very small [27]. Hence, Figure 5.5 depicts the various random

possibilities of the TT derivative occupying hotspot (depending on the TP ring orienta-

tion which is discussed subsequently). In the case of MT and DT derivatives, the odds

of occupying hotspots are lesser compared to the TT derivative because the chances of

unbound TPs for TT derivative are higher compared to the former derivatives. These

unbound TPs can bind to other nanoparticles in the hotspots once formed due to pelleti-

sation. This is the reason, we do not observe a large increase in the SERS signal of the

DT derivative whereas, it increases drastically for the TT derivative.

A 100-fold enhancement in the detection limit of the analyte molecule supports our

argument that not all Raman markers contribute to the SERS signal equally. These

results emphasize that the possibility of having Raman markers in the right environment

increases non-linearly with an increase in the number of Raman markers confined per

analyte giving a large SERS enhancement. While both the number and orientation of

the analyte which is proximal to the nanoparticles and its hotspots affect the SERS signal,

in the low concentration regime (where only a few analytes are present) constraining the

TP molecules into a dendronic system drastically influences this number orienting in the

right position.

In order to obtain an understanding of the orientations of the three systems under

SERS conditions, we look through the well-known fundamental modes associated with

TP. Carron et al. determined the orientation of the benzene ring by looking at the ring

vibrations classified as a1, a2, b1 & b2, assuming a C2v symmetry [37]. The SERS spectra

contain mostly peaks of the a1 modes at 1003, 1078, 1184, 1485 and 1593 cm−1 whereas;

the a2 and b1 modes obtained were very weak making them unsuitable for analysis. The a1

modes include a linear combination of polarizability tensors αxx, αyy, αzz, hence making it

difficult to include for analysis to determine orientation. However, the a1 mode associated

with only the phenyl ring breathing could be used for determining the orientation [37].
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Figure 5.5: Possible orientations and interaction of TT derivative with the nanoparticles.

Labels 1, 2 and 4 depict the number of active sites which may bind to the nanoparticle

under different hotspot conditions for the TT derivative.

According to the surface selection rule, the in-plane bending modes would be quite strong

for a perpendicular orientation with respect to the nanoparticle surface and vice versa

[38]. Li et al. concluded that the in-plane modes at 1021(ν18a) and 988 cm−1 (ν12)

were strongly related to the orientation of the adsorbed 4-mercaptophenyl boronic acid

(MPBA) molecule and consider them to be orientation-sensitive marker bands [39].

With this knowledge, we closely look at the 1006 cm−1 band (normalized w.r.t 1078

cm−1) corresponding to the ν12 mode in the case of MT which downshifts to 1004 cm−1 in

the case of DT and TT. From Table 5.1, we clearly observe the decrease in the intensity

of ν12 mode with an increasing number of TP molecules. For TT derivative, the signal

intensity of the 1004 cm−1 is 0.1 indicating a nearly flat orientation on the surface of

the AuNPs. At 10−5 M concentration, a near flatter orientation of the TT derivative

compounded with multiple Raman markers indicates a lower coverage per unit area of

AuNPs as compared to when in a perpendicular orientation. However, we observe a

much-enhanced SERS signal at the same point which indicates more number of molecules
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sitting in hotspot conditions because of the dendronic geometry as shown in the side view

of Figure 5.5. In this concentration regime, an MT system (where the active molecules

are all independent, less in number and not constricted) will have a lesser probability

of occupying such hotspots as they would tend to spread out resulting in a poor signal

being observed. Dendronic geometry not only increases the probability of obtaining a

SERS signal thus, pushing the detection limit by 100-fold but also allows the molecules

to occupy more hotspots sites due to their constrained framework.

Concentration I1004/I1078

MT 10−4 0.5

DT 10−4 0.2

TT 10−5 0.1

Table 5.1: SERS intensities of 1004 cm−1(ν12) mode for synthesized thiophenol derivatives

The scheme envisaged in this letter to demonstrate SERS signal enhancement for trace

detection by using multiple Raman markers, can be performed on any SERS substrates

or nanoparticles and can be adapted in both static and dynamic systems. Here, the

experiment was carried out just by mixing the two solutions, centrifuging and dropping

on a glass slide with no prior sample preparation. The obtained spectra are a result of

these “non-ideal” molecules and conditions used, thereby making the strategy extremely

promising. This can be improved by using much better SERS markers thereby, lowering

the detection limit (femto to attomolar concentrations). It also shows that this is a better

solution than just tailoring the SERS substrates to provide better hotspot conditions.

Since it is a chemical strategy, the analyte can always be modified to better scattering

dye molecules like Rhodamine 6G. Such dye molecules would require a more sophisticated

purification technique than normal column chromatography; they inherently give better

SERS enhancement for a single molecule itself.

5.4 Conclusions

We have developed an analyte strategy for the improved detection of biomarkers. The

model system was synthesized using a simple coupling reaction carried between the Bis-
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MPA dendrons and TP molecules yielded the thiophenol and tetrathiophenol Raman

markers. From the SERS studies, a 102-fold enhancement in the detection limit was ob-

served as we go from an MT system to a TT system using simple Au colloidal nanopar-

ticles. It is proposed that, by bringing the analyte molecule into a dendronic framework,

we increase the probability of at least one of the four Raman markers to achieve a signal

and push the detectable concentration by 100 times. The applicability of the strategy

is widened by the ease of investigation on any kind of SERS substrate in future. Alter-

natively, any type of biomarkers like rhodamine 6G can be linked to the dendrons for

further enhancement. A facile synthesis with an oligonucleotide can be carried on these

molecules by de-protecting the other end of the dendronic system, thus making them a

superior biomarker strategy in the future.
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Chapter 6

Summary and outlook

In this thesis, Raman spectroscopy has been used as the primary tool to explore various

aspects such as structure, electronic properties, and the surface phenomenon of popular

class of materials, which usually requires more than one tool to be used for the same. The

relevance and critical analysis of subtle but important changes in the Raman spectra have

been employed to explain structural transformations and different types of interactions

in the material making it a very versatile technique.

Usually, materials are designed or sometimes derived from naturally existing ones

to exhibit interesting properties for applications to solve many issues of mankind such

as the need for more sustainable energy sources, technological advancement, diagnostics

etc. Great progress is being made every day in all directions, however, it is necessary to

build a good foundation for structure-property relationships to design better materials

and molecules. In this aspect, many techniques are used with X-ray diffraction as a gold

standard for structure determination, however, it lacks in explaining the phenomenon

related to lighter atoms such as hydrogen and minute changes locally, or electronic tran-

sitions that can substantially alter the properties. Here, Raman spectroscopy being a

local probe can amplify such alterations from intrinsic as well as extrinsic perturbations.

The first part of the thesis deals with perovskite nanocrystals, which are an interest-

ing class of materials that exhibit exceptional properties such as high photoluminescence

quantum yields, wide-tunability, defect tolerance along solution processability making

them promising candidates for optoelectronic applications. In this thesis, local struc-
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tural homogeneities and inhomogeneities have been highlighted explaining solid solution

formation, nature of octahedra, and polaron formation in doped and undoped CsPbX3

mixed halide NCs. The most interesting discovery was this new induced Raman peak

indirectly evidencing polaron formation in this group of materials using the traditional

Raman spectroscopy. From the studies, the B-site in a perovskite (ABX3) was highlighted

to be where the polaron formation occurs. Hence, it would be interesting to look, at how

the behaviour of this polaronic mode changes, when the B-site is doped by a different

cation such as Fe, Sn, or when changed altogether.

The second part of the thesis deals with zeolitic imidazolate frameworks (ZIFs), which

are porous materials exhibiting fascinating structures and being widely studied for their

applications in gas storage and separation, catalysis, and others. Using Raman spec-

troscopy, a very concrete understanding was developed of the role of the linker as well

as metal ion between varying ZIF systems explaining their unusual gas uptakes and few

properties. The structural transformation in these materials was associated deeply with

the non-bonding interactions exhibited by them to keep their pore intact be it in the

open or closed phase. After careful experiments on one of the materials, the adsorption

sites were proposed experimentally (ZIF-4) and the understanding made it easier to ex-

plain the adsorption mechanism in the other ZIF (ZIF-67). However, one of the most

important results belonged to obtaining an N2 adsorption behaviour over temperature

right from ambient conditions, which was critical in defining the adsorption mechanism

qualitatively. Nevertheless, a quantitative understanding of the same should be of greater

interest. In simple words, the obtained adsorption intensity can be quantified with tem-

perature to obtain physical parameters such as entropy and enthalpy of adsorption. Such

a methodology has been developed using IR spectroscopy known as variable temperature

infrared spectroscopy, which is an absorption phenomenon. One of the major challenges

here would be to quantify the intensity of photons detected concerning the adsorption

occurring with the framework as Raman is a scattering process.

And finally, a small part of the thesis deals with designing new Raman markers for

SERS applications in the detection of biomolecules. Using simple column chromatography

a good model system was developed in pushing the detection limit of the marker by 100-

fold increasing the number of Raman markers in a constrained environment. One of the
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questions which can be answered is, how many molecules can be constrained in a network

before the enhancement saturates? But also, in terms of chemistry, one of the challenges

faced was the synthesis of dendronic Raman markers using the molecules of the fluorescent

dye such as Rhodamine 6G, fluorescein owing to their purification limitation. These dye

molecules are much better scattering molecules as compared to the thiol molecules. Hence,

effective click chemistry involving purification through non-chromatography methods will

be ideal. This will become a great way to push the detection limit to a much lower

concentration as opposed to the thiol markers.

Hence, this thesis is concluded on an affirmative note that Raman spectroscopy has

proven to be versatile with great potential in investigating materials possessing novel

properties. The more attractive the materials, the more is the learning curve associated

with them, thus opening up new avenues in science.
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Gaussian calculations

Computational Methods Density Functional Theory (DFT) calculations were per-

formed using Gaussian 09 programs [28]. Initial structure was obtained from the reported

ZIF-4 X-ray crystal structure from CCDC No. 1047055 [24] and ZIF-67 X-ray crystal

structure from CCDC No. 1429244. Calculations have been carried out on a single Zn

center with four imidazolate (Im) linkers in tetrahedral positions for ZIF-4. Similar frag-

ment was chosen for ZIF-67 with single Co centre and four methyl-imidazolate (MIM)

linkers. Hydrogens were added to satisfy valency. Optimization was carried using a com-

bined basis set of functional B3LYP: 6-31(g) on all non-metal atoms and LanL2DZ on Zn

and Co atoms. To adhere to the reported structure, all four Im (or MIm) were frozen for

the optimization calculations and the system was allowed to optimize. Frequency calcu-

lation was carried at the same level of theory. Raman bands obtained in the output file

were visualized using gaussview 5 and analyzed for peak assignments. Different regions

in the entire frequency range were scaled differently depending upon the experimental

values. Unscaled frequencies generally have large difference in comparison with the ex-

perimental values. Scaling factors for both the systems were different and mentioned with

their respective tables. Low frequency modes generally belong to the lattice vibrations

or metal-ligand bond of the crystal structure. Our model, on account of being molecu-

lar moiety in order to reduce computational cost and time, was unable to capture those

modes accurately. Hence, a large mismatch between the calculated and experimental

modes were observed which necessitated the application of large scaling factors to calcu-

lated frequencies in this region. Additionally, for the case of ZIF-67, the crystal has a
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cubic geometry whereas the fragment is molecular. Consequently, the difference between

number of molecular modes and low-frequency vibrations observed experimentally and

theoretically is significant, although all modes were analysed critically using gaussview.

Hence, for the case of ZIF-67, the modes were assigned with a prior experimental knowl-

edge from the present studies and studies carried on ZIF-8. More importantly, only an

overall picture of the modes have been discussed and no serious conclusions were drawn

on the basis of specific modes listed.

Some abbreviations used in labelling the assignments are as follows: ν = stretching mode;

sym = symmetric, asym = asymmetric, δ = bending mode; r = rocking, t = twisting, w

= wagging, s = scissoring, oop = out-of-plane, ip = in-plane.

Figure A.1: Raman spectrum for ZIF-4 fragment at 298 K. The optimized structure with

the appropriate labels used for assignment of the modes shown as the inset.
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Computated frequencies and Raman spectrum of ZIF-4

fragment

The computed Raman spectrum is shown in Figure A.1 along with the optimized structure

as the inset. A scaling factor of 1.3 was used for low-frequency vibrations, 1.02 for mid-

frequency region from 600-990 cm−1, 0.96 for 1000-1600 cm−1 and 0.945 for high-frequency

region above 3000 cm−1. Frequencies were obtained from each Im ring moiety for a certain

vibration with a tiny shift in the frequency owing to the different environment of each

Im moiety. This result was also well observed experimentally, where large multiplicity

in the modes were observed for a single vibration. Hence, all the modes were analysed

acknowledging the number of Im involved for each frequency as labelled in the inset of

Figure A.1 and listed in Table A.1.

Table A.1: Scaled and Unscaled Raman frequencies obtained from ZIF-4 molecular frag-

ment with band assignments and the Im fragment in the molecule involved with the

vibration

Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Imidazole (Im)

involved

24.6901 32.09713

Im ring twisting w.r.t Zn-N

axis

All

28.0452 36.45876 All

30.6684 39.86892 All

33.6429 43.73577 All

35.7393 46.46109 All

37.4687 48.70931 All

40.0628 52.08164 All

43.5919 56.66947 All

56.1952 73.05376 All

111.52 144.976

Ring δoop ((Im) + Zn-N)

All

118.025 153.4325 All

119.258 155.0354 All
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Imidazole (Im)

involved

142.595 185.3735 All

167.607 217.8891
Im ring rotation around Zn-N

axis
All

171.983 223.5779 δ (2 Im)+ δoop (2 Im) w.r.t Zn-

N axis

All

176.448 229.3824 All

182.965 237.8545
ip Im Ring rotation with Zn as

pivot
All

189.165 245.9145 νZn−N with Im breathing All

254.477 330.8201 νZn−N , Zn atom motion along

three axes’s

All

255.212 331.7756 All

264.031 343.2403 All

620.686 633.09972

oop Ring puckering (Im), lat-

tice vibration

All four with unequal

contribution
621.477 633.90654

621.774 634.20948

623.649 636.12198

662.275 675.5205

oop Ring puckering (Im), lat-

tice vibration

All four with unequal

contribution

663.599 676.87098

664.269 677.55438

665.892 679.20984

698.652 712.62504

δw (N-H) against C5-N1-C2

centre

Im 3

699.253 713.23806 Im 1

699.75 713.745 Im 4

700.693 714.70686 Im 2

765.284 780.58968

δw (C4H, C5H anti to C2)

Two

765.923 781.24146 Two

767.956 783.31512 All

769.746 785.14092 All

823.712 840.18624 δw (C2H, in-sync C4H, C5H) Im 3
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Imidazole (Im)

involved

828.47 845.0394

δw (C2H, in-sync C4H, C5H)

Im 1

829.78 846.3756 Im 4

832.791 849.44682 Im 2

872.133 889.57566

δt (C4H, C5H)

Two (Im 1, Im 4)

872.825 890.2815 Im 2

875.17 892.6734 Two (Im 1, Im 4)

877.99 895.5498 Im 3

934.123 952.80546

Im ring vibration

Two (Im 1, Im 3)

934.321 953.00742
Three (Im 1, Im 4,

Im 3)

934.422 953.11044
Three (Im 3, Im 2,

Im 1)

934.72 953.4144 Im 2

962.038 981.27876 All

963.769 983.04438
Im ring vibration (more like de-

formation, Zn-N str)

Two (Im 2, Im 4)

964.208 983.49216 Im 1

964.317 983.60334 Im 3

1095.38 1051.5648

ip δ C4-H, C5-H, C2-H

Three

1096.06 1052.2176 Three

1096.58 1052.7168 Two

1099.77 1055.7792 All

1133.68 1088.3328

δs (C4H, C5H)+ δ (N3H)

Two (Im 1, Im 4)

1134.56 1089.1776 Im 2

1135.31 1089.8976
Im 1 (other three

also)

1136.68 1091.2128
Im 3 (other three

also)

1155.53 1109.3088 Three
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Imidazole (Im)

involved

1156.7 1110.432
δ (C2H, N3H)+ ν (C5N1)+ ν

(C4N3)

Three

1157.44 1111.1424 All

1161.31 1114.8576 All

1205.91 1157.6736

Im ring breathing + δr (C2H,

C5H, N3H)

Im 4

1206.86 1158.5856 Im 2

1207.23 1158.9408 Im 1

1207.89 1159.5744 Im 3

1295.16 1243.3536

δr (C2H, C4H, C5H, N3H) +

ν(N3C2N1)

Three

1295.76 1243.9296 Three

1296.6 1244.736 Im 2 (plus one)

1297.85 1245.936 Im 1 (All in motion)

1372.18 1317.2928

δw (C4H, C5H) + νasym (Im)

Two

1373.16 1318.2336 Three

1373.27 1318.3392 Three

1373.73 1318.7808 Two

1470.06 1411.2576

δ (N-H) + ν (C4-C5)

Im 4, Im 2

1470.41 1411.5936 Im 4, Im 2

1470.48 1411.6608 Im 3

1470.88 1412.0448 Im 1

1550.84 1488.8064

νasym (N1C2N3) + δr (C2H,

C4H, C5H)

Two

1551 1488.96 Two

1551.59 1489.5264 All

1556.22 1493.9712 All

1595.98 1532.1408

ν (C4-C5) + δr (C4H, C5H,

N3H, C2H)

Three

1596.29 1532.4384 Im 2

1596.93 1533.0528 Three

1597.91 1533.9936 Two

3292.68 3111.5826 νasym (C4H, C5H) Im 2

179



APPENDIX A. GAUSSIAN CALCULATIONS Section A.0

Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Imidazole (Im)

involved

3294.09 3112.91505

νasym (C4H, C5H)

Im 4

3296.2 3114.909 Im 1

3298.5 3117.0825 Im 3

3300.78 3119.2371 ν (C2H) + νasym (C4H, C5H) Im 3

3302.97 3121.30665

ν (C2H)

Im 2

3303.13 3121.45785 Im 1

3303.86 3122.1477 Im 4

3318.69 3136.16205

νasym (C4H, C5H)

Im 2

3319.05 3136.50225 Im 4

3319.97 3137.37165 Im 1

3320.81 3138.16545 Im 3

3623.49 3424.19805

ν (N3-H)

Im 2

3624.04 3424.7178
Im 4 (other three

also)

3624.6 3425.247 Im 1, Im 3

3625.29 3425.89905 All
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Computated frequencies and Raman spectrum of ZIF-67

fragment

Similar to ZIF-4, the computed Raman spectrum is shown in Figure A.2 along with the

optimized structure as the inset. A scaling factor of 1.3 was used for low-frequency vibra-

tions, 0.99 for mid-frequency region from 600-1700 cm−1, and 0.955 for high-frequency

region above 2700 cm−1. In this case too, the contributions of all the MIM were taken

into consideration during analysis and listed in Table A.2.

Figure A.2: Raman spectrum for ZIF-67 fragment at 298 K. The optimized structure

with the appropriate labels used for assignment of the modes shown as the inset.
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Table A.2: Scaled and Unscaled Raman frequencies obtained from ZIF-67 molecular

fragment with band assignments and the MIM fragment in the molecule involved with

the vibration

Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

28 36.4 δt (sym) All

39 50.7 δt (asym) All

50 65 δt (asym) pivoting on N1 All

58 75.4 δt (asym) pivoting on C2 All

64 83.2
asym lattice vibration pivoting

on N1

All

69 89.7 All

89 115.7 All

98 127.4
Lattice vibration (δt (asym) +

Me libration
All

114 148.2 δt (asym) + Me libration All

120 156 Me libration All

130 169
Lattice vibration + Me

libration (MIM1, 2)
All

137 178.1 δCo−N + δt (asym) MIM All

162 210.6 δCo−N + δt (sym) MIM + Me

libration

All

168 218.4 All

173 224.9
δCo−N + δt (asym) MIM pivot-

ing on C2

All

190 247 All

210 273 All

224 291.2 Me libration MIM4

233 302.9
δCo−N + δt (sym) MIM

pivoting on C2 + Me libration
All

236 306.8
δCo−N (sym) + δt (sym) MIM

+ Me libration (MIM3,4)
All
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

249 323.7

δt Im & Me + δCo−N (asym) Me

libration (N3N1 as axes)

All

268 348.4 All

271 352.3 All

280 364 All but unequal

308 400.4
δCo−N (Co-motion) + δt Im

(symm) + Me libration
All

330 429 δCo−N + δw Im & Me (MIM4) All

339 440.7
δCo−N (Co-motion) + δt Im&

Me
All

366 475.8
νCo−N (Co-motion) + δt

(MIM)
All

394 512.2
δCo−N + δr Im & Me on C2

All

397 516.1 All

416 540.8 δCo−N&νCo−N + δr Im & Me on

C2

All but different con-

tributions434 564.2

575 569.25
Imdz Ring puckering

MIM4

590 584.1 MIM2

613 606.87
Imdz Ring puckering

MIM3

629 622.71 MIM1

643 636.57
Ring puckering alogn N3C2N1

MIM4,3

652 645.48 MIM2

665 658.35

oop ring breathing

MIM2,3,4

671 664.29 MIM2,3,4

676 669.24 MIM1

692 685.08
ip ring breathing

MIM4

692 685.08 MIM4,3,2

755 747.45
Ring deformation + δCo−N

MIM2,4 in opposite

direction764 756.36
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

778 770.22

Ring deformation + δCo−N

MIM1

833 824.67 MIM2,3,4

840 831.6 MIM2,3,4

854 845.46 MIM3,4

892 883.08
δw C4H,C5H, C4C5 oop

MIM1

898 889.02 MIM4,2

942 932.58 ip Ring deformation MIM1

958 948.42
δw(C −HMe) + δtC-H + Ring

deformation
MIM4

964 954.36
ip δ(C4N3C2) + δC4H + δMe

MIM4,3 in opposite

direction977 967.23

997 987.03 δw(C − HMe + δ(N3C2) +

δ(C4H) + δ(C4N3C2)

MIM1,3,4 in opp di-

rection998 988.02

1005 994.95

C-Me oop+ δwC −HMe

MIM1

1014 1003.86 MIM3

1018 1007.82 MIM2

1020 1009.8
δr + νCo−N + δC5N2

MIM2

1026 1015.74 MIM4

1037 1026.63 δr(C4H, C5H) + ν(C4C5) MIM2,1

1040 1029.6 Ring breathing All

1047 1036.53
δs(C-H) + δoop(C-Me)

MIM 1, 4, 2

1051 1040.49 MIM1,2,3

1096 1085.04 δs(C-H) + ip Ring breathing MIM2

1127 1115.73 δt(C-H) + δ(N-H) MIM1

1168 1156.32
Ring expansion + δs(C5-H,

C4-H)
MIM1
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

1175 1163.25
Ring expansion + δs(C4-H,

C5-H)
MIM1

1182 1170.18 δw(C−H)+δ(C−Me)+δ(Co−

N) + ν(c2N1)

MIM1

1183 1171.17 MIM3

1197 1185.03 δr(C −H) + ν(C5N3 + c4N1) MIM3

1207 1194.93
δr(AllC −H) + δ(C −

Me)ν(C2N1)
MIM3

1216 1203.84
δr(C4−H,C5−H) + δ(Co−

N)ν(C4N2)
MIM2, 4

1221 1208.79
δs(C4−H,C5−H) + δ(Co−

N)ν(C4N2)
MIM2, 4

1237 1224.63 ν(C4N1+C5N3) + δ(CoN1) MIM4,3,3

1312 1298.88
δr(C-H) + Ring breathing

(C4N3+C2N1) + δCo−N

MIM4,3,2

1376 1362.24

δt(C-HMe) + δs + Ring defor-

mation

MIM4,3,2

1379 1365.21 MIM1

1395 1381.05 MIM4,3,2

1400 1386 MIM4,3,4

1408 1393.92 MIM4,3,3

1414 1399.86
δw(C-HMe) + δr + Ring

deformation
MIM4,3,2

1417 1402.83
δt(C-HMe) + δs + Ring

deformation
MIM4, 3, 4

1420 1405.8
δw(C-HMe) + δr + Ring

deformation
MIM4, 3, 3

1423 1408.77
δw(C-HMe) + δr

MIM4, 3, 2

1424 1409.76 MIM2
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

1432 1417.68 δt(C-HMe) + δs MIM2,3,4

1433 1418.67 δt(C-HMe) + δ(C-H + N-H) MIM1

1443 1428.57
δw(C-HMe) + δ(C-H)

MIM5

1465 1450.35 MIM1

1472 1457.28 δw(C-HMe) + δ(C-H) + ν(C-

Me+N1C5+N3C4)

MIM4

1477 1462.23 MIM3

1497 1482.03 δw(C-HMe) + δr(C-H) MIM2

1508 1492.92
δw(C-H+C-Me) + ν(C2N3) +

δr(C5H+C4H+N3H)

MIM4+MIM3

1511 1495.89 MIM3+MIM4

1518 1502.82 MIM2

1522 1506.78
δw(C-H+C-Me) + ν(C4=C5 +

C2N3) + δr(C5H+N3H)
MIM1 vib in opp di-

rection

1529 1513.71
δw(C-H+C-Me) + ν(C4=C5 +

C2N1) + δr(C4H+N3H)

2922 2790.51
1H νCHMe

MIM3 & 4 in opposite

directions2960 2826.8

2988 2853.54 νCHMe MIM2

3013 2877.415 1H νCHMe MIM3

3044 2907.02 2Hs νCHMe MIM1

3070 2931.85 3Hs νCHMe MIM2

3097 2957.635 2Hs νCHMe MIM4

3099 2959.545
1H νCHMe

MIM2

3117 2976.735 MIM1

3120 2979.6
2Hs νCHMe

MIM1

3168 3025.44 MIM4

3174 3031.17 1H νCHMe MIM2

3264 3117.12

ν C4-H

MIM3

3265 3118.075 MIM4
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Calculated

Frequency

Unscaled

(cm−1)

Calculated

Frequency

Scaled

(cm−1)

Band Assignments
Methylimidazole

(MIM) involved

3266 3119.03 MIM2

3295 3146.725 asym ν (C4-H, C5-H) MIM1

3302 3153.41

ν C5-H

MIM4

3304 3155 MIM3

3308 3159.14 MIM2

3318 3168.69 MIM1

3618 3455 ν N3-H MIM1

187



APPENDIX A. GAUSSIAN CALCULATIONS Section A.0

188


	Declaration
	Certificate
	Acknowledgements
	Preface
	List of Publications
	Introduction
	Raman Scattering
	Classical Theory of Raman Scattering
	Quantum Theory of Raman Scattering

	Surface-enhanced Raman scattering (SERS)
	Electromagnetic Enhancement (EM)
	Chemical Enhancement (CM)
	SERS of thiol molecules

	Raman spectrum Analysis
	Lattice Vibrations
	Anharmonicity in phonons
	Electron-phonon coupling: Polaron
	Effect of molecular guests on structure: Porous Materials
	Effect of Non-bonding interactions in molecules

	Highlights of the thesis
	References

	Experimental Methods
	Raman spectrometer
	Temperature-dependent measurements
	Measurements performed on Linkam THMS heating and freezing stage system
	Measurements performed on cryostat s50

	Organic Synthesis

	Perovskite Nanocrystals
	Introduction
	Experimental section

	3A Are the CsPbX3 (X = Cl, Br) Nanocrystals Structurally Homogeneous?
	Summary
	Motivation for the work
	Results and Discussions
	Synthesis and characterisation of CsPbX3 NCs
	Raman Investigation on P1-P6 NCs
	Assignment of Modes for P1 to P6 NCs
	Structural Homogeneity in P1-P6 NCs
	Nature of Octahedra in P1-P6 NCs


	Conclusion
	3B Probing Polaronic Behaviour in Undoped and Mn-doped CsPbX3 (X = Br, Cl) NCs through a Photoinduced Raman mode
	Summary
	Motivation for the work
	Results and Discussions
	Polaronic behavior in undoped CsPbX3
	Polaronic behavior in Mn-doped CsPbX3
	Computational Analysis
	Structural effects in polaron formation

	Conclusions
	References

	Zeolitic Imidazolate Frameworks
	Introduction

	4A Non-covalent interactions triggering structural changes and gas uptake in ZIF-4 crystals
	Summary
	Motivation for the work
	Experimental Section
	Synthesis of ZIF-4 microcrystals (mZIF-4)
	Characterisations
	Raman Measurements

	Results and Discussions
	Structural characterisation of ZIF-4(DS)
	Room Temperature Raman Spectra of ZIF-4(DS)
	Effect of temperature on ZIF-4(DS)
	Raman spectral changes on ZIF-4(DS) with temperature
	Dielectric studies on ZIF(DS)

	Structural changes on ZIF-4(DS) under Guest Atmosphere
	Raman spectral changes in N2 and Ar atmosphere
	ZIF-4(DS) under CO2 atmosphere

	Adsorption sites of ZIF-4

	Conclusions
	4B Role of Metal Ion influencing N2 adsorption in ZIF-67 using Raman Spectroscopy
	Summary
	Motivation for the work
	Experimental section
	Synthesis of ZIF-67
	Characterisation studies

	Results and discussions
	Raman spectrum of ZIF-67 under ambient conditions
	Temperature evolution of Raman spectra of ZIF-67(DS) under N2 atmosphere
	Raman spectral changes in vN-N in ZIF-67 with temperature
	Structural changes in ZIF-67(DS) upon N2 adsorption

	Conclusion
	References

	Dendronic Raman Markers
	Summary
	Introduction
	Experimental Section
	Synthesis of Bis-MPA thiophenol derivatives
	1H NMR of the dendronic Raman Markers
	Synthesis of Gold nanoparticles (AuNPs)
	SERS Studies

	Results and Discussion
	Conclusions
	References

	Summary and outlook
	Gaussian calculations





