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Preface

Environmental and geopolitical compulsions have led to a large increase in interest in non-
fossil fuel sources of energy over the past few decades. Central to all these alternative energy
sources is the necessity to store the generated power for later use and distribution. This
happens primarily through energy storage devices such as batteries. Improvement in battery
technology has therefore been a major aim of modern industrial and scientific research. Of
the three main components of a battery- the cathode, the anode, and the electrolyte, research
hitherto has focused primarily on improvement of cathode technology. The work in this
thesis is concerned with understanding the liquid structure and transport phenomena in
battery electrolytes possibly leading to improvement of the electrolyte technology. A good
liquid electrolyte must have several properties: high ionic conductivity, good chemical and
thermal stability, large electrochemical window, and non-flammability. The most common
lithium-ion battery electrolyte today is the 1M lithium hexafluorophosphate (LiPF6) salt in
a mixture of organic carbonate solvents, which is a low concentration electrolyte (LCE)
designed to maximise electrical conductivity and electrochemical performance. However,
the low salt concentration makes many carbonate solvent based LCEs particularly flammable
due to the large number of free solvent molecules. LCEs also suffer from parasitic reactions
at the electrodes. In contrast, high concentration electrolytes (HCEs) generally have a
high salt concentration of 3-5 M in the electrolyte, and are non-flammable and hence
safe for operation. HCEs have large electrochemical window, large voltage and high
energy density, and anion-derived stable solid electrolyte interphase that reduces parasitic
reactions at electrodes. These advantages of HCEs find their roots primarily in the drastic
reduction in the number of free-solvent molecules from LCEs. However, because of their
high salt concentration, the cost of HCE batteries is relatively high, and their electrolytes
have large shear viscosity and hence low ionic conductivity. This has prevented the
widespread adoption of HCEs in industry. In order to conquer these shortcomings of
HCEs, it is important to recognise that the structure of HCEs and transport phenomena
in HCEs are different from those in LCEs. Therefore, a detailed study into the structure
and transport properties and phenomena of HCEs needs to be carried out. Molecular
level understanding and statistically reliable explanations are often best obtained from
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computational investigations.
This thesis presents computational studies of battery solvents and electrolytes with

special emphasis to HCEs. Transport properties and mechanisms of these electrolytes are
investigated and rationalised based on insights gleaned from the liquid structure. Com-
putational methods employed are classical force-field based molecular dynamics (MD)
simulations, density functional theory (DFT) based ab initio molecular dynamics (AIMD)
simulations, and quantum chemical cluster calculations. Results from the simulations
are compared against experimental data wherever available. For example, in this thesis,
the trajectories of classical MD and ab initio (AIMD) simulations are used to find radial
distribution functions, from which the structure of solvation shells of alkali ions are inferred.
The population of different types of alkali-ion solvation shells are also estimated from
the trajectories. Through Green-Kubo relations, several transport properties such as shear
viscosity, ionic conductivity, and diffusion coefficients are estimated. Also, time correlation
functions such as the spatio-temporal van Hove correlation function indicate the emergence
of non-diffusive transport phenomena (for example, hopping). Steered molecular dynamics
and Umbrella sampling methods are used to calculate energy barriers to hopping. This
thesis employs these techniques, and goes back and forth between structure and transport
of electrolytes based on their interdependence. Electrolytes that use the organic solvent
sulfolane are studied, as also electrolytes that use a mixture of an organic and an aqueous
solvent that has potential to be useful in rechargeable aqueous zinc ion batteries.

The interdependent study of structure and transport in this thesis is now outlined briefly
in terms of its chapters. Chapter 2 presents a refinement of the force field to capture the
structure and transport through accurate estimation of physicochemical properties of liquid
sulfolane, a promising battery solvent. Chapter 3 employs the force field developed in
Chapter 2 to find evidence for Li-ion hopping in HCEs and to characterise hop events
and hop energy barriers. Chapter 4 contains three sub-chapters. Chapter 4A provides a
description of the methods used for the force-field refinement of the bis(fluorosulfonyl)imide
anion. Employing the force field for the anion presented in Chapter 4A, Chapter 4B reports
the liquid state structure and transport in Na-ion and Li-ion based HCEs. Chapter 4C
studies mixed alkali-ion electrolytes for theoretical interest and as a means to improve
the transport properties of pure Na-ion HCEs. Chapter 5 confirms the presence of cation
pair complexes in Li and Na-based HCEs through AIMD simulations. AIMD simulations,
quantum chemical geometry optimization, and frequency calculations are employed to
understand the stability of these clusters. In a work carried out in collaboration with
experimentalists, Chapter 6 describes how the addition of propylene carbonate (PC) as a
cosolvent to water remedies challenges faced at both electrodes in rechargeable aqueous
zinc ion batteries.
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Chapter 1

Introduction

1.1 Battery solvents and Battery electrolytes

In a world of increasing energy demands, the need for progressively better energy storage
systems (ESS) is important [1–5]. Batteries are crucial ESS without which meeting the
energy demands of today’s world in a regulated fashion is not possible [6–11]. The need
for safer batteries and those that cater to higher energy densities is growing [12–18].

Up to this point, the majority of the effort in boosting the performance of batteries has
come from improvements in the cathode technology [19]. However, other components of
the battery such as the anode and the electrolyte can also be engineered for improved battery
characteristics. As an illustrative example of a battery system of the present generation, a
Li-ion battery is shown in Figure 1.1.

Figure 1.1: Components of a Li-ion battery.
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1.2 Need for high concentration electrolytes (HCEs) 2

An electrolyte is a medium between the two electrodes that serves the purpose of charge
conduction through ion transport. Apart from being a good medium for transport of ions, the
electrolyte must be such that it remains stable under the reductive and oxidative influences
of the electrodes [20].

There is a need for batteries with higher rate, higher energy density, longer calendar
life, lesser dendritic growth [21], and lesser parasitic reactions at electrodes. There is also a
need for electrolytes with larger ionic conductivity and more safety (i.e. less flammability).
Motivated by these needs, in recent times, research in engineering electrolytes for superior
batteries has also begun to pick up pace [19].

A battery electrolyte is typically composed of a salt dissolved in solvent. Depending on
the composition of the electrolyte or the type of solvent, battery electrolytes can be of many
types, such as organic, aqueous, solid state, polymer gel, ionic liquid and deep eutectic
electrolytes to name a few. The best marketable technology for battery electrolytes has
for very long been 1 M lithium hexafluorophosphate (LiPF6) salt in a mixture of organic
carbonate solvents, for example, ethylene carbonate (EC) mixed with linear carbonate esters
such as dimethyl carbonate (DMC) [12].

This thesis primarily investigates electrolytes based on a promising polar aprotic organic
solvent, viz., sulfolane. Chapter 6 of the thesis investigates a mixture of organic and aqueous
solvent-based electrolytes for rechargeable aqueous zinc batteries.

1.2 Need for high concentration electrolytes (HCEs)

Battery electrolytes employed today use approximately 1 M concentration of salt dissolved
in the electrolyte. These are prototypical low concentration electrolytes (LCEs). The 1 M
concentration is chosen primarily for maximizing the ionic conductivity of the electrolyte.
Although this technology has been in place for over two decades, it has severe shortcomings.
Battery solvents are very often carbonate solvents which are flammable. Safety is therefore
a major concern with batteries based on low concentration electrolytes. Further, batteries
based on low concentration electrolytes also have a narrow electrochemical window (4.4
V) which make them unsuitable for any high voltage or high energy-density applications.
However, looking at power demands today, the future in batteries lies in offering high-
voltage applicability.

High concentration electrolytes (HCEs) are a very promising alternative to conventional
electrolytes. HCEs usually have a salt concentration of 3-5 M [12, 22], although in some
cases may even exceed 5 M [12, 23]. Similar to LCEs, depending on the solvent type,
HCEs can have organic solvent [24–26, 26–28], ionic liquids (IL) solvent [29–31], and
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aqueous (water-in-salt [32–34]) solvent-based electrolytes. Some advantages of HCEs are
depicted in Figure 1.2. To state these explicitly [12, 20]:

(i) HCEs have a high reductive and oxidative stability [26, 28, 35–45].

(ii) HCEs have significantly lowered flammability and volatility, and enhanced thermal
stability. Therefore batteries based on HCEs are safer [46].

(iii) HCE batteries offer high rate [26–28, 47].

(iv) HCE batteries that have a large carrier density [12].

(v) HCE batteries have longer cycling life [25, 40].

(vi) HCEs prevent several parasitic side-reactions at the electrodes [12].

(vii) HCEs prevent dendritic growth on the anode [39].

(viii) HCEs allow formation of an anion-derived ion-conducting and electron insulating
solid electrolyte interphase (SEI) on the anode instead of a solvent-derived SEI.

However, HCEs have some disadvantages as well which are still preventing their
large-scale applicability [20]:

(i) HCEs contain a large amount of salt. Very often, this makes the electrolyte very
viscous and results in a low ionic conductivity [26].

(ii) Due to the large viscosity of HCEs, the wetting time of the electrolyte on the separator
and the electrodes is very large [12].

(iii) Due to the scarcity of lithium in the Earth’s crust, and due to the use of a large amount
of salt in HCEs, the cost of such batteries is relatively high.

In order to overcome the challenges faced by HCEs, it is important to first understand
the liquid structure and transport phenomena in HCEs against those in LCEs. The next
sections of this chapter are dedicated to what is known in literature of HCEs hitherto.
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Figure 1.2: Advantages of using HCEs. Adapted from Ref. 12.

1.3 Brief overview of what is known about the structure
and transport of HCEs

1.3.1 Intermolecular structure of HCEs as opposed to that of LCEs

Aprotic solvents are Lewis bases and primarily interact with cations (Lewis acids) by
solvating them closely. Anions are also Lewis bases and compete with solvent molecules
to interact with cations. In protic solvents, such as water, the solvent molecules closely
interact with both cations and anions. However, a competition between solvent molecules
and anions to solvate cations continues to be operational.

At low salt concentrations, cations are solvated primarily by solvent molecules. This is
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due to the sheer number dominance of solvent molecules over anions at low salt concentra-
tions [20]. In LCEs, cations and anions are separated by solvent molecules. Such pairs of
cation and anions are then called solvent separated ion pairs (SSIPs) (Figure 1.3, left). The
cation and anion of a SSIP are not typically interacting with each other [48–53].

Figure 1.3: Left: Typical liquid structure of a low concentration electrolyte with solvent
separated ion-pairs (SSIPs). Right: Typical liquid structure of a high concentration elec-
trolyte with contact-ion pairs (CIPs) [54, 55] and aggregates (AGGs) [56, 57]. Adapted
from Ref. 26.

At high salt concentrations, due to the anions being present in the electrolyte in large
numbers, solvent molecules and anions compete strongly with each other to interact with
cations. The more strongly the salt dissociates in the solvent, more the competition (between
solvent molecules and anions) is won by solvent molecules, and therefore fewer the free
solvent molecules in the electrolyte. Yet, in HCEs, due to the larger number of anions in
the electrolyte, cation-anion contact pairs (CIP) are also found. CIPs in turn can extend in
space to form aggregates (AGGs, also known as agglomerates) (Figure 1.3, right).

Given this structural information of HCEs and LCEs, the following is noted: In LCEs,
since the number of salt formula units is much smaller than the number of solvent molecules,
a large number of solvent molecules are free as opposed to the situation in HCEs.

The implications of this are the following:

(i) Advances and issues in developing salt-concentrated battery electrolytes

(ii) Cations being primarily solvated by solvent molecules implies the formation of a
solvent derived SEI, which is very often unstable, electrode passivating, and which
allows for dendritic growth.

(iii) A large number of free solvent molecules leads to several parasitic reactions at the
electrodes.
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Structurally, why HCEs do not suffer from the aforementioned issues by the merit of
having fewer free solvent molecules is therefore clear.

1.3.2 Transport in HCEs as opposed to that in LCEs

In LCEs, the viscosity of the electrolyte is low and therefore ions and molecules are able to
diffuse with ease. During the diffusion of metal ions, they drag their nearest solvation shell
neighbours along with themselves. This mode of transport is called vehicular or diffusive
mode of transport [58] (Figure 1.4(a)).

When the viscosity of liquid state electrolyte is excessively high, and in solid state
electrolytes as well, the ions and molecules are too trapped for effective diffusion across
the bulk of the electrolyte. In such a scenario, small and light metal ions can hop out of
their solvation shell cages [58]; in contrast to vehicular diffusion in LCEs, the metal ions
do not drag along their solvation shell cages (Figure 1.4(b)); rather, they exchange one or
more ligands in the process of hopping.

In most liquid HCEs, the viscosity is moderately high and a combination of vehicular
and structural modes of diffusion/transport is operational [58–62]. As viscosity increases
in going from LCEs to HCEs, and with the increase in caging of alkali ions, hopping
becomes an increasingly prominent mode of transport. Hopping occurs over and above a
slow diffusion of the cages of alkali-ions [58] (Figure 1.4(c)).

Figure 1.4: Various modes of ionic transport in electrolytes: (a) Vehicular diffusion, (b)
Structural mode of transport, and (c) a mix of structural and vehicular modes of transport.
Adapted from Ref. 58.

Looking further into structural diffusion or hopping, it has been proposed that hopping
would typically involve one or more ligands (nearest solvation shell members to the alkali-
ion) to be exchanged [63].

Some structural features may be conducive to the long distance transport through
hopping. The following section discusses this briefly through two examples.
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Figure 1.5: Ligand exchange involved in hopping. Adapted from Ref. 63.

1.3.3 Structural features helpful towards long-distance percolation of
metal ions in HCEs

In archetypical HCEs, Na-ions which are within 5 Å of each other connect to form network
structures which comprise extended AGG structures [64]. It is speculated that such networks
may aid Na-ion (or alkali-ion) transport in general in HCEs.

In water-in-salt electrolytes (HCEs where water is the solvent), water is seen to be
distributed non-homogeneously in the form of channels. Li-ions are seen to transport faster
through these percolating channels [65, 66].

Given this background, this thesis contains further investigations into the liquid structure
and transport of HCEs. The structure and transport of water based LCEs is also investigated.
To this end, the computational techniques used are discussed in the next sections.

1.4 Computational techniques used to investigate elec-
trolytes in this thesis

1.4.1 Classical Molecular Dynamics (MD) simulations

Molecular Dynamics (MD) simulations are one of two important classical mechanics meth-
ods for molecular simulations [67–76], the other being Monte Carlo (MC) simulations. MD
simulations today are well suited for studying a wide variety of systems such as biological
systems [77–80], systems that self-assemble [81, 82], metal organic frameworks [83, 84],
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crystals [85–89], and complex liquids such as ionic liquids [90, 91], deep eutectic sol-
vents [91–94], mixtures [95, 96], glasses [97–99], and many more. The first pioneering
MD simulations were those conducted by Alder and Wainwright [100, 101] for a system of
hard spheres, and then by Rahman for a system of Lennard-Jones particles [102, 103]. MD
simulations have come a long way since these landmark simulations in terms of the system
complexity, the system size, the simulation time, the realism of the force field, the quality
of thermostats and barostats, etc., and thus provide quantitative predictions and inferences
that are nearly accurate, today.

Based on specified inter-atomic interaction parameters leading to the calculation of
force on every atom, classical MD simulations finally yield the position and velocity of
atoms at every timestep. Force on an atom can be obtained through the gradient of potential
energy (Equation 1.1).

Fi = −∇iU (1.1)

From Newton’s laws of motion it is known that:

Fi = mi
d2ri

dt2
(1.2)

Combining Equations 1.1 and 1.2, we get:

mi
d2ri

dt2
= −∇iU (1.3)

Newton’s equation of motion (Equation 1.3) is solved to obtain velocities and positions
from forces. This describes how the trajectory for an NVE (microcanonical) ensemble
is obtained. When the coupling thermostat and barostat (depending on the ensemble)
degrees of freedom are also considered, trajectories in NVT and NPT ensembles can also
be generated.

With the initial configuration, initial momenta of all atoms, and all inter-atomic interac-
tion parameters, evolving the system of atoms in time is a cyclic process (Figure 1.6).
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Figure 1.6: The cyclic process involved in generating a MD trajectory.

In this thesis, classical MD has been used to study battery solvents and electrolytes in
detail. Using MD simulations, one can study sufficiently large system sizes for sufficiently
long periods of time, which are particularly well suited for the study of liquids, especially
for their structure, dynamics, and bulk properties. The properties predicted from MD
simulations are very often in good agreement with experiments for a good force field model.
A parallel between the procedures followed in experiments and in simulations is shown in
Figure 1.7.

The simulations package used to this end is GROMACS [104–106]. These simulations
are based on classical mechanics, with electrons in the ground state, pair-additive force
fields, truncated long-range interactions, and periodic boundary conditions.

The three important ingredients required for an MD simulation are:

(i) force field parameters for inter-atomic interaction,

(ii) initial atomic positions and momenta, and

(iii) thermostat and barostat.
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Figure 1.7: Parallel procedures of experiments and MD simulations.

Initial atomic positions and momenta

A configuration containing all the required molecules is generally created through a random
packing of molecules and ions with a tolerance (minimum distance) criterion on the distance
between any two atoms. One such software for random packing is PACKMOL [107]. This
software has been used throughout this thesis.

This packed configuration is energy minimized within the force-field framework. This
energy minimized configuration is used as the initial atomic configuration (positions) for
the MD simulation (Figure 1.6).

The initial momenta follow the Maxwell-Boltzmann distribution of velocities.
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Interatomic potentials and force fields

The total potential energy of the system is of the form:

U =
∑

bonds

1
2kr(rij − r0)2 +

∑
angles

1
2kθ(θijk − θ0)2 +

∑
torsions

∑
n

kϕ,n[1 + cos(nϕijkl − ϕs)]

+
∑

non-bonded pairs

[
qiqj

4πϵ0rij
+ 4ϵij(

σij
r12
ij

− σij
r6
ij

)
]

(1.4)

The first three terms correspond to intramolecular potential energies, i.e. bonded energy
terms. The bonded energy terms of Equation 1.4 are bond, bond angle, and dihedral
deformation terms, respectively. r0 and θ0 are the equilibrium bond length and bond angle
values. kr, kθ, and kϕ are the bond, bond angle, and the dihedral angle deformation constants.
n and ϕs are the multiplicity and phase respectively. The ultimate and penultimate terms of
Equation 1.4 are the non-bonded energy terms, viz. the Coulombic electrostatic energy and
the van der Waals energy (represented as Lennard-Jones energy) terms, respectively. qi is
the partial charge on atom i. rij is the distance between atoms i and j, σij is the interatomic
distance at which the Lennard-Jones potential energy is zero. ϵij marks the minimum in
the Lennard-Jones energy. σij and ϵij are calculated using combination rules such as the
Lorentz-Berthelot rules [108, 109], defined as

σij = σii + σjj
2 (1.5)

and
ϵij = √

ϵiiϵjj (1.6)

where r0, θ0, qi, qj , ϵ, σ, kϕ,s, ϕs, and the combination rules comprise the force-field
parameters for an MD simulation. These parameters can be refined to arrive at a good force
field model for a compound.

Molecular force field models for MD simulations need to be validated empirically for
their accuracy, and used with caution while predicting structural and dynamic properties.
For this reason, starting from a generic force field, refinement to the force field parameters is
often necessary to make reliable predictions and make accurate inferences about the system
of interest. Force fields for ionic liquids have been developed and/or refined earlier [110–
112]. These liquids can also serve as battery solvents [64, 113–115]. In this thesis, Chapter
2 is based on obtaining a more realistic force field for an organic solvent, sulfolane.

The force fields used in this thesis are either:

(i) refined from those existing in literature based on the Optimized Potentials for Liquid
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Simulations (OPLS) [116–118] force-field or Mondal-Balasubramanian (MB) [111]
force-fields, or

(ii) General Amber force field (GAFF) [119], or

(iii) TIP 3P for water [120].

Nuclei have a cloud of electron density surrounding them. For classical MD, atoms
are assigned net atomic charges (NAC) for electrostatic interactions. This implies that the
electron density around nuclei needs to be partitioned and assigned to the different atoms
as their NAC.

There exist several atomic population analysis methods which result in slightly different
atomic site charges. Density derived electrostatic and chemical charge (DDEC6) method
was proposed as the default method for quantum programs over some other methods for the
following reasons:

(i) Mulliken [121] and Davidson-Løwdin [122] methods: these have no mathematical
limits as the basis set is systematically refined towards completeness. The Mulliken
charge method is extremely sensitive to the basis set being used.

(ii) Bader’s quantum chemical topology method: this method can result in non-nuclear
attractors which lead to undefined NACs [123].

(iii) Electrostatic potential fitting techniques (ESP [124], Chelp [125], Chelpg [126],
REPEAT [127]): these methods lack fair conformational transferability, and assign
unrealistic charge values to certain buried atoms. RESP is an improvement over these
charge methods but often leads to various plausible charge values [128]. This method
has been employed in Chapter 6 of this thesis along with GAFF.

(iv) Original Hirshfeld method [129–132]: typically, this method underestimates NAC
values.

(v) The Natural Population Analysis (NPA) [133]: this method involves the genera-
tion of localized orbitals. Plane-wave basis functions are a challenge towards their
application.

Density derived electrostatic and chemical (DDEC) charges

The work presented in this thesis extensively uses/derives the density derived electrostatic
and chemical (DDEC) [134] charges, and hence this charge technique has been briefly
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discussed here. As opposed to the aforementioned atomic population analysis method, the
DDEC [129, 134–137] charge method meets some performance goals in assigning NACs:

(i) one assigned electron distribution for each atom,

(ii) core electrons assigned only to the host atom,

(iii) atomic site charges are functionals of the total electron density distribution,

(iv) the electron distribution assigned gives an efficiently converging multipole expansion,

(v) atomic site charges typically follow Pauling scale electronegativity trends,

(vi) transferrability of atomic site charges across conformations,

(vii) fast and robust convergence towards a unique solution, and

(viii) linear scaling in computational cost with system size.

This thesis uses the following atomic site charges:

(i) density derived electrostatic and chemical charges (DDEC6),

(ii) charges from Ref. [24] (OPLS-AA based force), and

(iii) restrained electrostatic potential (RESP) charges [138] with GAFF [119] (Chapter 6).

Temperature and pressure coupling

While NVE (N: microcannonical-constant number, V: volume, E: energy) ensembles may
be easier to simulate, they do not correspond to the thermodynamic conditions employed in
experiments. NPT (P: pressure, T: temperature) and NVT (V: volume) ensembles are more
realistic. To maintain constant average temperature and pressure in the system, it needs to
be coupled to a thermostat (for constant temperature) and barostat (for constant pressure).
Several thermostats are used for NPT and NVT simulations in literature. Some examples
are:

(i) Berendsen temperature coupling [139],

(ii) Velocity-rescaling temperature coupling [140],

(iii) Andersen thermostat [141], and

(iv) Nosé-Hoover temperature coupling [142, 143].
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In this thesis, the Nosé-Hoover thermostat and the velocity-rescaling thermostat were
used. Several barostats are used for NPT simulations in literature. Some examples are:

(i) Berendsen pressure coupling [139],

(ii) Parrinello-Rahman pressure coupling [144],

(iii) Surface-tension coupling, and

(iv) MTTK pressure control algorithms [145].

In this thesis, the Berendsen barostat for NPT equilibration and the Parrinello-Rahman
barostat for NPT production were used.

1.4.2 Ab-initio Molecular Dynamics (AIMD) simulations

These simulations explicitly treat electronic structure on-the-fly during otherwise-classical
MD simulations. Car-Parrinello dynamics (CPMD) is an example of AIMD [146]. AIMD
simulations have been used to study metal-organic frameworks [83], ionic liquids [147, 148],
organic liquids [149], supramolecular systems, and a variety of other systems. In AIMD,
bulk conditions are obtained using periodic boundary conditions (PBC).

AIMD does not depend on empirical (force-field) parameters as does classical MD;
rather, it depends on the accuracy of the quantum mechanical (QM) representation involved.
QM techniques are used to solve the Kohn-Sham equation followed by Newton’s equations
of motion to obtain the trajectory of atoms. In some more detail, the AIMD procedure is as
follows [72].

The standard Hamiltonian of the system for the electronic (ri) and nuclear (RI) degrees
of freedom is given by [150]:

Ĥ = −
∑
I

ℏ2

2MI

∇2
I −

∑
i

ℏ2

2me

∇2
i +

∑
i<j

e2

|ri − rj|
−
∑
I,i

e2ZI
|RI − ri|

+
∑
I<J

e2ZIZJ
|RI − RJ|

= −
∑
I

ℏ2

2MI

∇2
I −

∑
i

ℏ2

2me

∇2
i + Vn−e(ri,RI)

= −
∑
I

ℏ2

2MI

∇2
I + Ĥe(ri,RI) (1.7)

where Z is the nuclear charge, i and j are different electrons, I and J are different nuclei,
MI and me are the masses, and Ri and rI are the coordinates, of the nucleus and the
electron, respectively. The terms in the first line of Equation 1.7 correspond to the kinetic
energy of the nucleus, the kinetic energy of the electrons, the inter-electron repulsion energy,
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the nucleus-electron attraction interaction energy, and the inter-nuclear repulsion potential
energy, respectively.

A simplification, known as the Born-Oppenheimer (BO) approximation, assumes that
the Hamiltonian and the wave function can be separated into a nuclear and an electronic
part, i.e. Ĥ = Ĥn + Ĥe and ψ = ψnψe, where n and e represent nucleus and electrons,
respectively. This simplification can be invoked by restricting the total electronic wave
function ψ to the ground state wave function ψ0 of Ĥe at each instant of time, which is
obtained by solving the time-independent electronic Schrödinger equation

Ĥeψ0 = E0ψ0 (1.8)

where E0(RI(t)) specifies the ground-state Born-Oppenheimer potential energy surface on
which the nuclei move, and

Ĥe = −
∑
i

1
2∇2

i −
∑
i,α

Zα
|ri − Rα|

+
∑
i<j

1
|ri − rj|

(1.9)

Quantum mechanical methods such as Hartree-Fock (HF) [151] or DFT [152] are concerned
with Equation 1.9. In the BO approximation, the nuclei move according to the classical
Newtonian equations of motion:

MIR̈I(t) = −∇I min
ψ0

{⟨ψ0|Ĥe|ψ0⟩} (1.10)

This is the Born-Oppenheimer molecular dynamics (BOMD) method, which is the most
common AIMD technique.

Despite the BO approximation separating the electronic and nuclear motions, the SCF
calculation of every step is time consuming. The CPMD [146] type of AIMD simulation
counters this drawback of BOMD. In this thesis, we have used the BOMD type of AIMD
simulation, using the CP2K software [153].

1.4.3 Quantum chemical calculations for molecules and small clusters

Quantum chemical calculations are generally carried out for small systems by considering
the electronic structure. Various quantum chemical techniques exist. In the post-Hartree-
Fock (HF) approach, the energy of a system is obtained from the wave function, which
is solved. In contrast, in the Density Functional Theory (DFT) [74, 76] approach, the
energy of the system is obtained as a functional of the electron density that is determined.
This thesis uses HF for geometry optimization with electrostatic potential calculation for
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the purpose of determining density derived electrostatic and chemical (DDEC) charges.
Møller–Plesset perturbation theory (MP) is a post-HF level of theory that adds electron
correlation through Rayleigh–Schrödinger perturbation theory (RS-PT) [154] up to second
order. In this thesis, the MP2 method [73] was used to obtain accurate ground state energies
and molecular optimized geometries. For obtaining ground state energies, free energies,
and optimized geometries for somewhat larger systems containing a cluster of molecules
and ions, the DFT approach was employed.

DFT and post-HF scale as N3 and N4 with the number of electrons, N [76]. Hence,
DFT is computationally less expensive for larger system sizes and hence often preferred.
Inclusion of Grimme’s dispersion corrections is often required for accurate predictions from
DFT calculations [155]. In this thesis, small cluster calculations were geometry optimized
using this technique with frequency calculations.

Gaussian software [156] and Gaussview viewing tool [157] were used for quantum
calculations of molecules and small clusters.

1.5 Free energy techniques used in this thesis

1.5.1 Steered molecular dynamics (SMD)

SMD is a useful free-energy method employed in studying the free-energy profile in several
scenarios/processes, for e.g., in pulling a ligand from the active site of a protein, or varying
the distance between different ligands, or a group away from an interface or wall [158–161].
In the SMD technique, a force is applied to the system to take from state A to state B [162].
A suitable collective variable (CV) is chosen along which the system (or a part) is pulled at
constant velocity or constant force. This technique has been applied to a wide variety of
cases to extract potentials of mean force [163–170].

The SMD free energy technique is based on the Jarzynski equality [171–174] (Equa-
tion 1.11).

e−β∆FAB = ⟨e−βWAB ⟩ (1.11)

∆F is the free energy difference between initial and final states A and B, respectively.
WAB is the non-equilibrium work done to take the system from state A to state B. β = 1

kBT
,

where kB is the Boltzmann constant, and T , temperature. Several independent trajectories
are generated for the system going from state A to state B starting from different initial
configurations. Calculating WAB over all these trajectories, and taking an average of
e−βWAB over all independent runs, ∆F may be calculated.
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In this thesis, SMD has been used to verify whether Li-ion hopping is activated or not
by calculating the free energy barrier for Li-ion hopping in HCEs.

1.5.2 Umbrella sampling

The umbrella sampling method [175–177] involves dividing the reaction coordinate for
the chosen CV into several windows. At each window, a harmonic potential is applied
to constrain the system within the range of reaction coordinate assigned to that window.
The constrained part of the system is allowed to sample various states staying within
the umbrella. The remainder of the system relaxes to equilibrium around the umbrella.
All the umbrella windows are merged through the weighted histogram analysis method
(WHAM) [178–183]. WHAM gives us the desired free energy profile. In the present thesis,
umbrella sampling was used to obtain the free-energy profiles for Li-ion hopping in crystal
HCEs in Chapter 3.

1.5.3 Metadynamics

Metadynamics is an enhanced sampling technique which can be used to reconstruct the
free energy surface [184–189] as a function of several CVs. This technique is particularly
useful in accelerating the sampling of rare-events [86, 190]. Metadynamics samples rare
events by filling the free energy basins with bias potentials. This free energy method is
useful in the study of a wide variety of systems, especially biomolecular systems [191].
Metadynamics has also been used to arrive at the potential of mean force for a variety of
systems including the study of the binding strength of ion-pairs in electrolytes [192].

In this thesis, metadynamics has not been used to reconstruct the free energy surface.
Rather, it has been used for sampling/observing Li-ion hops in crystal HCEs. Crystal Li-ion
hops would otherwise occur over timescales which are too computationally expensive to
carry out.

1.6 Physico-chemical properties and transport properties

This thesis focuses on the interdependence of the liquid structure and transport and leverages
it to understand the nature of electrolytes.
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Figure 1.8: The structure-transport interdependence seen in this thesis.

1.6.1 Density

Mass density is defined as the mass per unit volume of a substance. In this thesis, the
substance is either a battery solvent, e.g., sulfolane, or a battery electrolyte e.g., LiBF4 in
sulfolane. A commonly agreed upon acceptable upper limit on the error in density obtained
from MD simulations with respect to experiments is 3% [193–196].

1.6.2 Heat of vapourization

An estimate of the strength of intermolecular interactions present in a liquid can be captured
through the heat of vapourization [196].

Heat of vapourization (∆Hvap) is defined as [197]:

∆Hvap = Egas − Eliq +RT (1.12)

Eliq is the average total energy per molecule in the liquid phase. Egas is the average
total energy per molecule in the gas phase. R is the gas constant and T is the temperature.

1.6.3 Surface tension

Surface tension is the energy required to increase the surface area of the liquid by unit area.
Surface tension arises from an imbalance of intermolecular attractive forces that exist for
molecules on the surface of a liquid relative to the molecules in the bulk [193].

Surface tension, γ, can be computed as [111]:
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γ = lz
4 (2Pzz − Pxx − Pyy) (1.13)

Here, Pxx, Pyy, and Pzz are the diagonal components of the pressure tensor. lz is the
length of the box along the direction in which there is a liquid-air interface.

1.6.4 Transport properties

Transport properties have been repeatedly calculated/estimated throughout this thesis. Time
correlation functions are statistical quantities particularly useful to this end. A general time
correlation function between two variables A and B can be defined as [198]:

CAB(t) = ⟨A(t0)B(t0 + t)⟩ = lim
τ→∞

1
τ

∫ τ

0
A(t0)B(t0 + t)dt0 (1.14)

where the average is taken over all time origins and an ensemble average is considered.
When A = B, the correlation function becomes an auto-correlation function, e.g., velocity
auto-correlation function.

Time correlation functions provide a vivid idea of the dynamics operational in the
system [199]. Further, the time integrals of these functions often yield experimentally
measurable transport properties/coefficients, e.g., diffusion coefficient is the time integral of
the velocity auto correlation function. Furthermore, the Fourier transforms of some of these
functions lead to various experimental spectra. For example, the intensity corresponding to
the elastic and coherent neutron scattering is proportional to the Fourier transform of the
pair correlation function, g(r). Therefore, time correlation functions serve as an important
link between properties calculated from simulations and those obtained from experiments.

At equilibrium, the correlation function is invariant under translation of time origin t0.

CAB(t) = ⟨A(t0)B(t0 + t)⟩ = ⟨A(t0 + s)B(t0 + s+ t)⟩ (1.15)

When t = 0, the dynamic correlation function reduces to a static correlation function,
defined:

CAB(0) = ⟨A(t0)B(t0)⟩ = lim
τ→∞

1
τ

∫ τ

0
A(t0)B(t0)dt0 (1.16)

Equation 1.16 forms the normalization factor for the dynamic correlation function.
The time correlation function can be used in its normalized form (Equation 1.17).

ĈAB(t) = ⟨A(t0)B(t0 + t)⟩
⟨A(t0)B(t0)⟩

(1.17)
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Computationally, transport properties can be obtained from Green-Kubo relations [200,
201]. These are relations between correlation functions of microscopic quantities calculated
at equilibrium and macroscopic coefficients [202, 203].

Linear response theory provides an understanding of these relations as response of the
systems to weak perturbations. Linear response theory can be used to provide an interpreta-
tion of these formulae in terms of the response of the system to a weak perturbation [199].

Green–Kubo relations are infinite time integrals of equilibrium time correlation func-
tions (Equation 1.18 [199]).

γ =
∫ ∞

0
dt⟨Ȧ(t)Ȧ(0)⟩ (1.18)

Here γ is a transport coefficient. A is a dynamical variable whose time derivative is
taken.

With every Green-Kubo relation there is an associated Einstein relation. An Einstein
relation is another expression which can be used at large time intervals for calculation of
transport properties [199, 204].

⟨(A(t) − A(0))2⟩ = 2tγ (1.19)

as t → ∞. Alternatively,

γ = lim
t→∞

d

dt

1
2⟨(A(t) − A(0))2⟩ (1.20)

Self-diffusion coefficient, shear viscosity, and ionic conductivity are the three transport
properties calculated in this thesis either using the Green-Kubo or Einstein formulation [201,
205–207].

Self-diffusion coefficient

The mean squared displacement of particles ⟨|∆r|2⟩ is proportional to a power β of the
time interval, t (Equation 1.21).

⟨|∆r|2⟩ ∝ tβ (1.21)

When β = 1, the dynamics of the system is said to be diffusive.
The Green-Kubo relation for self-diffusion coefficient in three dimensions is [199]:

D = 1
3

∫ ∞

0
dt⟨vi(t) · vi(0)⟩ (1.22)

where vi(t) is the velocity of each particle or centre of mass of each molecule.
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The Einstein relation for self-diffusion coefficient is [199]:

D = lim
t→∞

d

dt

1
6⟨|ri(t) − ri(0)|2⟩ (1.23)

where ri(t) is the position vector of the ith particle/atom.
In this thesis, the Einstein relation for diffusion coefficient has been used.

Shear viscosity

Shear viscosity can be calculated through a variety of methods [208].
It can be computed from the Green-Kubo relation using [199, 201, 205]:

η = V

kBT

∫ ∞

0
dt⟨Pαβ(t)Pαβ(0)⟩ (1.24)

where α ̸= β defines the off-diagonal elements of the pressure tensor. V is the volume of
the system. T is temperature, and kB is the Boltzmann constant.

In this thesis, we use the Green-Kubo relation for the calculation of shear viscosity.

Ionic conductivity

The Green-Kubo relation for the calculation of ionic conductivity, σ, is [209]:

σ = 1
V kBT

∫ ∞

0
⟨j(t) · j(0)⟩dt (1.25)

Here, T and V are the temperature and the volume of the system, respectively. j(t) is
charge flux. It is defined as:

j(t) =
n∑
i=1

zievi(t) (1.26)

vi and zie are velocity and charge on ion i, respectively. Ionic conductivity can also be
calculated through the Einstein relation. The Einstein for the molar conductivity can be
expressed as [210]:

Λ = N0e
2

6nkBT
lim
t→∞

d

dt

∑
i

∑
j

zizj⟨[Ri(t) − Ri(0)] · [Rj(t) − Rj(0)]⟩ (1.27)

Here, N0 is the Avagadro number, kB is the Boltzmann constant, e is elementary charge,
T , temperature, zi is the charge on the cation or anion, Ri(t) is the postion vector of the ith



1.7 Overview of some useful statistical quantities 22

ion, and n, the number of (cation-anion) pairs.
Equation 1.27 takes into account correlations in displacement between self and non-self

pairs of ions. Therefore the total molar conductivity takes all pairs of (cation-cation),
(cation-anion), (anion-anion) pairs into account.

The Nernst-Einstein molar ionic conductivity takes only self correlations into account
(Equation 1.28) [210]:

ΛNE = N0e
2

kBT
(Danion +Dcation) (1.28)

Here, Dcation and Danion are the diffusion coefficients of the cation and anion, respec-
tively.

The ionic conductivity can be calculated from the molar conductivity as [211]:

Λ = σ/c (1.29)

where c is the molar concentration of the electrolyte or the concentration of the salt in the
electrolyte.

In this thesis, we use the Einstein relation for the calculation of ionic conductivity.

1.7 Overview of some useful statistical quantities

1.7.1 Radial distribution function

The radial distribution function, g(r) is proportional to the probability of finding an atom in
a shell dr located at a distance r from a reference position. g(r) represents the distribution
of target atomic species around a reference atomic species and tells us of the local ordering
of the target atom type around the reference atom type [68].

The number of atoms found in a shell dn(r) located between distances r and r + dr is:

dn(r) = N

V
g(r)4πr2dr (1.30)

N is the total number of target atoms, and V is the volume of the system.
The volume of the shell of thickness dr (Figure 1.9) can be approximated to:

Vshell = 4
3π(r + dr)3 − 4

3πr
3 ≈ 4πr2dr (1.31)
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Figure 1.9: Looking at the space around the central particle in the form of shells of
thickness dr. Adapted from Ref. 212.

When more than one chemical species is involved:

gAB(r) = dnAB(r)
4πr2drρA

(1.32)

where ρA = NA

V
= NcA

V
. cA is the concentration of the species A.

An example of g(r) of oxygen of water (OW ) (target) around the zinc ions (Zn2+)
(reference) in a rechargeable aqueous zinc ion battery electrolyte is shown in Figure 1.10.

The running integral of g(r) (as defined in Equation 1.33), gives the running coordina-
tion number n(r) or cn(r). The running coordination number represents how many of the
target atoms have been accounted for as a function of radial distance r from the reference
atom.

n(r) =
∫ r

0
ρBg(r)4πr2dr (1.33)

Also, ∫ ∞

0
ρAg(r)4πr2dr = NA (1.34)

If reference and target atoms are of the same type, and N is the number of such atoms,
then,

n(r) =
∫ r

0
ρg(r)4πr2dr (1.35)

where, ρ is the density of the species being considered.
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Also ∫ ∞

0
ρg(r)4πr2dr = N − 1 (1.36)

Figure 1.10: Radial distribution function g(r) and coordination numbers n(r) of Zn2+

(reference) and OW (target) pair for a Zn(OTf)2 based aqueous electrolyte containing
propylene carbonate (PC) and dimethyl carbonate (DMC) as cosolvent.

1.7.2 Non-Gaussian parameter

The non-Gaussian parameter is a measure of how much the dynamics of the particles is
deviated from purely diffusive dynamics, i.e., a measure of the dynamic heterogeneity of
transport in the system [91, 213–215]. While the time interval corresponding to the peak
position represents the onset of diffusive dynamics, the height of the peak represents the
extent of dynamic heterogeneity.

α2 = 3⟨|∆R|4⟩
5⟨|∆R|2⟩2 − 1 (1.37)

∆R is the displacement of a particle and the average is taken over all time origins and
over all particles.
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1.7.3 van Hove correlation function

The van Hove distribution function G(r, t) is a real-space dynamical correlation function
for characterising the spatial and temporal distributions of pairs of particles in a fluid [216].

G(r, t) describes both the temporal evolution and the spatial distribution of either the
same particle or pairs of particles [217]. It is defined as in Equation 1.38:

G(r, t) = 1
N

〈
N∑
i=1

N∑
j=1

δ(|Rj(t) − Ri(0)| − r)
〉

(1.38)

Here, ⟨⟩ denotes average over all time origins. N is the total number of particles in the
system. Rj(t) is the position of the jth particle at time t.

G(r, t) can be split into "self" and "distinct" parts, Gs(r,t) and Gd(r,t), respectively.

G(r, t) = 1
N

〈
N∑
i=1

δ(|Ri(t) − Ri(0)| − r)
〉

+ 1
N

〈
N∑
i=1

∑
j ̸=i

δ(|Rj(t) − Ri(0)| − r)
〉

≡ Gs(r, t) +Gd(r, t) (1.39)

The self part of the van Hove correlation function,

Gs(r, t) = 1
N

〈
N∑
i=1

δ(|Ri(t) − Ri(0)| − r)
〉

(1.40)

represents the probability of finding a particle i at time t at a distance r away from its
position at time t = 0. The self part of the van Hove correlation function can detect the
presence of significant hopping present in the system [23, 218], as well as non-Gaussian
dynamics in the system when compared to systems with purely diffusive dynamics [219].
Gs(r, t) at the single particle level can also show hopping (Chapter 3 and 4B). A sudden
change in particle position (large displacement over a short time as shown in Chapter 3 and
Chapter 4B) with absolute time is a sure signature of single particle hop [220].

In a system where hopping is also a prominent mode of transport, the presence of
humps and valleys in Gs(r,t) as a function of radial distance r for a given time interval t, is
indicative of the presence of hopping. Humps in Gs(r,t) are indicative of pockets in radial
distances at which probability of finding the particular species is more over time interval t.
Valleys in Gs(r,t) are indicative of pockets in radial distances at which probability of finding
the particular species is less over time interval t. Such humps and valleys in Gs(r,t) can
exist only if the species hops.
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Figure 1.11: Self part of van Hove correlation function Gs(r,t) as a function of radial
distance r for Li-ions in an HCE.

Alongside Gs(r,t) of the system as is, it is useful to look at a system which is purely
diffusive with the same diffusion coefficient as the real data. This comparison allows us to
understand how dynamically heterogeneous the real data is. A system displaying purely
diffusive dynamics follows the Equation 1.41 [221]:

Gs(r, t) = e
−r2
4Dt

4Dt 3
2

(1.41)

Here, D is the diffusion coefficient of species we are looking at the Gs(r,t) of.
The distinct part of the van Hove correlation function,

Gd(r, t) = 1
N

〈
N∑
i=1

∑
j ̸=i

δ(|Rj(t) − Ri(0)| − r)
〉

(1.42)

represents the probability of finding a particle j at time t a distance r away from the position
particle i was at time t = 0.

Gd(r, 0)/ρ = g(r), where ρ is the density of particle of type j, and g(r) is the radial
distribution function of target type j around reference type i. Humps in Gd(r, t) between
the position of the first peak of g(r) and r = 0, indicate pockets of radial distances that j is
more likely to be found at time interval t with respect to the initial position occupied by i.
Likewise, valleys in Gd(r, t) indicate pockets of radial distances that j is less likely to be
found at time interval t with respect to the initial position occupied by i [222, 223].
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1.7.4 Cage relaxation time correlation functions

The solvation shell members around an alkali-ion were monitored. The number and identity
of the solvation shell neighbours defined the cage identity.

Continuous cage relaxation time correlation function

In this thesis, the following definition for the continuous cage relaxation time correlation
function, S(t) was used:

S(t) = ⟨s(t0 + t)m(t0 + t)⟩ (1.43)

S(t) is sensitive to the change in cage identity at any time instant t0 + t following a
time origin t0. Average is taken over all time origins t0 and all cage centers (alkali ions).
s(t0 + t) = 1 if the cage identity at t0 + t is the same as that at t0. Else, it is 0. m(t0 + t) =
1 if the cage identity was maintained intact at all times investigated from t0 to t0 + t. Else,
it is 0.

Intermittent cage relaxation time correlation function

The intermittent cage relaxation correlation function, C(t), is defined here as:

C(t) = ⟨s(t0 + t)⟩ (1.44)

C(t) allows for more leeway than S(t) in cage identity. If the cage identity at t0 and
t0 + t has remained the same, C(t0 + t) is given the value 1. Else, it is given 0. C(t) is not
sensitive to the cage identity between times t0 and t0 + t.

From S(t) and C(t) as defined, it is expected for S(t) to decay faster than C(t).
These cage relaxation time correlation functions can be fit to a linear combination of

exponentials (Equation 1.45).

f(t) =
N∑
i=1

Aie
−t
τi (1.45)

where Ai and τi are parameters that need to be fit.
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1.7.5 Velocity auto-correlation function & vibrational density of states

The velocity auto-correlation function (VACF) represents the extent of correlation between
the velocity of the same particle separated by time interval t [224].

It is defined as:
Cv(t) = ⟨v(t+ t0) · v(t0)⟩

⟨v(t0) · v(t0)⟩
(1.46)

Here again, average is taken over all time origins t0 and over all atoms of the species being
considered.

From Newton’s laws of motion and by definition of VACF (Equation 1.46), Cv(t) for a
non-interacting system (without forces) would be 1 at all time intervals t.

Whereas, in the presence of weak inter-atomic forces, over time, the forces would have
the effect of velocity de-(auto)-correlating the system. In this case, VACF (Cv(t)) shows an
exponential decay. The system is thought to lose memory of its initial velocity state with
time. Such an exponential decay can be expected in the case of atoms of a gas.

Lastly, when the inter-atomic forces are large, such as in dense systems (crystals and
liquids), one expects a damped oscillatory behaviour. Due to an ordered structure in crystals,
and fixed mean position of atoms, and fixed environments, atomic vibrations about their
mean position is largely regular apart from small perturbation forces that act over time.
Therefore there is a damped oscillatory behaviour. In amorphous solids and liquids, the
damping is larger due to the presence of diffusion and a more irregular and fluctuating
vibrational environments. In a more dense system, where the atoms are more caged, the
oscillations (although damped) will be more pronounced in comparison to that of a less
dense system.

One example of VACF for Li and Na-ions in HCEs is shown in Figure 1.12. Li-ions
have a tighter and smaller solvation shell in comparison to that of Na-ions. Thus, Li-ions
have a much larger frequency of rattling in their cages as compared to Na-ions.
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Figure 1.12: Velocity auto correlation function for alkali ions in HCEs; Li (black), Na
(red).

1.8 Some relevant experimental techniques and definitions

Experimental work for Chapter 6 presented in this thesis was carried out by the group of
Prof. Premkumar Senguttuvan.

Electrochemical parameters:

Working electrode: The electrode on which all the electrochemical events of interest in a
cell are carried out.
Counter electrode: The electrode that is used to complete the electrochemical circuit.
Reference electrode: The electrode with reference to which the change in potential of the
working electrode is measured [225].
Theoretical Voltage: The standard potential of a cell, which can be obtained experimentally
or can be calculated using the formula: Reduction potential of the cathode – Reduction

potential of the anode

Theoretical capacity: The total electric power involved in the electrochemical reaction
Coulombic efficiency (CE): The ratio of discharge capacity over charge capacity of a
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cell [226], expressible as:

CE = Discharge capacity

Charge capacity

= Total number of Zn ions back to the cathode

Total number of Zn ions departing the cathode
(1.47)

Important techniques:

Cyclic voltammetry (CV): A technique used to investigate the redox processes of a
molecular species [225]. Potential is swept between a range of values at a definite rate
at the working electrode, and the current density produced in this process is plotted as a
function of potential.
Chronopotentiometry: A galvanostatic technique used to study the chemical reaction
mechanism and the kinetics of a reaction. In this transient technique, the system is perturbed
from its equilibrium state to a new steady state, and electrochemical information is gained
during its relaxation time.
Electrochemical impedance spectroscopy (EIS): A technique used to gain insight into
various physical and electronic properties of a electrochemical system, in which the system
is perturbed from its equilibrium state with a small amplitude a.c. potential, and the output
current is measured [227].
Fourier Transform Infrared spectroscopy (FTIR): Used, along with Raman spectroscopy,
to determine the change in stretching frequency of various functional groups in the elec-
trolytes [228, 229].
X-ray photoelectron (XPS) or electron spectroscopy for chemical analysis (ESCA):
Surface sensitive techniques used to analyze the chemical or electronic state of the elements
present on the surface of the material up to a depth of 1-10 nm [230]. In these, the
kinetic/binding energy of electrons along with the number of electrons ejected from the
surface of the sample is measured by irradiating the sample with a beam of X-rays. The
binding energy of every element is unique, and this is used to determine the formal oxidation
state and the concentration of the element on the surface [231].
X-ray diffraction (XRD): A nondestructive technique used to characterize structure, phase
and orientation of crystalline materials [232–234]. The crystalline material acts as a three
dimensional diffraction grating for the X-rays that are generated from a cathode ray tube.
The diffraction pattern produce by the constructive interference of the X-rays provides
information about the periodic arrangement of atoms and molecules in the materials.
Scanning electron microscope (SEM): A type of microscopy used to analyse the surface



1.9 Additional computational techniques 31

morphology of the material with a resolution of 10 nm [235]. Most SEMs are integrated
with EDX (energy dispersive X-ray) spectrometers to allow qualitative chemical analysis
of the specimen, taking benefit of characteristic X-rays generated by the incident electron
beam.
Inductively coupled plasma optical emission spectroscopy (ICP-OES): An analytical
technique used to determine the concentration of various elements in an unknown sys-
tem [236]. ICP-OES uses a plasma torch consisting of ionic gases at a very high temperature
to excite the atoms of the sample, and the detector measures the light emitted by the sample
as it comes to the ground state.

1.9 Additional computational techniques

A large number of analyses were conducted on the MD trajectories through in-house
FORTRAN codes. These codes were written to calculate transport properties such as the
diffusion constant (from mean-squared displacement), ionic conductivity, and viscosity.
Codes were also written for calculating the radial distribution function, the potential of
mean force (through the Jarzynski equality), dynamic correlation functions such as the
self and distinct part of the van Hove correlation functions, the cage relaxation time
auto-correlation function, the non-Gaussian parameter, solvation shell type populations,
free-water percentage, and the velocity auto-correlation function.

Bash scripting and Tcl scripting were also used for some minor calculations.

1.10 Scope of the thesis

A brief outline of the remaining chapters of the thesis, followed by a more detailed descrip-
tion of each chapter comprise the scope of this thesis.

Chapter 2 presents a refinement of the force field to capture the transport and physico-
chemical properties of liquid sulfolane, a promising battery solvent. Chapter 3 employs
the force field developed in Chapter 2 to find evidence for Li-ion hopping in HCEs and to
characterize hop events and hop energy barriers. Chapter 4 contains three sub-chapters.
Chapter 4A provides a description of the methods used for the force-field refinement of
the bis-(fluorosulfonyl)imide anion. Employing the force field for the anion presented in
Chapter 4A, Chapter 4B reports the liquid state structure and transport of Na-ion and
Li-ion based HCEs. Chapter 4C studies mixed alkali ion electrolytes as a means to im-
prove the transport properties of pure Na-ion HCEs. Chapter 5 confirms the presence
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of bicationic complexes in Li and Na-based HCEs through AIMD simulations. AIMD
simulations, quantum chemical geometry optimization, and frequency calculations are
employed to understand the stability of these clusters. In a work carried out in collaboration
with experimentalists, Chapter 6 describes how the addition of propylene carbonate (PC) as
a cosolvent to water remedies challenges faced at both electrodes in rechargeable aqueous
zinc ion batteries.

Chapter 2: Due to sulfolane’s amphiphilic nature, high oxidative and thermal stability,
and optimal solvation power of cations, it shows much promise as an upcoming solvent in
battery electrolytes. Hence, an all-atom force field that quantitatively captures its transport
properties is essential. A refined force field that yields significantly improved estimates
for self-diffusion constant and shear viscosity is presented. Prediction for physicochemical
properties such as density, surface tension, and heat of vaporization are in good agreement
with experiments as well. While the site charges of the molecule were obtained by periodic
DFT calculations of the bulk liquid, quantum potential energy scans are used to refine the
Lennard-Jones parameters. The near-neighbor structure in liquid sulfolane is characterized
by an antiparallel arrangement of molecular dipoles.

Chapter 3: Based on the ratio of diffusion coefficients of various species, ion hopping
is believed to be a significant mode of transport for small ions (Li-ions) in liquid high
concentration electrolytes (HCEs). Herein, its microscopic signatures are determined
through the self part of the van Hove space-time correlation function. The long and
short time imprints of hopping in HCEs are shown using LiBF4-in-sulfolane mixtures as
models. Li-ions prefer to transit to previously occupied Li-ion sites. Hopping in the liquid
matrix is an activated process, and its free energy barrier and transition state structure are
determined. Nanoscale compositional heterogeneity was observed in HCEs, as evidenced
by the presence of anion bridged Li-ion chains. Further, the simulations shed light on the
composition, stiffness, and lifetime of the solvation shell of Li ions.

Chapter 4: The bis(flurosulfonyl)imide (FSI) anion is currently used widely in HCEs.
An improved force field for the FSI anion is presented in Chapter 4A. The FSI force
field was found to be generic enough to be applicable to two different classes of systems,
viz., Li and Na salts in sulfolane and ionic liquids such as [C2MIM]FSI. In Chapter 4B,
using the force field for FSI obtained in Chapter 4A, a comparative study of the structure
and transport of lithium and sodium based HCEs is made. It is observed that diffusion
coefficients of various species in Na-ion based HCEs are about an order of magnitude
smaller than in Li-ion based ones. Li-ions diffuse faster than Na ions since they have a
smaller solvation shell radius. They also have a higher propensity to hop, again due to their
relative size and a larger Einstein frequency – the cage rattling frequency. In Chapter 4C,
with a view to reducing the consumption of Li salt, the enhancement of transport properties
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of sodium HCE through lithium doping is studied. It is found that the transport properties
of all species in the HCE are improved by replacing a fraction of Na-ions with Li-ions. The
non-Gaussian parameter of ions demonstrates the system to be dynamically heterogeneous.
At the time interval corresponding to its maximum, as the Li-content in the electrolyte
increases, the fraction of Li-ions increases for which the translational displacement is larger
than that predicted by pure diffusion. Therefore, Li-ions carried an increasing fraction of
the total current as the Li-content of the electrolyte was increased (increasing transference
numbers of Li). The cage relaxation time of Li-ions decreases with increasing Li-ion
fraction while that for Na-ion is nearly independent of it.

Chapter 5: The presence of ligand-bridged cation pair complexes in HCEs observed in
classical MD simulations presented in Chapter 4B are further investigated in this chapter.
Their presence in both Li-ion HCE and Na-ion HCE models is confirmed through AIMD
simulations. It is found that cation pair complexes composed of Na-ions are more probable
than those composed of Li-ions. The dependence of the free energy of formation of cation
pair complexes on the number of shared ligands was determined. The chemical identity of
the cations and of the shared ligands as well as their composition decide the stability of a
cation pair complex.

Chapter 6: Aqueous rechargeable zinc-ion batteries are limited in their scope, due to
poor Coulombic efficiencies, dendritic growth on zinc anode, and structural degradation and
dissolution of oxide cathode. Given that ‘free water’ (water molecules unassociated with
any other species) is implicated in parasitic reactions at either electrode, the introduction of
a polar co-solvent, propylene carbonate (PC), is shown to reduce the amount of free water
in the system through the formation of PC-water hydrogen bonds. Using PC as a co-solvent
also modulates the composition of the Zn-ion primary solvation shell by replacing water
molecule(s) with the organic carbonate and/or the anion. These chief observations from
the simulations offer a microscopic explanation for the significant enhancement in battery
characteristics upon the addition of PC to the electrolyte observed in experiments.
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Chapter 2

A refined force field for liquid sulfolane
with particular emphasis on its transport
characteristics

2.1 Introduction

Sulfolane (IUPAC: thiolane 1,1-dioxide, CAS: 126-33-0) is an indispensable industrial
solvent. Since sulfolane is a member of the sulfone class of molecules, it is also commonly
referred to as tetramethylene sulfone. Liquid sulfolane has high thermal stability and a
wide liquidus range, making it a very useful solvent for several high-temperature reactions
even in the presence of strong acids and bases [1]. Sulfolane is particularly useful in the
separation of aromatic hydrocarbons from a mixture of hydrocarbons, and in the sulfinol
process of purifying natural gas through the removal of carbon dioxide, hydrosulfuric acid,
and a few other sulfur-containing compounds [1]. In recent times, however, liquid sulfolane
is also being studied for its benefits as a solvent in lithium(Li)-ion and sodium(Na)-ion
batteries [2–7]. High oxidative stability, thermal stability, and relative permittivity (43.3 [8])
of sulfolane, make it a strong prospective solvent candidate for electrolytes in highly-stable,
high-voltage batteries [2–4]. Certain high salt concentration electrolytes formed with
sulfolane in Li-S batteries have proven particularly promising. In these batteries, sulfolane
behaves as a sparingly soluble solvent for Li2SX . These batteries are stable with better
cycling, high-durability, and high energy density [5]. Combined with hydrofluoroethers,

Work reported in this chapter was published with the same title in ACS Omega 2020, 5, 28285–28295
(https://doi.org/10.1021/acsomega.0c04243)
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sulfolane has the added advantage of enhancing the diffusivity and rate-capability in these
Li-S batteries [5].

Active research in the use of high concentrations of a lithium (or sodium) salts in
sulfolane as battery electrolytes are in progress since these super-concentrated electrolytes
address both the increased energy and safety requirements for next-generation recharge-
able batteries [2, 5]. However, it is also important to note that sulfone based electrolytes
have certain disadvantages in being used as a battery component. Some of these are their
high melting point (except sulfolane with melting point Tm = 301.55K) [1], high viscos-
ity (of liquid-sulfolane - 10.35 mPa·s at 303.15 K [1]), inferior wettability of electrodes
and separators, and formation of unstable solid-electrolyte interface (SEI) materials [9].
These challenges can be overcome, however. For example, sulfolane in combination with
non-solvating fluorinating ether overcomes these challenges in addition to providing high-
efficiency cycling of Li-metal even at high Li salt concentrations [10].

The broad applicability of sulfolane partially finds its footing in its ‘two-in-one’
structure- a ring composed predominantly of carbon atoms and a SO2 crown. Although
aprotic, the SO2 group of sulfolane is the source of its significant dipole moment (5.65
Debye from MP2 level calculations carried out in this work). The massive dipole moment
contributes to its high relative permittivity of 43.3 [8], when compared to other dipolar
aprotic solvents. Sulfolane’s ring of carbon atoms and its large dielectric constant come
with a twin-benefit. Sulfolane is miscible in several polar organic compounds, and at the
same time, as a solvent, it solvates many inorganic compounds [1, 11]. Examining its SO2

group more closely, the vibrational spectrum of SO2 in sulfolane is very typical of most
sulfones and is therefore also of wide interest in understanding this class of compounds [12].
Keeping these in mind, a comprehensive understanding of sulfolane’s physicochemical
nature, and exploring the full utility of this promising multipurpose solvent is important.
Apart from experiments, this necessity can also be met through computational studies on
sulfolane by providing molecular level insights into its properties, which may serve as new
directions for future experimental studies.

In the past, molecular simulations, molecular dynamics (MD) simulations and con-
figurational bias Monte Carlo simulations have used general and refined force fields to
accurately capture several, if not all experimentally reported thermophysical and thermo-
chemical properties of substances [13–23]. However, a force field that accurately captures
the transport properties of sulfolane and whose potential energy surface (PES) is in good
agreement with that obtained from quantum calculations is currently absent. The availability
of such a force field is of paramount importance to realizing the utility of sulfolane-based
battery electrolytes. The simulations of Aparicio and coworkers in Ref. 24 on sulfolane
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reproduces the density, heat of vaporization, and self-diffusion constant in fair comparison
with experiments; however, the shear viscosity predicted by the model is half of that of the
experimental value, which is somewhat surprising as the self-diffusion coefficient predicted
by the model too is 23% lesser than the experimental value. Furthermore, the electric dipole
moment of a single molecule of sulfolane calculated from the model is just 3.9 Debye when
compared to the value calculated from MP2 level quantum calculations of 5.65 Debye
(vide infra). Thus, our continued search for a more physicochemically meaningful and
quantitatively reliable force field for sulfolane is not out of place.

While general, all-purpose force fields capture relatively simpler physical properties
such as the density of such solvents, quantitatively accurate force fields for transport
properties of sulfolane are required, which can enable molecular simulations to provide
insights and directions to experimental research on a near-equal footing. The work presented
in this chapter is aimed in that direction.

In this study, we aim to arrive at an effective force field parameter set for sulfolane
with particular emphasis on selecting appropriate non-bonded descriptors such as site
charges and Lennard-Jones parameters for use in molecular simulations. The atomic-
site charges in a liquid can, in principle, be considerably different from those obtained
through quantum gas-phase calculations [21]. To derive liquid phase atomic-site charges
for our MD simulations of bulk sulfolane, quantum Density Functional Theory (DFT)
optimizations of independent snapshots obtained from the liquid phase of sulfolane were
carried out. These snaphshots were selected from MD simulations using a generic force
field and gas-phase DDEC6 [25] charges (see computational methods). Later, this electron
density was partitioned to atomic site charges through the well-established density-derived
electrostatic and chemical (DDEC6) charge partitioning method [25]. Correspondingly,
we have also modified the Lennard-Jones interaction parameters to improve the match to
quantum potential energy surface scans between a pair of molecules. In addition to refining
the non-bonding parameters, we have derived the equilibrium values for bond-lengths and
bond-angles through single-molecule quantum geometry optimizations at MP2 level of
theory. The dihedral parameters used in Ref. 2 were retained in the current study. We find,
our force field parameters, while being the closest in reproducing quantum potential energy
scans, predict properties such as density, heat of vaporization nearly at par with force fields
such as the Optimized Potentials for Liquid Simulations (OPLS) force field [15]. This
refined force field predicts diffusivity and viscosity, and interfacial properties of sulfolane
in better agreement with experiments than other force fields. As a test of the applicability of
the refined parameters, in the results section, we provide a comparison between the values
of several experimentally determined properties against those predicted by our force field
and two other general force fields. We also calculate various properties of sulfolane as a
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function of temperature and compare them against values reported from experiments.

2.2 Computational methods

The non-planar nature of sulfolane molecule is illustrated in Figure 2.1 which also provides
atom labels.

S

OO

Thiolane 1,1-dioxide
CAS-No: 126-33-0

HC1
HC1

HC1

HC1

HC2
HC2

HC2
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CS1 CS1

CS2 CS2

OFO OFO
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Figure 2.1: (a) Molecular structure of sulfolane. (b) Atom types of sulfolane. (c) Chemical
identifiers of compound sulfolane.

Liquid sulfolane modelled at 303K and 1 bar using the force field described in Ref. 2
yielded a reasonably accurate density of 1284 kg·m−3. However, the self-diffusion coeffi-
cient of sulfolane using the force field of Ref. 2 (DRef.2 was calculated to be 6.0 × 10−13

m2·s−1) was more than two orders of magnitude lesser than the experimental value of
Dexp,extrapolated = 14.72 × 10−11 m2·s−1 obtained of extrapolation from experimental data
in Ref. 2. As a consequence of the underestimation of diffusivity, the viscosity of sulfolane
was inestimable from molecular simulations even when calculated through a long MD
trajectory of 25 ns duration.

To investigate the applicability of OPLS force field of sulfolane, we first obtained
its parameters from the LigPArGen Server [26–28]. Although we found that the OPLS
force field with the 1.14*CM1A-LBCC charges [27] estimates many physical properties
of liquid sulfolane well, the viscosity calculated using this force field was around twice
the experimentally reported value of 10.05 mPa·s [29]. Hence, a refined force field for
sulfolane capturing its transport properties accurately, remained a necessity.

We started the force field refinement of sulfolane using the parameters used in Ref. 2 as
our initial guess.
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The total potential energy of the system is a sum total of energies from non-bonded
contributions such as the Coulombic and the Lennard-Jones interactions and those from
the bonded contributions of bond, angle and dihedral-angle excitations (Equation 2.1). We
refine the Coulombic and Lennard-Jones interactions, bond and angle equilibrium values to
arrive at the refined set of parameters reported here. r0 is equilibrium bond-length, kb is
bond force-constant, θ0 is equilibrium bond-angle, kθ is angle force-constant, ϕ, kϕ, and
ϕs are dihedral parameters. σij and ϵij are LJ parameters, rij is the distance between the
centers of the ith and jth atoms. ϵ0 is the permittivity of free-space and qi is the atomic site
charge of the ith atom.

2.2.1 Non-bonded parameters

1. Deriving atomic-site charges

Method of refining atomic-site charges (DDEC) used here has earlier been employed to
refine parameters for imidazolium cation based ionic liquids. Refined for imidazolium
cation–PF6

− anion pair, these parameters were found to be transferable across a family of
imidazolium-based ionic liquids [21, 30, 31]. The fact that this procedure, when systemati-
cally applied to two very different kinds of liquids has yielded reliable parameters (property
predictions are comparable to experimentally measured values) prompts us to believe that
this procedure can now be used to refine force field parameters for many different classes
of liquids. It is also possible that the refined force field for sulfolane reported here is
extendable with minor modifications to the entire class of sulfone compounds.

In order to derive atomic-site charges from DFT calculations of liquid sulfolane, seven
independent snapshots were chosen from a NVT MD run. This MD run used the force
field of Ref. 2 barring the atomic-site charges. Atomic-site charges used were obtained for
a single sulfolane molecule from DDEC6 [25] calculations post a quantum optimization
using B3LYP/6-311g(d (Table A.1). These gas-phase DDEC6 charges obtained were used



2.2 Computational methods 58

in the MD simulation contained twenty-six sulfolane molecules in liquid-phase at 303
K. The linear dimension of the NPT equilibrated box was 16.3 Å. These snapshots were
then geometry optimized within quantum density functional theory using CP2K software
(version 6.1) [32] with the Perdew, Burke, and Ernzerhof (PBE) exchange-correlation
functional [33] and Grimme’s D3 empirical van der Waals corrections [34]. A convergence
criterion of 10−6 a.u. for the gradient of electronic wave functions, and 5 × 10−3 a.u. for
the force on the nuclei, were employed. The core-electrons and nuclei were accounted
for using the Geodecker–Teter–Hutter (GTH) pseudopotentials [35, 36]. All valence
electrons were represented by triple-ζ double-polarized basis sets with an energy cutoff
of 320 Ry. The coordinates obtained from this minimization were used to obtain valence
electron density at the same level of theory. This density was stored in a cube file and was
used to obtain DDEC6 liquid phase atomic charges using Chargemol software (Version
3.5) [37]. The atomic-site charge distribution over seven snapshots were fairly narrow (see
Appendix Figure A.1) and hence their mean was utilizable. More detailed discussions on
the applicability of this procedure followed in deriving condensed-phase charges can be
found in Ref. 30. Site charges were averaged over all the molecules of a snapshot as well
as over all the seven snapshots to arrive at the final liquid phase DDEC6 charges employed
in the refined force field simulations. These charges are presented in Table 2.1. Charges
from Ref. 2 and those from OPLS [27] are also provided for the sake of completeness.

Atom type Ref. 2 OPLS This work

SFO 1.56000 1.22980 1.067020
OFO -0.78000 -0.57030 -0.562630
CS1 -0.12000 -0.46675 -0.324400
CS2 -0.12000 -0.16105 -0.135542
HC1 0.06000 0.16740 0.142387
HC2 0.06000 0.12420 0.102144

Table 2.1: Atomic site charges q(e) of sulfolane derived from quantum calculations of bulk
liquid and used in the simulations reported here. Charges from Ref. 2 and of the OPLS
force field [26–28] are provided for the sake of completeness.

2. Refinement of Lennard-Jones parameters

The Lennard-Jones (LJ) parameters were obtained by conducting several trials to fit quan-
tum chemical rigid potential energy surface (PES) scans of a pair of sulfolane molecules as
a function of the distance between them. The PES scans were performed using Gaussian 16
software [38]. These scans were performed in gas phase along two different directions of
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(a) (b)

(c) (d)

Figure 2.2: (a) & (b) Directions along which a pair of sulfolane molecules are made to
approach each other during the potential energy scan (PES). (c) & (d) Corresponding PE
surfaces.

approach of the molecules (shown in Figure 2.2(a) and (b)). The two initial configurations
for gas-phase calculations were created in GaussView software (version 5.0.9. [39]). Sub-
sequently, the LJ parameters employed in Ref. 2 were suitably modified through several
trials so that the total potential energy calculated with the force field matches the quantum
chemical PES as closely as possible (shown in Figure 2.2(c) and (d)). Since the PES
calculations were carried out in gas phase, the gas-phase DDEC6 site charges presented in
Table A.1 were used to arrive at the refined LJ parameters. The LJ parameters of Ref. 2,
OPLS, and our refined force field (used henceforth in this work) are provided in Table 2.2.
The PES of both OPLS and of Ref. 2 are much shallower when compared to the MP2 result.

The bonded parameters (bond stretch, and angle bending) used in the current chapter
are provided in the Appendix Tables A.2 and A.3. Sulfolane, being a cyclic molecule,
was anticipated to have large dihedral energy barriers compared to kBT , where kB is the
Boltzmann constant and T, temperature (303 to 398) K. Hence, we do not expect that at
these temperatures, the dihedral angles deviate much from the equilibrium structure. Hence,
dihedral parameters were adopted as is from Ref. 2 without any refinement.
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Atom type
σ ϵ

Ref. 2 OPLS This work Ref. 2 OPLS This work
SFO 3.55 3.55 3.80 1.046 1.046 2.000
OFO 2.96 2.96 2.90 0.879 0.711 0.711
CS1 3.50 3.50 3.55 0.276 0.276 0.100
CS2 3.50 3.50 3.50 0.276 0.276 0.100
HC1 2.50 2.50 2.00 0.126 0.126 0.050
HC2 2.50 2.50 2.50 0.126 0.126 0.067

Table 2.2: Lennard-Jones (LJ) parameters for all the force fields studied - σii (Å) and ϵii
(kJ·mol−1) of equation 2.1. Those of Ref. 2 and of OPLS [26–28] are provided for the sake
of completeness.

2.2.2 Molecular dynamics simulations of liquid sulfolane

Liquid sulfolane was modelled using these refined parameters. Classical MD simulations
were performed using GROningen MAchine for Chemical Simulations, i.e., GROMACS
package [40–42] (version 2018.3). Particle–particle mesh Ewald (PPPM) solver was used
to calculate the long-range electrostatic interactions [43]. A precision of 10−5 was used
for the same. The leap-frog algorithm, with a time step of 1 fs, was used to evolve the
system in time. Atom coordinates were dumped at an interval of 1 ps. C–H covalent
bonds were held constrained with the LINCS (Linear Constraint Solver) algorithm present
in GROMACS [44]. Verlet algorithm used by GROMACS was employed for neighbor
lists [45]. Van der Waals and Coulomb cutoff distances were both taken to be 12Å, with
a neighbor list up to 14Å. Interactions between different atom types was defined using
geometric mean, i.e., σij = (σiiσjj)1/2 and ϵij = (ϵiiϵjj)1/2. The same combining rules
are used by OPLS and our calculations using the force field in Ref. 2. 1-2 and 1-3 pairs
interact via bond stretch and bending interactions only. For the non-bonding interaction
involving 1-4 pairs, a scale factor of 0.5 is applied to both the Lennard-Jones and Coulomb
interactions. For all remaining atom pairs, the scale factor for non-bonding interactions
is 1.0. Long-range energy and pressure dispersion corrections were applied. The Nosé–
Hoover thermostat [46] was employed with a coupling time-constant of 0.5 ps. NVT
production trajectories were used for a majority of the analyses. Berendsen [47] and
Parrinello-Rahman barostats [48, 49] were used for constant-temperature and constant-
pressure NPT equilibration, and NPT production runs, respectively. In either case, a
coupling time-constant of 2 ps was used. The barostat was coupled to the system every
10 steps when using the Berendsen barostat and every step with the Parrinello-Rahman
barostat. An initial configuration of 800 sulfolane molecules was generated using the
packing optimization for the automated generation of starting configurations for molecular
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dynamics simulations (Packmol-Version 18.002) software [50]. Minimization using the
steepest gradient method was followed by constant-NPT equilibration of the system for
10 ns. Constant-NPT production runs of 25 ns followed this. After that, constant-NVT
equilibration for 10 ns were performed. In the OPLS force field framework and that of the
refined force field reported here, the NVT productions runs at 303 K were of duration 50 ns
each. Only in the case of the simulations carried out using the force field of Ref. 2 at 303 K,
owing to its sluggishness, an NVT production of 1 µs was required to reach the diffusive
regime.

Liquid sulfolane was simulated at several temperatures in the range (303 K to 398 K)
using the refined force field. NVT production runs of 50 ns were conducted for simulations
at 303 K, 25 ns at 323 K and 348 K, and over 12 ns at 373 K and 398 K. Other details for
these runs remain the same as those for the one performed at 303 K.

Periodic boundary conditions were applied along all three directions. The NPT equili-
brated box-lengths to accommodate 800 sulfolane molecules for various force fields studied
here, and for the various temperatures at which the refined force field was studied, are
given in Appendix Table A.4. Visualization was carried out in Visual Molecular Dynamics
(VMD) software [51].

2.3 Results and Discussion

All percentage deviations mentioned are calculated from the corresponding experimental
value, unless stated otherwise. All expanded uncertainties (U) are those calculated on the
average value of the property reported.

2.3.1 Density

Average density for each force field studied was calculated by considering 25 ns of the NPT
production run (after NPT equilibration) (Table 2.3). The data was divided into five blocks
of 5 ns duration each. Method of calculating expanded uncertainty (U) on the mean have
been provided in Appendix A. The NPT equilibrated box-lengths are provided in Table A.4.
As shown in Table 2.3, percentage errors in density (∆ρ) with respect to the experimental
density, defined ∆ρ = (ρsim−ρexp)

ρexp
× 100 for all force fields are within 3%.

The force field also predicts the temperature dependence of the density of liquid
sulfolane rather well. These values are provided in (Table 2.4 and Figure 2.3).
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Force field ρsim
a ∆ρ (%)

Force field of Ref. 2 1297.15 ± 1.8 2.71
OPLS 1250.00 ± 0.3 -1.02
This work 1292.28 ± 0.4 2.33
Literature 1262 [52], 1262.3 [29] –

1261.9 [53], 1260.4 [54] –
1260.4 [55], 1260.80 [56] –

a The expanded uncertainty (U) is reported at 95% level of confidence.

Table 2.3: Density ρsim (kg·m−3) of liquid sulfolane estimated by all force fields at
temperature T = 303 K and pressure p = 1 bar. Experimental density at the same state point
is ρexp = 1262.9 kg·m−3 (Ref. 57)

Temperature / K ρThis work
a,b ρexp ∆ρ (%)

303 1292.28 ± 0.4 1262.9 [57] 2.33
313 1280.66 ± 0.4 1254.1 [57] 2.12
323 1268.89 ± 0.5 1245.2 [57] 1.90
348 1239.15 ± 0.7 1222.9 [53] 1.33
373 1208.09 ± 0.4 1200.9 [53] 0.60
398 1177.21 ± 0.4 1178.9 [53] -0.14

a The expanded uncertainty (U) is reported at 95% level of confidence.
b Density data follows a linear fit, y = mx + c, with m = -1.21

kg·m−3·K−1, and c = 1660.18 kg·m−3.

Table 2.4: Comparison between density of liquid sulfolane from this work ρThis work

(kg·m−3) with the density of sulfolane from experiments ρexp (kg· m−3) in the temperature
range T = (303 to 398) K, and at pressure p = 1 bar. ∆ρ is calculated with respect to the
corresponding experimental value.

Figure 2.3: Comparison between densities predicted from this work with those from
experiments in the temperature range, T = 303K - 398K and at pressure p = 1 bar.
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2.3.2 Intermolecular Structure: Radial Distribution Functions

Figure 2.4: Radial distribution function between the following pairs of atoms at 303 K - (a)
Center of Mass (COM)–COM, (b) SFO-SFO, and (c) OFO-HC1 (intermolecular). (d)-(f)
coordination numbers corresponding to (a)-(c), respectively. Black - force field of Ref. 2,
red - OPLS, and blue - this work.

The intermolecular radial distribution functions (RDF) between select pairs of sites calcu-
lated from all the three force fields at 303 K are presented in Figure 2.4. The center of mass
(COM)–COM RDF (Figure 2.4(a)) and SFO-SFO RDF (Figure 2.4(b)) suggest that the
first coordination shell of sulfolane ends a little short of 8 Å. Also, reminiscent of liquid
argon, the first coordination shell contains 13 molecules on an average. From Figure 2.4(c),
we see that the HC1 hydrogens can be found closer to the OFO oxygen in simulations
using the force field reported here in comparison to the remaining two. This may be a
consequence of the fact that the refined force field reported here justifiably identifies two
types of hydrogens (HC1 and HC2), depending on the electronegativity of the carbon atoms
(CS1 or CS2) they are attached to. Although OPLS force field too considers sulfolane to
have two hydrogen and carbon atom types in terms of their charges, its LJ parameters do
not distinguish between these two types. The position of the first peak of OFO-HC1 RDF
obtained using the force field of Ref. 2 and that from OPLS match with each other and is at
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a slightly larger distance than the one obtained from the refined force field; this observation
is consistent with the respective PES presented in Figure 2.2. RDF for other atom-pairs are
reported in Figure A.3.

2.3.3 Molecular Dipole Moment & Intermolecular Dipole Correlations

The dipole moment from each force field of a single sulfolane molecule was calculated
using the geometry optimized structure obtained from MP2 level of theory, but with charges
as prescribed by the respective force field. These values are tabulated in Table 2.5. The
magnitude of dipole moment from OPLS force field and that from our force field are within
5% of the MP2 value, while that described in Ref. 2 is within 10% of the same.

Description p / Debye ∆p (%)

MP2/aug-cc-pvdz 5.646 –
Force field of Ref. 2 6.178 9.42
OPLS 5.425 -3.91
This work 5.922 4.89

Table 2.5: Dipole moment magnitude p (Debye) of a sulfolane molecule in gas phase
obtained by all force fields and a quantum chemical calculation. The dipole moment
predicted from the refined force field (This work) uses the derived DDEC6 liquid phase
charges reported under “This work” in Table 2.1. The experimentally determined gas-phase
dipole moment is 4.69 Debye [1]. The deviation ∆p has been calculated w.r.t. the MP2/aug-
cc-pvdz value.

One can expect the significantly large electric dipole moment (Table 2.5) of sulfolane
to influence the intermolecular structure and orientation in its liquid phase. As mentioned
earlier, MP2 calculations of the single molecule yield a dipole moment value of 5.65 Debye
(Figure 2.5(a)). Despite the fact that sulfolane possesses a gas phase dipole moment which
is significantly higher than that of water (1.85 Debye [58]), its static dielectric constant is
much lesser (43.3 [8]) than that of liquid water (76.55 at 303 K [59]) and is comparable to
that of DMSO (46 [60] at 298K).

The molecular size (volume) of a sulfolane molecule is approximately 101.04 cm3·mol
(167.8 Å3 per molecule) obtained from single molecule gas-phase quantum calculations
using Gaussian 16 software [38]. Details for this calculation are provided in Appendix A.
This large molecular volume and hence large intermolecular distances even to the first
solvation shell (see COM-COM pair-correlation function in Figure 2.4(a)), limits the ex-
tent of intermolecular orientational preferences that can potentially arise from its large
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dipole moment; The large molecular volume of sulfolane results in its smaller dielectric-
constant of in comparison to dimethyl-sulfoxide (DMSO) [1] and water. However, the
large dipole-moment of sulfolane may possibly be a part of the reason behind its higher
dielectric-constant in comparison to other polar aprotic solvents [1].

Figure 2.5(b) shows the combined probability density function, P(r,cosθ), representing
orientational preference and spatial distribution of dipoles of sulfolane molecules around a
central sulfolane dipole. Here, r is the radial distance from the central sulfolane dipole and θ
is the angle made between the central dipole and the dipole at r. P(r,cosθ) is averaged over
all sulfolane dipoles over a 5 ns trajectory. Figure 2.5(b)-(d) suggest that the orientational
effect of a central dipole on its neighboring dipoles is limited; however, a certain degree of
anti-parallel or near-antiparallel alignment of near neighbor sulfolane molecules is seen.
The probability density function of dipole orientations for dipoles present between 4.5 Å
and 5.5 Å from a central sulfolane molecule is shown in Figure 2.5(e). Once again, a pref-
erence for anti-parallel orientations is noticed. The increased intensity between 5.5 Å and 6
Å in Figure 2.5(b) (corresponding to Figure 2.5(f)), coincides with the first peak position of
the COM-COM pair correlation function presented in Figure 2.4(a). A weak preference
for a parallel orientation with the central sulfolane dipole is seen at these distances. This
feature is due to a weak competition in the dipole-dipole interactions of molecules in this
region with the central molecule and with molecules in the 4.5 Å to 5.5 Å region.

We also study P(r,cosθ) as a function of temperature (Figure 2.6). We find that tem-
perature does not have a significant effect on P(r,cosθ) over the temperature range studied
here. This, we speculate, is due to the large dipole moment of sulfolane. However, we see
some decrease in number of sulfolane molecules whose dipoles align anti-parallelly to the
central sulfolane dipole. Also, the various regions of the P(r,cosθ) shift marginally to larger
distances as a result of the decrease in density with increase in temperature.
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Figure 2.5: (a) Orientation of the dipole moment vector of sulfolane molecule obtained from
MP2 level calculations. (b) Combined intermolecular inter-dipole orientational (cosθ) and
radial distance (r) probability density function (PDF), illustrating the distance dependence
of dipole orientation around any central sulfolane dipole. Amongst the sulfolane dipoles
within the first solvation shell (8 Å) of a central molecule, the ones closest (within 5 Å)
show an orientational preference of close to 180◦ as in (c) and close to 130◦ as in (d).
Pink spheres in panels (c) and (d) are molecular center of masses, and the blue arrows are
molecular dipole moment vectors. Distances marked are in Angstrom. Snapshots (c) and
(d) have been chosen randomly among those sulfolane molecules with twelve neighbors in
the first solvation shell. Probability density function of the cosine of the angles between
dipoles for a range of distances, (e) from 4.5 Å to 5.5 Å, and (f) from 5.5 Å to 6.0 Å.
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Figure 2.6: Temperature dependence of combined intermolecular inter-dipole orientational
and radial distance probability density function. (a) 303 K, (b) 323 K, (c) 348 K, (d) 373 K,
and (e) 398 K.

2.3.4 Heat of vaporization

The heat of vaporization provides a good estimate of the strength of intermolecular in-
teractions present in any liquid. Assuming ideality in the gas-phase, it is defined as
∆Hvap = Egas − Eliq + RT [61], where ∆Hvap is the heat of vaporization, Egas is the
average total energy of a sulfolane molecule in the gas-phase, Eliq is the average total energy
per molecule in the liquid-phase, R is the universal gas constant, and T, temperature. The
mean value of the heat of vaporization of liquid sulfolane at 303K was calculated from
three independent single molecule gas-phase NVT calculations (Egas) (Nsample = 3) and
from a common single realization of Eliq for each force field. The results are tabulated in
Table 2.6, and details are provided in Appendix A.
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Force field ∆Hvap,sim / kJ·mol−1a ∆(∆ Hvap) (%)

Force field of Ref. 2 67.05 ± 0.17 0.48
OPLS 60.71 ± 0.24 -9.02
This work 59.43 ± 0.27 -10.94
a The expanded uncertainty (U) is reported at 95% level of confidence.

Table 2.6: Heat of vaporization ∆H (kJ·mol−1) obtained using force fields at temperature
T = 303 K, and pressure p = 1 bar. The experimental value using the Clapeyron and Cox
equations is 66.73 kJ·mol−1 [62].

All the force fields yield heat of vaporization within 11% of experiment.

2.3.5 Surface tension

Details of calculation of surface tension are provided in Appendix A. The surface tension
estimated from all the force fields, including the one presented here, are presented in
Table 2.7. Surface tension data in literature seems to vary greatly from one experimental
report to another. Thus, we desisted from calculating it as a function of temperature and
limited ourselves to ambient conditions.

Force field γ / mN·m−1a ∆γ (%)

Force field of Ref. 2 53.43 ± 4.6 50.51
OPLS 45.50 ± 1.6 28.17
This work 34.62 ± 0.5 -2.48
Literature 35.5 [63] –

35.5b –
47.95 [29] –

a The expanded uncertainty (U) is reported at 95% level
of confidence.

b https://m.chemicalbook.com/ChemicalProductProperty_DE_cb3852996.htm

Table 2.7: Surface tension γ (mN·m−1) of liquid sulfolane at temperature T = 303 K, and
pressure p = 1 bar calculated using different force fields. Experimentally determined value
is γexp = 35.50 mN·m−1 [64].
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2.3.6 Shear viscosity

Another crucial transport property to validate the transport properties obtained through force
field is shear viscosity. We calculate it from the off-diagonal components of the pressure
tensor from equilibrium MD simulations. The stress-stress time correlation function and
the shear viscosity derived therefrom, are calculated according to the Green-Kubo method
in a manner similar to Ref. 65. The Green-Kubo expression used for viscosity calculation
is provided in Appendix Equation A-1. An example for the pressure tensor correlation
function in time is shown in Figure A.4. Further details of the calculation are provided in
Appendix A.

The running intergral of shear viscosity is shown in Figure 2.7. The calculation of
uncertainty U on the reported viscosity (Table 2.8) obtained from block-averaging, was
obtained in a manner very similar to that of density.

Figure 2.7: Running integral for shear viscosity of liquid sulfolane estimated from the
OPLS force field and from the current work at temperature T = 303 K and pressure p = 1 bar.
The dashed line is drawn at the experimental value of 10.284 mPa·s [53] for comparison.
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Force field η / mPa·sa ∆η (%)

Force field of Ref. 2 Not estimable within 25 ns run Not estimable
OPLS 20.47 ± 0.04 99.05
This work 11.43 ± 0.15 10.02
Literature 10.228 [55], 10.05 [29] –

10.30 [52], 10.074 [56] –
10.4010 [57] –

a The expanded uncertainty (U) is reported at 95% level of confidence.

Table 2.8: Shear viscosity η (mPa·s) estimated by all force fields at temperature T = 303
K, and pressure p = 1 bar. Experimentally determined value of shear viscosity is 10.284
mPa·s [53].

We have also calculated the shear viscosity of liquid sulfolane at different temperatures,
and find that the calculated values using the refined force field are in good comparison
with experiments (See Table 2.9 and Figure 2.8). Running integral of the pressure time
correlation function as a function of temperature is shown in Appendix Figure A.5.

Temperature / K ηThis work
a,b ηexp ∆η (%)

303 11.43 ± 0.15 10.284 [53] 10.02
323 6.53 ± 0.03 6.312 [53] 3.45
348 5.25 ± 0.03 3.846 [53] 36.50
373 2.05 ± 0.02 2.57 [53] -20.23
398 1.59 ± 0.04 1.835 [53] -13.35

a The expanded uncertainty (U) is reported at 95% level of confidence.
b The data follows the Vogel-Fulcher-Tammann (VTF) equation [66],

η = η0 · e
B

T −TV F , where η0 = 0.0026 mPa·s, B = 2554.6092 K, and
TV F = 0.0 K. Since in the present case, the VTF equation reduces
to the Arrhenius equation, the activation energy obtained from an
Arrhenius fit is 21.24 kJ·mol−1.

Table 2.9: Comparison between the shear viscosity of liquid sulfolane calculated using the
force field reported here, ηThis work (mPa·s), with that reported in experiments ηexp (mPa·s)
in the temperature range T = (303 to 398) K, and at pressure p = 1 bar. ∆η is calculated
with respect to the experimental value.
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Figure 2.8: Comparison between shear viscosity predicted from this work with those
reported in experiments in the temperature range, T = (303 to 398) K and at pressure p = 1
bar.

2.3.7 Self Diffusion Coefficient

The self-diffusion coefficient of sulfolane was calculated from the mean squared displace-
ment (MSD). Reliable measurements of the experimental diffusion coefficient were not
found in the literature. Thus, we estimated it by a linear extrapolation of the experimentally
reported diffusivity of sulfolane in solutions of varying concentrations of LiBF4 [2] to zero
concentration of LiBF4 at 303 K. The diffusion-constant obtained through this procedure
is 14.72 × 10−11 m2·s−1, and is herein considered as the experimental diffusion constant,
against which values from different force fields are compared. Constant NVT simulations
of duration 50 ns at the equilibrated density were used to calculate the MSD for the OPLS
force field and for the refined force field (see Figure 2.9). The smallest time interval for
which MSD was calculated was 1 ps. The diffusive regime was determined from the time
point, the exponent β(t) defined in Appendix Equation A-2, reaches unity (2 ns to 26 ns).
Further details of the calculation are provided in Appendix A.
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⟨|∆r|2⟩ (MSD) as a function of time-interval t is shown in Figure 2.9. β(t) for sul-
folane in each force field considered is shown in Appendix Figure A.6. The self-diffusion
coefficients (D) calculated are provided in Table 2.10. The diffusion constant from the
refined force field developed herein is closest to the experimental value.

Figure 2.9: Mean square displacement of sulfolane (MSD) of center of mass(COM) as a
function of time for all force fields studied in this work. The dashed green line represents
the y = x line, provided here for the sake of comparison.

Force field D/10−11 m2·s−1a ∆ D (%)

Force field of Ref. 2 0.06 ± 0.001 -99.59
OPLS 7.12 ± 0.08 -51.63
This work 11.89 ± 0.4 -19.16
a The expanded uncertainty (U) is reported at 95% level of

confidence.

Table 2.10: Self diffusion coefficient D (m2·s−1) of liquid sulfolane estimated from
simulations using the three force fields, at temperature T = 303 K, and pressure p = 1 bar.
Experimentally determined value of diffusion-constant obtained through extrapolation from
data in Ref. 2 is 14.72 × 10−11m2·s−1.

We also calculated the self-diffusion coefficient of sulfolane as a function of tempera-
ture. The results are provided in Table 2.11 and Figure 2.10. Experimental self-diffusion
constants were not found in the literature for comparison.
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Temperature / K D/10−11 m2·s−1a,b

303 11.89 ± 0.4
323 22.33 ± 0.5
348 40.83 ± 0.7
373 65.77 ± 1.2
398 103.38 ± 1.3

a The expanded uncertainty (U) is reported at 95% level
of confidence.

b The data follows an exponential fit of the form :
D = A · e

−Ea
kB T . Where activation energy Ea = 22.60

kJ·mol−1, and A = 97372.59 × 10−11m2·s−1.

Table 2.11: Self-diffusion coefficient of liquid sulfolane as a function of temperature as
predicted from this work, D

Figure 2.10: Self-diffusion coefficients of liquid sulfolane as a function of temperature in
the range T = (303 to 398) K.

2.4 Conclusions

In this work, the need for a force field that quantitatively captures the transport properties
of liquid sulfolane has been met. In order to achieve this, average atomic-site charges
were derived for the liquid phase of sulfolane using periodic density functional theory
calculations and the DDEC6 method for partitioning the electronic density into atomic site
charges. Narrow atomic-site charge distributions in the liquid allowed for obtaining site
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charges through DFT geometry optimizations of independent snapshots chosen from a MD
trajectory.

A modification of charges necessitates a refinement of Lennard-Jones (LJ) parameters as
well. Thus, chemically different atom types were identified, and their LJ-parameters were
tuned so that the total potential energy of a pair of sulfolane molecules as a function of their
intermolecular distance calculated within the refined force field, matches that obtained from
reference quantum chemical calculations as closely as possible. Lastly, we also modified
the equilibrium bond-length and bond-angles to those obtained from gas phase quantum
chemical optimization of a sulfolane molecule.

Although our force field is a non-polarizable one, the values predicted by it for several
physical and chemical properties such as molecular dipole moment, liquid density, viscosity,
self-diffusion coefficient, and surface tension quantitatively match experimental data to a
fair extent with the benefit of having computed them with much lesser computational cost
as compared to simulations using ab-initio MD methods or with polarizable force fields. In
particular, we stress on the remarkable agreement of self-diffusion coefficient and shear
viscosity of this refined force field with experiments, since reproducing transport quantities
from non-polarizable force fields has always posed a challenge [65]. We notice that the
match of density and heat-of-vaporization from the refined force field with experiments is
not as good as that for transport properties and surface tension. However, among other force
fields studied here, the refined force field parameters reported here yield the closest match
to the quantum PES scans. Also, the rigorous method used for derivation of atomic-site
charges within the liquid phase of sulfolane reinforces our faith in the reliability of the
refined force field, particularly for transport properties. A temperature dependent study of
several physical quantities yielded results in quantitative agreement with experiments. This
increased the reliability of this refined force field. The near-neighbor structure in liquid
sulfolane is characterized by anti-parallel arrangement of molecular dipoles.

Several quantitative predictions regarding sulfolane assisted reactions and its viability
as an emerging battery electrolyte component can now be made with fair certainty. It is
also interesting to note that the refined force field for sulfolane may be applicable to the
entire class of sulfone compounds with minor modifications. Investigations along these
lines constitute the next chapter.
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[3] M Sedlarikova, Jiří Vondrak, J Maca, and K Bartusek. Sulfolane as solvent for lithium
battery electrolytes. J. New Mater. Electrochem. Syst., 16(2), 2013.

[4] Josef Maca, Martin Frk, Zdenka Rozsivalova, and Marie Sedlarikova. Properties of
sulfolane based aprotic electrolytes. Port. Electrochim. Acta, 31(6):321–330, 2013.

[5] Azusa Nakanishi, Kazuhide Ueno, Daiki Watanabe, Yosuke Ugata, Yoshi-
haru Matsumae, Jiali Liu, Morgan L Thomas, Kaoru Dokko, and Masayoshi
Watanabe. Sulfolane-based highly concentrated electrolytes of Lithium
bis(trifluoromethanesulfonyl)amide: ionic transport, Li-ion coordination, and Li–S
battery performance. J. Phys. Chem. C, 123(23):14229–14238, 2019.

[6] Taisho Seita, Yoshiharu Matsumae, Jiali Liu, Ryoichi Tatara, Kazuhide Ueno, Kaoru
Dokko, and Masayoshi Watanabe. Graphite–lithium sulfide battery with a single-phase
sparingly solvating electrolyte. ACS Energy Lett., 5:1–7, 2019.

[7] Yukihiro Okamoto, Seiji Tsuzuki, Ryoichi Tatara, Kazuhide Ueno, Kaoru Dokko, and
Masayoshi Watanabe. High transference number of na ion in liquid-state sulfolane
solvates of Sodium bis(fluorosulfonyl)amide. J. Phys. Chem. C, 124(8):4459–4469,
2020.

[8] Joe W Vaughn and Conrad F Hawkins. Physical properties of tetrahydrothiophene-1,1-
dioxide and 3-methyltetrahydrothiophene-1,1-dioxide. J. Chem. Eng. Data, 9(1):140–
142, 1964.

[9] Kang Xu. Nonaqueous liquid electrolytes for lithium-based rechargeable batteries.
Chemical Reviews, 104(10):4303–4418, 2004.

[10] Xiaodi Ren, Shuru Chen, Hongkyung Lee, Donghai Mei, Mark H Engelhard, Sarah D
Burton, Wengao Zhao, Jianming Zheng, Qiuyan Li, and Michael S Ding. Localized
high-concentration sulfone electrolytes for high-efficiency lithium-metal batteries.
Chem, 4(8):1877–1892, 2018.
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Chapter 3

Hopping in high concentration
electrolytes - Long time bulk and
single-particle signatures, free energy
barriers, and structural insights

3.1 Introduction

From Chapter 2, we learnt that sulfolane shows great promise as a battery solvent in terms
of its high voltage operation applicability, high thermal stability, and high solvation ability.
We employ the refined force field developed in Chapter 2 for sulfolane towards realising
lithium-ion (Li-ion) high concentration electrolytes (HCEs) in this chapter. This enabled
us to study structure and transport of Li-ion electrolytes in general and Li-ion hopping
in HCEs in particular. HCEs have myriad advantages. One of the ways to achieve safer
high-voltage Li-ion batteries is to use HCEs, which reduces flammability [1, 2]. Further,
anion-derived solid electrolyte interphase (SEI) formed in HCEs enable greater stability and
longer term cycling compared to present-day dilute electrolyte batteries wherein solvent-
derived SEI is generated [2–10]. High-energy density and voltage needs are also met by
HCEs (solvent-in-salt electrolytes). Some specific advantages of using HCEs are: increased
battery life-span [11], higher Coulombic efficiency [12], ultrafast charging [13], prevention
of solvent degradation [13, 14], larger and more stable electrochemical windows [15],

Work reported in this chapter was published with the same title in J. Phys. Chem. Lett. 2020, 11,
9613-9620 (https://doi.org/10.1021/acs.jpclett.0c02995)
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higher rate capability [16], and higher transport numbers of alkali ions [17, 18]. Although
HCEs are generally thought to suffer from the drawback of low ionic conductivity, this
drawback has been overcome in part recently by an appropriate choice of anions in mixed-
anion HCEs [19], and in part by adding a non-solvating and/or low-viscosity additive
solvent [20–22]. Most HCEs, however, continue to suffer from low ionic conductivities.

In HCEs, Li-ions are conceived to be a part of solvent or anion bridged chain-like
electrolyte structures for ligand exchange [23–25]. Presence of ion-aggregated (AGG)
structures are also thought to facilitate Li-ion transport [26–28]. Further, HCEs do not obey
the Stokes-Einstein relation [23, 29]. Li-ions are less mobile than the solvent molecules
and counterions at low concentrations of salt; however, at high concentrations, the converse
is true. An ion hopping mechanism in HCEs has been proposed to explain these charac-
teristics [23]; however, at present, the process is yet to be comprehensively characterised
microscopically and thus remains elusive. Ion hopping has also been identified as one
probable mode of transport for small ions in polymeric ionic-liquids, making this mode of
transport of increasing relevance [30].

In the present study, we aimed to increase our understanding of such HCEs (solvent-in-
salt) electrolytes appreciably, with a particular emphasis to understanding the “hopping”
phenomenon using LiBF4 in sulfolane as a case study [23, 31]. The salt LiBF4 and solvent
sulfolane were particularly chosen for a direct comparison with extensive experiments on
the same [23].

In this chapter, we defined a Li-ion “hop” to be a motion of a Li-ion which occurs
within a few picoseconds and involves a ligand/nearest-neighbor exchange. Depending on
the concentration of the electrolyte and the nature of the salt and solvent, ligand-exchange
may occur over a few picoseconds to hundreds of picoseconds [24, 29]. We did not refer to
these ligand-exchanges that occur over beyond a few picoseconds as being hops; rather,
such events are likely to arise from a combination of hopping and diffusive motions (in
varying proportions). The umbrella term, hop+diffusive is used henceforth to refer to them.
This chapter reports signatures of “hopping” over a large range of timescales, i.e, from a
few picoseconds corresponding to a single hop to microsecond timescales corresponding
to averaged bulk-imprints of hop-events. The latter is important due to the highly viscous
nature of the medium at high salt concentrations. We also obtained an understanding of the
following - preferred locations to which Li-ions hop+diffuse, concentration dependence
of the composition of the solvation shell of Li-ions, structural and dynamic heterogeneity,
and structural relaxation in these electrolytes. Most importantly, through steered molecular
dynamics (SMD) simulations, we obtained the free energy barrier for the hopping of Li-ions
making this the first attempt, to our knowledge, in the calculation of ion-hopping barriers
in a liquid matrix (barring H+ hopping [32–38]). MD simulations of the LiBF4:SUL=1:1
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crystal were also carried out in order to draw parallels between the structure of crystal
HCEs and liquid HCEs as well as to study hopping in both systems.

3.2 Methodology and Simulation Details

In the present study, the lithium salt employed is lithium tetrafluoroborate (LiBF4), and the
solvent used is sulfolane. Figure 3.1 shows the structure of these molecules along with the
atom types considered in our study.

Figure 3.1: (a) Lithium ion (Li-ion), (b) Tetrafluoroborate anion (BF4), and (c) Sulfolane
molecule (SUL) (solvent).

3.2.1 Force-field details

The atom types, Lennard-Jones (LJ) parameters, and bonded parameters used for LiBF4

are the same as in Ref. 23. Atomic site charges and LJ parameters for LiBF4 are given in
Table 3.1. The atomic site charges used for LiBF4 were derived using the LiBF4:SUL = 1:1
crystal structure available in the Cambridge Structure Database (CSD) as CCDC 1866668
and reported in Ref. 23. The electron density distribution of this unit cell was calculated
through quantum density functional theory using CP2K software [39]. Perdew, Burke, and
Ernzerhof (PBE) exchange-correlation functional [40] and Grimme’s D3 empirical van der
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Waals corrections [41] were employed. The core-electrons and nuclei were represented
using the Geodecker–Teter–Hutter (GTH) pseudopotentials [42, 43]. All valence electrons
were represented by triple–ζ double-polarized basis sets with an energy cut-off of 320 Ry.
This electron density stored in a cube file was used as input to Chargemol [44] software for
partition to atomic site DDEC6 charges [45]. The charges over all atoms of the same atomic
type were averaged to obtain the charges used in our liquid phase simulations (Table 3.1).

Atom type Charge (e−) σ (Å) ϵ (kJ/mol)

Li 0.82 1.46 0.799144
B 1.10 3.5814 0.397480
F -0.48 2.95 0.255224

Table 3.1: Atom types, atomic site charges, and Lennard-Jones parameters of LiBF4 used
in this work.

The force-field parameters for sulfolane used in this study are the refined parameters
reported in Chapter 2.

Li-BF4-SUL crystal

The same force field parameters used for simulating the liquid phase were used here, except
for a small change in the atomic site charges of F atoms. In the liquid phase, all the four F
atoms of a BF4 ion are equivalent, but the same is not true in the crystal phase where two
of the fluorine atoms coordinate with Li ions while the other two do not (see Figure B.1
crystal structure). So two different atomic site charges were used for these two different
types of fluorine atoms as shown in Table 3.2.

Atom type Charge (e−)

Li 0.82
B 1.10

F1 (non-coordinating) -0.448
F2 (coordinating) -0.512

Table 3.2: Atom types and atomic site charges of LiBF4 used in this work for the simulation
of the crystal.
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3.2.2 Molecular dynamics (MD) simulation details

Concentrations of LiBF4 in sulfolane for which experimental data have been reported (as in
Ref. 23) were chosen for our simulations in order to conduct a concentration dependent
study, while at the same time ensuring that insights gleaned from our simulations are
realistic to a fair extent. To this end, PACKMOL software [46] was used to generate random
configurations of the constituents at each concentration. GROMACS-2018.3 package [47–
49] was employed to generate the MD trajectories. Insights on the structure and on various
equilibrium properties were gleaned from the analysis at each of these concentrations.
These trajectories were utilized to investigate various aspects of Li-ion hopping in highly-
concentrated electrolytes. The temperature and pressure for all production runs were 303 K
and 1 bar, respectively. Most analyses were carried out with in-house FORTRAN codes.

A timestep of 1 fs was used to integrate the equations of motion using the leap-frog
algorithm. All C-H bonds of sulfolane were constrained using the LINCS algorithm [50] in
GROMACS. The Lennard-Jones (LJ) and Coulomb cut-off distances were fixed at 12 Å, and
the neighbor list cut-off was extended to 14 Å. Long-range interactions were accounted for
using particle–particle mesh Ewald (PPPM) method [51]. 1-2, 1-3 non-bonding interactions
were set to zero. For 1-4 pairs, non-bonding LJ and Coulombic interactions were included
with a scale factor of 0.5. For all other atom-pairs, a scale factor of 1.0 was used. Geometric
mean was employed as the combining rule for calculating the interaction between different
atom types. Long-range dispersion corrections to energy and pressure were applied.

The random packing at each concentration was energy minimised within the force-field
which was followed by constant-NPT equilibration run using Berendsen barostat [52]
and Nosé–Hoover thermostat [53]. Following this, a constant-NPT production run using
Parrinello-Rahman Barostat [54, 55] and Nosé–Hoover thermostat was carried out. The
average density estimated from the NPT production run was used to run constant-NVT
equilibration and finally, the constant-NVT production run. For the Nosé–Hoover ther-
mostat [53], a coupling time-constant of 0.5 ps was used, and the system was coupled
to the thermostat every 10 timesteps. For the Berendsen [52] and the Parrinello-Rahman
barostats [54, 55], a coupling time constant of 2 ps used. Either barostat was coupled with
the system once every 10 timesteps and every 1 timestep, respectively, for high (>1 M)
concentration and low concentration systems. More than one independent run is required at
moderate to high concentrations of LiBF4 to infer any reliable and statistically significant
conclusions in these sluggish systems. To create independent NVT production runs, in
addition to the NVT runs mentioned earlier, the average box size obtained from NPT at
303 K was also NVT thermalized at two other temperatures, viz., 340 K and 350 K for 2
ns. These systems were then annealed back to 303 K followed by short NVT equilibration
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runs for 10 ns at 303 K. Following this, independent NVT production runs at 303 K were
run. A total of three independent NVT trajectories were analyzed to arrive at the averaged
transport properties. Electrolyte concentration of 4.26 M was simulated at three different
temperatures, viz., 303 K, 333.15 K, and 363.15 K, as experimental physicochemical
properties were reported for this concentration and the aforementioned temperatures in
Ref. 23. The number of molecules of each compound at every concentration of LiBF4, the
temperature of the system, the corresponding box-size, and the run-lengths for MD runs
carried out are provided in Tables B.1 and 3.3, respectively. To simulate a bulk environment,
periodic boundary conditions were applied along all three axes. Vizualizations were made
using the Visual Molecular Dynamics (VMD) software [56].

Li-BF4-SUL crystal

First, the system was energy minimised in the force field framework and then warmed
from 5 K to 223 K in the NVT ensemble at a heating rate of 20 K/ns. Nosé–Hoover
thermostat with coupling time constant 1 ps was used for the NVT simulation. After
sufficient equilibration in the NVT ensemble, the final configuration was used to start
the NPT simulation at 303 K. Parinello-Rahman with anisotropic coupling (each side is
independently coupled) and Nosé–Hoover thermostat with coupling time constants of 10 ps
and 1 ps, respectively, were used for the NPT simulation. All other simulation protocols
are the same as in the previous section. The NPT simulation was run for 10 ns and the last
5 ns was used for analysis.

Simulations of the crystal of two different sizes cryst-216 and cryst-120 (see above),
were performed. The larger system (cryst-216) was used for structural analysis and the
smaller system (cryst-120) was used to estimate the free energy of Li hopping.

3.2.3 MD run duration details

The trajectory lengths for NPT equilibration, NPT production, NVT production, and the
number of independent NVT production trajectories simulated at each concentration are
as in Table 3.3. All the runs in Table 3.3 were conducted at temperature T = 303 K, and
pressure P = 1 bar.
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Salt conc. Molar ratio Temperature Force NPT NPT No. of Each NVT prod.
(M) LiBF4:SUL (K) field equilibration production independent duration (ns)

used duration (ns) duration (ns) NVT runs

5.76 1:1.35 303 This work 20 400 3
1 run for 2005 and

2 runs for 1005
5.76 1:1.35 303 Ref. 23 10 400 1 1005
4.26 1:2.00 303 This work 10 120 3 1005
4.26 1:2.00 333.15 This work 10 120 1 700
4.26 1:2.00 363.15 This work 10 50 1 100
3.04 1:3.00 303 This work 10 100 3 500
2.36 1:4.00 303 This work 10 80 3 80
1.25 1:8.00 303 This work 10 60 3 60
1.00 1:10.08 303 This work 12.8 60 3 60
1.00 1:10.08 303 Ref. 23 12.8 60 1 60
0.51 1:20.00 303 This work 10 20 1 60
0.21 1:50.00 303 This work 5 10 1 50
0.00 0:800 303 Ref. 57 10 25 1 50
0.00 0:800 303 Ref. 23 10 25 1 1000

Table 3.3: MD run-length details.

3.3 Results and Discussion

This chapter reports several different aspects of the structure, transport, and hopping phe-
nomenon in HCEs. The main results have been illustrated and discussed in detail in the
main body of the chapter. Several system details, physico-chemical properties, and details
of each analyses are provided in the appendix and are referred to in the main body of the
chapter.

3.3.1 Force field validation, proof & characteristics of Li-ion hopping

The force-field is validated by comparing densities, ionic conductivities, and self-diffusion
coefficients at various concentrations of LiBF4 in sulfolane (Tables B.3, B.4, and B.5,
respectively) with the experimental data of Ref. 23. Results for these quantities from
our force-field are in fair comparison with experiments (Figures 3.2(a) and (b)). The
transference number of Li-ions increases with increase in Li-salt concentration, and its
values are in excellent agreement with experimental data [23] (Table B.6). Ionic conductivity
was also calculated with respect to temperature at 4.26 M (Figure B.2(d)). The activation
energy calculated from the Arrhenius fit to the data from our simulations is 3.22 kcal/mol
(Figure B.2), which is in good agreement with the experimental value of 3.16 kcal/mol [23].
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This match further validated the force-field used here. Insights from simulations of crystals
to aid the understanding of liquids are rare in the literature. We also examined characteristics
of hopping events in the crystal and draw parallels to those in HCEs.

Figure 3.2: (a) Ionic conductivity obtained from our simulations and those reported in
experiments of Ref. 23 at 303 K and 1 bar. c is the concentration of LiBF4 in liquid sulfolane.
Black: Experiments, Red: Simulations (b) Ratio of self-diffusion coefficient of BF4 anion
(green) and sulfolane solvent (red) to that of lithium (Li) ions from our simulations (stars)
and from experiments (up triangles) of Ref. 23. The dashed lines for the simulation data
are a guide to the eye. (c) Non-Gaussian parameter α2 at different concentrations of LiBF4.
Snapshots from the simulation of the solution at 5.76 M concentration show the environment
around a Li-ion (d) before a hop and (e) after the hop. The time difference between the
two snapshots is 10 ps. Purple sphere: Lithium. Stick models show sulfolane molecule
(yellow-S, red-O, cyan-C and white-H), and BF4 anion (blue-B, and gray-F). Distances
(in Å) of the Li-ion to its initial and final coordinating ligands atoms are mentioned beside
the corresponding bond. The trajectory of the Li-ion during the hop is overlayed on both
snapshots (d) and (e) at an interval of 1 fs (small spheres). The color gradient from red to
white and then to blue of these spheres represents the direction of time. Red represents an
earlier time, and blue represents a later time.

Li-ions in highly viscous HCEs are expected to be heterogeneous in their dynamics. A
measure of dynamic heterogeneity, the non-Gaussian parameter, α2 of Li-ions (Equation A-
5, Figure 3.2(c)) exhibits distinctly large peaks, particularly at the highest concentrations
of the salt (> 4 M). While the increase in peak height of α2 with increase in salt concen-
tration is indicative of the growing deviation of Li-ion dynamics from a homogeneous
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behavior, the position of the peak is suggestive of the time of onset of diffusive dynamics
(Figures B.3(b) and (c)) [58–60]. This observation suggested that ion transport mechanisms
distinctive from pure diffusion are operative at high salt concentrations. Visualisation of
trajectories in this regime revealed sudden jumps (“hops”) of Li-ions over an interval of a
few picoseconds. Figures 3.2(d) and (e) depict one such event wherein the hopping of a
Li-ion changed its coordination environment – a BF4 anion in its first coordination shell
has been replaced by a sulfolane molecule. Significant dynamic heterogeneity of Li-ions in
HCEs may in part stem from the fact that Li-ions predominantly remain caged (with slow
diffusive motion of the cage), and occasionally exhibit hops. However, bulk signature of
hopping are required to undeniably establish their presence and importance in HCEs.

In order to investigate small ion hopping at high salt concentrations in the electrolyte,
we employed the self-part of the van Hove correlation function [61], Gs(r,t), defined in
Equation A-6. Gs(r,t) gives the distribution of distances by which Li-ions have moved
during any chosen time interval. A purely diffusive motion follows the Gaussian distribution
described in Equation A-7. The presence of humps beyond the first peak at any chosen time
interval indicates hopping of Li-ions alongside diffusion (Figure 3.3(b)). They indicate that
at the end of a time interval, Li-ions prefer to be found at distances corresponding to humps
rather than at valleys. Multiple humps in Gs(r,t) were seen at 5.76 M and almost none are
seen at 1 M or at low concentrations of salt (Figures 3.3(a) and (b). Details of this calculation
are presented in the appendix (Figure B.4). Following this work, Li et al. used Gs(r,t) to
explore hopping in Li salt-doped poly(ionic liquid) with different extents of asymmetry
in anions [62]. As the salt concentration is increased, Li-ions become increasingly caged,
leaving occasional hops as the predominant means of motion for these ions. Qualitatively
consistent with predictions from experiments, in our simulations, the humps in Gs(r,t)
corresponding to Li-hopping become noticeable around the same concentration of salt
where DX /DLi becomes less than 1 (Figure 3.2(b)). At a given concentration, at short
time intervals, Li-ions travel to larger distances than they would have done purely through
diffusion (compare black colored dashed and continuous lines in Figure 3.3(a) and (b)).
Over a short time interval, the number Li-ions that have hopped in HCEs are small, and the
humps corresponding to their hops are smeared out by their diffusive motion.

Gleaning insights from the behavior of individual Li-ions proved equally vital. Fig-
ures 3.3(c) and (d) single Li-ion Gs(r,t)s revealed that while at low concentrations, the
transport of Li-ions is primarily through diffusion, at high concentrations it is predominantly
via hops. As expected from the substantial dynamic heterogeneity of Li-ions at 5.76 M
(Figure 3.2(d)), we found that for a given trajectory duration, on an average, some Li-ions
typically hop multiple times (Figure 3.3(c)), some others hop just once, and some remained
completely caged (Figure B.6). The overall shift in the position of the first peak in all Gs(r,t)
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Figure 3.3: Gs(r,t) of Li-ions at (a) 1 M, and (b) 5.76 M at different time intervals. Dashed
lines of the same color as the solid lines, represent Gs(r,t) for purely diffusive systems at
those select time intervals. Li-ion Gs(r, t) of one arbitrarily chosen Li ion at (c) 1 M, and
(d) 5.76 M, at various time intervals. Radial distance rLi(t) of the Li-ion at time t from
its position at time t = 0 (black), and distances between the position of the Li-ion and
the position of coordinating ligand atoms at time t (other colors) at (e) 1 M, and (f) 5.76
M. For a fair comparison between the modes of transport at the two salt concentrations (1
M and 5.76 M), the Li-ions were chosen such that they have both moved 2 Å over the 1
ps duration, respectively. Schematics representing the contrasting transport behavior seen
in (e) and (f) are shown below the corresponding plots. Here, the central Li-ion and its
coordination environment is depicted.
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towards the right with increase in time interval, corresponds to the diffusive component of
the Li-ion′s motion.

Away from a time-averaged picture, we looked at a single hop event of a Li-ion. In
Figures 3.3(e) and (f), we considered two Li-ions which have moved the same distance
in the same duration of time in the low and high concentration electrolytes, respectively.
The Li-ion at 1 M (Figure 3.3(e)) dragged along all its coordinating neighbors covering a
distance of 2 Å in a gradual manner (See schematic in Figure 3.3(e)). Such Li-ions can be
viewed as [Li(solvent)x(anion)y]+z. At low salt concentrations, x = 4 and y = 0 is most
probable (Figures B.9(a)–(d)), and Li ions of the form [Li(solvent)x]+ travel as an entire
complex (Figure 3.3(e)). Since these complexes undoubtedly have a larger hydrodynamic
radius than that of either the solvent or anion molecules, the lower diffusivity of Li-ions
relative to the other components is partly understood. However, the Li-ion at 5.76 M
(Figure 3.3(f)) made a swift change in position by moving away from one coordinating
ligand and getting closer to another (hop) (schematic in Figure 3.3(f)). Such Li-ions can
separate from an anion to associate with a solvent molecule and vice-versa within a few
picoseconds. While the transport of the Li-ion at 1 M can be likened to diffusive/vehicular
motion, the hopper at 5.76 M is an example of structural or mixed diffusion described in
Ref. 63 and in the Introduction chapter in this thesis.

3.3.2 Where do the Li-ions hop to?

Clearly, in a crystal, a Li-ion is likely to hop to a vacant Li-ion site. In amorphous solids,
glasses or supercooled liquids too, ions are more likely to hop to a site vacated by an ion
of the same kind [64–68]. It is interesting to ask what the scenario is in liquids. To this
end, we calculated the distinct part of the van Hove correlation function [61] (defined in
Equation A-8) between different Li-ions (Figure 3.4).

In Figure 3.4, the t = 0 curves represent the pair correlation function, g(r). At any
concentration, Gd(r,t) should be unity for all r at t=∞. Its approach to unity, in particular,
at distances less than the first peak position reveals the nature of ion transport. At low
salt concentrations, at a given time interval, the probability density decreases smoothly as
r → 0 from the position of the first peak, implying diffusive motion of the first neighbor
Li-ion towards the central Li-ion vacancy position (Figures 3.4(a) and (b)). However, at
higher salt concentrations, a clear peak in the probability density at r = 0 is seen with a
valley between it and the position of the first peak (Figures 3.4(c) and (d)). This feature
indicates that the neighbor Li-ion prefers to hop+diffuse to the lithium vacancy site (at
r = 0) even in a liquid, in close correspondence with hopping in a crystal. Following
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Figure 3.4: Distinct part of the van Hove correlation function between Li-ions at the
following concentrations – (a) 1 M, (b) 2.36 M, (c) 4.26 M, and (d) 5.76 M. (e) and (f)
show the initial and final snapshots of a 350 ns long trajectory of three different Li-ions at
5.76 M. These ions are colored green, dark gray and orange. The trajectory of these Li-ions
over 350 ns have also been overlayed in the form of small spheres at an interval of 500 ps.
Direction of time is from red to white and then to blue. The gross directions of motion of
the three ions have been shown using arrow marks in (e).
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this work, similar observations are made by Li et al. in Li salt-doped poly(ionic liquid)
containing anions with different extents of asymmetry [62]. We illustrated the nature of
the hop+diffuse motion via a concerted set of events captured from our MD simulations at
5.76 M in Figures 3.4(e) and (f). At the end of 350 ns, the orange Li-ion was on its way
to occupying a site previously occupied by the gray Li-ion. The gray Li-ion hopped to a
position very close to that which was previously occupied by the green Li-ion. Therefore,
ions like the gray one contribute to the small hump close to 0 Å. By virtue of hopping
in several steps to r = 0 alongside diffusion, they also contributed to the dip around 2 Å
(mixed vehicular and structural diffusion [63]). The green and gray Li-ions are examples of
cooperative ion transport that is at play in HCEs. For the two longest time intervals shown
in Figures 3.4(c) and (d), it is seen that the peak earlier present at r = 0 has shifted to the
right. We attributed this to the motion of the vacant site itself over long time scales.

3.3.3 Structure-transport correlation in HCEs

The varied dynamics exhibited by Li-ions in this HCE has structural underpinnings. Exami-
nation of intermolecular structure of the electrolyte through solvation shell composition
and radial distribution function analyses (Figures B.9, B.10, and B.11) reveal:

(a) Li-ions at all concentrations prefer a total coordination number of four, as is well
known [69],

(b) The fluorine content in the first solvation shell of Li-ions increases with increase in
LiBF4 concentration in line with similar findings in Refs. 70, 71, and

(c) At 5.76 M (LiBF4:SUL=1:1.35), the most probable solvation shell composition of
Li-ions bears a striking resemblance with that in the LiBF4:SUL=1:1 (7.9 M) crystal
(Figure B.1).

Interestingly however, in contrast to the crystal, 5.76 M exhibits microheterogeneity in
its structure. The Li-Li g(r) (Figure B.10(a)) exhibits a left-shoulder at all concentrations,
but one which is more prominent at 5.76 M. This prominence arises from distinctly proximal
Li-ions. From the Li-Li ion Gd(r,t) (Figure 3.4(d)), we see that Li-ions have a preference
to hop+diffuse to previously occupied Li-ion sites approximately 5 Å away. Therefore,
Li-ions separated by 5 Å or lesser were of particular interest to us. We termed such Li-ions
as Li∗-ions, and examined their neighborhood at 5.76 M. We found Li* regions to be richer
in BF4 anion and equally poorer in sulfolane molecules, although the mole fraction of the
anion in the electrolyte is lesser than that of sulfolane (Table B.1)! Whereas, the scenario in
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Figure 3.5: (a) Li∗-S, Li-S, Li∗-B, and Li-B running coordination numbers at 5.76 M.
Vertical, green line is the position at which the sum of the coordination numbers with B and
with S ≈ four. (b) Three Li∗-ions bridged by two BF4 anions in the liquid electrolyte at 5.76
M (LiBF4:SUL = 1:1.35), observed in the simulations reported herein. (c) Three Li-ions (in
purple) bridged by two BF4 anions in LiBF4:SUL = 1:1 crystal from experiments [23].
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the liquid on an average (for all Li-B, Li-S), as expected, is opposite to this observation
(Figure 3.5(a)). We found that two Li∗-ions are predominantly bridged by a BF4 anion
(Figure 3.5(b)) [25, 72, 73]. Environments containing three or more Li∗-ions connected
through such bridging ligands found at 5.76 M liquid, were likened to a similar chain of
Li-ions in the experimental crystal structure (Figure 3.5(b)-(c)). It is conceivable, that such
bridging-ligands are the ones which a Li*-ion retains as one of its nearest neighbors when
it hops+diffuses to a previously occupied Li*-ion site which had this ligand in common
in its cage of neighbors. These findings indicate that an anion or solvent bridged network
underlies the bridging-ligand-mediated transport of Li*-ions in HCEs. These findings
are in line with those from the LiBF4:SUL=1:1 crystal structure [23] as well as with
Raman spectroscopic studies reported in Ref. 23, 25, 26. However, a more detailed study
establishing these chain-like networks is required and was beyond the scope of the present
thesis. However, we wish to investigate these structures in future.

3.3.4 Li-ion hopping as an activated process

Although hopping is an important transport mechanism in HCEs, it is a rare event and
thus must be activated. To the best of our knowledge, ion hopping barriers have not been
calculated in a liquid matrix hitherto (barring H+ hopping/transfer [32–38] and ion diffusion
barriers in glasses/supercooled liquids [74]). Herein, we estimated the free energy change
for Li-ion “hopping” involving single ligand exchange, at 5.76 M. We performed steered
molecular dynamics simulations (SMD) at constant velocity to estimate the free energy
profile for the hopping of four Li-ions identified from the equilibrium trajectory at 5.76 M.

From visual inspection of trajectories and by examination of the free energy profiles of
several hops, we find that there are roughly two kinds of hops: Those with barriers in the
range of 3-4 kcal/mol and those with barriers around 2 kcal/mol. The former were found to
be longer hops than the latter.

What is the nature of the transition state during the hop?

Consider the profile shown in black in Figure 3.6(a). The coordination environment of the Li-
ion when it is present in the left and right basins of the profile are shown in the corresponding
panels above. The snapshot below the free energy profiles is the transition state of the
same Li-ion. The Li-ion is undercoordinated at the transition state (Figure 3.6(a)). The
nearly flat mean coordination numbers shown in black and red in Figure 3.6(b), confirm that
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Figure 3.6: (a) Free energy profile as a function of distance along the pull direction for
hops of five arbitrarily chosen lithium ions at 5.76 M, obtained through Steered Molecular
Dynamics (SMD) calculations. Snapshots above and below the free energy panel pertain
to the curve shown in black. Top Left: Corresponding to left basin, and Top Right:
Corresponding to the right basin. Bottom: Transition State. (b) Coordination numbers of
the same Li-ion as shown in above snapshots as a function of distance along the SMD pull
direction. Blue and black: Total coordination number of Li-ion. Green and orange: Number
of oxygens in the first solvation shell of Li-ion. Red and brown: Number of fluorines in the
first solvation shell of Li-ion. Blue, green and red represent data from a single SMD run.
Black, orange and red are data averaged over 200 independent SMD runs.
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different SMD runs are indeed independent of each other, passing through a transition state
at slightly different positions along the reaction coordinate. Given the disorder in the liquid
state and the dynamic heterogeneity exhibited by the system at high salt concentrations, an
ensemble of hops is likely prevalent. In the specific example illustrated as blue curve in
Figure 3.6(b), one notices the ion making a few attempts to cross the transition state, yet
returning back to the “reactant” state, prior to crossing it successfully. Given that the pull
trajectories studied in independent SMD trajectories follow the equilibrium hop path very
closely (see Figure B.13), it is envisioned that the mechanism of Li-ion hop at equilibrium
too exhibits a similar characteristic. In the crystal with lithium site vacancies, hopping
can take place along two different paths, both of which are characterised to be involving
barriers of 6 kcal/mol and 12 kcal/mol (Figure B.16). These barriers are higher than what
are calculated for the 5.76 M HCE, as they involve multiple ligand exchanges.

The nature of Li-ion transport is intimately tied to the stiffness of its coordination
cage, which, in turn is dependent on the salt concentration. At 5.76 M, the intermittent
cage-relaxation correlation function relaxes over timescales three-orders of magnitude
larger than at 1 M (Figure B.17 and Table B.8).

3.4 Conclusions

Long-time single-particle and bulk evidence for ion-hopping in a model HCE are presented
in this chapter. A large dynamic heterogeneity amongst the Li-ions was observed, which in
part is attributed to caging and hopping. Hops are prominent for concentrations for which
DX /DLi ≤ 1, indicating the significant role of hopping in transport of Li-ions in HCEs.
Li-ions, over long enough timescales, bear an affinity to move to previously occupied
like-ion sites even in HC liquids, reminiscent of their behavior in a crystal. Intriguingly,
such Li-ion sites are found to form anion-rich pockets within an electrolyte despite the
larger mole fraction of solvent. Ligand-bridged chains for Li-ion transport were identified
in the liquid state at the molecular-level. Crucially, we provide the first liquid-state non-H+

ion-hopping barriers, and characterise its transition state. Ways to reduce the activation
barriers without reducing salt concentration could enhance the electrical conductivity. The
choice of salt and solvent should play a crucial role in determining the cage stiffness and
activation energy barrier, both of which could be engineered chemically. Investigation
into the characteristics of “higher-order” hops, involving multiple ligand exchanges and
chain-like networks will be our future endeavor.

Despite the myriad advantages of Li-ion HCEs, given how scarce lithium is in the
earth’s crust, it is concerning that Li-ion batteries require large quantities of lithium salt.
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Na-ion HCEs are the closest alternative to Li-ion HCEs within monovalent-ion batteries.
Sodium is also about far more abundantly found in the earth’s crust. Chapter 4 explores the
promises and challenges faced by Na-ion HCEs alongside Li-ion HCEs and a possible way
to alleviate the challenges.
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[53] Shūichi Nosé. A molecular dynamics method for simulations in the canonical ensem-
ble. Molecular Physics, 52(2):255–268, 1984.

[54] Michele Parrinello and Aneesur Rahman. Polymorphic transitions in single crystals:
A new molecular dynamics method. Journal of Applied physics, 52(12):7182–7190,
1981.

[55] Shuichi Nosé and ML Klein. Constant pressure molecular dynamics for molecular
systems. Molecular Physics, 50(5):1055–1076, 1983.

[56] William Humphrey, Andrew Dalke, and Klaus Schulten. VMD – Visual Molecular
Dynamics. J. Mol. Graphics, 14:33–38, 1996.

[57] Srimayee Mukherji, Nikhil VS Avula, and Sundaram Balasubramanian. Refined force
field for liquid sulfolane with particular emphasis to its transport characteristics. ACS
Omega, 5(43):28285–28295, 2020.



Bibliography 104

[58] Claudio Donati, Sharon C Glotzer, Peter H Poole, Walter Kob, and Steven J Plimpton.
Spatial correlations of mobility and immobility in a glass-forming lennard-jones liquid.
Physical Review E, 60(3):3107, 1999.

[59] Junko Habasaki, Carlos Leon, and KL Ngai. Dynamics of Glassy, Crystalline and
Liquid Ionic Conductors: Experiments, Theories, Simulations, volume 132. Springer,
2016.

[60] Alice L Thorneywork, Dirk GAL Aarts, Jürgen Horbach, and Roel PA Dullens. On the
gaussian approximation in colloidal hard sphere fluids. Soft Matter, 12(18):4129–4134,
2016.

[61] Léon Van Hove. Correlations in space and time and born approximation scattering in
systems of interacting particles. Physical Review, 95(1):249, 1954.

[62] Jiajia Li, Ruiyao He, Hao Yuan, Fang Fang, Guobing Zhou, and Zhen Yang. Molecular
insights into the effect of asymmetric anions on lithium coordination and transport
properties in salt-doped poly (ionic liquid) electrolytes. Macromolecules, 55(15):6703–
6715, 2022.

[63] Julian Self, Kara D Fong, and Kristin A Persson. Transport in superconcentrated lipf6
and libf4/propylene carbonate electrolytes. ACS Energy Letters, 4(12):2843–2849,
2019.

[64] S Balasubramanian and KJ Rao. Preferential paths in alkali ion migration and the
mixed alkali effect in silicate glasses. The Journal of Physical Chemistry, 97(35):8835–
8838, 1993.

[65] S Balasubramanian and KJ Rao. A molecular dynamics study of the mixed alkali
effect in silicate glasses. Journal of Non-Crystalline Solids, 181(1-2):157–174, 1995.

[66] Junko Habasaki, Isao Okada, and Yasuaki Hiwatari. MD study of the mixed alkali
effect in a lithium-potassium metasilicate glass. Journal of Non-Crystalline Solids,
183(1-2):12–21, 1995.

[67] Walter Kob and Hans C Andersen. Testing mode-coupling theory for a supercooled
binary Lennard-Jones mixture I: The van Hove correlation function. Physical Review
E, 51(5):4626, 1995.

[68] Junko Habasaki and Kia L Ngai. The mixed alkali effect in ionically conducting
glasses revisited: A study by molecular dynamics simulation. Physical Chemistry
Chemical Physics, 9(33):4673–4689, 2007.

[69] Zhe Li, Grant D Smith, and Dmitry Bedrov. Li+ solvation and transport properties
in ionic liquid/lithium salt mixtures: A molecular dynamics simulation study. The
Journal of Physical Chemistry B, 116(42):12801–12809, 2012.

[70] Juliane Fiates, Yong Zhang, Luis Fernando Mercier Franco, Edward Joseph Maginn,
and Gustavo Doubek. Impact of anion shape on Li+ solvation and on transport
properties for lithium-air batteries: a molecular dynamics study. Physical Chemistry
Chemical Physics, 2020.



Bibliography 105

[71] Irene Ruggeri, Andrea La Monaca, Francesca De Giorgio, Francesca Soavi, Catia
Arbizzani, Vittorio Berbenni, Chiara Ferrara, and Piercarlo Mustarelli. Correlating
Structure and Properties of Super-Concentrated Electrolyte Solutions: 17O NMR and
Electrochemical Characterization. ChemElectroChem, 6(15):4002–4009, 2019.

[72] Promit Ray, Thomas Vogl, Andrea Balducci, and Barbara Kirchner. Structural investi-
gations on lithium-doped protic and aprotic ionic liquids. The Journal of Physical
Chemistry B, 121(20):5279–5292, 2017.

[73] Promit Ray, Andrea Balducci, and Barbara Kirchner. Molecular dynamics simulations
of lithium-doped ionic-liquid electrolytes. The Journal of Physical Chemistry B,
122(46):10535–10547, 2018.

[74] Collin J Wilkinson, Karan Doss, Daniel R Cassar, Rebecca S Welch, Caio B Bragatto,
and John C Mauro. Predicting ionic diffusion in glass from its relaxation behavior.
The Journal of Physical Chemistry B, 124(6):1099–1103, 2020.



Bibliography 106



Chapter 4A

Force field refinement of
Bis(fluorosulfonyl)imide anion

4A.1 Introduction

The choice of salt anion in non-aqueous electrolytes greatly influences both the chemical
stability and ion transport of the bulk electrolyte, and the properties of the interface between
electrolyte and the electrode [1]. A number of weakly-coordinated anions, with nitrogen [2,
3], carbon [4], boron [5–8], or phosphorus [9–12] as central atoms, have been proposed.
As a successor of the widely studied robust anion, bis(trifluoromethanesulfonyl)imide
([N(SO2CF3)2]−, TFSI−, alkali metal salts and ionic liquids with bis(fluorosulfonyl)imide
anion ([N(SO2F)2]−, FSI−) also have good physical and chemical properties, including
forming stable solid-electrolyte-interphase (SEI) on electrodes [13–15]. Thus, FSI-based
salts have been extensively investigated as electrolyte component to develop advanced
lithium-ion batteries and rechargable lithium metal batteries [13]. In fact, LiFSI has
presently been implemented as a co-salt (with 5-10 weight % of the total mass of electrolyte)
to improve the performance of lithium-ion batteries for electric vehicles [16].

Various non-ionic type organic solvents have been used to prepare FSI-based elec-
trolytes [13], including carbonates (e.g. ethylene carbonate [17]), ethers (e.g. 1,2-dimethoxy
ethane, DME [18]), nitriles (e.g. acetonitrile [19]), fluorosulfonamides, sulfones (e.g. sul-
folane [20]), and alkyl phosphates. For a given type of solvent, LiFSI-based electrolytes
have higher ionic conductivities at room temperature than LiPF6 and LiTFSI-based elec-
trolytes [17]. This is attributed to (a) the highly flexible -SO2-N(−)-SO2- structure in the
FSI− anion, resulting in weaker van der Waals interactions in FSI-based electrolytes, as
indicated by their lower viscosities, and (b) the moderate size of FSI− anion, lying between
the sizes of PF−

6 and TFSI− anions [17]. The improvement in ionic conductivity with LiFSI
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is greater for concentrated electrolytes [19]. Higher ionic conductivities of LiFSI-based
electrolytes result in faster ion transport and should enable higher C-rate (charging rate)
capability of lithium-ion batteries and rechargeable lithium metal batteries [13].

LiFSI has higher thermal stability (dissociation temperature, Td>200oC) [17] com-
pared to LiPF6 (∼ 60oC), as well as to hydrolysis [13]. Further, LiFSI-based electrolytes
are compatible with electro-active materials [13], including graphite [21], silicon [22],
phosphorus [23], and sulphur [24]. FSI− anion has been demonstrated to form stable SEI
layers [13] on the surface of graphite anode [25], and to achieve reversible Li+ intercalation
in conventional and concentrated (>3M) LiFSI-based electrolytes [19]. In addition, cells
with LiFSI-based electrolytes have higher charge capacities and lower interfacial resistance
(sum of SEI resistance and Li+ transfer resistance) than LiPF6-based electrolytes [13].

Motivated by the improved properties of conventional (dilute) LiFSI-based electrolytes,
LiFSI has been studied as a salt for high-concentration electrolytes (>3 M) [13]. In these
electrolytes, anions and not solvent molecules are predominantly reduced to form SEI lay-
ers [19]. The LiF-rich SEI layer formed on the Li anode can prevent the continuous reaction
between electrode and electrolyte, reducing the consumption of active Li+ ions [13].

In our studies, we desired to compare Li-ion and Na-ion high concentration electrolytes
(HCEs). We were therefore in search for salts of lithium and sodium salts of a common
anion which will be soluble in a common solvent. To this end, we first learnt that both LiFSI
and NaFSI salts are soluble in sulfolane at 303 K temperature and 1 bar pressure [26, 27].
Inspired from this and what we learnt about the multiple benefits of the FSI anion, we fixed
our choice of anion at the FSI− anion. This sub-chapter serves mainly as a means for us to
realising Li and Na-ion HCEs containing FSI− as anion. At the same time, we wished to
propose a good force field to describe the transport properties of systems containing the
FSI anion.

4A.2 Methodology and Simulation Details

The bis(fluorosulfonyl)imide anion (FSI anion) is an acyclic molecule with symmetrical
atom types about a central nitrogen atom (Figure 4A.1). The performance of the force field
proposed here has been compared with that of the CL&P force field for the FSI anion [28]
(charge-scaled) throughout this sub-chapter. Therefore the standard atom type names used
by the CL&P force field were maintained herein.
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Figure 4A.1: The bis(fluorosulfonyl)imide anion (FSI anion) with atom types marked.
Orange - nitrogen (NBT), yellow - sulphur (SBT), red - oxygen (OBT), pink - fluorine
(FBT).

Most force fields capture the density and liquid structure well. The prediction for
transport properties is often in poor agreement with experiments. In order to obtain a force
field which captures transport properties better, changes to some of the parameter values in
the some of the terms of the total potential energy equation were made. The total potential
energy is defined:

U = 1
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(4A.1)

The total potential energy of the system is a sum total of energies from non-bonded
contributions such as the Coulomb and the Lennard-Jones interactions and those from
the bonded contributions of bond, angle and dihedral-angle excitations of a molecule. In
Equation 4A.1, qi is the atomic site charge of the ith atom, σij and ϵij are LJ parameters,
rij is the distance between the centers of the ith and jth atoms, ϵ0 is the permittivity of
free-space, r0 is equilibrium bond-length, kb is bond force-constant, θ0 is equilibrium
bond-angle, and kθ is angle force-constant. In this sub-chapter, the results from two force
fields, viz., charge-scaled CL&P and the refined force field, were reported. The dihedral
energy functional forms of the two force-fields are different. Therefore, the functional form
for this term has not been included in Equation 4A.1. Under the heading "Refinement of
dihedral parameters", please refer to Equations 4A.2 and Equation 4A.3 for the dihedral
energy functional forms for charge scaled CL&P and the refined force field reported here,
respectively. In this sub-chapter, we refine the atomic site charges and modify a few
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Lennard-Jones parameters. Unlike sulfolane, the FSI anion is an acyclic molecule (anion).
Therefore, in contrast to the sulfolane molecule, the dihedrals of the FSI anion are not as
rigid to torsion and can be refined. In this sub-chapter, we refine the dihedral parameters of
the F-S-N-S (FBT-SBT-NBT-SBT) dihedral of the FSI anion.

The force field used as a starting point for refinement is the CL&P force field [28] for
the FSI anion.

4A.2.1 Chemical species studied in this sub-chapter

The systems synthesised in this thesis are LiFSI in sulfolane, NaFSI in sulfolane, and
C2MIM[FSI]. The chemical species involved are shown in Figure 4A.2.

Figure 4A.2: (a) Li-ion, (b) Na-ion, (c) FSI anion, (d) Sulfolane molecule, (e) C2MIM
cation. Purple - Li-ion, blue - Na-ion, red - oxygen, cyan - carbon, yellow - sulphur, white -
hydrogen, orange - nitrogen, pink - fluorine.

4A.2.2 Non-bonded parameters

Deriving atomic-site charges

Density derived electrostatic and chemical (DDEC6) atomic-site charges were dervied
for the FSI anion from DFT calculations. The bis(trifluoromethanesulfonyl)imide anion
(TFSI) is an anion very similar to the FSI anion excepting that the TFSI anion has CF3

groups in the place of the fluorine atoms. Crystal DDEC6 atomic site charges for 1-Butyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide (BMIM-TFSI) cation-anion pair have
been derived [29] in the past and along with other force field refinements has been shown
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to capture the physico-chemical and transport properties of the ionic liquid very well [30].
Similarly, the atomic site charges for FSI anion were from the DDEC6 charges obtained for
LiFSI:Sulfolane(SUL) = 1:1 crystal reported in Ref. 26. The crystal structure used as the
starting point of our calculation was submitted by Dokko et al to the Cambridge Structure
Database (CSD) - CCDC as 1866669 [26]. CP2K software was used for electron density
distribution calculation of the unit cell of the crystal [31]. Grimme’s D3 empirical van
der Waals corrections [32] and Perdew, Burke, and Ernzerhof (PBE) exchange-correlation
functional were used [33]. GeodeckerTeterHutter (GTH) pseudopotentials were used to
represent for core-electrons [34, 35]. Triple–ζ double polarized basis sets with an energy
cut-off of 320 Ry was used for valence electrons. The electron density calculated thus was
used as input to Chargemol software [36] for partitioning of electron density to atomic site
DDEC6 charges [37].

The total charge on the FSI anion thus derived was -0.82. Our purpose was to use the
FSI force field to simulate LiFSI and NaFSI based battery electrolytes. Since we wished
to maintain the partial charge on Li+ ion at 0.82 (as in Chapter 3), the partial atomic site
charges on the FSI anion atoms from both DDEC and those quoted for CL&P [28] were
rescaled such that the total charge on the anion was -0.82. These scaled crystal DDEC6 and
CL&P rescaled charges for each atom type of the FSI anion are presented in Table 4A.1.

Atom type
Charge scaled

This work (e)
CL&P (e)

FBT -0.1066 -0.2179
SBT 0.8364 1.3909
NBT -0.5412 -0.7564
OBT -0.4346 -0.6024

Table 4A.1: Atomic site charges q(e) for each atom type of the FSI anion.

Modifying the Lennard-Jones parameters

A change in atomic site charges would mean that a corresponding change in Lennard-Jones
(LJ) parameters is in order. As discussed before, the FSI anion is very similar to the TFSI
anion. We therefore thought that the TFSI parameters developed in our research group
earlier for imidazolium based ionic liquids containing the TFSI anion [29] might be a good
starting point for the LJ parameters for the FSI anion.

Since OBT is the prime interaction site of an FSI anion with an alkali-ion, we further
modified the LJ parameters of OBT from that in Ref. 29 to obtain better transport properties.
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These refined LJ parameters are listed in Table 4A.2.

Atom type
σ (Å) ϵ (kJ/mol)

Charge-scaled
This work

Charge-scaled
This work

CL&P [28] CL&P [28]

FBT 3.118 2.950 0.25540 0.09600
SBT 3.550 3.550 1.04600 0.54392
NBT 3.250 3.250 0.71128 0.41840
OBT 3.150 3.000 0.83736 0.50000

Table 4A.2: Lennard-Jones parameters from CL&P force field and the refined force field
(current work) for the FSI anion.

4A.2.3 Bonded parameters

The bonded parameters include those for bonds, angles, and dihedral interactions.

Bond parameters

Bond parameters used in the refined force field were the same as those used in the CL&P
force field for FSI anion [28]. These parameters are listed in Table 4A.3.

Atom Atom Equilibrium bond length Force constant
type 1 type 2 r0 (Å) kb (kJ mol−1 Å−2)

SBT FBT 1.575 1879
NBT SBT 1.570 3137
OBT SBT 1.437 5331

Table 4A.3: Bonded length parameters for all distinct bond types present in the FSI anion.

Angle parameters

Angle parameters used in the refined force field were the same as those used in the CL&P
parameterisation [28]. These parameters are listed in Table 4A.4.
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Atom Atom Atom Equilibrium bond angle Force constant
type 1 type 2 type 3 θ0 (degrees/radians) kθ (kJ mol−1 rad−2)

FBT SBT NBT 103.0/1.798 902
FBT SBT OBT 104.1/1.817 1077
NBT SBT OBT 113.6/1.983 789
OBT SBT OBT 118.5/2.068 969
SBT NBT SBT 125.6/2.192 671

Table 4A.4: Bond angle parameters for all distinct bond angle types present in the FSI
anion.

Refinement of dihedral parameters

All dihedrals of the FSI anion are around the S-N bond. Additionally, since FSI− is
chemically symmetric around the central nitrogen, refinement of the F-S-N-S dihedral is
sufficient when setting other dihedrals types around the S-N bonds to have a force constant
of 0. Therefore, we decided to refine the CL&P dihedral parameters for the F-S-N-S (FSI-
SBT-NBT-SBT) dihedral starting from a force field of revised charges and LJ parameters
obtained up to this point.

To refine dihedral parameters, first a FSI anion was geometry optimised at MP2/aug-cc-
pvdz level of theory. A relaxed dihedral scan of the selected one of two F-S-N-S dihedrals
of the FSI anion at MP2/aug-cc-pvtz level of theory/basis set was then performed. The
relaxed configurations obtained for every value of the selected F-S-N-S dihedral angle is
stored. These configurations are energy minimised within the force field obtained up to
this point. A profile is obtained for the total potential energy as a function of the chosen
dihedral angle after energy minimisation. This total potential energy profile obtained within
classical MD is subtracted from the dihedral scan obtained quantum chemically earlier to
yield the dihedral energy profile of the chosen dihedral. This process is to be repeated for
the other F-S-N-S dihedral. An average is taken of the two dihedral energy profiles. This
averaged profile is fit to a desired dihedral energy functional form to yield the revised force
field parameters of a single F-S-N-S dihedral.

Dihedral parameters for the CL&P force field for FSI anion [28] are given in Table 4A.5.
The dihedral parameters here fit Equation 4A.2 for Fourier dihedrals. ϕ is the dihedral
angle and C1 to C4 can be called Fourier coefficients. This functional form takes the place
of the dihedral energy term in Equation 4A.1 for the charge-scaled CL&P force field.
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V = 1
2[C1(1+ cos(ϕ))+C2(1− cos(2ϕ))+C3(1+ cos(3ϕ))+C4(1− cos(4ϕ))] (4A.2)

Atom Atom Atom Atom C1 C2 C3 C4

type 1 type 2 type 3 type 4 kJ/mol kJ/mol kJ/mol kJ/mol

SBT NBT SBT FBT 11.445 -15.186 -3.212 0.000
SBT NBT SBT OBT 0.000 0.000 -0.015 0.000

Table 4A.5: CL&P dihedral parameters for the FSI anion [28].

Revised dihedral parameters for the force field used in this work for each value of
multiplicity are given in Tables 4A.6, 4A.7, and 4A.8. The dihedral energy parameters
in this case fit Equation 4A.3. ϕ is the dihedral angle, kϕ the dihedral force constant, ϕs is
phase (0 for all dihedrals here), and n is multiplicity. This functional form takes the place
of the dihedral energy term in Equation 4A.1 for the refined force field.

V = kϕ[1 + cos(nϕ− ϕs)] (4A.3)

Atom Atom Atom Atom ϕ kϕ multiplicity
type 1 type 2 type 3 type 4 (deg) (kJ/mol)

SBT NBT SBT FBT 180 -5.0336 1
SBT NBT SBT OBT 180 0.0000 1

Table 4A.6: Refined force field parameters for distinct dihedral types of the FSI anion for
multiplicity = 1.

Atom Atom Atom Atom ϕ kϕ multiplicity
type 1 type 2 type 3 type 4 (deg) (kJ/mol)

SBT NBT SBT FBT 0 7.9869 2
SBT NBT SBT OBT 0 0.0000 2

Table 4A.7: Refined force field parameters for distinct dihedral types of the FSI anion for
multiplicity = 2
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Atom Atom Atom Atom ϕ kϕ multiplicity
index 1 index 2 index 3 index 4 (deg) (kJ/mol)

SBT NBT SBT FBT 180 0.0165 3
SBT NBT SBT OBT 180 0.0000 3

Table 4A.8: Refined force field parameters for distinct dihedral types of the FSI anion for
multiplicity = 3

Unlike the F-S-N-S dihedral, of which there are two, there exists only one F-S-S-F
(FBT-SBT-SBT-FBT) dihedral in the FSI anion. The refinement in the dihedral parameters
of the F-S-N-S dihedrals are reflected in the probability density profile of the F-S-S-F
dihedral. Therefore, the probability density profile of the F-S-S-F dihedral across the two
force fields is shown in Figure 4A.3.

Figure 4A.3: F-S-S-F (FBT-SBT-SBT-FBT) dihedral distribution from the two force fields
for LiFSI:SUL=1:3 HCE.

4A.2.4 Molecular dynamics simulations

To check the performance of force fields against experiments, classical MD simulations
were carried out for LiFSI in sulfolane (1:3) system, NaFSI in sulfolane (1:1) system,
and the [C2MIM]FSI ionic liquid. To this end, PACKMOL software [38] was used to
generate random configurations. GROMACS-2018.3 package [39–41] was employed to
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generate the classical MD trajectories. A timestep of 1 fs was used to integrate the equations
of motion using the leap-frog algorithm. All C-H bonds of sulfolane were constrained
using the LINCS algorithm in GROMACS. Lennard-Jones (LJ) and Coulomb cut-off
distances were fixed at 12 Å, and the neighbor list cut-off was extended to 14 Å. Long-
range interactions were accounted for using particle–particle mesh Ewald (PPPM) method.
1-2, 1-3 non-bonding interactions were set to zero. For 1-4 pairs, non-bonding LJ and
Coulombic interactions were included with a scale factor of 0.5. For all other atom-pairs,
a scale factor of 1.0 was used. Geometric mean was employed as the combining rule for
calculating the interaction between different atom types. Long-range dispersion corrections
to energy and pressure were applied. The random packings were energy minimized within
the force-field which was followed by constant-NPT equilibration run using Berendsen
barostat and Nosé–Hoover thermostat. Following this, a constant-NPT production run using
Parrinello-Rahman Barostat and Nosé–Hoover thermostat was carried out. The average
density estimated from the NPT production run was used to run constant-NVT production
runs. For the Nosé–Hoover thermostat, a coupling time-constant of 0.5 ps was used, and
the system was coupled to the thermostat every 10 timesteps. For the Berendsen and the
Parrinello-Rahman barostats, a coupling time constant of 2 ps used. Both barostats were
coupled with the system once every 10 timesteps. To simulate a bulk environment, periodic
boundary conditions were applied along all three axes. All visualisations were made using
the Visual Molecular Dynamics software [42]. The force field for Li-ion was maintained the
same as found in Chapter 3 for consistency. For sulfolane, the refined force field parameters
reported in Chapter 2 were used. For the C2MIM cation, the force field parameters were
taken from Ref. 29. The charges for various atom types in C2MIM cation are different
depending on the pairing anion in Ref. 29. Those charges for the C2MIM cation which are
for the TFSI anion were chosen here after rescaling to +0.82 (since the charge on the FSI
anion reported here is -0.82). The charge on the Na+ atom was 0.82 (same as Li+). The
Lennard-Jones parameters for Na-ion were taken from Ref. 27 and stated in Table 4A.9.

Atom type Charge (e) σ (Å) ϵ (kJ/mol)

Na 0.82 2.3 0.20294

Table 4A.9: Force field parameters of the Na-ion

These parameters for Li, Na, FSI ions, and sulfolane molecules have been used in
Chapter 4B and 4C as well. Systems simulated in this study are described in Table 4A.10.
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System No .of molecules/ions of each type MD simulation conditions

LiFSI:SUL = 1:3 Li+(160), FSI−(160), and SUL(480) T = 303 K and P = 1 bar
NaFSI:SUL = 1:1 Na+(160), FSI−(160), and SUL(160) T = 303 K and P = 1 bar

C2MIMFSI C2MIM+(250), and FSI−(250) T = 298 K and P = 1 bar

Table 4A.10: System details for classical MD simulations.

4A.3 Results and Discussions

Physico-chemical properties such as density, diffusion coefficient, and ionic conductivity of
LiFSI:sulfolane = 1:3 were calculated using the charge scaled CL&P model and the force
field reported in this study. Density of [C2MIM]FSI too was calculated. This was done to
gauge the transferability of the FSI force field proposed here across two different classes of
compounds. The density of the NaFSI:SUL = 1:1 was calculated in the refined force field
to check if the force field proposed here was a good choice for Na-ion HCEs as well.

4A.3.1 Density

Density was calculated for the LiFSI:SUL = 1:3 and NaFSI:SUL=1:1 HCEs at 303 K and 1
bar pressure, and that of [C2MIM]FSI at 298 K and 1 bar pressure.

We find that the force field reported here predicts density with accuracy comparable to
that of the charge-scaled CL&P force field (Table 4A.11).

Force field ρsim (g/cc) Deviation (%)

Charge scaled CL&P 1.487 2.00
This work 1.490 2.19

Table 4A.11: Prediction of density of LiFSI:SUL = 1:3 in different force fields. ρexp =
1.458 g/cc [26] at T = 303 K and P = 1 bar.

We checked the generality of the force field proposed here by testing the performance of
our force field against experiments for two very different classes of compounds. Here, a Li-
ion HCE (LiFSI:SUL=1:3), Na-ion HCE (NaFSI:SUL=1:1) form one class of compounds.
A model ionic liquid ([C2MIM]FSI) belongs to the second class of compounds. We found
that the force field we proposed predicted density of both classes of compounds with fair
accuracy (within 3% error) (Table 4A.12). Therefore, the FSI parameters we have proposed
are transferable across these two classes of compounds.
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System ρsim (g/cc) ρexp (g/cc) Deviation (%)

LiFSI:SUL = 1:3 at 303 K 1.490 1.458 [26] 2.19
NaFSI:SUL = 1:1 at 303 K 1.78 1.73 [27] 2.89

[C2MIM]FSI at 298 K 1.432 1.446 [43] -0.97

Table 4A.12: Prediction of density of LiFSI:SUL = 1:3, NaFSI:SUL = 1:1, and
[C2MIM]FSI using the force field of this work.

4A.3.2 Diffusion coefficient

The mean squared displacements (MSD) and diffusion coefficients of the various chemical
species of LiFSI:SUL = 1:3 HCE were attempted to be calculated in both force fields and
compared against experimental values [26] (Figure 4A.4(a) and Table 4A.13).

From Figure 4A.4(a) we learnt that using the force field reported here, all chemical
species move a distance 14 Å to 17 Å over the largest investigated time intervals. Whereas,
in the charge-scaled CL&P force field various chemical species are barely able to move to
between 3 Å to 5 Å over the longest time intervals investigated.

The mean of β = d(log(MSD))
d(log(t)) as a function of time of a particular chemical species

reaching unity gives an idea of the time interval after which the molecular species enters
diffusive regime from a sub-diffusive regime of dynamics. Over a 100 ns time interval, FSI
anions in the force field reported here are able to transition to a near diffusive regime at 30
ns time interval. Whereas, FSI anions in the charge-scaled CL&P force field are not able to
transition to the diffusive regime over the time intervals investigated (Figure 4A.4(b)). We
found that the diffusion coefficients for various chemical species were not estimable within
the charge-scaled CL&P force field over a 100 ns time interval.

The diffusion coefficients for the various chemical species are reported in Table 4A.13.
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Figure 4A.4: (a) MSD versus time for all chemical species in the LiFSI:SUL=1:3 electrolyte
from two force fields. (b) β = d(log(MSD))

d(log(t)) versus time for FSI anions for the charge-scaled
CL&P force field [28] and the force field reported in this work.

Ion/
Charge-scaled CL&P [28]

This work Experiment Ratio
Molecule Dsim Dexp [26]

Dsim/Dexp×10−7cm2/s ×10−7cm2/s

Li not estimable in 100 ns 0.537 1.630 0.330
FSI not estimable in 100 ns 0.337 1.290 0.262
SUL not estimable in 100 ns 0.392 1.240 0.317

Table 4A.13: Prediction of diffusion coefficient of different chemical species in LiFSI:SUL
= 1:3 electrolyte.

Therefore, we found that our refined force field has made a large improvement in the
estimation of diffusion coefficients of various species of the LiFSI:SUL=1:3 HCE.

4A.3.3 Ionic conductivity

The method that was used to calculate ionic conductivity is the Einstein relation discussed
in Chapter 1. The ionic conductivity of LiFSI:SUL=1:3 electrolyte was not estimable in the
charge-scaled CL&P force field for the same reason the diffusion coefficients of various
species were not estimable over a time interval of 100 ns within the CL&P force field.

The ionic conductivity of LiFSI:SUL=1:3 HCE was estimated with good accuracy in
the force field reported here (Table 4A.14). The reported ionic conductivity is only a factor
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of 3.3 less than the experimentally predicted value. Prediction that is within an order of
magnitude factor different from the experimentally reported value is considered good for a
transport property such as ionic conductivity.

Force field σsim (mS/cm) σsim/σexp
Charge-scaled CL&P Too viscous to be estimable in 100 ns -

This work 0.66 0.30

Table 4A.14: Prediction of ionic conductivities of LiFSI:SUL=1:3 in different force fields.
σexp = 2.19 mS/cm [26].

4A.4 Conclusions

In this sub-chapter, our aim was to arrive at a force field that captures the transport of
FSI anion containing HCEs to a fair degree of accuracy. We also wanted the FSI anion
force field to be transferable across two main classes of compounds, viz., Li and Na-ion
battery electrolytes, and ionic liquids. To achieve this, we derived crystal phase DDEC6
charges for the experimentally reported LiFSI:SUL=1:1 crystal. Atomic site charges for
FSI were extracted from the same and scaled to yield a total charge of -0.82. Next, most
Lennard-Jones (LJ) parameters we used for the FSI anion were the same as those arrived at
for the TFSI anion in Ref. 29. The LJ parameters for OBT (oxygen of FSI) was modified
for capturing transport properties with higher accuracy. The bond and angle parameters
for the FSI anion were maintained the same as in the CL&P force field [28]. We revised
the dihedral parameters of the FSI anion corresponding to the changes we had made in the
atomic site charges and LJ parameters. The revised force field was found to predict density
with comparable accuracy as the charge-scaled CL&P force field. The main highlight in
the force field parameterisation is the massive improvement in the prediction of transport
properties such as diffusion coefficients, and ionic conductivity. Therefore, we propose a
force field for the FSI anion which is transferable from battery electrolytes to ionic liquids,
and predicts the transport properties of Li-ion HCEs well. The force field was also found
applicable to Na-ion HCEs.

With a good force field for the FSI anion in hand, we wished to study the similarity and
differences between Li and Na-ion based HCEs in the next sub-chapter.



Chapter 4B

Comparative study of the structure and
transport of lithium and sodium based
high concentration electrolytes

4B.1 Introduction

High concentration electrolytes (HCEs) use a large amount of salt as a defining feature.
Lithium is scarce in the Earth’s crust (0.002 %). This makes Li-ion batteries in general and
Li-ion based HCE batteries in particular, very expensive. In fact, even in the Li-ion low
concentration electrolyte (LCEs) battery based devices used at present, the most expensive
component of the device is the battery. Sodium is thousand times more abundant in the
Earth’s crust than lithium (2.36 % for Na against 0.002%) [44]. Lithium-ion batteries have
lithium ions in the electrolyte, and use the metals lithium (0.002 %), cobalt (0.0025 %),
manganese (0.095%), and copper (0.006 %) for the cathode. On the other hand, sodium-ion
batteries have sodium ions in the electrolyte and use the metals sodium (2.36 %), iron (5.63
%), nickel (0.0084 %), manganese (0.095 %), and aluminium (8.23 %) for the cathode.
Thus, the raw materials for sodium-ion batteries are on the whole more abundant and
widely available [44]. However, due to the larger size of Na-ion in intercalation, the specific
capacity of the hard-carbon anode in a sodium-ion battery (250 mAh/g) [45] is less than that
of the graphite anode in a lithium-ion battery (350 mAh/g), and consequently the specific
energy of a sodium-ion battery (100-150 Wh/kg) is less than that of a lithium-ion battery
(130-280 Wh/kg) [46]. It is expected though that both batteries will have comparable rate
capability [47]. Na-ion batteries may therefore become more sustainable and lower in
cost than Li-ion batteries, in applications where the battery energy density requirement is
lower, such as short-range electric vehicles and large-scale energy storage systems [48].

121
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Therefore, both Li-ion and Na-ion batteries have their own advantages and disadvantages.
Most Na-ion electrolytes investigated up to this point are low concentration electrolytes.
Given the myriad of HCEs and given the unique liquid structure and transport phenomena
present in HCEs, it is worth asking how Na-ion based compare to Li-ion based HCEs. This
sub-chapter studies Na-ion HCEs alongside Li-ion HCEs both as an attempt to find an
alternative to a scarce metal such as lithium and also out of theoretical interest in exploring
HCEs based on an alkali-ion different from Li-ion in some ways.

4B.2 Methodology and simulation details

4B.2.1 Chemical species studied in this sub-chapter

The systems synthesised in this thesis are LiFSI in sulfolane and NaFSI in sulfolane at three
salt concentrations. The chemical species involved are shown in Figure 4B.1.

Figure 4B.1: (a) Li-ion, (b) Na-ion, (c) FSI anion, (d) Sulfolane molecule. Purple - Li-ion,
blue - Na-ion, red - oxygen, cyan - carbon, yellow - sulphur, white - hydrogen, orange -
nitrogen, pink - fluorine.

4B.2.2 Molecular dynamics (MD) simulation details

LiFSI in sulfolane and NaFSI in sulfolane were simulated at three salt concentrations:
LiFSI/NaFSI:sulfolane = 1:1, 1:1.5, and 1:9.57. Apart from fairly low salt concentrations
such as salt:solvent = 1:9.57 and lower, the most stable state of NaFSI in sulfolane at
303 K and 1 bar was crystalline at ratios except in the crystallinity gap in the range 1/1.6
≤ [NaFSI]/[SUL] ≤ 1/0.8 [27]. LiFSI in sulfolane is most stable in liquid state atleast
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up to concentrations as high as LiFSI:SUL = 1:3 [26]. This explains our choice of salt
concentrations. Three independent trajectories were generated for each system. The MD
simulation details are given in Tables 4B.1 and 4B.2.

Lithium electrolytes Sodium electrolytes Equilibrium NPT
System No. of No. of No. of No. of Box Length (Å)

Li-ions Na-ions FSI anions sulfolanes

LiFSI:SUL = 1:1 160 0 160 160 36.27
NaFSI:SUL = 1:1 0 160 160 160 36.40

LiFSI:SUL = 1:1.5 160 0 160 240 39.16
NaFSI:SUL = 1:1.5 0 160 160 240 39.24

LiFSI:SUL = 1:9.57 160 0 160 1531 63.67
NaFSI:SUL = 1:9.57 0 160 160 1531 63.72

Table 4B.1: System details for MD simulations.

No. of salt formula units NVT production No. of Total
: No. of solvent molecules trajectory independent trajectory

length (ns) runs length (ns)

1:1 2500 3 7500
1:1.5 1000 3 3000

1:9.57 55 3 165

Total - 10665

Table 4B.2: MD simulation NVT production trajectory details.

PACKMOL software [38] was used to generate initial configurations of the constituents
at each concentration. GROMACS-2018.3 package [39, 41, 49], was employed to generate
the MD trajectories. Structural insights and various equilibrium properties were gleaned
from the analysis at each of these concentrations. These trajectories were utilized to
investigate various aspects of Li and Na-ion hopping in HCEs. The temperature and
pressure for all production runs were 303 K and 1 bar respectively. Most analyses were
carried out with in-house FORTRAN codes. A timestep of 1 fs was used to integrate
the equations of motion using the leap-frog algorithm. All C-H bonds of sulfolane were
constrained using the LINCS algorithm [40] in GROMACS. The Lennard-Jones (LJ) and
Coulomb cut-off distances were fixed at 12Å, and the neighbor list cut-off was extended
to 14 Å. Long-range interactions were accounted for using particle–particle mesh Ewald
(PME) method [50]. 1-2, 1-3 non-bonding interactions were set to zero. For 1-4 pairs,
non-bonding LJ and Coulombic interactions were included with a scale factor of 0.5. For
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all other atom-pairs, a scale factor of 1.0 was used. Geometric mean was employed as the
combining rule for calculating the interaction between different atom types. Long-range
dispersion corrections to energy and pressure were applied. The random packing at each
concentration was energy minimized within the force-field which was followed by constant-
NPT equilibration run using Berendsen barostat [51] and Nosé–Hoover thermostat [52].
Following this, a constant-NPT production run using Parrinello-Rahman Barostat [52, 53]
and Nosé–Hoover thermostat [52] was carried out. The average density estimated from the
NPT production run was used to run constant-NVT equilibration and finally, the constant-
NVT production run. For the Nosé–Hoover thermostat [52], a coupling time-constant of
0.5 ps was used, and the system was coupled to the thermostat every 10 timesteps. For the
Berendsen [51] and the Parrinello-Rahman barostats [52, 53], a coupling time constant of 2
ps used. Parrinello-Rahman barostat was coupled with the system once every 10 timesteps
and every 1 timestep respectively for high (>1 M) concentration and low concentration
systems. Three independent MD runs were performed for every system. To create the two
additional independent trials, density equilibrated systems at 303 K and 1 bar pressure,
were heated to 340 K and 350 K, respectively, and annealed back to 303 K prior to NVT
production runs. Following this, independent NVT production runs at 303 K were run. To
simulate a bulk environment, periodic boundary conditions were applied along all three
axes. All trajectories visualizations were made using the Visual Molecular Dynamics
software [42].

4B.3 Results and Discussions

4B.3.1 Density

Lithium Bis(fluorosulfonyl)imide and Sodium Bis(fluorosulfonyl)imide were studied at
three salt concentrations, viz., salt:solvent number ratios = 1:1, 1:1.5, and 1:9.57. Of these,
1:1 and 1:1.5 are HCEs whereas 1:9.57 is a prototypical low concentration electrolyte. The
density of the electrolytes are tabulated in Table 4B.3.
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System Lithium electrolytes Sodium electrolytes

Salt:Solvent ρsim (g/cc) ρexp (g/cc) [26] ρsim (g/cc) ρexp (g/cc) [27]

1:1 1.71 * 1.78 1.73
1:1.5 1.62 * 1.686 1.63

1:9.57 1.375 1.337 1.389 1.35†

* As data from experiments were not found at salt:solvent = 1:1 and 1:1.5,
it is unclear whether at these concentrations, LiFSI in sulfolane is a liquid
or a crystal at 303 K and 1 bar pressure. We however simulate LiFSI
in sulfolane (as a liquid) at these concentrations as well so as to parallel
studies of Na-ion HCEs and to operate at the highest salt concentration
limit for which data is available for either electrolyte.

† ρ = 1.35 g/cc is the experimental density of NaFSI in sulfolane at 1:10.
1:10 is nearest to the experimentally reported number ratio of NaFSI in
sulfolane of 1:9.57.

Table 4B.3: Density as a function of salt concentration for Li and Na electrolytes at 303 K
and 1 bar pressure.

4B.3.2 Ionic conductivity

Ionic conductivities increase with decrease in salt concentration of the electrolyte. Conduc-
tivities of lithium based electrolytes are more than an order of magnitude higher than for
sodium based electrolytes in HCEs (salt:solvent = 1:1, 1:1.5) (Table 4B.4 and Figure 4B.2).
The difference in conductivities between lithium and sodium based electrolytes at low salt
concentration is much smaller (factor of 3, approximately). The effect of replacing all
Li-ions by Na-ions on ionic transport in a salt concentration regime where one expects
alkali-ion hopping (1:1 and 1:1.5) versus where alkali-ion hopping is nearly absent (1:9.57),
is different.
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System Lithium electrolytes Sodium electrolytes

Salt:Solvent σsim (mS/cm) σexp (mS/cm) [26] σsim (mS/cm) σexp (mS/cm) [27]

1:1 0.01160 * 0.00137 0.07
1:1.5 0.12200 * 0.00499 0.23

1:9.57 1.97000 3.40 0.68100 1.89†

* As data from experiments were not found at salt:solvent = 1:1 and 1:1.5, it is unclear
whether at these concentrations, LiFSI in sulfolane is a liquid or a crystal at 303 K
and 1 bar pressure. We however simulate LiFSI in sulfolane (as a liquid) at these
concentrations as well so as to parallel studies of Na-ion HCEs and to operate at the
highest salt concentration limit for which data is available for either electrolyte.

† σ = 1.89 mS/cm is the experimental conductivity of NaFSI in sulfolane at 1:10. 1:10 is
nearest to the experimentally reported number ratio of NaFSI in sulfolane of 1:9.57.

(a) At very high salt concentrations such as 1:1 (in particular) where the ionic conductivities
are very small, an even more reliable prediction of the ionic conductivities from within
this force field framework can only be obtained from averaging from an even larger
number of runs (>3) and over even longer MD runs (> 2.5 µs).

Table 4B.4: Ionic conductivity as a function of salt concentration for Li and Na electrolytes
at 303 K and 1 bar pressure averaged over three independent runs.

Figure 4B.2: Ionic conductivities averaged over three runs at 303 K and 1 bar pressure.
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4B.3.3 Self-diffusion coefficients

In order to calculate self-diffusion coefficients, we first calculate β = d(log(MSD))
d(log(t)) to deter-

mine the time interval beyond which the chemical species under consideration has diffusive
dynamics (Figure 4B.3(a) and (b)). The time interval required for a chemical species to
enter the diffusive regime is higher in a HCE as compared to a LCE (Figure 4B.3(a) and (b)).
Slopes of MSD versus time interval lines were taken over the time interval from the start of
diffusive dynamics up to half of the length of the MD trajectory. β and MSD are shown in
Figures 4B.3(a) and (b) and Figures 4B.3(c) and (d), respectively. The diffusion constants
thus obtained are tabulated in Table 4B.5.

Figure 4B.3: β versus mean-squared displacement (MSD) for Li and Na-ions in salt:solvent
= (a) 1:1 and (b) 1:9.57 pure alkali electrolytes. In part (a), the running average of β over
10000 ps is taken to decide the crossover to diffusive dynamics due to the large spread in the
original β versus time interval data. Corresponding MSD for Li and Na-ions in salt:solvent
= (c) 1:1, and (d) 1:9.57 pure alkali electrolytes. Temperature, T = 303K and pressure, P =
1 bar.
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Salt:Solvent DLi DNa DF SI,Li DF SI,Na DSUL,Li DSUL,Na

×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s

1:1 0.0073 0.0007 0.0038 0.0007 0.0050 0.0008
1:1.5 0.0598 0.0037 0.0370 0.0033 0.0417 0.0037

1:9.57 4.000 1.353 3.700 2.150 3.900 2.400

At very high salt concentrations such as 1:1 (in particular) where the diffusion coefficients are very small, an even
more reliable prediction of the diffusion coefficients from within this force field framework can only be obtained
from averaging from an even larger number of runs (>3) and over even longer MD runs (> 2.5 µs).

Table 4B.5: Diffusion coefficients for various species present in the electrolytes at 303
K and 1 bar pressure averaged over three independent runs. DFSI,Li and DFSI,Na are
the diffusion constants of FSI anion in pure lithium and sodium electrolytes, respectively.
DSUL,Li and DSUL,Na are the diffusion constants of sulfolane molecule in pure lithium and
sodium electrolytes, respectively.

As expected, the diffusion coefficients of all species increase with decrease in salt
concentration in the electrolyte. Table 4B.5 and Figure 4B.4 show that Li-ion HCEs have
nearly an order of magnitude higher diffusion coefficients for all species than Na-ion
HCEs. At low salt concentrations, the difference in diffusion coefficients is not as large.
This indicates that the presence of lithium instead of sodium in an electrolyte at high salt
concentrations significantly improves the diffusion coefficients of all species in a way that
is not as pronounced at low salt concentrations.

Next, when the ratio of the diffusion coefficients of either FSI and SUL to alkali ion
is significantly less that 1, it indicates the occurrence of hopping events in the electrolyte.
Diffusion coefficient ratios indicate the occurrence of hopping events in Li-ion HCEs
(making Li ions considerably faster than FSI anions and sulfolane molecules), but not as
much in Na-ion HCEs (Table 4B.6). This suggests Li-ions perhaps have a higher propensity
to hop than Na-ions in these HCEs.

Salt:Solvent DF SI /DLi DF SI /DNa DSUL/DLi DSUL/DNa

1:1 0.52 1.00 0.68 1.14
1:1.5 0.62 0.89 0.70 1.00

1:9.57 0.93 1.59 0.98 1.77

Table 4B.6: Ratio of diffusion coefficients of alkali to anion and sulfolane at 303 K and 1
bar pressure. Data averaged over three independent runs.
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Figure 4B.4: Diffusion coefficients of different species averaged over three independent
runs at 303 K and 1 bar pressure. Data averaged over three independent runs.

4B.3.4 Transference numbers

Transference numbers of all ionic species at the three salt concentrations investigated are
presented in Tables 4B.7, 4B.8, and 4B.9.

System (% Li) tLi tNa tF SI

0 - 0.50 0.50
100 0.66 - 0.34

Table 4B.7: Transference numbers of various species at 303 K and 1 bar pressure at 1:1.
Transference numbers averaged over three independent runs.

System (% Li) tLi tNa tF SI

0 - 0.53 0.47
100 0.63 - 0.37

Table 4B.8: Transference numbers of various species at 303 K and 1 bar pressure at 1:1.5.
Transference numbers averaged over three independent runs.
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System (% Li) tLi tNa tF SI

0 - 0.39 0.61
100 0.52 - 0.48

Table 4B.9: Transference numbers of various species at 303 K and 1 bar pressure at 1:9.57.
Transference numbers averaged over three independent runs.

The transference numbers reported in Tables 4B.7, 4B.8, 4B.9 do not account for
correlations between non-self ion-displacements. These have been calculated using self-
diffusion coefficients alone. The true transference numbers (t+,correlated) account for these
correlations [54]. t+,correlated can be defined as : t+,correlated = σ−−σ++−σ+−2

σ−−(σ+++σ−−−2σ+−) [55].
Here, σ++, σ−−, and σ+− are the three components of ionic conductivity or the transport
coefficients stemming from cation-cation, anion-anion, and cation-anion displacement
correlations, respectively. The calculation of t+,correlated requires multiple (of the order of
50), and long (hundreds of nanoseconds to microseconds) trajectories. These simulations
and calculations would be too computationally expensive and were therefore beyond the
scope of the thesis.

We have already seen that the ionic conductivity of the Li-based electrolyte is nearly an
order of magnitude more than that of the Na-based electrolytes at high salt concentrations
(Figure 4B.2). Further, from the transference numbers averaged over three independent
runs (Tables 4B.7, 4B.8, and 4B.9), we see that the fraction of current carried by Li-ions
in LiFSI in sulfolane electrolytes is also larger than that carried by Na-ions in the NaFSI
in sulfolane electrolytes. While the diffusion constants of Li are higher than those of FSI
particularly in the Li-based HCEs, those of Na and FSI are the same at the corresponding
salt concentrations. Further, like in the case of LiBF4 in sulfolane, in FSI based HCEs too,
the transference numbers of alkali increases with increase in salt concentration and due to
the additional mode of transport that plays a significant role at high concentrations, viz.,
ion-hopping.

4B.3.5 Radial distribution functions and coordination numbers

The alkali-ion solvation shell (typically within 2 Å for Li and 3.5 Å for Na) predominantly
comprises of either oxygens of sulfolane (OFO) and/or oxygens of FSI anion (OBT)
(Figures 4B.5(a) and (b) as opposed to Figure 4B.6). Example of the first solvation shells
of Li and Na-ions comprising of oxygens of FSI anion or sulfolane molecules is shown in
Figure 4B.5(c) and (d), respectively.
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Figure 4B.5: Radial distribution functions (RDFs) and coordination numbers (n(r)) of
(a) Li-OBT and Na-OBT and (b) Li-OFO and Na-OFO in 1:1 HCEs. OBT represents the
oxygens of FSI anion and OFO represents the oxygens of sulfolane. Solid lines represent
RDFs and dashed lines represent n(r). Data averaged over three independent runs. Example
of the first solvation shells of (c) Li and (d) Na-ions in the 1:1 HCE.
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Figure 4B.6: Radial distribution functions (RDFs) and coordination numbers (n(r)) for 1:1
HCE (a) alkali-alkali pair, (b) alkali-NBT pair, and (c) alkali-FBT pair. RDFs for 1:9.57
LCE (d) alkali-alkali pair, (e) alkali-NBT pair, and (f) alkali-FBT pair. Solid lines represent
RDFs and dashed lines represent n(r). Data averaged over three independent runs.

Given that OBT and OFO are the main participants in the solvation shell of both Li and
Na-ions, the radial distribution function of Li-OFO/OBT and Na-OFO/OBT indicate that
the solvation shell of Na-ions is looser than that of Li-ions due to the larger size of Na-ions
(Figure 4B.5(a) and (b)). This can also be inferred from the velocity auto correlation
function of both alkali ions shown next. A larger solvation shell for the Na-ions and
their lower hop propensity as compared to the Li-ions also explains its significantly lower
diffusion coefficients (and ionic conductivity of Na-based HCEs) as compared to Li-ions at
the same salt concentration (Figure 4B.4 and Table 4B.5). The low ionic-conductivity of
Na-based HCEs is one major challenge for the applicability of Na-HCEs which needs to be
alleviated.

The RDF of Na-Na at salt:solvent = 1:1 shows a prominent pre-peak at 3.5 Å before
the peak at distance between 5 Å and 6.5 Å (Figure 4B.6(a)). This peak seems to be
much less prominent at 1:9.57 (Figure 4B.6(d)), and absent in the Li-based electrolytes
at both salt concentrations. Also, Na-NBT and Na-FBT at 1:1 show very small pre-
peaks (Figures 4B.6(b) and (c)). The corresponding pre-peaks are missing at low salt
concentrations of 1:9.57 (Figure 4B.6(e) and (f)) A detailed discussion of the origin of
these pre-peaks found in HCEs forms the subject matter for Chapter 5.
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4B.3.6 Velocity auto-correlation function (VACF) and vibrational den-
sity of states (VDOS)

Figure 4B.7: (a) Velocity auto correlation function (VACF) of Li and Na-ions in the 1:1
HCE. (b) Corresponding density of states (VDOS) of Li and Na-ions in the 1:1 HCE. Data
averaged over three independent runs.

Multiple prominent oscillations in the velocity auto correlation function (VACF) indicate
the presence of cage-rattling in the 1:1 electrolyte. The larger frequency in oscillations
in the case of Li-VACF in comparison to Na-VACF implies a tighter solvation shell for
Li-ions as compared to those of Na-ions (Figure 4B.7(a)). As expected, the vibrational
density of states (VDOS) (Figure 4B.7(b)) shows peaks at frequencies corresponding to the
time period of oscillation in VACF (Figure 4B.7(a)) (Time period, TLi = 0.075 ps and TNa
= 0.15 ps in VACF results in peaks at νLi = 13.3 ps−1 and νNa = 6.7 ps−1, respectively in
VDOS).

A larger frequency with which Li-ions rattle in their cage as compared to Na-ions
amounts to a larger number of attempts being made by Li-ions to escape their cages as
compared to Na-ions. Perhaps, this partially explains the higher propensity to hop of Li-ions
over Na-ions and the overall faster transport of Li-ions over Na-ions.

A larger spread in the frequencies with which Li-ions rattle in their cage as opposed to
Na-ions is indicated by the width of the peaks in VDOS (Figure 4B.7(b)).
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4B.3.7 Solvation shell composition of alkali ions

From RDFs of various alkali-X pairs (Figures 4B.5 and 4B.6), it is clear that the first shell
nearest neighbours of Li and Na-ions are predominantly oxygen atoms of sulfolane (OFO)
and of FSI (OBT). Therefore, depending on the number of OFO and OBT that are present in
the alkali-ion solvation shells, several solvation shell types for the alkali-ions can be realized.
We found that the probability of every solvation shell type depends heavily on the alkali-ion
identity and the concentration of salt in the electrolyte. (Tables 4B.10, 4B.11, 4B.12, and
Figure 4B.8)

System

Na-ions Li-ions

(OFO:OBT)- Percentage population

(2,4) - 17.9 (1,3) - 28.5

(1,4) - 15.4 (2,2) - 26.0

(2,3) - 14.0 (0,4) - 15.7

(3,3) - 12.7 (3,1) - 9.6

(1,5) - 11.6 -

Table 4B.10: Populations of various solvation shell types of Li and Na-ions for pure sodium
(0 % Li) and pure lithium (100 % Li) at salt:solvent = 1:1 salt concentration. OFO and OBT
refer to oxygens of sulfolane and FSI anion, respectively. Populations that are lesser than
9% have been omitted.

System

Na-ions Li-ions

(OFO:OBT)- Percentage population

(2,3) - 17.1 (2,2) - 29.7

(3,3) - 14.4 (1,3) - 21.6

(2,4) - 12.3 (3,1) - 15.7

(1,4) - 12.2 -

(4,2) - 11.5 -

(3,2) - 11.0 -

Table 4B.11: Populations of various solvation shell types of Li and Na-ions for pure sodium
(0 % Li) and pure lithium (100 % Li) at salt:solvent = 1:1.5 salt concentration. OFO and
OBT refer to oxygens of sulfolane and FSI anion, respectively. Populations that are lesser
than 9% have been omitted.
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System

Na-ions Li-ions

(OFO:OBT)- Percentage population

(6,0) - 37.9 (4,0) - 33.7

(5,1) - 28.3 (5,0) - 20.5

(5,0) - 10.9 (4,1) - 14.0

(4,1) - 9.2 -

Table 4B.12: Populations of various solvation shell types of Li and Na-ions for pure sodium
(0 % Li) and pure lithium (100 % Li) at salt:solvent = 1:9.57 salt concentration. OFO and
OBT refer to oxygens of sulfolane and FSI anion, respectively. Populations that are lesser
than 9% have been omitted.
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Figure 4B.8: Solvation shell composition distribution of Na and Li-ions, respectively, in
pure Na (left) and pure Li (right) systems at three different salt concentrations: (a) and (b)
1:1, (c) and (d) 1:1.5, and (e) and (f) 1:9.57. OBT represents oxygens of FSI anions and
OFO represents oxygens of sulfolane molecule.
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The highest populations in solvation shell types of Li and Na-ions in HCEs contain a
larger (or atleast an equal) number of anions than solvent molecules as one might expect
for HCEs (Table 4B.10 and Table 4B.11). OBT represents oxygens of FSI anions and OFO
represents oxygens of sulfolane molecule. The higher color intensity of fewer solvation
shell types of Li-ions (OFO:OBT = (1,3) and (2,2)) in HCEs in comparison to all solvation
shell types of Na-ions in HCEs, indicates more specificity (less diversity) in the solvation
shell types of Li-ions in comparison to Na-ions (Figures 4B.8 (a) and (b), and (c) and (d)).
In Li-based electrolytes, Li-ions are most likely to have a total solvation shell coordination
number of 4 with OFO:OBT = (1,3) and (2,2) being most probable (Figures 4B.8(b), (d),
and (f)). In Na-based electrolytes, Na-ions are most likely to have a total solvation shell
coordination number of 5 or 6. OFO:OBT = (4,1), (3,2), (3,3), and (1,3) being amongst the
most probable solvation shell types in Na-based HCEs (Figures 4B.8)(a) to (c)).

4B.3.8 Self-part of the van Hove correlation function Gs(r,t)

All alkali-ion Gs(r,t)

In order to identify alkali-ion hopping of Li and Na-ions and estimate its prevalence in
HCEs (salt:solvent = 1:1), we calculated the self-part of the van Hove correlation function
(Gs(r,t)) for Li and Na-ions (Figure 4B.9(a) and (b)). To confirm the near absence of both
Li and Na-ion hopping in low concentration electrolytes, LCEs, we also calculated Gs(r,t)
at salt:solvent = 1:9.57 systems (Figure 4B.9(c) and (d)).

The wiggles in the self-part of the van Hove correlation function, Gs(r,t), indicate the
presence of hopping in the 1:1 Li-based HCE (Figure 4B.9(a)). Whereas, the 1:1 Na-based
HCE shows milder hopping features (Figure 4B.9(b)) over the same time intervals. This
might suggest a lower propensity of Na-ions to hop as was also indicated by the ratio of
diffusion constants of solvent or anion to Na-ions in HCEs being close to 1 (Figure 4B.6).
Further, due to the more fluid-like nature of Li-based HCEs as compared to Na-based
HCEs, and a higher hopping propensity of Li-ions as compared to Na-ions in the case of
HCEs, Li-ions were able to travel to much larger distances over the same time intervals as
compared to Na-ions (Figure 4B.9(a) and (b)).

At 1:9.57, as expected, very little to no alkali-hopping signatures are found for both Li
and Na-ion LCEs (Figure 4B.9(c) and (d)).
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Figure 4B.9: Self-part of the van Hove correlation function Gs(r,t) for pure Li and Na
systems at prototypical high salt (1:1) and low salt (1:9.57) concentrations. (a) Gs(r,t) for
Li-ions in LiFSI:SUL=1:1, (b) Gs(r,t) for Na-ions in NaFSI:SUL=1:1, (c) Gs(r,t) for Li-ions
in LiFSI:SUL=1:9.57, and (d) Gs(r,t) for Na-ions in NaFSI:SUL=1:9.57. Data is averaged
over three runs.

Single-ion Gs(r,t)

Ion-hopping is a single particle phenomenon, it is best established at the single-ion level.
As in Chapter 3, the presence of hopping can be undeniably established by looking at
the self-part of the van Hove correlation function, Gs(r,t), for individual alkali-ions. We
examined the difference in Li and Na-ion hopping at the single ion level (Figure 4B.10).
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Figure 4B.10: (a) to (c) correspond to the single-ion Gs(r,t) for three arbitrarily chosen
Li-ions in the LiFSI:SUL = 1:1 HCE. (d) to (f) correspond to the single-ion Gs(r,t) for three
arbitrarily chosen Na-ions in the NaFSI:SUL = 1:1 HCE.

The presence of humps and valleys in the single-particle Gs(r,t) in both Li and Na-based
electrolytes confirms the presence of ion-hopping in both Li and Na based alkali-ion HCEs
(Figure 4B.10). Based on whether there were no additional humps, one additional hump,
or multiple additional humps, we concluded that both Li and Na-ions display dynamically
heterogeneity in HCEs (Figure 4B.10). The difference between the transport of Li and
Na-ions is the focus of this chapter. We found that over the same time interval (1 µs),
the number of Li-ions that show features of hopping is larger than that of Na-ions that
show these features (Figure 4B.10(a) to (c) as opposed to (d) to (f)). A large number
of Li-ions are of the type shown in Figures 4B.10(b) and (c), and fewer of the type
shown in Figure 4B.10(a). The converse is true in the case of the 1:1 Na-ion HCE. A
large number of Na-ions are of type in Figure 4B.10(d), and much fewer of the type of
Figures 4B.10(e) and (f). While a few Li-ions were found which hopped multiple times
over certain time intervals, Na-ions that hopped multiple times over the same time intervals
were hard to find (Figure 4B.10(d) and (f)). Therefore, with both a higher diffusion constant
and a higher propensity to hop, Li-ions were able to travel to much larger distances than
Na-ions over the same time interval at the same salt concentration.
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Figure 4B.11: (a) and (b) single particle Gs(r,t) for diffusive Li-ion and Na-ion, respectively
in their respective pure 1:1 HCEs. (c) and (d) single particle Gs(r,t) for diffusive Li-ion and
Na-ion, respectively in their respective pure 1:9.57 electrolytes.

As a further proof that alkali-ions at high salt concentrations are dynamically het-
erogeneous and some of them show mainly rattle in their cages and/or display diffusive
behaviour even over the longest time intervals investigated, Figure 4B.11(a) and (b) show
representative alkali-ions of this kind.

A prototypical low salt concentration electrolyte does not show any signatures of
hopping in both the Li and Na based electrolytes. Diffusion is the main mode of transport
for alkali-ions in LCEs (Figure 4B.9(c) and (d)). The curves in Figure 4B.11(c) and (d) are
noisy because the MD trajectory lengths for LCEs was 55 ns as opposed to atleast 1 µs for
HCEs therefore making the statistics poorer for LCEs.
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4B.3.9 Single particle real time dynamics

The final proof for hopping beyond proofs at the statistical level is to see alkali-ions hop
in real time. Figure 4B.12(a) and (b) shows instances of hops in real time of a Li-ion and
Na-ion, respectively. Figure 4B.12(c) and (d) show a time overlayed image of the same Li
and Na-ion hops, respectively.

Figure 4B.12: Hopping of Li and Na ions in HCEs in real time. (a) A hop event of a Li-ion.
Inset: Zooms into the time window over which the Li-ion hop occurs. (b) A hop event of a
Na-ion. Inset: Zooms into the time window over which the Na-ion hop occurs. (c) and (d)
represent time overlayed imaged of the same Li-ion and Na-ion hops. Each small sphere
represents the alkali-ion which hops. The small spheres are separated by 1 fs in time. Blue
is initial time. White intermediate times. Red later times during the hop.

4B.3.10 Distinct part of the van Hove correlation function Gd(r,t)

In Chapter 3, we found that in LiBF4 in sulfolane HCEs, Li-ions preferred to hop+diffuse

to previously occupied Li-ion sites. It would be interesting to know how Li and Na-ions
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differ in this respect. To this end, we calculate the distinct part of the van Hove correlation
function, Gd(r, t)

Figure 4B.13: Distinct part of the van Hove correlation function, Gd(r, t) for (a) Na-
reference (ref) and Na-target (tar) at NaFSI:SUL=1:1, (b) Li ref and Li tar at LiFSI:SUL=1:1,
(c) Na ref and Na tar at NaFSI:SUL=1:1.5, (d) Li ref and Li tar at LiFSI:SUL=1:1.5, (e) Na
ref and Na tar at NaFSI:SUL=1:9.57, and (f) Li ref and Li tar at LiFSI:SUL=1:9.57.

Distinct part of the van Hove correlation function, Gd(r, t) shows that at high salt
concentrations, both alkali ions have a preference to hop+diffuse to previously occupied
alkali-ion sites. As we have seen before, this is indicated by a peak at r = 0 and the valley
between the peak at r = 0 and the RDF first peak position at t = 0 (Figures 4B.13(a) and (b)
and small time intervals in (c) and (d)). Two features come to our notice. (a) Over any time
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interval, the value of Gd(r, t) at r = 0 in the Li-based electrolyte is larger than that in the
Na-based electrolyte. (b) The ratio of Gd(r,t) between r=0 and the bottom of the valley is
nearly an order of magnitude in the Na-based 1:1 electrolyte but is much smaller in the
Li-based 1:1 electrolyte.

Li-ion HCEs have more enhanced transport than the Na-based HCEs. Therefore, the
diffusive component to the Li-ion motion is larger than that of Na-ions. We know that
the propensity of Na-ion hopping is lower (but not absent) than that of Li-ions. Over the
same time interval, due to the low diffusivity of Na-ions, a very small fraction of them can
expect to move over the RDF first peak distance and those that do can predominantly do so
through hopping. Whereas, in Li-based HCEs, Li-ions both have higher propensity to hop
but also have higher diffusivity. The larger diffusive component to the Li-ion motion as
compared to the Na-ion motion makes the Gd(r, t) value in the Li-based HCE larger than
the Na-based HCE over any time interval. Also, this results in a shallower valley between r
= 0 and RDF first peak in Li HCE in comparison to Na HCE.

At 1:9.57, as expected, a uniform decay in Gd(r, t) from the first peak in RDF to r=0,
we reconfirm that ion hopping is predominantly absent and that alkali-ions predominantly
move through diffusion (Figures 4B.13(e) and (f)).

4B.3.11 Non-Gaussian parameter α2

At all salt concentrations, it is observed that the components of the Na-based electrolyte
have a larger t∗ (time interval corresponding to the peak in α2) as compared to the Li-based
electrolytes (Figure 4B.14). t∗ indicates the time interval for the onset of diffusive motion
which will be larger for a more sluggish system. Larger t∗ also means that the time interval
at which the onset of the maximum dynamic heterogeneity occurs, is larger.
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Figure 4B.14: Non-Gaussian parameter for various chemical species compared between
LiFSI in sulfolane and NaFSI in sulfolane across three salt concentrations- (a) 1:1, (b) 1:1.5,
and (c) 1:9.57. Data averaged over three independent runs.

4B.4 Conclusions

In conclusion, we have compared the structure and transport characteristics of LiFSI and
NaFSI in sulfolane both at high and low salt concentrations. We find that the difference
between the lithium and sodium based electrolytes is much more at high salt concentrations
than at low salt concentrations. At high salt concentrations, we find that the transport
properties such as ionic conductivity and diffusion coefficients are nearly an order of
magnitude larger in Li-based HCEs as opposed to Na-based HCEs. From the transference
numbers, we also find that Li-ions carry a larger fraction of the total current than the
Na-ions at the same salt concentration. Through radial distribution functions (RDFs) and
velocity auto-correlation functions, we find that the solvation shell of Na is looser and
larger compared to the solvation shell of Li. Further, a larger solvation shell of Na-ions can
accommodate many more members as compared to that of Li-ions. A typical coordination
number of 4 in the case of Li-ions and between 5 to 6 is observed for the Na-ions. A
pre-peak in the Na-Na, Na-NBT, Na-FBT RDFs at high salt concentrations is indicative
of the presence of ligand-bridged bicationic Na-ion pairs. A more detailed study of these
pairs forms the subject matter of Chapter 5. Humps and valleys in the self-part of the
van-Hove correlation function (Gs(r,t)) indicate the presence of hopping in the Li-based
HCE. These signatures are not so prominent in the Na-based HCE over the time interval of
1.6 µs analyzed here. However, single particle Gs(r,t)s confirm the presence of hopping in
both Li and Na-ion HCEs, although perhaps more rare in Na-based HCEs. Real time hop
events were also traced in either Li and Na-ion HCEs. Lastly, we find that the distribution
of the squared displacements over any period of time is astoundingly broader for Li-ions
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than for Na-ions in the HCEs alongside an expected larger mean. In sum, with respect
to battery electrolytes, up to this point we have learnt the following. HCEs are one of
the most prominent players of next generation battery electrolytes. The price of lithium
per tonne has has always been high and has increased by many folds over the last decade.
Sodium is roughly a 1000 times more abundant in the earth’s crust and therefore much
cheaper. However, the significantly slower transport properties of Na-based electrolytes
that we have shown here is indicative of the highly viscous nature of Na-based HCEs.
This severely hinders the wide-spread applicability of Na-ion based HCEs as a practical
alternative to very expensive Li-ion based HCE batteries. One possible mid-way solution
to this issue is attempted at through the detailed study of mixed alkali ion HCEs developed
in the subsequent sub-chapter.



Chapter 4C

Enhancement of transport properties of
sodium high concentration electrolytes
through lithium doping: A study of
mixed alkali high concentration
electrolytes

4C.1 Introduction

High concentration electrolytes (HCEs) use a large amount of salt. Although sodium is
much more abundant in the earth’s crust than lithium and is suitable for HCEs in this sense,
from Chapter 4B we know that sodium-ion HCEs have much lower ionic conductivities
than those with lithium. Hence, pure Na-ion HCEs (in particular NaFSI in sulfolane) do
not immediately seem to be viable replacements for Li-ion HCEs. We then wondered if
replacing some of the Na-ions with Li-ions or mixed alkali-ion (Li-ion + Na-ion) HCEs
would partially alleviate the problem. For further impetus to venture in the direction of
mixed-cation electrolytes, we looked in literature to see if mixed-cation electrolytes have
been envisioned before. To our delight, we found encouraging evidence for the potential
that mixed-cation electrolytes hold as next-generation battery electrolytes. The concept of
using mixed cation-electrolytes have just begun to gain prominence in experiments [56–58].
To the best of our knowledge, mixed-cation HCEs have not been explored very much in MD
simulations. Some discussion and a few examples from studies on mixed-cation electrolytes
are presented here.

It is now established that the combination of Li and Na-ions in a battery is particularly

146
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interesting as they combine the low cost and safety of Na-ion batteries with high energy
densities of Li-ion batteries [59, 60]. Such batteries are coming to be known as hybrid
lithium-sodium ion batteries (HLSIBs). If the electrode material is chosen such that
both Li and Na-ions are able to intercalate [60–64], then this fact compensates for the
kinetic barriers in diffusion and results in high rate capability [59]. Layered electrode
materials wherein alkali-ions sit in prismatic positions (P3-type) are examples of materials
which can intercalate Li and Na-ions separately, and can also co-intercalate Li-Na ions
reversibly [60, 65–69]. In a single cation electrolyte, the composition of the electrolyte
remains constant [70]. In HLSIBs, however, where more than one kind of ion can intercalate,
the composition of the electrolyte may reversibly change during the cell operation such that
the total salt concentration remains the same [60]. Other than HLSIBs, other dual-cation
electrolytes have also been studied. A 0.5 M Zn2+ + 1.0 M Na+ in acetonitrile electrolyte
yielded a battery with a very large electrochemical window of 5.3 V [56]. In a 0.5 M Zn2+

+ 1.0 M Na+ in trimethyl phosphate (TMP) electrolyte, most TMP molecules coordinate to
cations which reduces the free-TMP molecules significantly and therefore improves the
oxidative/reductive stability of the battery [56]. In some other studies, magnesium-lithium
hybrid electrolytes have been shown to be attractive alternatives to single-cation electrolytes.
In these studies, a Li-insertion cathode and a Mg anode were used alongside the hybrid
electrolyte to combine the low cost and safety of Mg with the high voltage window and
fast kinetics of Li-ions [71]. In yet another study of a 0.5 m Zn(ClO4)2 with 18 m NaClO4

water-in-salt (WIS) electrolyte, NaClO4 changes the electronic states in the electrolyte
and solvation structure such that there are fewer free-water molecules finally resulting in
high rate, and high cycling stability [57]. Another unique study with a Prussian Blue (PB)
cathode, a Ti3C2TX MXene anode, and a low concentration mixture of KNO3 and HNO3

displayed a higher power density and enhanced H+ co-intercalation [58]. Overall, the
use of hybrid metal-ion batteries (HMIB) shows promise for big improvements in energy
storage in batteries, higher cycling stability, low cost, improved safety, and high energy
density [58, 60].

In this sub-chapter, we attempted to glean insights from a computational study of
mixed-cation (Li-Na) electrolytes out of theoretical interest in the novelty of the system,
but also with the aim of improving the ionic conductivity of HCEs starting from a Na-ion
HCE.
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4C.2 Methodology and Simulation Details

4C.2.1 Chemical species studied in this sub-chapter

The systems synthesised in this thesis are LiFSI in sulfolane, NaFSI in sulfolane, and
mixtures of LiFSI and NaFSI in sulfolane at three (Li+Na) concentrations (salt:solvent =
1:1, 1:1.5, and 1:9.57). The chemical species involved are shown in Figure 4C.1.

Figure 4C.1: (a) Li-ion, (b) Na-ion, (c) FSI anion, (d) Sulfolane molecule. Purple - Li-ion,
blue - Na-ion, red - oxygen, cyan - carbon, yellow - sulphur, white - hydrogen, orange -
nitrogen, pink - fluorine.

4C.2.2 Molecular dynamics (MD) simulation details

LiFSI and NaFSI salts were mixed in various proportions in sulfolane solvent at three
concentrations, viz., salt:solvent = 1:1, 1:1.5, and 1:9.57, respectively. For each salt
concentration, six mixing extents of the two alkali-ions were simulated (including pure
alkali-ion systems). These were 0 %Li, 10 %Li, 25 %Li, 75 %Li, and 100 %Li. PACKMOL
software [38] was used to generate random initial configurations. GROMACS-2018.3
package [39–41] was employed to carry out all the MD simulations. The force-field for
the MD simulations were the same as used in Chapter 4B. A timestep of 1 fs was used to
integrate the equations of motion using the leap-frog algorithm. All C-H bonds of sulfolane
were constrained using the LINCS algorithm [40] in GROMACS. The Lennard-Jones
(LJ) and Coulomb cut-off distances were fixed at 12 Å, and the neighbor list cut-off was
extended to 14 Å. Long-range interactions were accounted for using particle–particle mesh
Ewald (PPPM) method [50]. 1-2, 1-3 non-bonding interactions were set to zero. For 1-4
pairs, non-bonding LJ and Coulombic interactions were included with a scale factor of 0.5.
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For all other atom-pairs a scale factor of 1.0 was used. Geometric mean was employed as
the combining rule for calculating the interaction between different atom types. Long-range
dispersion corrections to energy and pressure were applied. The random packing at each
concentration was energy minimised within the force-field. This was followed by constant-
NPT equilibration run using Berendsen barostat [51] and Nosé–Hoover thermostat [52].
Following this, a constant-NPT production run using Parrinello-Rahman Barostat [53] and
Nosé–Hoover thermostat [52] was carried out. The average density estimated from the NPT
production run was used to run the constant-NVT production run. For the Nosé–Hoover
thermostat, a coupling time-constant of 0.5 ps was used, and the system was coupled to
the thermostat every 10 timesteps. For the Berendsen and the Parrinello-Rahman barostats,
a coupling time constant of 2 ps used. Parrinello-Rahman barostat was coupled with the
system once every 10 timesteps and every 1 timestep for high (salt:solvent = 1:1 and 1:1.5)
concentrations and low concentration systems (1:9.57), respectively. All NVT production
runs used for analyses were carried out at 303 K temperature and 1 bar pressure. Three
independent trials were carried out for each mixing extent at every salt concentration.
For the first trial a temperature of 303 K was maintained for all simulations. To create
the two additional independent trials, density equilibrated systems at 303 K and 1 bar
pressure, were heated to 340 K and 350 K, respectively, and annealed back to 303 K prior
to NVT production runs. To simulate a bulk environment, periodic boundary conditions
were applied along all three axes. Trajectories were visualised using the Visual Molecular
Dynamics software [42]. Insights into structure and transport were gleaned from the MD
trajectories. Most analyses were carried out with in-house FORTRAN codes.

Force field parameters for Li are those used in Chapter 3. Those used for Na-ions are
stated in Chapter 4A. FSI anion force field parameters are those refined in Chapter 4A.
Sulfolane parameters used are the refined parameters set reported in Chapter 2.

System details for all mixing extents at the three salt concentrations studied are provided
in Tables 4C.1, 4C.2, and 4C.3.
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System No .of No. of No. of No. of NPT No. of

(% Li) Li-ions Na-ions FSI anions SUL equilibrated independent

molecules box-length (Å) trials

0 0 160 160 160 36.40 3

10 16 144 160 160 36.41 3

25 40 120 160 160 36.39 3

50 80 80 160 160 36.35 3

75 120 40 160 160 36.33 3

100 160 0 160 160 36.27 3

Table 4C.1: System details for simulations at salt:solvent=1:1. SUL stands for sulfolane
molecules. All production runs used for analyses were conducted at 303 K temperature and
1 bar pressure.

System No .of No. of No. of No. of NPT No. of

(% Li) Li-ions Na-ions FSI anions SUL equilibrated independent

molecules box-length (Å) trials

0 0 160 160 240 39.24 3

10 16 144 160 240 39.19 3

25 40 120 160 240 39.24 3

50 80 80 160 240 39.21 3

75 120 40 160 240 39.17 3

100 160 0 160 240 39.16 3

Table 4C.2: System details for simulations at salt:solvent 1:1.5. SUL stands for sulfolane
molecules. All production runs used for analyses were conducted at 303 K temperature and
1 bar pressure.

System No .of No. of No. of No. of NPT No. of

(% Li) Li-ions Na-ions FSI anions SUL equilibrated independent

molecules box-length (Å) trials

0 0 160 160 1531 63.72 3

10 16 144 160 1531 63.75 3

25 40 120 160 1531 63.74 3

50 80 80 160 1531 63.68 3

75 120 40 160 1531 63.70 3

100 160 0 160 1531 63.67 3

Table 4C.3: System details for simulations at salt:solvent 1:9.57. SUL stands for sulfolane
molecules. All production runs used for analyses were conducted at 303 K temperature and
1 bar pressure.
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No. of salt formula units No. of mixing NVT production No. of Total
: No. of solvent molecules extents trajectory independent trajectory

length (ns) runs length (ns)

1:1 6 2500 3 45000
1:1.5 6 1000 3 18000

1:9.57 6 55 3 990

Total - 63990

Table 4C.4: MD simulation NVT production trajectory details.

4C.3 Results and Discussions

4C.3.1 Density

We looked at the density of various mixtures of Li and Na electrolyte mixtures at all
salt concentrations investigated (Table 4C.5). It is clear that density of the mixtures
monotonically decreases with increase in percentage of Li-ions in the system. Also, it
was observed that the rate at which density of the electrolyte decreases with increase in
percentage of Li-ions is larger for high concentration electrolytes HCEs (here salt:solvent =
1:1 and 1:1.5) as compared to that for low concentration electrolytes (LCEs) (salt:solvent =
1:9.57)) (Figure 4C.2).

System 1:1 1:1.5 1:9.57
Li/(Li+Na) (%) ρ (g/cc) ρ (g/cc) ρ (g/cc)

0 1.78 1.69 1.39
10 1.77 1.68 1.39
25 1.76 1.67 1.39
50 1.74 1.65 1.38
75 1.73 1.64 1.38
100 1.71 1.62 1.38

Table 4C.5: Density at various total alkali salt concentrations for various alkali mixing
extents at 303 K temperature and 1 bar pressure.
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Figure 4C.2: Densities at 303 K and 1 bar pressure as a function of the percentage of
Li-ions in the electrolyte for three different salt:solvent ratios investigated. Green - 1:1, red
- 1:1.5, and blue 1:9.57.

4C.3.2 Self-diffusion coefficients

The self-diffusion coefficients of various ionic and molecular species for all mixing extents
for all salt:solvent ratios were calculated and averaged over all three independent runs.

System DLi DNa DF SI DSUL

Li/(Li+Na) (%) ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s

0 - 0.0007 0.0007 0.0008
10 0.0010 0.0010 0.0008 0.0010
25 0.0015 0.0012 0.0010 0.0010
50 0.0027 0.0018 0.0017 0.0018
75 0.0030 0.0022 0.0017 0.0022

100 0.0073 - 0.0038 0.0050

Table 4C.6: Diffusion coefficients for various species present in the electrolytes at various
mixing extents at temperature 303 K and 1 bar pressure at salt:solvent = 1:1. Data averaged
over three independent runs.
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System DLi DNa DF SI DSUL

Li/(Li+Na) (%) ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s

0 - 0.0037 0.0033 0.0037
10 0.0053 0.0047 0.0038 0.0047
25 0.0073 0.0050 0.0183 0.0053
50 0.0208 0.0115 0.0432 0.0140
75 0.0342 0.0162 0.0188 0.0220

100 0.0598 - 0.0358 0.0417

Table 4C.7: Diffusion coefficients for various species present in the electrolytes at various
mixing extents at temperature 303 K and 1 bar pressure at salt:solvent = 1:1.5. Data
averaged over three independent runs.

System DLi DNa DF SI DSUL

Li/(Li+Na) (%) ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s ×10−7 cm2/s

0 - 1.353 2.150 2.400
10 3.350 1.373 2.317 2.583
25 3.083 1.412 2.517 2.783
50 3.367 1.658 2.633 2.967
75 3.733 1.950 3.217 3.517

100 4.000 - 3.700 3.900

Table 4C.8: Diffusion coefficients for various species present in the electrolytes at various
mixing extents at temperature 303 K and 1 bar pressure at salt:solvent = 1:9.57. Data
averaged over three independent runs.

Figure 4C.3: Diffusion coefficients at prototypical (a) high salt concentration (1:1) and
(b) low salt concentration systems (1:9.57) at temperature 303 K and 1 bar pressure. Data
averaged over three independent runs.
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In Tables 4C.6, 4C.7, and 4C.8, all values of the diffusion coefficients have been
averaged over three runs. The diffusion coefficients of all species increase by roughly an
order of magnitude at the high salt concentrations (salt:solvent = 1:1 and 1:1.5) in going
from a pure Na-ion HCE to a pure Li-ion HCE (Figure 4C.3(a) for 1:1). Whereas, the
increase is much smaller in going from the pure Na to pure Li electrolyte at 1:9.57 LCE
(Figure 4C.3(b)). Like in the case of density, it was observed that the replacement of
Na-ions with Li-ions has a larger effect in HCEs than LCEs.

4C.3.3 Ionic conductivity

The ionic conductivities and Nernst-Einstein conductivities (as discussed in Chapter 1) for
all mixing extents at all salt concentrations were calculated and averaged over all three
independent runs (Table 4C.9). The Haven ratios (defined in Equation 4C.4 [72]) were also
calculated. It is the ratio of the Nernst-Einstein conductivity to the actual ionic conductivity
(Chapter 1) or the ratio of self-diffusion coefficient to the conductivity diffusion coefficient.

HR = D∗

Dσ

=
limt→∞

d
dt

∑N
i=1(∆Ri(t) · ∆Ri(t))

limt→∞
d
dt

∑N
i=1(∆Ri(t) · ∆Ri(t)) + limt→∞

d
dt

∑N
i=1

∑
j ̸=i(∆Ri(t) · ∆Rj(t))

(4C.4)

∆Ri(t) is the displacement of the ith ion over a time interval, t. Here, N is the total
number of ions.

System 1:1 1:1.5 1:9.57

Li% σ σNE
σNE/σ

σ σNE σ σNE
σNE/σ

×10−3 mS/cm ×10−2 mS/cm mS/cm

0 1.370 2.850 2.080 0.499 1.137 0.681 1.329 1.952

10 2.660 3.729 1.402 0.767 1.397 0.884 1.473 1.779

25 2.300 4.584 1.993 0.791 3.886 0.747 1.648 2.206

50 4.140 8.006 1.934 1.940 9.663 1.010 1.956 1.937

75 5.310 9.128 1.719 2.580 7.923 1.030 2.471 2.399

100 11.600 22.977 1.981 12.200 15.640 1.970 2.929 1.487

Table 4C.9: Ionic conductivities with displacement correlations, Nernst-Einstein conduc-
tivity, and the Haven ratio σNE/σ at various total alkali salt concentrations for various alkali
mixing extents at 303 K temperature and 1 bar pressure. Li % is the percentage of Li salt in
the total mixture, i.e. Li/(Li+Na). Data averaged over three independent runs.
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The ionic conductivity with displacement correlations and the Nernst-Einstein conduc-
tivity are as they were defined in the Appendix to Chapter 3.

Figure 4C.4: Ionic conductivities at three salt:solvent ratios averaged over three indepen-
dent runs at 303 K temperature and 1 bar pressure. Data averaged over three independent
runs.

Ionic conductivities increase significantly (roughly by an order or magnitude or more)
and largely systematically in going across the range of percentage of Li-ions. Like density
and diffusion coefficients, the increase in conductivity in going from a pure Na-ion elec-
trolyte to a pure Li-ion electrolyte, is significant in HCEs but not as significant in LCEs
(Figure 4C.4).

Due to correlations in ion-ion displacements, particularly cation-anion displacement
correlations, the actual ionic conductivities are smaller than the Nernst-Einstein (NE)
conductivities. Therefore, the Haven ratio (σNE/σ) is greater than 1 for HCEs and LCEs
(Table 4C.9).

4C.3.4 Transference numbers

The transference numbers of various ionic and molecular species for all mixing extents for
all salt concentrations was calculated and averaged over all three independent runs.
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System (% Li) tLi tNa tF SI

0 - 0.50 0.50
10 0.06 0.50 0.44
25 0.16 0.40 0.44
50 0.34 0.23 0.43
75 0.50 0.12 0.38
100 0.66 - 0.34

Table 4C.10: Transference numbers of various species at 303 K temperature and 1 bar
pressure at 1:1 concentration of salt:solvent. Data averaged over three independent runs.

System (% Li) tLi tNa tF SI

0 - 0.53 0.47
10 0.062 0.494 0.444
25 0.076 0.157 0.767
50 0.175 0.097 0.728
75 0.53 0.08 0.39
100 0.63 - 0.37

Table 4C.11: Transference numbers of various species at 303 K temperature and 1 bar
pressure at 1:1.5 concentration of salt:solvent. Data averaged over three independent runs.

System (% Li) tLi tNa tF SI

0 - 0.39 0.61
10 0.086 0.318 0.596
25 0.178 0.246 0.576
50 0.307 0.172 0.521
75 0.444 0.0651 0.491

100 0.517 - 0.483

Table 4C.12: Transference numbers of various species at 303 K temperature and 1 bar
pressure at 1:9.57 concentration of salt:solvent. Data averaged over three independent runs.

The transference numbers reported in Tables 4C.10, 4C.11, 4C.12 do not account for
correlations between non-self ion-displacements. These have been calculated using self-
diffusion coefficients alone. The true transference numbers account for these correlations.
The calculation of this quantity requires multiple (of the order of 50), and long (hundreds
of nanoseconds to microseconds) trajectories. These simulations and calculations would be
too computationally expensive and were therefore beyond the scope of the thesis.

From Tables 4C.10, 4C.11, and 4C.12, we found that the transference numbers of
Li-ions (tLi) at all salt concentrations increases with increase in the percentage of Li-ions
in the system. This increase in tLi is simultaneously accompanied with a decrease in tNa.
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The trend in tFSI with increase in percentage of Li-ions in the system is either one of mild
decrease or is unsystematic. Therefore, with increase in the percentage of Li-ions in the
electrolyte, Li-ions carry a increasingly larger fraction of the total current and Na-ions carry
a decreasing fraction of the total current.

From the data of the three transport properties the following were concluded:

(a) The transport properties of all species increase with increase in the percentage of
Li-ions present in the electrolyte. The ionic conductivity of the electrolyte increases
with the percentage of Li-ions in the mixture.

(b) The transference number of Li-ions also increases with increase in the percentage of
Li-ions in the mixture.

Taken together, this implied that with increase in the percentage of Li-ions in the
electrolyte, an increasingly large current will be carried by Li-ions.

Therefore, replacing Na-ions systematically with Li-ions in HCEs has two effects:

(a) Replacing Na-ions with Li-ions leads to a systemic increase in the fluidity of the
electrolyte. This is seen with increase in the diffusion coefficients of all species with
increase in the percentage of Li-ions. This is also perhaps the main factor behind the
increase in ionic conductivity with increase in Li-content. The effect of this was also
seen in several analyses to follow.

(b) A mere increase in systemic fluidity starting from a pure-Na HCE was not all there
was to Li-Na mixture electrolyte. The effect of replacing Na-ions with Li-ions is not
only in the thinning of electrolyte, but also that Li-ions take up an increasing brunt
of the current carrying load at increasingly larger conductivities attained with higher
Li-content in the electrolyte. Li-ions are therefore outplaying other ions and are the
key-players in improving the transport properties of the mixed electrolytes. The precise
reason for this was beyond the scope of the present thesis but will definitely comprise
our studies in the future.

We mainly focus on understanding the 1:1 HCE as a function of extent of alkali-ion
mixing. Structure and transport in HCEs as a function of concentration has been explored
in Chapter 3. Wherever found necessary, comparison with other salt concentrations have
also been presented.
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4C.3.5 Radial distribution functions and coordination numbers

Figure 4C.5: Radial distribution function of significant alkali-ion-OFO (oxygen of sul-
folane) and alkali-ion-OBT (oxygen of FSI) in 1:1 HCEs. Data averaged over three
independent runs.

The radial distribution functions for alkali-ions in HCEs was focused upon. From Chapter
4B, we know that oxygens of sulfolane and FSI anions are the primary nearest neighbours
to alkali-ions. Therefore, in this sub-chapter the alkali-ion-OFO (oxygen of sulfolane) and
alkali-ion-OBT (oxygen of FSI) have been shown (Figure 4C.5).
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System rsolv rsolv rsolv rsolv n(rsolv) n(rsolv) n(rsolv) n(rsolv)
(% Li) Li-OFO Na-OFO Li-OBT Na-OBT Li-OFO Na-OFO Li-OBT Na-OBT

(Å) (Å) (Å) (Å)

0 - 3.23 - 3.13 - 1.93 - 3.63
25 2.83 3.18 2.68 3.18 1.45 1.92 2.71 3.63
50 2.88 3.18 2.58 3.13 1.55 1.97 2.63 3.61
75 2.88 3.28 2.63 3.18 1.50 2.13 2.69 3.63

100 2.83 - 2.68 - 1.58 - 2.64 -

Table 4C.13: Position of the first solvation shell, rsolv (first minimum of RDF) and coordi-
nation number at first minimum for 1:1 HCEs. Data averaged over three independent runs.

Stronger interactions between Li-ion and FSI anion over Li-ion and sulfolane molecule
is expected. This is why Li-OBT (oxygen of FSI anion) first minimum occurs at slightly
shorter distances than the Li-OFO (oxygen of sulfolane molecule) first minimum (Fig-
ure 4C.5(a) and (b) and Table 4C.13). This is also why the coordination number at the first
minimum (first solvation shell) is larger for Li-OFSI as compared to Li-OFO (Table 4C.13).
Additionally, the first minimum becomes less deep with increase in Li-content even in the
case of Li-OBT (Figure 4C.5(b)).

Li/Na-OFO/OBT and Li/Na-OFO/OBT RDF first minimum positions do not show any
systematic shift with percentage of Li-ions (Figure 4C.5). The coordination number of
Li-OSUL increases weakly with increase in the Li-content of the electrolyte. Na-ions tend
to be a slightly more oblivious to the exact composition of the electrolyte than Li-ions due
to the large solvation shell of Na-ions as compared to Li-ions.

Coordination numbers at first minimum suggest a slight overall increase in the sulfolane
content and a small decrease in the FSI content in the solvation shells of Li-ions (Ta-
ble 4C.13). This could imply a marginal decrease in the Li-anion interaction with increase
in percentage of Li-ions. This decrease in interaction could possibly marginally aid in the
enhancement of Li-ion transport.

4C.3.6 Solvation shell composition of alkali ions

Chapter 4B examined the difference between the solvation shells of Li and Na-ions in pure
alkali-ion electrolytes. Here, we looked at the solvation shell composition distribution for
each alkali-ion as a function of the extent of mixing at different total salt concentrations.
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System

10%Li 25%Li 50%Li 75%Li 100%Li

(OFO:OBT)- Percentage population

(1,3) - 45.8 (1,3) - 34.2 (1,3) - 35.6 (1,3) - 32.6 (1,3) - 28.5

(2,2) - 27.0 (2,2) - 25.8 (2,2) - 26.0 (2,2) - 26.9 (2,2) - 26.0

(0,4) - 12.6 (0,4) - 19.1 (0,4) - 14.5 (0,4) - 14.9 (0,4) - 15.7

(2,3) - 4.0 (2,3) - 6.5 (3,1) - 5.2 (3,1) - 7.3 (3,1) - 9.6

Table 4C.14: Populations of solvation shell types of Li-ions for various extents of Li-Na
mixing at salt:solvent = 1:1. OFO and OBT refer to oxygens of sulfolane and FSI anion,
respectively. Only the significant populations have been listed.

System

0%Li 10%Li 25%Li 50%Li 75%Li

(OFO:OBT)- Percentage population

(2,4) - 17.9 (2,4) - 17.8 (2,4) - 18.1 (2,4) - 20.0 (2,4) - 20.2

(1,4) - 15.4 (1,4) - 17.2 (1,4) - 16.4 (3,3) - 15.5 (3,3) - 15.8

(2,3) - 14.0 (2,3) - 15.1 (3,3) - 15.8 (2,3) - 14.4 (1,5) - 13.1

(3,3) - 12.6 (1,5) - 10.1 (2,3) - 13.4 (1,4) - 13.6 (2,3) - 11.4

(1,5) - 11.6 (0,5) - 6.0 (4,2) - 7.6 (1,5) - 11.4 (1,4) - 10.4

Table 4C.15: Populations of solvation shell types of Na-ions for various extents of Li-Na
mixing at salt:solvent = 1:1. OFO and OBT refer to oxygens of sulfolane and FSI anion,
respectively. Only the significant populations have been listed.

From the top solvation shell populations, we observed that in agreement with the
coordination numbers obtained from the RDFs (Table 4C.13), Li and Na-ions in HCEs have
a larger anion content in the solvation shells than solvent content (Tables 4C.14 and 4C.15).
From the top solvation shell populations, no clear trend in the solvation shell composition of
Li or Na-ions as a function of Li-content of the electrolyte is seen (Tables 4C.14 and 4C.15).
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Figure 4C.6: Probability distribution of solvation shell composition of Li-ions for various
extents of Li-Na mixing at salt:solvent = 1:1
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Figure 4C.7: Probability distribution of solvation shell composition of Li-ions for various
extents of Li-Na mixing at salt:solvent = 1:1.5.



4C.3 Results and Discussions 163

Figure 4C.8: Probability distribution of solvation shell composition of Na-ions for various
extents of Li-Na mixing at salt:solvent = 1:1.
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Figure 4C.9: Probability distribution of solvation shell composition of Na-ions for various
extents of Li-Na mixing at salt:solvent = 1:1.5.
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Figure 4C.10: Probability distribution of solvation shell composition of Li-ions for various
extents of Li-Na mixing at salt:solvent = 1:9.57.
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Figure 4C.11: Probability distribution of solvation shell composition of Na-ions for various
extents of Li-Na mixing at salt:solvent = 1:9.57.



4C.3 Results and Discussions 167

However, some other observations were made. Solvation shell composition distribution
of Li-ions becomes more specific as the percentage of Li-ions in the mixture HCEs is
decreased (Figures 4C.6 and 4C.7). We rationalise this in the following way. Na-ions have
a broader solvation shell composition distribution (larger variety in significant solvation
shell types) (Figures 4C.8 and 4C.9). The non-specificity in the solvation shell composition
of Na-ions allows for Li-ions to adopt specificity in their solvation shell composition more
when the more non-specific alkali-ion (Na-ions here), is in majority in the electrolyte.

Further, we observed that the solvation shell composition distribution for Na-ions
does not change significantly with the percentage of Li-ions in the mixed electrolyte
(Figures 4C.8 and 4C.9). Due to the large solvation shell of Na-ions, they tend to be a little
more oblivious to the exact composition of the electrolyte in comparison to Li-ions.

At low salt concentration, the solvation shell type populations do not change very much
for both Li and Na-ions as a function of mixing. All prominent solvation shell types of both
alkali-ions was composed of predominantly solvent molecules. Thus, in LCEs, both Li and
Na-ions show solvation shell composition specificity biased towards large solvent content
(Figures 4C.10 and 4C.11). Changes in the alkali-ion composition are small changes
compared with the excess solvent present in LCEs.

Li Na

System No. of No. Total System No. of No. of Total
(%Li) sulfolane FSI (%Li) sulfolane FSI

10 1.373 2.713 4.086 0 2.162 3.404 5.566
25 1.372 2.770 4.142 10 2.042 3.629 5.671
50 1.491 2.662 4.153 25 1.794 3.398 5.292
75 1.522 2.653 4.175 50 2.016 3.625 5.641

100 1.555 2.640 4.195 75 2.075 3.586 5.661

Table 4C.16: Population weighted average of the number of sulfolane molecules and
number of FSI anions in the solvation shells of Li and Na-ions as a function of percentage
of Li-ions in the HCEs. Salt:solvent = 1:1.

Subsequently, we examined the average number of solvent and FSI anion molecules
(i.e., their centre of mass) present in the solvation shell of Li and Na-ions as a function
of mixing by taking 1:1 HCEs as examples (Table 4C.16). For Li-ions, we found that as
the percentage of Li-ions in the electrolyte is increased, the average number of sulfolane
molecules in the solvation shell of Li-ions increases and the number of FSI anions in the
solvation shell slightly decreases, consistent with Table 4C.13.

Na-ions on the other hand, showed no trend in the average number of sulfolane and
FSI anions involved in the solvation shell as the percentage of Li-ions in the HCEs was
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increased. Again, the non-specificity of the Na-ions allow the Li-ions to adopt specific
solvation shell types.

4C.3.7 Self-part of the van Hove correlation function Gs(r,t)

Chapter 4B reported the self part of the van Hove correlation function for single alkali
electrolytes at prototypical high and low salt concentrations. In this sub-chapter, we studied
the effect of alkali-ion mixing on the self part of the van Hove correlation function of alkali
ions.

Figures 4C.12 and 4C.13 show Gs(r,t) for Li and Na-ions, respectively for 1:1 HCEs.
As expected from diffusion coefficients, both Li and Na-ions are able to "hop+diffuse"
to larger distances with increase in the Li-content of the electrolyte. Across the range of
percentage Li-ions, a small fraction of Li and Na-ions reach up to approximately 2 times
larger distances (Figure 4C.12 and 4C.13).

Signatures for alkali ion hopping for Li-ions are present but are smothered by signatures
of increased diffusion of Li-ions with increase in Li-content of the electrolyte (Figure 4C.12).
The ratio of diffusion coefficients of Li-ions to sulfolane molecules and FSI anions, and real
time Li-ion hop trajectories, strongly suggest that Li-ion hopping was very much present in
the pure 1:1 LiFSI in sulfolane electrolyte (Chapter 4B). From Figure 4C.13, it was clear
that the propensity for Na-ion hopping also increases slightly with increase in Li-content in
the electrolyte.

Hopping can be attributed as the predominant transport mechanism through which ions
are able to reach larger radial distances than they would through diffusion alone (Gs(r,t) in
Appendix of Chapter 3).

Replacing Na-ions with Li-ions improves the diffusion coefficient of Li-ions more than
it does of Na ions. From Chapter 4B, we know that Li-ions have a larger propensity to hop
than Na-ions.

The effect of mixing of alkali-ions on the extent of non-diffusive dynamics (super-
diffusive or hopping) in the electrolyte was studied and truly revealed the uniqueness of
Li-ion transport over those of other ions. Study of Gs(r,t) as a function of alkali-ion mixing
proved instrumental in answering the questions raised in this sub-chapter. This is discussed
in a later section.
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Figure 4C.12: Self-part of the van Hove correlation function, Gs(r,t) for Li-ions as a
function of the extent of mixing of the alkali-ions. Salt:solvent = 1:1 electrolytes. Data
averaged over three independent runs.

Figure 4C.13: Self part of the van Hove correlation function, Gs(r,t) for Na-ions as a
function of the extent of mixing of the alkali-ions. Salt:solvent = 1:1 electrolytes. Data
averaged over three independent runs.
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4C.3.8 Distinct-part of the van Hove correlation function Gd(r,t)

The distinct part of the van Hove correlation function, Gd(r,t), was used to understand how
the propensity to "hop + diffuse" to a previously occupied alkali-ion site changed with the
extent of mixing of the alkali ions.

A preference to "hop+diffuse" to previously occupied alkali-ion sites in seen for both
Li and Na-ions in pure alkali electrolytes as well as their mixtures. This is indicated from a
peak at r = 0 and a valley between r = 0 and the first peak (Figure 4C.14 and 4C.15).

Electrolytes composed of the top three highest percentages of Li-ions were considered
to evaluate the transport of Li-ions through Gd(r,t). Electrolytes composed of the top three
highest percentages of Na-ions were considered to evaluate the transport of Na-ions through
Gd(r,t). This was done to have good statistics of the alkali-ions whose transport processes
were under consideration.

As the Li-content of the electrolyte is decreased, the electrolyte becomes more sluggish
and therefore alkali-ions tend to be more caged by their nearest neighbours. Diffusive
motion becomes more difficult. Therefore transport of alkali-ions through hopping accounts
for an increasing proportion of ion-motion, as the Li-content of the electrolyte is decreased.
This makes the peak at r = 0 and a dip in between r = 0 and the first peak more
distinct/deeper as Li-content is decreased in the electrolyte. In other words, as diffusion
increases with increase in Li-content, this dip becomes shallower because the diffusive
component of ion motion increases, and unlike hopping, diffusion has no site-preference
(Figure 4C.14).

At any time-interval, Na-ions have a Gd(r,t) profile than would lie below that of Li-ions
(Figures 4C.14 and Figure 4C.15). This is expected as Na-ion rich electrolytes are more
sluggish than their Li-ion counterparts. The dip under consideration is also deeper in the
Na-rich HCEs than the Li-rich HCEs under consideration (Figures 4C.14 and Figure 4C.15).
Increase in the dip with increase in Na-content is expected because of the increase in
the sluggishness of the electrolyte, making hopping to previously occupied sites more
prominent.
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Figure 4C.14: Distinct part of the van Hove correlation function, Gd(r,t), with Li-ions as
both the reference (ref) and target (tar) ions. Gd(r,t) is shown as a function of extent of
mixing of the alkali-ions in three 1:1 HCEs.

Figure 4C.15: Distinct part of the van Hove correlation function, Gd(r,t), with Na-ions
as both the reference (ref) and target (tar) ions. Gd(r,t) is shown as a function of extent of
mixing of the alkali-ions in three 1:1 HCEs.

When “hop+diffusion” between unlike alkali-ion sites were considered, we observed
that Na-ions being less diffusive take a long time to reach a previously occupied Li-ion
site. Corresponding Gd(r,t) profiles show prominent dips between r = 0 and the first peak
(Figure 4C.16(a) and (c)). Li-ions (being more diffusive than Na-ions) are easily able to
diffuse to previously occupied Na-ion sites without the need to only do so through hopping.
Therefore, the corresponding Gd(r,t) profiles lack prominent dips between r = 0 and the
first peak (Figure 4C.16(b) and (d)).
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Figure 4C.16: Distinct part of the van Hove correlation function, Gd(r,t) with reference
(ref) and target (tar) ions as stated in the sub-figures. Gd(r,t) is shown at 50 % Li-ions
alkali-ion composition. Salt:solvent = 1:1 and 1:1.5.

4C.3.9 Non-Gaussian parameter α2

The non-Gaussian parameter was studied for different ionic and molecular types present
in the electrolytes across mixing extents of the two alkali ions. Data for the 1:1 HCE
(where the differences were most stark) is shown. We found that with increase in Li-content
in the electrolyte, the time corresponding to the maximum in α2, t∗, roughly decreases
for both Li and Na-ions (Figure 4C.17 (a) and (b)). In comparison to weak trends in α2

for Li and Na-ions, no systematic trends were seen for FSI anions and sulfolane (SUL)
molecules (Figure 4C.17 (c) and (d)). Alkali-ions are small and have high charge density in
comparison to FSI anions, say. Small ions with high charge density have a well defined
solvation shell. Such small ions (here Li and Na-ions) are expected to show transport
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phenomenon which is more dependent on the local liquid environment around the alkali-ion.
Hence, as opposed to FSI or SUL, alkali-ions are both more dynamically heterogenous and
have heterogeneity that is more sensitive to Li-ion content/composition of the HCE.

Figure 4C.17: Non-Gaussian parameter, α2, for all ionic and molecular species for different
extents of alkali-ion mixing in the 1:1 HCE. Data averaged over three independent runs.

4C.3.10 Cage relaxation time correlation function

Just as in the remainder of this thesis, ion transport has been seen to be heavily dependent
on the structure of the electrolyte surrounding the ions. In order to understand the unique
behaviour of Li-ions as a function of Li-content of the electrolyte, we examined the
continuous cage relaxation time correlation function for Li and Na-ions as a function of
alkali-ion mixing extent. The continuous cage relaxation time correlation function as
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defined in Equation 4C.5, is one measure of how fast the cage identities of alkali-ions
(considered here) change.

S(t) = ⟨s(t0 + t)m(t0 + t)⟩ (4C.5)

s(t0 + t) = 1 if the nearest neighbours of the alkali-ion (cage-identity) were exactly the
same at time t0 + t as they were at time t0. Else s(t0 + t) = 0. m(t0 + t) = 1 if the nearest
neighbours of an alkali-ion at time t0 have remained exactly the same up to time t0 + t at
every instant of a frequently dumped trajectory (here, 1 fs). Else m(t0 + t) = 0.

From the continuous cage relaxation time correlation function of the alkali-ions, we
found that the cages of Li-ions (Figure 4C.18(a)) relax slower than those of Na-ions
(Figure 4C.18(b)). This can be expected since Na-ions have a larger and looser solvation
shell in comparison with Li-ions (Chapter 4B), therefore, the cage-identities of Na-ions is
lost faster than those of Li-ions on an average. One may naively therefore expect Na-ions to
have larger transference numbers. As discussed in Chapter 4B, the larger solvation radius
and a larger mass of Na-ions (relative to Li-ions), makes the diffusion of Na-ions (where
nearest neighbours are dragged along with the central alkali-ion), slower. Further, the
propensity for Na-ion hopping was also seen to be lower than that of Li-ions (Chapter 4B).

What was more interesting is that the S(t) for Li-ions was found to be more sensitive to
the increase in Li-content of the electrolyte than the S(t) for Na-ions. This would mean
that the cage identities of Li-ions were more sensitive to the Li-content of the electrolyte,
favouring faster cage relaxation, than the cage identities of Na-ions (which were more
indifferent to the Li-content of the electrolyte) (Figure 4C.18). This observation provides a
structural relaxation rationale behind the increase in the transference numbers of Li-ions
with increase in the percentage of Li-ions in the electrolyte.
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Figure 4C.18: Continuous cage relaxation time correlation function as a function of alkali-
ion mixing extent in the 1:1 HCE for (a) Li-ions, and (b) Na-ions.

4C.4 Conclusions

Chapter 4B indicated that Na-ion HCEs are not a viable replacement for Li-ion HCEs due
to their very low ionic conductivities. This sub-chapter started with a need for studying
mixed cation electrolytes as well as a need to improve the conductivity of Na-ion HCEs.
Starting from a pure-Na-ion based HCE, we found that mixing of alkali-ions by replacing
a fraction of Na-ions with Li-ions greatly improves the ionic conductivity of the HCE.
Replacing 25 % of the Na-ions with Li-ions improves ionic conductivity by close to a
factor of two in the 1:1 HCE. Replacing 50 % of the Na-ions by Li-ions improves the
ionic conductivity by close to a factor of four. We observed a monotonic improvement in
transport properties in going from a purely Na-ion based HCE to a purely Li-ion HCE. We
therefore did not observe a mixed-alkali effect [73–75]. Since the replacement of a fraction
of Na-ions by Li-ions greatly improved the diffusion coefficients to the FSI anion as well,
the mixed-cation technology can be used for dual-ion batteries if electrode materials can be
appropriately chosen. Further, we noticed that replacing a fraction of Na-ions by Li-ions
had a more pronounced effect in HCEs than LCEs. Furthermore, Li-ions were predicted to
carry an increasingly large fraction of the total current the more Li-content there was in the
electrolyte. Several analyses were carried out to understand the structure and transport of
mixed-cation HCEs. The structural correlation to this observation was found in the fact that
Li-ion cage identity was found to be more sensitive to the increase in the Li-ion content in
the HCE than the sensitivity of Na-ion cages to the same (towards larger cage relaxation).
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In dual-salt/mixed-cation electrolytes, a competition for solvent and anion molecules
might be present between the two cations. In such a case, the solvation free energies of Li
and Na-ions become important. Further, if HCEs are under consideration, the possibility
of cation-pairs (homo-binuclear or hetero-binuclear pairs with sharing ligands) becomes
larger. The solvation free energy of these complexes also becomes relevant to understand
the propensity of formation of cation-pair clusters in HCEs. Chapter 5 is dedicated to
understanding the solvation free energies of cation-pairs complexes of pure and mixed
cation HCEs.
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Chapter 5

Study of cation pair clusters in high
concentration electrolytes

5.1 Introduction

The subject matter of this chapter was motivated from an interesting observation from
the classical MD simulations described in Chapter 4B. Therein, we noticed a pre-peak
in the Na-Na RDF (at salt:solvent = 1:1), at around 3.5 Å. A similar pre-peak is present
in the Na-Na RDF in the high concentration electrolyte (HCE) at salt:solvent = 1:1.5
(Figure 5.1(a)) as well. This pre-peak is much less prominent in the low concentration
electrolyte (LCE) of concentration 1:9.57 (Chapter 4B). This pre-peak is located at much
smaller radial distances than the expected alkali-alkali RDF first peak distance (peaks
centered at 5.5 Å or more). Also, while these peaks are present in the Na-based electrolyte,
they seem to be absent in the Li-based electrolyte (Chapter 4B). The presence of a pre-peak
in Na-Na RDFs is unprecedented because the presence of Na-ion pairs a short distance
apart (say, 3.5 Å), would imply a large Coulombic repulsion between the cations. This
made us wonder whether this pre-peak was an artifact of the force field. However, the
intensity and prominence of this pre-peak was too large for us to ignore. Whether such a
pre-peak was truly present needed to be investigated. In other words, whether a substantial
number of Na-Na cation pairs can truly be expected in HCEs required confirmation.

Further, alongside a Na-Na pre-peak, Na-NBT (nitrogen of FSI) and Na-FBT (fluorine
of FSI) pre-peaks were also observed and could not be ignored in HCEs (salt:solvent =
1:1, Chapter 4B, and 1:1.5, Figure 5.1(b)-(c)). These observations too required to be first
validated and understood. Validation for the presence of such cation pairs forms the first
part of this chapter. A study into the characteristics and propensity of formation of such
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cation pair complexes forms the second part of this chapter.

Figure 5.1: Interesting RDFs from classical MD simulations at concentration of salt:solvent
= 1:1.5 for the following pairs: (a) alkali-alkali, (b) alkali-NBT (nitrogen of FSI), and (c)
alkali-FBT (fluorine of FSI).

The accuracy of classical MD simulations is limited by the force fields being used.
Nonetheless, a molecular picture example of a Na-Na cation pair from classical MD
simulations carried out at salt:solvent = 1:1.5 is shown in Figure 5.2.

Figure 5.2: Snapshot from classical MD simulations of a Na-Na cation pair for NaFSI in
sulfolane HCE at salt:solvent = 1:1.5 concentration. Na ions are shown in blue. Na-Na
distance is in Å.

To our delight, some experimental evidences for cation pair complexes were found
in literature. For example, Muldoon et al were the first to report an electrochemically



5.1 Introduction 186

active cation pair complex, [Mg2(µ-Cl3-(THF)6)]2+ in a magnesium/sulfur (Mg/S) bat-
tery electrolyte [1, 2]. The cation pair complex consists of two Mg ions in octahedral
geometry where the three chloride ions serve as shared/bridging ligands and the three
THF molecules serve as non-shared ligands [2, 3]. Such bulkly cation complexes along
with their counter-anions would diffuse slowly as compared to mono-nuclear/mono-cation
complexes. Therefore, these complexes could impair the transport properties of a low salt
concentration electrolyte (LCE) where vehicular diffusion is the primary mode of transport
of charge. In HCEs however, alkali-ions have the option of hopping out of their cages. A
cation pair complex would mean that an alkali-ion also has a nearest neighbour alkali ion
site to “hop+diffuse” to (as seen in Chapter 3). Therefore, such cation pair complexes may
serve as building blocks of aggregate (AGG) structures [4, 5] or networks [6, 7] proposed
for HCEs. These cation pair complexes may then aid alkali-ion transport made possible
through the proximity of alkali-ion sites in HCEs. However, investigating the effect of
cation pair complex on the transport properties of HCEs (as opposed to LCEs) was beyond
the scope of the current thesis but is a question we wish to investigate in the future.

Experimental evidence for the presence of such cation pairs improved our confidence in
the observations made from force field based classical MD studies carried out in this thesis.
At the same time, the experimental evidence taken together with our observations from
classical MD simulations made our definition for cation pairs fairly clear (Figure 5.3).

A cation pair complex can be defined as:

(a) A pair of cations which are located at short distances.

(b) Such pairs most definitely share ligands (solvent molecules or anions) common in
their solvation shell. The Coulombic stabilisation these shared ligands bring to the
Coulombic repulsion between the cations, makes the formation of these complexes
plausible.

(c) The cations of these pairs also coordinate to some ligands they do not share in com-
mon with the other cation of the cation pair. These non-shared ligands satisfy the
coordination number of the cations involved in the pair.

The cations forming the pair taken together with the shared and non-shared ligands
constitute the cation pair complex.

Cation pair complexes have been studied in Ref. 8. However, in the aforementioned
study, only solvent containing complexes were considered since the PF−

6 was barely present
in the cation’s solvation shell [8]. In HCEs, however, anions have a very prominent presence
in the cation’s solvation shell. Hence, a study of cation pair complexes (when presence is
confirmed) containing shared anions is imperative. Furthermore, the FSI anion considered
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Figure 5.3: A schematic of a cation pair complex.

in this study was rather interesting. It is a non-spherical long anion which can elongate
along its length when between the cations of the pair (unlike PF−

6 ). Also, there are several
donor atoms along the length of FSI (OBT, NBT, and FBT) that could possibly coordinate
to the cations. This too made such cation pair complexes worth studying.

5.2 Methodology and Simulation Details

5.2.1 Ab-initio molecular dynamics simulations

To confirm if the Na-Na pairs seen in the empirical force field MD trajectories are genuine
in HCEs and not artifacts of the force-field we used, we performed ab-initio MD simulations
(AIMD) of the bulk electrolytes at salt:solvent = 1:1.5 concentration. Li-Li RDFs from
classical MD seem to indicate the absence of any short-distance Li-Li pairs. We also
investigated whether this is indeed so through AIMD simulations. We report two AIMD
runs each for either alkali-ion system.

To perform the AIMD simulations, the procedure followed is as given below:

(a) A cation pair complex was identified from the MD simulation trajectory of Li and
Na HCE at salt:solvent=1:1.5. A snapshot corresponding to the distance between the
cations being close to the distance (r) of the center of the RDF pre-peak (of Na-Na say)
was selected.

The classical MD simulations from which these snapshots were chosen had system
details provided in Table 5.1
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System and No. of No. of No. of No. of Density NPT
salt:solvent Li-ions Na-ions FSI sulfolane (g/cc) equilibrated

ratio anions molecules box length (Å)

LiFSI:SUL = 1:1.5 160 0 160 240 1.628 39.16
NaFSI:SUL = 1:1.5 0 160 160 240 1.686 39.24

Table 5.1: System details of the classical MD NVT trajectory from which snapshots were
chosen.

(b) All residues belonging to a box approximately 20 Å in size around that cation pair
were selected such that charge neutrality of the system was maintained and electrolyte
composition was maintained at salt:solvent=1:1.5 as closely as possible. The snapshot
carved out for the Li-ion HCE had a concentration of salt:solvent=1:1.5. That for the
Na-ion HCE had a concentration of salt:solvent= 1:1.58.

(c) The selected snapshots were subjected to energy minimization, then NVT thermaliza-
tion at 303 K for 10 ns using Nosé-Hoover thermostat, then NPT equilibration for 100
ns using Nosé-Hoover thermostat and Berendsen barostat, and finally NVT production
at 303 K using Nose-Hoover thermostat for 100 ns in the force field used in Chapter
4. Frames at t = 0 ns and t = 100 ns from the NVT run were chosen for ab-initio

geometry optimization (AIGO) calculations. The frames at t = 0 ns and t = 100 ns
were chosen at random from either alkali-ion system to start the AIGO calculation. At
the end of the classical MD simulations it was seen that one snapshot each for either
alkali-ion system had a cation pair and the remaining snapshot of either system did not
have a cation pair to start with (Figure 5.4).

The two independent snapshots that were used as starting points for the AIGO (there-
after AIMD simulations) for each alkali-ion system were taken from the same classical
MD NVT trajectory spaced out 100 ns in time. Therefore, the two LiFSI in sulfolane
AIMD simulations have exactly the same composition, the same number of molecules
of each type, and the same density as that of the NPT equilibrated classical MD run the
snapshots were taken from. Similarly, the two NaFSI in sulfolane AIMD simulations
have exactly the same composition, the same number of molecules of each type, and
the same density as that of the NPT equilibrated classical MD run the snapshots were
taken from.

The system details of the box from classical MD used for AIGO calculations and
thereafter AIMD NVT simulations are given in Table 5.2.
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Figure 5.4: The four snapshots used as starting points of AIMD simulations. (a) and (b)
are Li-systems. (c) and (d) are Na-systems. Distances marked are in Å.

Cubic Density No. of

System Salt:Solvent No. of No. of No. of No. of box in AIMD valence

Li+ Na+ FSI− SUL length simulations electrons

(Å) (g/cc)

LiFSI in 22:33

22 0 22 33 20.20 1.628 2662sulfolane =

trial 1 1:1.5

LiFSI in 22:33

22 0 22 33 20.20 1.628 2662sulfolane =

trial 2 1:1.5

NaFSI in 19:30

0 19 19 30 19.65 1.633 2476sulfolane =

trial 1 1:1.58

NaFSI in 19:30

0 19 19 30 19.65 1.633 2476sulfolane =

trial 2 1:1.58

Table 5.2: System details for AIGO and AIMD calculations.

(d) The two selected snapshots for the lithium and sodium systems (two each) were then
geometry optimized using bulk density functional theory (DFT) calculations.

(e) The ab-initio geometry optimized (AIGO) snapshots hence obtained were used as
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starting points for our NVT AIMD calculations at 350 K (Figure 5.4). A slightly
elevated temperature was used in our AIMD calculations (350 K as opposed to 303 K
in our classical MD calculations) for two reasons.

(i) In order to allow the system to sample more configurational space within a
short amount of AIMD time. This is important since AIMD calculations for an
appreciable system size (Table 5.2) is computationally expensive.

(ii) Cation pairs are more likely to exist and sustain over long durations at the highest
salt concentrations investigated in Chapter 4 (salt:solvent=1:1) and at lower
temperatures (say 303 K). If signatures for the presence of cation pairs are
confirmed at a slightly more dilute HCE than salt:solvent=1:1, i.e, 1:1.5, here,
and at a higher temperature (350 K here), the presence of these cation pairs can be
undoubtedly expected in higher concentration electrolytes at a lower temperature.

Details of ab-initio calculations

The snapshots chosen from classical MD were DFT optimized using CP2K software [9] (ver-
sion 7.1) with the Perdew, Burke, and Ernzerhof (PBE) exchange-correlation functional [10],
and Grimme’s D3 empirical van der Waals corrections [11]. Valence electrons were repre-
sented by short ranged, double-ζ valence polarized basis set, viz., DZVP-MOLOPT-SR-
GTH, with an energy cutoff of 500 Ry. The core electrons and nuclei were accounted for
using the Geodecker-Teter-Hutter pseudopotentials [12, 13]. A convergence criterion of
10−7 a.u. for the gradient of electronic wave functions was used. These details are common
to the the geometry optimization and AIMD calculations. The system details for AIMD
calculations were given in Table 5.2.

In addition, for the AIMD NVT simulations, a timestep of 0.5 fs was used to generate
a trajectory of 52 ps. Temperature was controlled at 350 K using a canonical sampling
through velocity rescaling (CSVR) type of thermostat [14].

5.2.2 Quantum cation pair cluster calculations

Cation pair complexes/clusters were built in the Gaussview software (version 5.0) [15] and
optimized using the Gaussian 16 software [16]. The number of ligands shared between
the two alkali ions were varied. Ligands are either solvent molecules or anions. In this
case, the solvent is sulfolane, and the anion is FSI. The shared ligands were placed roughly
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symmetrically between the two alkali-ions. For larger number of shared ligands, multiple
initial configurations were used to confirm trends.

Optimizations were performed in gas-phase with frequency calculations. In all reported
optimized structures, it was ensured that no imaginary frequencies were found. The level
of theory and basis set used for the calculations was B3LYP/6-31g(d,p) [17, 18]. The
Grimme’s dispersion (D3) correction was employed [19]. Basis set superposition error in
the Gibbs free energy was also corrected for using the Boys and Bernardi method [20]. For
each calculation, the following two quantities were calculated: (i) Gibbs free energy of
formation or solvation, and (ii) inter-alkali ion distance.

5.3 Results and Discussions

5.3.1 Results from AIMD simulations

AIMD simulations show that a pre-peak corresponding to Li-Li cation pairs do exist as
was not apparent from the force field used in Chapter 4 or in Figure 5.1(a). The force field
used was unable to capture this. From AIMD, it is clear that the pre-peak corresponding
to Li-Li cation pairs occurs at distances smaller than that of Na-Na cation pairs, as one
would expect considering the smaller size and tighter solvation shell of Li-ions compared
to Na-ions (Figures 5.5(a) and (b)).

As we know, alkali cation pairs are able to stay intact for some period of time, only
because the repulsive force between them (two positive charges at short distance), is com-
pensated amply by the sharing of solvent molecules and anions between them. Since
Na-ions have a looser and larger solvation shell than Li-ions, this would possibly allow
for more conformations of the shared anions while maintaining the Na cation complex
(Na-ions+shared ligands) intact. This thereby should increase the propensity of formation
of Na-cation pairs as opposed to Li-cation pairs from an entropic standpoint. This is
reflected in the larger pre-peak in the RDF of Na-Na as compared to that of Li-Li whether
in AIMD or in the force field (Li-Li pre-peak in the force field is not present) (Figures 5.5(a)
and (b)). The RDF peak postions of alkali-OBT, and the pre-peak positions of alkali-NBT
or alkali-FBT are comparable (Figure 5.5 (c)-(h)).

From Chapter 4B, we know that Li and Na-ions are primarily surrounded by OBT
(oxygen of FSI) and OFO (oxygen of sulfolane) in their first solvation shell. This is true for
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Figure 5.5: RDFs obtained from AIMD and force-field based simulations in Li and Na
salt:solvent=1:1.5 HCE for select ion-pairs: (a) Li-Li, (b) Na-Na, (c) Li-OBT, (d) Na-OBT,
(e) Li-NBT, (f) Na-NBT, (g) Li-FBT, (h) Na-FBT. Black - AIMD. Red- Force field. Green -
single frame RDF for ab-initio geometry optimized frame. Other RDFs averaged over both
AIMD runs for each system.
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alkali-ions that are a part of cation pair complexes as well. Figure 5.5(c) and (d) shows the
RDFs for Li-OBT and Na-OBT pairs, respectively. However, some cation pairs interact
with atoms of FSI which are otherwise not the primary coordinating atoms of the ligand.
The comparable first peak distance of alkali-OBT (Figure 5.5 (c) and (d)) with the pre-peaks
seen in alkali-NBT or alkali-FBT (Figures 5.5(e)-(f) and (g)-(h)) in AIMD simulations
confirm that alkali ions of some cation pairs can have a weak interaction with nitrogen
(NBT) and fluorine (FBT) atoms of FSI in addition to that with OBT.

Figure 5.6: Representative snapshots from AIMD simulations. (a) Li-Li cation pair with
shared ligands (3 anions here). The two Li-ions are also surrounded by ligands they do
not share in common. (b) Na-Na cation pair where the nitrogen atom (orange atom) of the
shared FSI anion is also involved in coordinating to both Na-ions. (c) Na-Na cation pair
where the fluorine atom (light pink atom) of a shared FSI anion is involved in coordinating
with one of the Na-ions. Distances marked are in Å.

We found that the insights gleaned from the RDFs obtained from AIMD simulations
are corroborated well with what we found from visualizing several AIMD configurations.
Figure 5.6(a) is an example of a Li-Li cation pair extracted from AIMD simulations. This
pair has three shared anions. Figure 5.6(b) is an example of a snapshot from AIMD simula-
tions where a nitrogen atom of a shared FSI is involved in coordination with both Na-ions
of the cation pair. Figure 5.6(c) is an example of a cation pair where a fluorine atom of a
shared FSI is involved in coordination in place of OBT. The fluorine atom, however, is seen
to coordinate only with one of the Na-ions in this snapshot.

In order to understand further from AIMD simulations, we examined the number of
cation pairs present in the HCEs as a function of AIMD simulation time (Figure 5.7). The
cut-off distance within which two Li-ions were termed a cation pair was chosen to be 3.8 Å.
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Figure 5.7: Number of cation pairs as a function of AIMD simulation time for two inde-
pendent trials of either alkali-ion HCE. (a) and (b) LiFSI in sulfolane at salt:solvent=1:1.5.
(c) and (d) NaFSI in sulfolane at salt:solvent=1:1.58. The cut-off distance within which
two Li-ions were termed a cation pair was chosen to be 3.8 Å. The cut-off distance within
which two Na-ions were termed a cation pair was chosen to be 4.8 Å.
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The cut-off distance within which two Na-ions were termed a cation pair was chosen to be
4.8 Å. The position of the alkali-alkali minimum after the pre-peak was considered to be
cut-off distance (Figure 5.5 (a) and (b)). The average number of cation pairs (after equili-
bration) from the two independent runs of LiFSI in sulfolane (1:1.5) shown in Figure 5.7(a)
and (b) are 0 and 0.75, respectively. These numbers for the two independent runs of NaFSI
in sulfolane (1:1.58) are 4.44 and 5.4, respectively.

Based on these, the following points are to be noted:

(a) Average number of short distance Li-ion pairs can be non-zero in contrast to what one
may have falsely concluded from force field based classical MD simulations alone.
Although one independent run of LiFSI in sulfolane shows no cation pair, we know
that Li-cation pairs exist for two reasons. First, the independent run-averaged Li-Li
RDF obtained from AIMD shows a pre-peak (Figure 5.5(a)). Second, the independent
run in which a pre-existing cation pair (Figure 5.7 (b)) already existed, persists through
the AIMD simulation.

(b) From the average number of cation pairs formed, we inferred that Na-ions have a
larger propensity of formation of cation pairs than Li-ions. This may be expected since
Na-ions have a larger solvation shell radius than those of Li-ions. This allows first shell
members of Na-ions to be farther from Na-ions than in the case of Li-ions. Therefore,
Na-ions while still staying slightly farther apart from each other than Li-ions can form
cation pairs with shared ligands in between them. Na-Na pairs being further apart, also
reduce the inter-alkali and inter-shared ligand repulsion more than corresponding Li-Li
pairs. In the former case, the shared ligands have a larger volume over which they may
arrange themselves spatially to minimize repulsion.

A more concrete and detailed study of the various kinds of cation clusters that can
form is better studied through quantum chemical calculations rather than those from MD
simulations. To this end, we perform quantum calculations of cation clusters as described
in the methods section.

5.3.2 Quantum chemical calculations on cation pairs in gas phase

Solvation energy of cation complex formation and inter alkali-ion distance

Quantum chemical geometry optimization and frequency calculations were conducted. This
allowed us to analyse the optimized geometry, calculate the free energy of formation of
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various clusters, as well as look at inter-alkali ions distances in the geometry optimized
cluster. Details of the level of theory has been specified in the “Methodology and Simulation
Details” section.

Three sets of quantum chemical cluster calculations were carried out:

(i) Clusters with shared solvent molecules alone. Here, the number of shared solvent
molecules was varied between one and four.

(ii) Clusters with shared anions alone. Here, the number of shared anions was varied
between one and four.

(iii) Clusters with solvent molecules and anions. Here, the number of solvent molecules
and anions were varied such that the total number of shared ligands remained four.

For every cation complex/cluster calculation carried out, three alkali-ion pair types were
considered, viz., Li-Li, Li-Na, and Na-Na.

The initial and geometry optimized cation complex geometries for some representative
cluster calculations for only solvent, only anion, and for a combination of solvent molecules
and anions are shown in Figures 5.11, 5.12 and 5.13, respectively.

The free energy of solvation/formation of these complexes are calculated as:

∆Gsol = G(Mp+
α M q+

β (SUL)x(FSI)n−x) −G(Mp+
α )

−G(M q+
β ) − xG(SUL) − (n− x)G(FSI)

(5.1)

∆Gsol is the free-energy of solvation or the free energy of formation of the cation
complex. Mα and Mβ are metal ions that form the cation complex of charge p+ and q+,
respectively. SUL is the solvent molecule. FSI is the bis(fluorosulfonyl)imide anion. n is
the number of ligands present in the cation complex. G(Mp+

α M q+
β (SUL)x(FSI)n−x) is

the free energy of the cation complex. The free energy of the individual components are
subtracted from this quantity.

The free energy of solvation/formation and the inter cation distance for the three sets of
cation complexes are tabulated in Tables 5.3, 5.4 and 5.5.

The observations and inferences made from these calculations were the following:

(a) With increase in number of shared solvent molecules and anions (ligands), the free
energy of solvation becomes more negative and the complex becomes more stabilized
(Tables 5.3 and 5.4) (Figures 5.11, 5.12 and 5.13 are structures of representative
complexes). In general, the larger the number of shared ligands, greater is the reduction
in the repulsion between cations, and more stabilized is the cation complex.
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(b) However, when the number of shared ligands is high, the ligands have steric and
Coulombic repulsion (in the case of anions) between each other. When the inter-ligand
repulsion partially overshadows the stabilization rendered to the cation complex, a
non-monotonicity is seen in the trend of ∆Gsolv (Figures 5.8 (a) and (c)).

(c) The inter-anion repulsion of a (no.of solvents, no. of anions) = (0,4) complex can be
reduced by exchanging one of the anions with a solvent molecule (Figure 5.9). Amongst
n = 4 complexes, there exists a non-monotonicity in free energy. A combination of
(no. of solvents, no. of anions) for which the free-energy of formation is most negative,
is (1,3) (Figure 5.9). Three initial configurations were used as starting points for the
geometry optimization and frequency calculations. Each data point of Figure 5.9
corresponds to the free energy of solvation of the configuration yielding the most
negative free energy of formation.

The non-monotonicity in Figures 5.8(c) and (d) was also confirmed in the same manner.
Starting from three initial configurations each for (0,3) and (0,4), the configuration of
minimum optimized energy was used for calculation of ∆Gsol and inter-alkali distance.

(d) With increase in the number of shared ligands, the inter alkali distance decreases. Inter
alkali distances for some cation complexes are shown in Tables 5.3 and 5.4, and in
Figures 5.8(b) and (d).

When the inter-ligand repulsion partially overshadows the stabilization rendered to the
cation complex, a non-monotonicity is seen in the trend of inter-cation distances.

(e) The free energy of solvation for anion containing complex is more negative than for
that of solvent containing complex for the same number of shared ligands (solvent or
anion) (Figure 5.8).

(f) The inter alkali distance for anion containing complex is shorter than a solvent contain-
ing complex for the same number of shared ligands (solvent or anion) (Figures 5.8(b)
and (d)).

This is to be expected since anions, being negatively charged, counter the Coulombic
repulsion of cations more than solvent molecules are able to. This leads to greater sta-
bilisation of anion containing complexes. The superior stabilisation of anion complexes
over solvent complexes is maintained despite allowing for the cations to come closer
together.

(g) A more negative value for the free energy of formation of a cation pair complex in-
dicates greater stabilisation of that complex. However, a more negative value for the
free energy of formation does not imply a larger propensity of formation of such a
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complex. For example, Table 5.4 indicates that the ∆Gsol of a Li-Li cation complex is
more negative than that for Li-Na complex, which in turn is more negative than that of
a Na-Na complex of the same number of shared anions. However, the propensity of
formation of a cation pair complex is dictated by the excess stabilisation of the cation
pair complex over the two mono-cation complexes taken together (∆Gsol,bi−cation -∑∆Gsol,mono−cation) and not the free energy of formation of the cation-pair complex
just by itself. ∆Gsol,mono is the free energy of formation of the mono-cation/nuclear
complexes from its constituents. For example, for two shared anion cation pair com-
plexes, ∆Gsol,bi−cation -

∑∆Gsol,mono−cation is more negative for Na-Na complex than
that of Li-Li complex (Figure 5.10). This implies that the Na-Na two anion complex has
a higher propensity of formation than the Li-Li two anion complex even though ∆Gsolv

of Na-Na (two anion complex) is less negative than the Li-Li (two anion complex)
(Table 5.4). A higher propensity of formation of Na-Na complexes as compared to
Li-Li complexes was seen from AIMD simulations (Figure 5.5 and 5.7). Na-ions
have a larger solvation shell. Therefore, Na-ions are able to stay further apart than
Li-ions whilst still being a part of a cation pair complex. First, this reduces the Na-Na
repulsion to some extent. Second, a larger coordination number of Na-ions as compared
to Li-ions implies the possibility of a larger number of shared ligands in Na-Na cation
pair complexes than Li-. Larger number of shared ligands connecting a pair of Na-ions
spaced further than Li-ions makes Na-Na cation pair complexes more probable than
Li-Li cation pair complexes.

(h) Lastly, generally, we found that the bi-cation heteronuclear complexes (Li-Na) have
solvation free energies of formation, inter-cation distance, and propensity of formation,
intermediate to those of the bi-cation homonuclear complexes (Li-Li and Na-Na).
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Figure 5.8: (a) Free energy of solvation and (b) inter-alkali distance for complexes as a
function of number of solvent (sulfolane) molecules. (c) Free energy of solvation and (d)
inter alkali distance for complexes as a function of number of anion (FSI) molecules.
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Figure 5.9: The free energy of solvation of all cation pair complexes containing a total of
four ligands which can either be solvent molecules or anions.

Figure 5.10: Difference between the free energy of formation/solvation of cation pair or
bi-nuclear complexes and the mono-cation or mono-nuclear complexes.
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No. of solvent
Li-Li Li-Na Na-Na

∆Gsol Distance ∆Gsol Distance ∆Gsol Distance
kcal/mol Å kcal/mol Å kcal/mol Å

1 -19.21 5.52 -12.06 5.88 -3.96 6.23
2 -81.69 4.06 -70.44 4.40 -52.34 4.74
3 -122.64 3.49 -106.48 3.84 -90.12 4.12
4 -97.44 4.51 -130.76 3.96 -101.14 3.88

Table 5.3: Free energy of solvation, ∆Gsol and inter-cation distance as a function of number
of sulfolane molecules. All the solvent molecules are shared between the alkali-ions.

No. of anions
Li-Li Li-Na Na-Na

∆Gsol Distance ∆Gsol Distance ∆Gsol Distance
kcal/mol Å kcal/mol Å kcal/mol Å

1 -167.08 5.24 -154.23 5.59 -142.56 5.95
2 -275.11 3.02 -256.69 3.27 -236.70 4.25
3 -315.23 3.90 -297.92 3.84 -279.74 3.85
4 -293.79 3.49 -260.38 3.75 -246.71 3.72

Table 5.4: Free energy of solvation, ∆Gsol and inter-cation distance as a function of number
of FSI anions. All the anions are shared between the alkali-ions.

No. of (solvent,anion)
Li-Li Li-Na Na-Na

∆Gsol Distance ∆Gsol Distance ∆Gsol Distance
kcal/mol Å kcal/mol Å kcal/mol Å

(4,0) -97.44 4.51 -130.75 3.96 -101.14 3.88
(3,1) -249.97 3.65 -241.48 3.67 -214.37 3.91
(2,2) -303.10 3.96 -288.56 4.08 -267.14 4.02
(1,3) -463.86 3.66 -303.82 3.46 -286.37 3,72
(0,4) -293.79 3.49 -260.38 3.75 -246.71 3.72

Table 5.5: Free energy of solvation, ∆Gsol and inter-cation distance as a function of number
of solvent and FSI anions. All combinations of ligands which sum to four were considered.
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Figure 5.11: The initial and geometry optimized configurations of cation pair complexes
containing different number of solvent (sulfolane) molecules as ligands: (a) one sulfolane in
Li-Li complex, (b) two sulfolanes in Li-Na complex, (c) three sulfolane in Na-Na complex,
and (d) four sulfolane in Li-Li complex. Purple - Li-ion, blue - Na-ion, red - oxygen, cyan -
carbon, yellow - sulfur, and white - hydrogen. Representative distances marked in Å units.
Configurations shown are the ones for that initial-final configuration pair which yielded the
most negative energy for the optimised configuration.
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Figure 5.12: The initial and geometry optimized configurations of cation pair complexes
containing different number of anions (FSI) as ligands: (a) one anion in Li-Li complex, (b)
two anions in Li-Na complex, (c) three anions in Na-Na complex, and (d) four anions in
Li-Li complex. Purple - Li-ion, blue - Na-ion, red - oxygen, yellow - sulfur, pink - fluorine,
and orange - nitrogen. Representative distances marked in Å units. Configurations shown
are the ones for that initial-final configuration pair which yielded the most negative energy
for the optimised configuration.
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Figure 5.13: The initial and geometry optimized configurations of all Na-Na complexes
containing solvent molecules and/or anions such that they have total of four ligands. The
(No. of SUL, No. of FSI) Na-Na complexes investigated are (a) (4,0), (b) (3,1), (c) (2,2),
(d) (1,3), and (e) (0,4). Blue - Na-ion, red - oxygen, yellow - sulfur, cyan - carbon, white
- hydrogen, pink - fluorine, and orange - nitrogen. Representative distances marked in Å
units. Configurations shown are the ones for that initial-final configuration pair which
yielded the most negative energy for the optimised configuration.
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5.4 Conclusions

In this chapter, to the best of our knowledge, the first evidence for the existence of stable
cation pairs in HCEs through classical MD was reported. The presence of these cation
pair complexes was confirmed through AIMD simulations. Na-Na cation pairs were easily
predicted from the RDFs of classical MD. While the RDFs obtained from the force field
based classical MD simulations did not show any appreciable signatures for Li-Li cation
pairs, AIMD simulations confirm the presence of both Li-Li and Na-Na cation complexes.
Atoms of FSI anions such as nitrogen and fluorine which are not commonly found to
coordinate with alkali-ions in monoculear (mono-cation) complexes were seen to coordinate
with alkali-ions in some cation complexes considered. The Li-NBT (nitrogen of FSI) and
Li-FBT (fluorine of FSI) associations in cation complexes were also seen in RDFs from
AIMD simulations. Hence, more subtle structural features need to be confirmed through
AIMD simulations. Force field based classical MD simulations alone cannot be relied
upon. Furthermore, quantum gas phase calculations of cation complex clusters revealed that
anion containing clusters in general have more negative free energy of solvation and shorter
inter-alkali distances. However, when the number of shared anions became too large (four,
say), the inter-anion repulsion of four closely spaced negatively charged anions destabilised
the cation complex partially. It was found that replacing one out of four anions with one
solvent molecule improved the stability of the complex by reducing inter-ligand repulsion.
Through our studies, we were able to both confirm the presence of cation complexes in
HCEs and characterize properties of a range of investigated cation complexes. The effect of
presence of cation complexes on alkali-ion hopping and diffusion and thereby the transport
properties of HCEs are interesting questions we wish to address in the future. Furthermore,
the extent to which such cation complexes extend in space or aggregate together in an HCE
(as opposed to their detrimental presence in LCEs) can make for another riveting study.
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Chapter 6

Effect of propylene carbonate addition
on the structure of dilute zinc-based
aqueous electrolytes– a combined
quantum mechanical and molecular
dynamics approach

6.1 Introduction

Up to this point, the thesis has focused on understanding the intermolecular structure and
transport phenomena of high concentration electrolytes (HCEs). Despite many advantages,
HCEs continue to suffer from some shortcomings which are not possible to ignore, viz., low
ionic conductivity owing to their high viscosity, and high cost due to the large amounts of
salt used in making them [1]. Replacing carbonate solvents with water (aqueous electrolytes)
intrinsically ensures non-flammability [2], without the need to increase salt concentration
in the electrolyte to ensure non-volatility. Further, the highly polar nature, high dielectric
constant, low viscosity, and the flexible and transitory nature of the hydrogen bond network

The work presented in this chapter was performed in collaboration with Dr. Premkumar Senguttuvan’s
group, Jawaharlal Nehru Centre for Advanced Scientific Research, Bangalore, India. Relevant experimental
data from their group has been reported here for the sake of completeness. A majority of the work reported in
this chapter was published in J. Mat. Chem. A 2022, 10, 12597-12607 (https://doi.org/10.1039/
D2TA01501C) with the title "Two for one: propylene carbonate co-solvent for high performance aqueous
zinc-ion batteries – remedies for persistent issues at both electrodes".
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in water allow for making battery electrolytes with very high ionic conductivities. The high
polarity and large dielectric constant of water also allow for a variety of salts to dissolve
in it [2]. Lastly, unlike other organic solvents that need to be synthesised, water is readily
available in abundance [3]. For all of these reasons therefore, having investigated HCEs,
the exploration of aqueous electrolytes seems promising.

Although aqueous batteries may immediately seem like the solution to most problems
to battery technology today, this is far from the truth as yet. Aqueous electrolytes have their
own severe deficiencies. The main issues with dilute rechargeable aqueous zinc batteries
(RAZBs) are the following: small electrochemical potential window [2], parasitic reactions
on the zinc anode [4], dendritic growth on the zinc anode [5], low Coulombic efficiency
leading to shorter battery lifespan [6], and partial dissolution of cathode material [4].
These issues acutely affect the applicability of RAZBs. The underlying reasons for these
deficiencies are as follows. We know that water is thermodynamically unstable near the
zinc deposition potential close to the anode [7]. This leads to parasitic reactions involving
hydrogen evolution reaction (HER). This in turn increases the local pH near the anode and
initiates the formation of Zn(OH)2 and ZnO. These form a zinc-insulating and passivating
layer which reduce the utilization of zinc in the battery, reduces cycling life, and promotes
dendritic growth. As for commonly used and promising oxide-based cathodes, free water
molecules attack and tend to dissolve the cathode material [7].

There are two main ways to overcome these issues: (a) Modifications to the zinc anode
by the use of nanostructured zinc [8] and modification of protective interlayers [9, 10] of
the anode, and (b) electrolyte engineering [4] to reduce water content in the zinc solvation
shell. The latter is both a more tractable line of approach to solving this problem and can
attempt to remedy the problem at both electrodes.

To remedy the persistent issues at anode and cathode through electrolyte engineering, it
is necessary to:

(a) Reduce the number of solvating water molecules around zinc, and also to reduce the
fraction of free water molecules (bulk water). This ensures that there is a smooth
zinc-ion conducting solid electrolyte interface (SEI) on the anode which is derived
less from the reduction of water. Such an SEI is also more impenetrable by water, and
hence more protected from parastic reactions [7].

(b) Since free water molecules attack and tend to dissolve the cathode material [7], the
fraction of free water must also be reduced in the electrolyte.

The route of electrolyte engineering has been pursued along two main directions:

(a) Through the use of high concentration aqueous electrolytes (water-in-salt electrolytes
(WIS) [11]). Here, an anion-derived SEI can reduce dendritic growth and offer high
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Coulombic efficiency. This gain will come at the cost of losing out on very high-ionic
conductivity. Also, the use of large amounts of salt dramatically increases the battery
cost.

(b) Through the addition of organic additives (or co-solvent) to the water solvent, which
scavenge water from the zinc solvation shells. This leads to the formation of a rel-
atively more anion and organic derived zinc solvation shell, the reduction of which
in turn increases the anion and carbonate content of the SEI and thereby the battery
performance [3, 4, 12–15]. One does not however want to add too much of the organic
co-solvent into the water-based electrolyte for two main reasons. Large amounts of
organic co-solvent would

(i) decrease the ionic conductivity of the aqueous electrolyte significantly, and

(ii) make the electrolyte flammable, thereby robbing the aqueous-based electrolyte of
the primary advantages that made them an attractive option for battery electrolytes.

As a part of electrolyte engineering, several organic additives such as dimethyl car-
bonate (DMC) [14], methanol [6], dimethyl sulfoxide(DMSO) [15], triethyl phosphate
(TEP) [12, 16], acetonitrile [17], glucose [13], ethylene glycol [18], urea [19], diethyl
ether [20], dimethyl ether [21] and propylene carbonate (PC) (added in large quantities [22],
90% by volume) have been tried and have yielded good results in terms of significantly
reducing the water content in the zinc solvation shell. The work on PC [22] appeared
in literature after we had completed our studies using PC. This chapter is dedicated to
providing molecular-level explanations for the experimentally obtained improvement in
electrochemical battery performance upon addition of small amounts (20 weight %) of a
promising organic co-solvent, viz., propylene carbonate (PC) (Prof. Senguttuvan’s group).
PC is a more commonplace solvent for use in batteries in comparison to additives/co-
solvents aforementioned. At the same time, from our computational studies, we find that it
proved to be a co-solvent that is required in only small amounts to cause discernible change
in the zinc solvation shell structure. This change was enough to result in electrochemical
performance at par with larger amounts of aforementioned additives/co-solvents, in general.

In the present chapter, the electrolyte is composed of zinc triflate (Zn(OTf)2) salt,
water solvent, and propylene carbonate (PC) (main) or dimethyl carbonate (DMC) (for
comparison) co-solvent (Figure 6.1).
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Figure 6.1: Molecular structures of zinc (Zn2+) cation, triflate (CF3SO3
−) anion, water

(H2O) solvent, and propylene carbonate (PC) or dimethyl carbonate (DMC) co-solvent.
Grey - Zn2+, red - oxygen, yellow - sulphur, cyan - carbon, pink - fluorine, white - hydrogen.

The following systems were studied using MD simulations:

(a) TW: 1 M Zn(OTf)2 in water,

(b) PC10 TW: 1 M Zn(OTf)2 in water (90% by weight) and propylene carbonate (PC)
(10% by weight),

(c) PC20 TW: 1 M Zn(OTf)2 in water (80% by weight) and PC (20% by weight),

(d) PC30 TW: 1 M Zn(OTf)2 in water (70% by weight) and PC (30% by weight), and

(e) to understand the effectiveness of PC as a co-solvent, a DMC based system was also
simulated. DMC-TW: 1 M Zn(OTf)2 in water with the same number of molecules of
each type as PC20 TW– however, using DMC in the place of PC.

TW, PC10 TW (in some studies), PC20 TW, DMC20 TW (in some studies), and water
systems were experimentally investigated [23].

We briefly discuss some important experimental results from Prof. Senguttuvan’s group
published in Ref. 23 to put our computational studies into perspective. Several definitions
of various quantities and techniques relevant to experiments have been provided in Chapter
1.

Fourier transform infrared (FTIR) spectroscopy was used to investigate the solvation
structure of water–PC–Zn(OTf)2 hybrid electrolytes. A shift to higher wavenumbers of
O-H vibration upon the progressive addition of PC was seen [23]. This shift implies the
disruption of water–water hydrogen bonding and the emergence of interaction between PC,
Zn2+ and H2O. Similarly, the C=O stretching frequencies also shift to lower wavenumbers
going from pure PC to PC in water, indicating the strong hydrogen bonding of the carbonyl
group of PC with water. These spectroscopic results indicate the strong interactions between
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H2O, Zn2+ and PC species, which are expected to modulate the primary solvation sheath of
the Zn(H2O)2+ aqua complex in electrolytes. To confirm inferences from experiments, in
our computational investigations, we study PC-water interactions and the solvation shell
composition of Zn2+ ions.

To explore the impact of the solvation structure on the reversible Zn plating/stripping
behavior, cyclic voltammetry (CV) measurements were performed using Zn|Ti cells [23].
The Zn plating process in the PC20 TW electrolyte occurs at a relatively lower reduction
potential than in the reference TW electrolyte. Such a change in Zn plating overpotential
can be attributed to the formation of the in situ solid-electrolyte interphase (SEI) and
nucleation–growth of zinc electrodeposits.

A stable SEI derived from OTf− anion-PC decomposition was observed in experiments
of PC20 TW [23]. These show the presence of organic and inorganic products derived
from OTf− anion-PC decomposition on the Zn anode cycled in the PC20 TW electrolyte.
The surface morphology of these samples revealed the formation of zinc dendrites in TW
electrolyte, whilst a smooth morphology was observed in case of PC20 TW electrolyte. We
computationally calculate reduction potential of various ionic and molecular species/pairs
relevant here to shed some light on the possible compositions of the SEI observed in
experiments.

Through our computational investigations, we correlate these observations on the
cathode to PC-water interactions.

In this chapter, computationally, through radial distribution functions, and coordination
numbers, we evaluate the averaged zinc-solvation shell compositions. We calculate the pop-
ulations of various zinc solvation shell types, the reduction potentials of various chemical
species involved in reduction, and quantify the interaction of water with PC. We understand
our results on the zinc-solvation shell from MD simulations through quantum chemical
binding energy and free energy of formation calculations. In most analyses, we draw a
comparison between using PC and another commonplace battery solvent, viz., dimethyl
carbonate (DMC), to evaluate the relative effectiveness of the two co-solvent carbonates.
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6.2 Methodology and Simulation Details

6.2.1 Molecular dynamics simulations

Force-field

The bonded and non-bonded force field parameters used for triflate anion, PC, and DMC
were the General Amber force-field (GAFF) parameters, generated by Antechamber soft-
ware [24]. Their molecular structures are shown in Figure 6.1.

Restrained Electrostatic Potential (RESP) charges were adopted for the different atom
types of these molecules [25]. Water was modeled using TIP-3P [26]. The Lennard-Jones
parameters and charge used for zinc ion are of Amber99sb-ildn [27], and are provided in
Table 6.1. Charge on zinc ion was taken to be +2.

Atom type σ (Å) ϵ (kcal mol−1) Charge (e−)
Zn 1.95998 0.0125 2.0

Table 6.1: Force field parameters for zinc used in MD simulations.

Method

PACKMOL software (Version 18.002) [28] was used to generate random initial configura-
tions for all systems. System details are as in Table 6.2. GROMACS-2018.3 package [29]
was used to evolve particle trajectories in time. A timestep of 1 fs and the leap-frog algo-
rithm were used to integrate the equations of motion. The Coulomb and Lennard-Jones (LJ)
cut-off distances were chosen according to the GAFF to be 10 Å. 1-2 and 1-3 non-bonded
interactions are absent. Non-bonded interactions between 1-4 atom pairs were scaled by 0.5
for LJ interactions and by 0.8333 for Coulomb interactions. For all other atom pairs, a scale
factor of 1.0 was used for both kinds of non-bonded interactions. Long range interactions
were included using the particle-particle mesh Ewald method [30]. LINCS constraints were
used for all intramolecular bonds involving hydrogens [31]. Periodic boundary conditions
were applied. Arithmetic mean and geometric mean were used as combination rules for LJ
sigma and epsilon, respectively. V-rescale thermostat [32] was employed for all simulations
with a coupling time-constant of 0.5 ps. The thermostat was coupled to the system once
every 10 MD steps. Long range temperature and pressure corrections were employed.
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Three independent configurations for each system were packed, energy minimized, and
evolved in time. All analyses are averaged over the results of three independent runs.
The random configurations were first energy minimized in the force field. Thereafter, the
temperatures of the all the systems were ramped from 0 K to 298 K under constant volume
conditions at the rate of 0.1 K/ps, and then equilibrated at 298 K for 2 ns. Following this,
NPT equilibration runs at 1 bar pressure for a duration of 5 ns were performed for each
system using Berendsen barostat [33] with a coupling time-constant of 2.0 ps. The barostat
was coupled to these systems once every ten steps. Subsequently, NPT production runs of
duration 10 ns were run using Parrinello-Rahman barostat [30, 34]. The time-constant for
pressure coupling was 2.0 ps. The Parrinello-Rahman barostat was coupled to the system at
every step. Finally, the average density obtained during NPT production was used as initial
configurations for NVT runs generated for 50 ns. GROMACS-2018.3 [29] modules and
FORTRAN codes developed in-house were used to analyze NVT particle trajectories.

System
nOTf−:nPC :nH2O No. of water No. of box Equilibrated

carbonate molecules molecules length (Å)
TW 1:0:56 0 8960 67.14

PC10 TW 1:1:51 160 8160 67.02
PC20 TW 1:2:45 320 7200 66.50
DMC-TW 1:2:45 320 7200 66.34
PC30 TW 1:2.42:31.76 486 6432 66.43

No. of Zn2+ ions = No. of Zn(OTf)2 = 160 for all systems. No. of triflate ions = 320 for
all systems.

Table 6.2: Details of systems simulated using MD.

Agreement level of force-field used with experiments

The validity of the force field used was checked by comparing simulation densities against
the densities obtained from experiments (wherever available). See Table 6.3.

System ρsimulation (g/cc) ρexperiment (g/cc) ∆ρ%
TW 1.204 1.208 -0.33

PC10 TW 1.222 1.225 -0.24
PC20 TW 1.245 1.235 0.81
DMC-TW 1.236 – –
PC30 TW 1.263 – –

Table 6.3: Density obtained in simulations compared against experimental values.



6.2 Methodology and Simulation Details 215

6.2.2 Quantum chemical DFT calculations

We calculate the binding energies of some pairs of molecules and the reduction potentials of
some single molecules and some pairs of molecules quantum chemically. In this section, we
provide the details used in performing these calculations. The results of these calculations
are provided in the results and discussion section.

Binding energy calculations in implicit solvent model

All quantum chemical calculations were performed using the Gaussian 16 package [35] and
all visualizations for these calculations were carried out in GaussView (version 5.0.9) [36].
To obtain an estimate of the strength of interaction between the zinc-ion and other compo-
nents of the electrolyte, we calculate the binding energy of various species with the zinc ion
in the implicit Solvation Model Based on Density (SMD) [37] using water solvent. Like
Dong et al. [14] the systems were geometry optimized at the B3LYP level of theory and
using the 6-311G(d) basis set for all atoms barring zinc. For zinc, a B3LYP level of theory
and the SDD basis set was employed. D3 version of Grimme’s dispersion corrections were
employed for these calculations [38]. Frequency calculations confirmed the absence of any
imaginary frequency. The binding energy Eb of complex containing components 1 and 2
was calculated as: Eb = E1,2 – E1 – E2, where E is the energy of the optimized structure.

Reduction Potentials

The free energy of formation [∆GS,298 = GS,298(X−) − GS,298(X)] of X− from X for
some complexes in implicit solvent phase (water) was calculated using the SMD [37]. X
represents a molecule, ion or a zinc complex that can undergo reduction. Both X and X−

were optimized in the same way as was done for binding energy calculations. The optimized
structure of X was used as the starting configuration for the optimization of X− with the
addition of an electron. D3 version of Grimme’s dispersion corrections were employed for
these calculations [38]. The reduction potentials of the complexes were obtained therefrom
using the following expression [14]

Ered = −(∆G/F ) − 3.656V (6.1)

where F is the Faraday constant.
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6.3 Results and Discussions

6.3.1 Radial distribution functions and coordination numbers

Altering the zinc-ion solvation shell has attracted much attention in the recent past as a
promising way forward in resolving the issues faced by conventional aqueous zinc-ion bat-
teries [13–15, 39, 40]. The addition of small amounts of PC to the aqueous zinc electrolyte
solution is a similar attempt at the same, resulting in significantly improved electrochemical
battery performance. Atomistic MD simulations have been performed to investigate the
altered electrolyte structure in general and the zinc solvation shell composition in particular.
Various radial distribution functions (RDFs) around zinc and running coordination numbers
are displayed in Figure 6.2. Peaks at 1.92 and 1.88 Å in the RDFs of all the electrolytes
correspond to Zn – OW (i.e., Zn – O of H2O) and Zn – OTf (i.e., Zn – O of triflate anion)
distances, respectively, in the Zn2+ primary solvation shell (Figure 6.2(a) and (c)). In
PC-based electrolytes, the carbonyl oxygen (OC) is present at a distance of 1.95 Å from
Zn2+ (Figure 6.2(b)). Coordination number analysis of the average composition of Zn2+

primary solvation shell is provided in Table 6.4.

System Average zinc solvation shell composition

TW Zn2+[(H2O)5.53(OTf−)0.47]
PC10 TW Zn2+[(H2O)5.27(PC)0.14(OTf−)0.59]
PC20 TW Zn2+[(H2O)5.25(PC)0.24(OTf−)0.51]
PC30 TW Zn2+[(H2O)5.00(PC)0.37(OTf−)0.64]

Table 6.4: Average composition of Zn2+ primary solvation shell.

These observations are interesting, as the addition of a small amount of PC (say, 20
weight %) increases the amount of OTf−, and expels nearly 0.3 water molecules from the
zinc solvation shell. In tripling the weight percent of PC in the electrolyte (from PC10
TW to PC30 TW), the PC content of the zinc solvation shell is also tripled, approximately
(Figure 6.2(b)). Example of a zinc environment in PC20 TW with triflate anion and PC
participating in its primary solvation shell, replacing two of six water molecules present in
TW is shown in Figure 6.3.
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Figure 6.2: Radial distribution functions (RDF) (left axis) and running coordination
numbers (CN) (right axis) for a) Zn – OW (i.e., Zn – O of H2O), b) Zn – OC (i.e., carbonyl
O of PC) and c) Zn – OTf (i.e., Zn – O of triflate anion).
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Figure 6.3: A representative zinc environment in PC20 TW. Atom colors: Red - oxygen,
white - hydrogen, cyan - carbon, grey - zinc ion, yellow - sulphur, pink - fluorine.

6.3.2 Organization of water molecules around PC

PC is a polar molecule with a large dipole moment of 4.94 D [41]. Radial distribution
functions (RDF) and coordination numbers (CN) between different atom pairs or center
of masses (Figure 6.4) shows that water organizes around PC, and significantly interacts
with it through hydrogen bonding (Also see results on hydrogen bonding). Thus, say in the
PC20 TW electrolyte, on average, as many as 2.6 water molecules are present in the first
coordination shell of the carbonyl oxygen of PC (see Figure 6.4(b) for the corresponding
RDF whose first peak integrates to a value of 2.6 at the first minimum of 3.5 Å; donor O –
acceptor O distance in hydrogen bonds). PC scavenges these water molecules both from the
bulk solution and from the zinc solvation shell to bring them into its own first coordination
shell (Figure 6.5). This leads to a partial water depletion at zinc which is compensated by
an increased insertion of PC and OTf− into the zinc solvation shell (Figures 6.2(b) and (c)).
Such a replacement of water molecules with organic co-solvent molecules and anions is in
good agreement with recent reports [3, 6, 12–15, 39, 42]. As one might expect, there are
12 water molecules around the PC centre of mass (COM) (Figure 6.4(c)).

Organization of water around the PC molecules must reduce the free (bulk-like) water
percentage. We study this in the next section.
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Figure 6.4: Radial distribution functions (RDF) (left axis, solid lines) and running coordi-
nation numbers (CN) (right axis, dotted lines) for a) OC – HW (hydrogens of water), b) OC
– OW and, c) the center of mass (COM) of PC – COM of H2O.
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Figure 6.5: A snapshot of PC20 TW-MD simulation showing PC forming hydrogen bonds
with water molecules.

6.3.3 Percentage of free water molecules

A free water molecule is defined as one which only has other water molecules as its
nearest neighbors, i.e., a water molecule not coordinating or interacting with zinc ions,
PC molecules, or triflate anions, in a PC based electrolyte, say. The cutoff interaction
distance between OW and Zn was taken to be 2.5 Å. Water and PC were considered to
interact through hydrogen bonds. The carbonyl oxygen atoms (OC) were considered to
be the hydrogen bond acceptors of the carbonates used. The cutoff distance for OW and
OC interaction was therefore taken to be 3.5 Å. The oxygens of the triflate anions interact
with the hydrogens of water molecules. This again made the cutoff of 3.5 Å for OW to
OTf distance, a suitable choice. We find that the percentage of free water decreases from
TW to PC30 TW (Table 6.5). This reduction is due to water molecules getting increasingly
coordinated to PC with increase in the latter’s proportion in the electrolyte. As discussed
earlier, this reduction of free water percentage is crucial in reducing the reductive reactivity
of water at the anode and in reducing the extent of dissolution of the cathode.
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System Percentage of free water

TW 68
PC10 TW 64
PC20 TW 58
PC30 TW 55

Table 6.5: Free water percentages across different concentrations of PC in the electrolyte.

6.3.4 Hydrogen bonds among water molecules

In MD trajectories, setting the hydrogen bond distance (donor oxygen to acceptor oxygen)
criterion to be 3.5 Å, and the hydrogen bond angle (O-H–O) criterion to be between 130o

to 180o, we tabulate our results in Table 6.6.

System Number of H-bonds

TW 1.96
PC10 TW 1.90
PC20 TW 1.83
PC30 TW 1.78

Table 6.6: Average number of water-water hydrogen bonds per water molecule.

PC interacts with water through hydrogen bonding. The hydrogen bonds formed
between PC and water comes at the cost of partially breaking the water-water hydrogen
bond network, consistent with the reduction in the percentage of ‘free water’ in the solution
and the average number of hydrogen bonds per water molecule. A higher weight percent
of PC in the solution results in a larger disruption of the water-water hydrogen bonding
network. The organic co-solvent (PC here) lowers the solvent’s (water here) activity.

Having studied the reason for carbonate and triflate insertion into the zinc solvation
shell and a quantitative measure for water-PC interactions leading to free water reduction,
we were interested in quantitatively estimating the prevalence of triflate and carbonate
containing zinc-ion clusters vis-a-vis the standard hexa aquo zinc complex. This aspect is
investigated in the next section.
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6.3.5 Zinc solvation shell compositions and percentage populations

The nature of zinc-ion primary solvation shell is dependent on the number of water
molecules, PC molecules, and triflate anions present in the electrolyte solution. The
solvation shell of all zinc ions over the last 45 ns of NVT trajectories were determined to
arrive at the population of various zinc solvation shell types. The populations were averaged
over three independent runs. In order for a water molecule or a PC molecule or a triflate
anion to be a part of a zinc ion’s solvation shell, the distance between OW of water and Zn,
or OC of PC and Zn, or any OTf of triflate anion and Zn, was required to be less than or
equal to 2.5 Å.

The occurrence probability of various types of zinc solvation shell is displayed in
Figure 6.6. An examination of the coordination shell and its reduction potential (next
section) is relevant to understand the character of the SEI, which is likely to be a product
of reduction of such species. The addition of PC to TW diversifies the composition of the
zinc solvation shell (increased population of triflate and carbonate containing complexes)
and significantly reduces the probability amplitude of the hexa-aquo complex (Figure 6.6,
Table 6.7).

TW PC10 TW
PC20 TW

PC30 TW
(nH2O:nPC :nOTf ) - Pop(%)

(6:0:0) - 60 (6:0:0) - 43.12 (6:0:0) - 43.75 (6:0:0) - 30.00

(5:0:1) - 33.54 (5:0:1) - 35.62 (5:0:1) - 24.79 (5:0:1) - 30.62

(4:0:2) - 5.62 (5:1:0) - 7.29 (5:1:0) - 14.79 (5:1:0) - 14.37

(3:0:3) - 0.83 (4:0:2) - 6.67 (4:0:2) - 8.12 (4:1:1) - 12.08

(5:0:0) - 1.29x10−3 (4:1:1) - 5.42 (4:1:1) - 5.42 (4:0:2) - 5.62

(4:0:1) - 3.89x10−4 (3:0:3) - 1.25 (4:2:0) - 1.25 (3:1:2) - 2.08

(3:0:2) - 2.78x10−5 (3:1:2) - 1.25 (3:2:1) - 1.67

(4:2:0) - 1.87

(3:0:3) - 1.04

Table 6.7: Zinc-solvation shell compositions across four electrolytes.
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Figure 6.6: Populations of all zinc primary solvation shell compositions in TW, PC10 TW,
PC20 TW, DMC, and PC30 TW electrolytes.

The interpretation of zinc solvation shell population study can be understood in light of
reduction potentials discussed in the next section.

6.3.6 Reduction potentials

Having looked at populations of various solvation shell types for zinc ions, it is useful
to look at how the reduction potentials of the fundamental units of some of these zinc
complexes compare to that of Zn2+. The methods for the calculation of the same are given
in the methods section. Although a separate section is devoted to the comparison between
PC and DMC, for the sake of convenience, in this case DMC has been included in here.
Figure 6.7 and Table 6.8 tell us that bare triflate anion, PC, and DMC have a much lower
reduction potential (-2.79 V, -2.34 V, and -2.44 V, respectively) compared to the Zn2+/Zn
redox couple. Therefore, Zn2+ ions will preferentially undergo reduction before triflate
anion or PC or DMC. Interestingly however, Zn2+OTf− (0.13 V), Zn2+PC (0.23 V), and
Zn2+DMC (0.21 V) have a higher reduction potential compared to Zn2+/Zn redox couple,
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and therefore preferentially undergo reduction in comparison to zinc. This can potentially
allow for the formation and deposition of fluoride and carbonate derivatives of zinc as SEI
instead of oxide and hydroxide derivatives of zinc predominantly formed in the absence of
carbonate.

Figure 6.7: The calculated reduction potentials of free OTf−, free PC, free DMC,
Zn2+OTf−, Zn2+PC and Zn2+DMC species.

Chemical species Calculated reduction potential (Ered) (V)

OTf− -2.79
PC -2.34

DMC -2.44
Zn2+OTf− 0.13
Zn2+PC 0.23

Zn2+DMC 0.21

Table 6.8: The calculated reduction potentials of various chemical species.

Taking the zinc solvation shell composition populations together with reduction poten-
tials, the reduction potentials of 0.23 V for Zn2+PC (akin to number ratio - OW:OC:OTf
= 5:1:0, for example), and 0.13 V for Zn2+OTf− (akin to number ratio - OW:OC:OTf =
5:0:1 for example), are higher than that of the Zn2+/Zn redox couple, and will therefore
preferentially undergo reduction in comparison to zinc (Figures 6.6, 6.7, and Table 6.7),
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similar to the scenario in Ref. 14 for DMC. Increased presence of PC and OTf− in the
zinc-ion primary solvation shell (Figure 6.6) and the preferred reduction of such complexes
over zinc (Table 6.8), can potentially lead to the formation of a more PC and OTf−- derived
SEI (fluoride and carbonate derived SEI). This will have a protective effect on the electrode,
leading to improved electrochemical performance over TW. This is at par with the W4D1
(55 weight percent DMC) system of Ref. 14 through the presence of PC only at 20 weight
percent in the electrolyte.

We performed quantum chemical calculations to verify the stability of the Zn2+–
(H2O/PC/DMC/OTf−) pairs and to rationalize these results.

6.3.7 Binding energies in implicit solvent model

Quantum chemical calculations have been performed to verify the stability of Zn2+–
(H2O/PC/DMC/OTf−) pairs. The binding energies of Zn2+-PC (-18.14 kcal mol−1) and
Zn2+– OTf− (-18.78 kcal mol−1) pairs are comparable to each other and relatively closer
to Zn2+–H2O (-22.87 kcal mol−1) in comparison to Zn2+-DMC (-16.89 kcal mol−1) (Fig-
ure 6.8). This supports the introduction of PC and OTf− in the Zn2+ primary solvation shell
as well as the larger PC content than DMC content in the Zn2+ solvation shell seen in our
MD results.

Figure 6.8: Binding energies calculated using SMD [37] with implicit water representation
of (a) Zn2+-H2O, (b) Zn2+-PC, (c) Zn2+-DMC, and (d) Zn2+-OTf−. Distances are in units
of Angstrom (Å).



6.3 Results and Discussions 226

Focussing on electrolytes with PC as a co-solvent, the binding energy of Zn2+-H2O
(-22.87 kcal mol-1) is larger than that of Zn2+-PC (-18.14 kcal mol-1), and Zn2+-OTf− (-
18.78 kcal mol-1). This, coupled with the fact that the proportion of water in the electrolyte
is largest, is reflected in nOW :nOC :nOTf = 6:0:0 being the most probable zinc solvation
shell type (Figure 6.6), and water being the predominant participant in interactions with
zinc, even in non-hexa-aquo complexes. The values of the binding energies are comparable,
thereby not precluding the formation of zinc complexes containing PC and OTf−, rather
the comparability of the energies make complexes such as nOW :nOC :nOTf = 5:0:1, 5:1:0,
second and third most probable according to our MD simulations. Quantum chemical
calculations of the free-energy of formation (∆ fG) of nOW :nOC :nOTf = 6:0:0, 5:0:1, 5:1:0
complexes in gas phase (below) have also been calculated (Figure 6.9). These reveal that
the formation of PC and OTf− containing complexes are possible and support our MD
results. PC and OTf− entering the zinc solvation is a function of the amount of PC in
the electrolyte, binding and free energies, and temperature. Both these quantum chemical
calculations (gas and SMD phases) have their own limitations as does the force field used
for MD simulations. However, the presence of PC and OTf- in the zinc solvation shell
(in as small quantities as 17% (1/6th) in the most probable zinc solvation shells (barring
6:0:0)) is either shown or strongly considered plausible by all of them.

Figure 6.9: Gas-phase free energy for: nOW :nOC :nOTf = (a) 6:0:0, (b) 5:0:1, and (c) 5:1:0.

6.3.8 Propylene carbonate versus dimethyl carbonate

PC and DMC are both widely used solvents in batteries and therefore, apart from others,
for this reason too, they become attractive co-solvents in aqueous electrolytes. However,
results reported in Ref. 14 were not at the same weight percent of DMC as the studies
conducted by Prof. Senguttuvan’s (and our) studies on PC. Neither are the experimental
conditions such as current density nor the mass loading at the cathode exactly the same



6.3 Results and Discussions 227

between the two studies. Therefore, making a definitive statement about the efficacy
of the two carbonates across the studies is therefore, difficult. For a direct one-on-one
comparison, Prof. Senguttuvan’s group prepared two electrolytes, viz., containing PC20
TW and DMC20 TW and performed full-cell studies at the same current density and the
same mass loading of the cathode (4 mg cm−2). The capacity retention of the PC20 TW
was far superior in comparison to DMC20 TW [23].

In order to find the plausible reasons for the improved electrochemical performance of
PC over DMC, we simulated a Zn(OTf)2-DMC-H2O (DMC-TW) in the same molecular
ratio as the PC20 TW system. We use the same molecular ratio and not the same weight
percent (as in experiments) across the PC and DMC electrolytes. This was so because,
maintaining the same number of interaction sites (Zn, OW, OC, OTf, say) across the
electrolytes is required for a fair comparison when it comes to gleaning molecular level
insights from simulations.

First, from Figure 6.10(a), we find that approximately 0.16 additional water molecules
are expelled from the zinc ion solvation shell by PC in lieu of DMC. Although the extent
of the carbonate entering the zinc solvation shell is small at low carbonate concentrations,
from Figure 6.10(b), we find that at the same molecular ratio of PC and DMC in their
respective electrolytes, approximately 2.4 times more PC is able to enter the zinc solvation
shell than DMC. The above observations can be summarized using the average solvation
shell composition formulae for the DMC-TW and PC20 TW electrolytes from Table 6.9.

System Average zinc solvation shell composition

PC20 TW Zn2+[(H2O)5.25(PC)0.24(OTf−)0.51]
DMC-TW Zn2+[(H2O)5.41(PC)0.1(OTf−)0.49]

Table 6.9: Average composition of Zn2+ primary solvation shell in PC20 TW and DMC-
TW electrolytes.

Second, unlike PC20 TW wherein PC’s OC coordinates to 2.6 water molecules, DMC’s
OC coordinates to only 2.15 water molecules. This difference can be clearly attributed to
the lower dipole moment of DMC (0.91 D) [43] in comparison to that of PC (4.94 D) [41].

Third, we find that the free-water percentages for both electrolytes are the same (Ta-
ble 6.10). At first glance, this may seem surprising since PC has seemed to be a better
carbonate to use as an organic co-solvent as compared to DMC up to this point. Here,
we note from Table 6.9 that PC scavenges out more water from the zinc solvation shell
in comparison to DMC. This should lead to more free-water in the DMC-TW than PC20
TW. However, PC’s OC coordinates with 2.6 water molecules as opposed to 2.15 water
molecules in the case of OC of DMC. The two effects seem to compensate for each other
to yield the same free-water percentage in both electrolytes.
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Figure 6.10: Comparison of MD simulation results of DMC based and PC based zinc-
water-triflate electrolyte solutions, at the same molecular ratios of Zn(OTf)2:carbonate
solvent:H2O.
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Figure 6.11: Populations of all zinc primary solvation shell compositions in PC20 TW and
DMC-TW electrolytes.

System Percentage of free water

PC20 TW 58
DMC-TW 58

Table 6.10: Free water percentages for PC20 TW and DMC-TW electrolytes.

Fourth, we find that the number of hydrogen bonds between water molecules per
water molecule is larger in the PC20 TW electrolyte than the DMC-TW electrolyte (Ta-
ble 6.11). Stronger interactions between PC-water vis-a-vis DMC-water can be inferred.
An additive/co-solvent that engages more water molecules is suited.

System Number of H-bonds

PC20 TW 1.83
DMC-TW 1.81

Table 6.11: Average number of water-water hydrogen bonds per water molecule

Fifth, we look at the populations of different zinc solvation shell types in the PC20 TW
and DMC-TW electrolytes.
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PC20 TW
DMC-TW

(nH2O:nPC :nOTf ) - Pop(%)

(6:0:0) - 43.75 (6:0:0) - 52.92

(5:0:1) - 24.79 (5:0:1) - 29.58

(5:1:0) - 14.79 (4:0:2) - 7.50

(4:0:2) - 8.12 (5:1:0) - 6.04

(4:1:1) - 5.42 (4:1:1) - 2.92

(3:1:2) - 1.25 (3:1:2) - 0.62

(4:2:0) - 1.25 (3,0,3) - 0.21

Table 6.12: Zinc solvation shell compositions across PC20 TW and DMC-TW electrolytes.

Two interesting observations can be made from Figure 6.11 and Table 6.12: (a) The
population of the hexa-aquo (6:0:0) complex is approximately 10% less in the PC20 TW in
comparison with DMC-TW. This observation implies that PC has been able to desirably
convert a larger number of hexa-aquo complexes from hexa-aquo to ones that contain PC
and/or triflate, as opposed to DMC. (b) The population of any carbonate containing complex
is larger in the PC based-electrolyte when compared with the DMC-based electrolyte (up
to 9% more in (5:1:0)). This implies that PC is able to enter the zinc solvation shell more
easily as than DMC. The higher population of PC containing zinc-ion complexes than
DMC containing zinc-ion complexes when taken together with the fact that the reduction
potentials of both Zn2+PC and Zn2+DMC are higher in comparison to the Zn2+/Zn couple
imply that the carbonate containing zinc-ion complexes are likely to reduce before zinc
and that the carbonate derived part of the SEI is likely to be a little more in the PC-based
electrolyte than the DMC-based electrolyte. As discussed earlier, increasing the fraction of
carbonate and anion-derived SEI is favourable for better battery performance.

These results indicate that the use of PC over DMC is favourable. These observations
find their footing in part because liquid PC has a higher static dielectric constant and
molecular dipole moment (64.9, 4.94 D) [41] in comparison to DMC (3.087, 0.91 D) [43],
i.e. PC is more polar than DMC.

6.4 Conclusions

This work was performed in collaboration with Prof. Senguttuvan’s group. Experimentally,
infrared (IR) and Raman spectroscopy hinted at changes in the zinc solvation shell. However,
these changes could be elaborated upon through MD simulations. X-ray photoelectron
spectroscopy (XPS) determined the chemical composition of the SEI on the zinc anode
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cycled in PC20 TW as being composed of organic (C-F, C-O, and C-S) and inorganic
(ZnCO3 and ZnF2) products. Scanning-electron microscope (SEM) images show the
smooth deposition of these products on the zinc anode. Cyclic voltammetry, voltage-
capacity studies, Galvanostatic Zn plating/stripping experiments, and cycling-stability were
performed to determine the battery performance. These proved that even in small quantities
(20% by weight), the presence of PC in the aqueous electrolyte significantly curbed the
hydrogen evolution reaction (HER), reduced dendritic growth on the zinc anode and the
erosion of the V2O5 cathode. These improved the Coulombic efficiency and cycling stability
of the battery greatly. The advantage of improving the electrochemical performance of the
battery using small amounts of organic additives is that one can largely maintain the high
ionic conductivity and non-flammability of aqueous electrolytes. From our simulations, we
were able to arrive at the molecular explanations for the experimental findings. We find that
the addition of PC in the electrolyte has two main effects:

(a) PC enters the zinc solvation shell and promotes the entry of triflate anion into the zinc
solvation shell as well. The population of the hexa-aquo complexes is significantly
reduced as the proportion of PC in the electrolyte increases and the zinc solvation shell
composition is thus diversified. The reduction potential of Zn2+PC and Zn2+OTf− are
also larger than that of the Zn2+/Zn couple. Taken together, these results would mean
that addition of PC in the aqueous electrolyte will result in a significant fraction of
non-hexa-aquo (i.e. PC or OTf containing) complexes which will preferentially undergo
reduction to form a smoother (less dendrites), more hydrophobic (hence protective)
carbonate and anion-derived SEI on the zinc anode.

(b) The addition of PC in the electrolyte decreases the fraction of free (bulk) water in the
electrolyte. This happens as PC scavenges water molecules from the zinc solvation
shell and bulk liquid through its interactions with water via hydrogen bonds. This
reduction of free water reduces the dissolution of the V2O5 cathode.

Therefore using PC as a co-solvent to water remedies issues at both electrodes and we
have been able to understand the molecular underpinnings for the same.
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Chapter 7

Summary and Future Outlook

Being the main medium of storage of energy, batteries are critical to the adoption and
widespread usage of alternative sources of power to replace fossil fuels. Research in
improving battery technology focus both on the electrodes and the electrolytes. The work
presented in this thesis has focused on the latter. In particular, using computational methods,
we have studied aspects of high concentration electrolytes (HCE), which overcome some
of the shortcomings of the low concentration electrolytes (LCE). At present, LCEs are
more commonly used. We have used sulfolane, a promising polar aprotic organic solvent
in order to study the structure and transport phenomena in HCEs. The study of HCEs
forms the bulk of the work presented in this thesis. In addition to the study of HCEs, a
particular combination of organic and aqueous solvents is also explored in the dilute salt
concentration limit.

7.1 Summary

In the introductory Chapter 1, we set the scene by giving an outline of the current state of
knowledge of HCE structure and transport phenomena. We also discussed some computa-
tional tools and statistical quantities used in this thesis.

In Chapter 2, we derived a parameter set for an effective force field that quantitatively
captures the transport and physicochemical properties of liquid sulfolane. Specifically, we
derived non-bonded Lennard-Jones parameters and average DDEC6 atomic-site charges for
sulfolane in its liquid phase. These can be used in classical molecular dynamic simulations.
In order to carry over the force field developed here for sulfolane to the study of transport
phenomenon in sulfolane-based HCEs, it was particularly important to arrive at accurate
predictions of transport in sulfolane itself. Our refined force field was shown to achieve this
better than other common force fields.
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Due to the large viscosity of HCEs, their ionic conductivity is low, and a molecular-level
understanding of the transport mechanism in them remains incomplete. We use the refined
force field for sulfolane obtained in Chapter 2 to study various concentrations of LiBF4 in
sulfolane battery electrolytes in Chapter 3. Having achieved near quantitative agreement
to experimental values in transport properties, Li-ion hopping was confirmed to be one
possible transport mechanism of ions in HCEs. Further, Li-ions were found to bear an
affinity to hop+diffuse to previously occupied Li-ion sites. Anion-rich nano-heterogeneities
in a marginally solvent-rich HCE was found to comprise of Li-ions bridged by anions. To
the best of our knowledge, we derive the first ever liquid-state non-H+ ion-hopping free
energy barrier, and characterise its transition state. Lastly, we perform MD simulations of
crystalline HCEs as a parallel to liquid HCEs to further our understanding of the hopping
mechanism in the two.

Chapter 3 used Li-ion based HCEs as their object of study, where lithium is a metal that
is relatively scarce in the Earth’s crust. Chapter 4 takes up Na-ion based HCEs, sodium
being the closest alternative to lithium, and a metal that is far more abundant than lithium.
Chapter 4A presents a refined force field for the bis(fluorosulfonyl)imide (FSI) anion. This
improved FSI force field is suitable for use across Li and Na-ion based battery electrolytes,
and in combination with ionic liquid cations such as [C2MIM][FSI]. This force field predicts
density to a similar accuracy as the CL&P force field, but predicts transport properties such
as diffusion coefficients and ionic conductivity to much better. The refined FSI force field
is used in Chapter 4B to do a comparative study of the structure and transport of Li-ion
and Na-ion based HCEs. We showed that the diffusion coefficients and ionic conductivity
in Na-ion based electrolytes are an order of magnitude lower than those in Li-ion based
ones, particularly at high salt concentrations. This is due to the larger solvation radius of
the former. We also found that ions in Li-based HCEs have a greater propensity to hop
than their Na-ion counterparts. This is due to the higher Einstein frequency of Li-ions.
Despite the abundance of sodium in the Earth’s crust, the very poor conductivity of pure
Na-ion HCEs make them an unviable option for immediate application. In Chapter 4C,
we studied a mixed alkali electrolyte to overcome the poor transport properties of pure Na
based HCEs discovered in the previous sub-chapter. We found a monotonic improvement
in transport properties as the fraction of Na-ions replaced by Li-ions is increased; an effect
that is found to be more pronounced in HCEs than in LCEs. We found that Li-ions carry
an increasing fraction of the current as more Na-ion were replaced by Li-ions. We also
discovered that the structural underpinings of the above was linked to the sensitivity of
the alkali-ion cage identity’s dependence on the lithium content of the electrolyte. While
Li-ion cages loosened with increase in lithium content of the electrolyte, Na-ion cages were
largely indifferent to the same.
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In Chapter 5, we examined ligand-bridged bicatonic complexes that form in pure and
mixed cation solvents, such as those discussed in Chapters 4B and 4C, respectively. Using
AIMD simulations, we showed (to the best of our knowledge) the first evidence for the
presence of stable cation pair complexes in both Na-based (as predicted from RDFs) and
Li-based (not predicted by RDFs) HCEs. We also find that such complexes are more likely
to be composed of Na-ions than Li-ions. It is also seen that some FSI anion atoms that do
not usually coordinate with monocationic/mononuclear alkali ion complexes do so in some
of the cation pair complexes. We found evidence of Li-NFSI and Li-FFSI associations in
cation complexes, although these subtler features need further examination. A study of
free energies of formation showed that anion containing clusters have shorter inter-alkali
distances and are more stable than solvent containing complexes. It was also found that
when the number of shared ligands is large (∼≥ 4), the cationic complex stability decreases;
this may be remedied by replacing one of the anions by a solvent molecule.

A possible means by which to overcome many of the limitations of HCEs is to replace
the carbonate solvents of electrolytes with water. Dilute aqueous electrolytes, however,
have their own shortcomings, stemming primarily from parasitic reactions at the anode.
The final chapter of this thesis, Chapter 6, describes a work done in collaboration with
experimentalists, in which we show that, and theoretically explain why, the addition of
propylene carbonate (PC) as a cosolvent to water remedies many of the limitations of a
pure aqueous electrolyte such as that found in rechargeable aqueous zinc ion batteries. Ex-
periments have shown that even a relatively small amount of PC in the aqueous electrolyte
greatly improved the Coulombic efficiency and cycling stability of the battery. Classical
MD simulations reason that such an effect is due to two factors.

(a) PC enters the zinc solvation shell and greatly increases the fraction of non-hexa-aquo
complexes. Non-hexa aquo complexes preferentially undergo reduction to form a
smoother and more hydrophobic carbonate and anion-derived SEI on the zinc anode.

(b) PC scavenges H2O molecules from the zinc solvation shell and the bulk liquid through
its interactions with water via hydrogen bonds. This reduces the free water content of
the electrolyte and thus the dissolution of the cathode.
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7.2 Future Outlook

Several interesting and potentially fruitful avenues exist to extend the work done in this
thesis.

The force field obtained in Chapter 2 for sulfolane may, by means of minor modifica-
tions, be extended to capture the transport and physicochemical properties of the whole
class of sulfones. As an extension to Chapter 3, of particular interest would be to study the
characteristics of “higher-order” hops that involve multiple ligand exchanges and chain-like
networks and aggregates. As part of a deeper exploration of the hopping mode of transport,
we also need to experiment with different salt and solvent choices to determine the best
combinations to reduce the activation barriers to hopping without reducing salt concen-
trations and losing the benefits of HCEs. Rotational van Hove correlation functions for
anions and solvent molecules may expose their role in promoting Li-ion hopping and ligand
exchange. This may also therefore prove to be a worthwhile subject of investigation.

Chapter 4 showed how the ionic conductivity of Na-ion HCEs can be improved through
replacing some fraction of Na-ions with Li-ions. It would be interesting to find out if starting
from a pure Li-ion HCE, the replacement of some fraction of Li-ions with some other
cation can improve the transport properties of Li-ion based HCEs even further such that the
main shortcoming of low ionic conductivity in HCEs is addressed. Replacing a fraction of
Li-ions with some other cation whose metal form is abundant would significantly reduce
the cost of Li-ion HCE-based batteries as well.

Another potentially constructive direction to extend the exploration of cation pair
complexes initiated in Chapter 5 is to estimate the populations of various types of cation
pair clusters from classical MD simulations. Further, it is worth investigating whether
some ligand-bridged cation pairs join to form networks or aggregates which enhance the
conduction of alkali-ions in the electrolyte.

In Chapter 6 we saw that even when the electrolyte is composed of PC at 30% by
weight, the amount of water displaced from the zinc-solvation shell on an average, is very
little. The affinity of zinc-ions for water is very large. Therefore, it is meaningful to hunt
for a co-solvent with small and polar molecules, which form a liquid with a high dielectric
constant comparable to water. Water molecules need to be paralleled in these crucial aspects.
The molecules of such a co-solvent would be stronger competitors to water molecules for
a place in the zinc-ion solvation shell than PC molecules. The hunt for an appropriate
co-solvent must therefore continue.
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Appendix to Chapter 2

A.1 Determination of gas-phase DDEC6 charges

Gas-phase DDEC6 charges [1] were obtained from single molecule quantum chemical
gas-phase optimization, followed by wave-function determination, both of which were
carried out in Gaussian 16 [2]. This procedure is in contrast with the procedure used to
obtain charges in Ref. 3. Subsequently in our procedure, charge-partitioning was carried
out using Chargemol software [4] using the wavefuction file as input. The charges obtained
were averaged over all atoms of the same atom-type to obtain average gas-phase DDEC6
charges given in Table A.1.

Atom type q (e)

SFO 1.21259
OFO -0.62659
CS1 -0.32635
CS2 -0.12475
HC1 0.14217
HC2 0.09352

Table A.1: Single-molecule gas-phase atomic-site DDEC6 charges, q (e), used in the
MD run from which independent snapshots were chosen for liquid-phase DDEC6 charge
calculation. These gas-phase DDEC6 charges were also used for total potential energy
calculation for potential energy surfaces of the refined force field presented in figure 2.2 of
chapter 2.
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A.2 Charge distribution obtained in liquid-phase DDEC6
charge calculation

Figure A.1: Distribution of charges, (q) according to atom types, obtained from seven liquid
phase snapshots, energy minimized within quantum density functional theory. Subsequently,
the electron density obtained thus, was used to derive atomic site charges. n is the count
of a bin of width 0.01 e. Dashed lines represent the charges of the force field from which
the current force field was developed [3]. Snapshots were chosen from the MD simulation
as described in the main manuscript at temperature T = 303 K and pressure p = 1 bar.
The narrow distributions of the site charges justify the use of a non-polarizable force field.
Differences in the mean values of liquid phase site charges from the corresponding gas
phase values indicates the need to derive charges from condensed phase simulations.

A.3 Bonded parameters

The equilibrium values of bond lengths and angles of sulfolane were obtained from the
geometry optimization of a single-molecule, at MP2/aug-cc-pvdz level of theory (see
Tables A.2 and A.3). The bond and angle force-constants were used as given in Ref. 3.

Bond type r0 kb

SFO-OFO 1.497 10660.832
SFO-CS1 1.893 3941.328
CS1-CS2 1.534 2242.624
CS2-CS2 1.545 2242.624
CS1-HC1 1.099 2769.808
CS2-HC2 1.016 2769.808

Table A.2: Bond parameters used in the refined force field. Equilibrium bond-length r0 (Å)
and force-constant kb (kJ·mol−1·Å−2) of equation 2.1 of chapter 2.
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Angle type θ0 kθ
OFO–SFO–OFO 120.77 1941.38
OFO–SFO–CS1 109.34 1740.54
CS1–SFO–CS1 95.83 1631.76
CS2–CS1–SFO 104.46 1389.09
CS1–CS2–HC2 110.80 313.21
CS2–CS1–HC1 113.98 313.21
HC1–CS1–HC1 111.06 276.14
HC2–CS2–HC2 108.12 276.14
CS2–CS2–HC2 110.80 313.21
CS2–CS2–CS1 106.12 836.80
SFO–CS1–HC1 106.23 313.21

Table A.3: Angle parameters used in the refined force field. Equilibrium angle θ0 (degree)
and force-constant kθ (kJ·mol−1·rad−2) of equation 2.1 of chapter 2.

A.4 Additional MD details

Temperature Force field NPT averaged box-length (Å)

303 Force field of Ref. 3 49.8647
303 OPLS 50.3709
303 This work 49.8082
313 This work 49.9531
323 This work 50.1071
348 This work 50.5048
373 This work 50.9340
398 This work 51.3757

Table A.4: Averaged box-sizes from NPT production from different force fields. Box-
lengths for simulations using the refined force field at different temperatures and at pressure
p = 1 bar are also reported. These box-sizes were used for NVT runs on which majority of
the analyses were conducted.
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A.5 Example of block average calculation: density

Figure A.2: Density as a function of time (from 1 ns to 26 ns) of the NPT production run
of the refined force field reported in this work. The run was conducted at temperature T =
303 K, and pressure p = 1 bar. Each block is represented by a different color. The blocks
are assumed to be independent as in Ref. 5.

Average density, ρ =
∑Nblocks

i=1 ρi,avg

Nblocks

Standard deviation on the average density is U =
(∑Nblocks

i=1 (ρi,avg−ρ)2

Nblocks(Nblocks−1)

)1/2

Here, ρi,avg is the average density of block i, Nblocks is the number of blocks = 5 (in
this case). Number of timesteps comprising each independent block, Sprod = 5000 density
points (one per picosecond). ρ is the mean density averaged over individual blocks. ρ
is reported along with calculated uncertainty U in an interval form in chapter 2 with a
confidence level of 0.95 (k=2).
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A.6 Additional radial distribution function plots

Figure A.3: Intermolecular radial distribution function between the following groups of
atoms - (a) OFO-HC2, (b) OFO-any H, (c) OFO-OFO, (d) any H-any H, (e) any C-any C,
(f) SFO-OFO, and (g) Center of ring - Center of ring. Black - Ref. 3, red - OPLS, and blue -
this work.
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A.7 Details for single-molecule volume calculation

The volume of a single MP2/aug-cc-pvdz optimized molecule was calculated in a method
similar to that in Ref. 6, i.e. a Monte-Carlo method for calculating volume was employed.
The volume calculation was carried out in the Gaussian 16 [2] software, using the ‘vol-
ume ’keyword. The electron-density was obtained through a calculation performed using
B3LYP/6-311++g(d,p) level of theory and basis-set. The convergence criterion requested
was 10−6 for energy and 10−7 for RMS density. A density envelope used was 0.001 e/bohr3.
Since, molecular volume of sulfolane was calculated only to obtain a rough estimate of its
size, we do not report this number as a true estimate of its size.

A.8 Uncertainty calculation for heat of vaporization

Average heat of vaporization ∆H =
∑Nsample

i=1 ∆Hi,avg

Nsample
;

Standard deviation on the average heat of vaporization is U =
(∑Nsample

i=1 (∆Hi,avg−∆H)2

Nsample(Nsample−1)

)1/2

Here, ∆Hi,avg is the average heat of vaporization of independent run i, calculated from
the average total energy of the sulfolane molecule Egas,i in the ith run. Nsample is the
number of independent runs = 3 (in this case). Sprod = 30000 is the number of total energy
points per independent run (one every picosecond). Eliq, the average total energy of a
sulfolane molecule in the liquid state, was obtained from a single NVT run in the respective
force field and is a constant across the independent calculations of ∆H for a given force
field. ∆H is the mean heat-of-vaporization averaged over three independent runs. ∆H
with calculated uncertainty U is reported in an interval form in the main manuscript with a
confidence level of 0.95 (k=2).

A.9 Calculation of Surface Tension - Details

To calculate surface tension, a pre-equilibrated cubic simulation box containing 800
molecules was stretched along the z-axis (150 Å) by approximately three times its size
along the x or y–axis (≈ 50 Å). Surface tension was estimated from three independent
NVT runs (Nsample = 3), of run length 10 ns each. i.e., Sprod = 10000000 timesteps. Three
independent runs of duration of 100 ns (Sprod = 100000000) was needed for the simulations
using the force field of Ref. 3 to account for the time required for the various pressure
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components to equilibrate in this high viscosity force field. Components of the pressure
tensor were saved at every timestep (1 fs). Surface tension, γ, was calculated using the
relation γ = lz/4(2Pzz − Pxx − Pyy) as in Ref. 7, where Pxx, Pyy and Pzz are the diagonal
components of the stress tensor, and lz is the length of the simulation box along the z–axis.

A.10 Shear viscosity

A.10.1 Calculation of shear viscosity

The shear viscosity(η) was calculated from the Green-Kubo relation as given in Ref. 8
and defined in equation A-1. Here, Pαβ is the αβ off-diagonal (α ̸= β) component of the
pressure tensor. kB is the Boltzmann constant, T is temperature, V is the volume of the
system, and t is time. An example for the pressure tensor correlation function is shown in
Figure A.4.

η(t) = V

kBT

t∫
0

⟨Pαβ(t′) · Pαβ(0)⟩dt′ (A-1)

Figure A.4: The pressure tensor correlation function for the OPLS force field and from
this work at state point temperature T = 303 K, and pressure p = 1 bar.
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Figure A.5: Graphical representation of equation A-1 as a function of temperature. Data
from the force field refined in this study

A.10.2 Calculation of mean shear viscosity and uncertainty on the
mean - Details

Five independent trajectories for viscosity calculation corresponding to each force field
were performed with pressure components dumped every timestep (1 fs). Each run was in
turn divided into four blocks for viscosity calculation from equation A-1, while considering
each block to be independent. A total of twenty independent runs of length 5 ns each
were obtained. Error bars on the running integral obtained from averaging over twenty
independent running integrals was calculated at an interval of 50 ps. To report a single value
for viscosity, we consider the mean running integral of viscosity up to 500 ps. We divide
the steady portion of the running integral (200 ps to 500 ps) into three blocks (Nsample = 3)
of 100 ps duration each (Sprod = 100000 steps). Through block averaging method, we arrive
at the mean shear viscosity, and the uncertainty on the average, just as we did for density.
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A.11 Diffusion constant

A.11.1 Defining the diffusive regime

The mean-squared displacement (⟨|∆r|2⟩) grows with time-interval (t) according to a
general expression: ⟨|∆r|2⟩ = 6Dtβ. Here, β is an exponent determining the regime of
dynamics of the system, and D is the self-diffusion constant. When exponent β reaches ≈ 1
in time interval t, the system is said to have entered the diffusive regime from a sub-diffusive
regime.

β(t) = d log(⟨|∆r|2⟩)
d log(t) (A-2)

Figure A.6: β as a function of time is used to determine the diffusive regime in each force
field studied. Data at temperature T = 303 K, and pressure p = 1 bar.



A.11 Diffusion constant 249

A.11.2 Calculation of mean diffusion constant & uncertainty on mean

The β(t) ≈ 1 of MSD was divided into three blocks (Nblocks = 3) of duration 8 ns each
(Sprod = 8000 one point per picosecond). The blocks were considered to be independent.
The slope (6Dt) of MSD in these blocks were averaged to arrive at the self-diffusion
constants D quoted in Tables 2.10 and 2.11 of chapter 2. In the liquid modelled with the
force field of Ref. 3, sulfolane was found to be extremely sluggish and sub-diffusive, with a
nominally estimated diffusion constant which was at least two orders of magnitude less
than the experimental value at 303 K. For this force field alone, a 1µs run was required
to obtain a sufficient run-length in the diffusive regime for calculating the self-diffusion
constant. In this case, MSD (200 ns to 500 ns) was divided into three blocks of length
100 ns each (Sprod = 100000). The calculation of uncertainty U on the block averaged
diffusion constant was calculated in a manner very similar to the calculation of uncertainty
for density.
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Appendix to Chapter 3

B.1 System details

B.1.1 System composition and thermodynamic state details

The system details used for various concentrations simulated here are as in Table B.1.

Salt Molar ratio No. of LiBF4 No. of sulfolane Temperature Force-field NPT equilibrated
concentration (M) LiBF4:SUL molecules molecules (K) used box length Å

5.76 1:1.35 160 216 303 This work 35.58
5.76 1:1.35 160 216 303 Ref. 1 35.84
4.26 1:2.00 160 320 303 This work 39.50
4.26 1:2.00 160 320 333.15 This work 39.58
4.26 1:2.00 160 320 363.15 This work 39.70
3.04 1:3.00 160 480 303 This work 44.14
2.36 1:4.00 160 640 303 This work 47.79
1.25 1:8.00 160 1280 303 This work 59.16
1.00 1:10.08 208 2096 303 This work 69.65
1.00 1:10.08 208 2096 303 Ref. 1 69.77
0.51 1:20.00 208 4160 303 This work 86.70
0.21 1:50.00 16 800 303 This work 49.88
0.00 0:800 0 800 303 This force-field [2] 49.81

Table B.1: System details

Li-BF4-SUL crystal

Watanabe et al. were able to grow single crystals of the LiBF4:SUL binary mixture at 1:1
mole fraction from the liquid of the same composition (7.93 M salt concentration) [1]. The
melting point of the crystal is around 400C. In this work, we have carried out unbiased and
biased MD simulations of the 1:1 LiBF4:SUL crystal to study the coordination environment

251
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of the Li-ions and the free energy of hop events. Table B.2 lists the details of the equilibrated
simulation box of the crystal studied in this work.

Molar ratio No. of No. of Temperature Force-field NPT equilibrated
Nomenclature LiBF4:SUL LiBF4 sulfolane (K) used box dimensions

(l,m,n) molecules molecules (x, y, z) (Å)

Cryst-216 1:1 (12,6,3) 864 864 303 This work 61.69, 51.81, 58.91
Cryst-216 1:1 (12,6,3) 864 864 223 experimental 61.87, 53.12, 55.01
Cryst-120 1:1 (8,5,3) 480 480 303 This work 41.13, 43.18, 58.91
Cryst-120 1:1 (8,5,3) 480 480 223 experimental 41.25, 44.27, 55.01

Table B.2: System details. The supercells were created by replicating the unitcell ℓ, m, and
n times along the a, b, and c lattice vectors respectively.

Figure B.1: The orthographic projections of the 12 × 8 × 3 supercell of the experimental
LiBF4:SUL = 1:1 crystal structure along (a) Y axis, (b) Z axis and (c) X axis. The red,
green and blue arrows (shown at the side of the projections) represent the X, Y and Z axis
respectively. The X,Y,Z axes are along a,b,c lattice vectors respectively. The Li-ions are
arranged in a straight line along the X axis and two such Li-ion lines which are nearest to
each other are bridged by sulfolane molecules. The Li-ions which are bridged by a common
ligand (BF4) within each line are referred to as “intra-line” Li-Li and the Li-ions bridged
by a common ligand (SUL) across two lines are referred to as “inter-line” Li-Li. Local
coordination of Li-ions showing (d) intra-line Li-Li distance to be 5.16 Å, and (e) inter-line
Li-Li distance to be 4.08 Å. The experimental crystal structure was taken from Ref. 1.
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B.2 Analysis

B.2.1 Density

Concentration Molar ratio
Force-field T (K) ρsim (g/cc) ρexp (g/cc) [1]

(M) LiBF4:SUL

5.76 1:1.35 This work 303 1.516 1.475
5.76 1:1.35 Ref. 1 303 1.477 1.475
4.26 1:2.00 This work 303 1.460 1.424
4.26 1:2.00 This work 333.15 1.431 1.400
4.26 1:2.00 This work 363.15 1.402 1.378
3.04 1:3.00 This work 303 1.403 1.381
2.36 1:4.00 This work 303 1.400 1.356
1.25 1:8.00 This work 303 1.354 1.314
1.00 1:10.08 This work 303 1.343 1.304
1.00 1:10.08 Ref. 1 303 1.326 1.304
0.51 1:20.00 This work 303 1.322 1.284
0.21 1:50.00 This work 303 1.306 1.271
0.00 0:800.00 Ref. 2 303 1.292 1.263 [3]
0.00 0:800.00 Ref. 1 303 1.297 1.263 [3]

Table B.3: Density from simulations and those reported in experiments reported in Ref. 1
(unless otherwise stated) at pressure P = 1 bar.

B.2.2 Ionic conductivity

We used the Einstein relation (Equation A-1) [4] to compute the ionic conductivity at
pressure P = 1 bar.

Λ = N0e
2

6nkBT
lim
t→∞

d

dt

∑
i

∑
j

zizj⟨[Ri(t) − Ri(0)] · [Rj(t) − Rj(0)]⟩ (A-1)

Here, Λ is the molar conductivity, and Ri(t) and Rj(t) are the position vectors of the
ith and jth ions at time interval t. Angular brackets refers to average over all possible time
origins. zi and zj are the charge of the ith and jth ions. N0 is the Avogadro constant, e, the
elementary charge, n, the number of formula units of ions (number of cation-anion pairs),
kB, the Boltzmann constant, and T, the temperature. The value for ionic conductivity was
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calculated by examining the linear region’s slope of the total ionic displacement correlation
(mostly of the last 50% of the first half of the data). This total ionic displacement correlation
was found through the addition of individual contributions to it viz., cation-cation, cation-
anion, and anion-anion displacement correlations. Example for the displacement correlation
part of Equation A-1, averaged over all time origins, at 5.76 M, is shown in Figure B.2.

Figure B.2: (a) Individual ionic displacement correlation contributions to the total ionic
conductivity. (b) Ionic conductivities from various methods; Black - inclusive of correlations
from our simulations, red - experimentally reported in Ref. 1, green - NE conductivity from
simulations, and blue - NE conductivity from experimental diffusion constants reported in
Ref. 1. (c) Ratio of conductivity with correlations to NE conductivity from our simulations
(black), and experimentally reported true conductivity to experimental NE conductivity
(red) [1]. (d) Temperature dependence of ionic conductivity from simulations of this work
and from experiments in Ref. 1. Black - simulation with correlation, red - experiment
with correlation, green - Nernst Einstein conductivity from simulation, and Nernst Einstein
conductivity from experiment.

We also calculated the simple molar Nernst-Einstein (NE) ionic conductivity (which
ignores correlations between displacement of distinct ions) which is defined in Equation A-
2).

Λ = N0e
2

kBT
(Dcation +Danion) (A-2)
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Here, Dcation and Danion are the self-diffusion coefficients of the cation (Li-ion) and
BF4 anion respectively.

To arrive at an estimate for the degree of ionic displacement correlations present
in our systems as a function of salt concentration, we calculated the ratio of the ionic
conductivity obtained from Equation A-1 to the NE conductivity obtained from the self-
diffusion constants calculated from our simulations (see Section Self-diffusion constant).
Correspondingly, we also calculated the same ratio from the experimentally reported
data [1]. Data for the same is tabulated in Table B.4 and depicted in Figure B.2(b)-(c). The
Li-Li displacement correlation contributes to a greater extent (see Figure B.2(a)) to the total
conductivity than the anion-anion one, as expected at high salt concentrations. This tallies
with the transference number of lithium reported in experiments (Table B.6).

The behaviour of ionic conductivity with concentration is captured well in our MD simu-
lations (see Figure B.2(b)). Barring 5.76 M, in agreement with experiments (Figure B.2(c)),
our simulations predict a high degree of correlation between inter-ionic displacements (ratio
≤ 0.7). Data for the two lowest concentrations were unavailable in experiments. However
looking at the trend, we suspected that the ratio exhibits a non-monotonic behaviour close
to 1 M. This non-monotonicity or increase in the ratio for concentrations greater than 1
M may be due to Li-ion hopping. The fact that Li-ion hopping becomes gradually more
prominent as the concentration is raised above 1 M, implies that a larger fraction of ions
tend to hop out of their cage through the exchange of ligands, leading to progressively less
correlated ion transport.

Figure B.2(d) shows ionic conductivity at three temperatures (30 K apart) at 4.26 M.
The activation energy calculated from the Arrhenius equation applied to our simulations
(Ea = 3.21 kcal/mol) is in good agreement with that from experiments (Ea = 3.08 kcal/mol).
Although the activation energy barrier calculated from ionic conductivity has several
contributing factors which span over long length and timescales, it is important to note that
the hopping energy barriers calculated from our simulations (where barriers are calculated
for a very localized ion-jump over short length (1 to 4 Å) and timescales (1 to 4 ps)) are
also in the range of 2 to 4 kcal/mol.
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c(M) MR T(K) σsim,corr σexp σsim,NE σexp,NE
σsim,corr

σsim,NE

σexp

σexp,NE

5.76 1:1.35 303 0.005 0.33 0.02 0.59 0.25 0.56
4.26 1:2.00 303 0.10 0.61 0.26 1.16 0.38 0.52
4.26 1:2.00 333.15 0.30 1.72 1.40 3.94 0.21 0.44
4.26 1:2.00 363.15 0.65 3.64 3.95 10.1 0.16 0.36
3.04 1:3.00 303 0.42 1.04 1.33 2.16 0.32 0.48
2.36 1:4.00 303 0.64 1.32 1.45 2.97 0.44 0.44
1.25 1:8.00 303 0.80 1.66 2.84 4.16 0.28 0.40
1.00 1:10.08 303 0.84 1.63 2.68 3.95 0.31 0.41
0.51 1:20.00 303 1.09 1.38 2.36 - 0.46 -
0.21 1:50.00 303 0.60 0.87 1.49 - 0.40 -

c: concentration. MR: Molar ratio (LiBF4:SUL). Ionic conductivity (Eq. A-1): σsim,corr. All σ are in
units of (mS/cm).

Table B.4: Ionic conductivity of the electrolyte calculated from our simulations compared
against experimental data of Ref. 1 at various concentrations of LiBF4. NE is the Nernst-
Einstein conductivity. Calculating the ionic conductivity in simulations employing the
force-field of Ref. 1 was attempted, however, the highly sluggish nature of the system in
this force-field did not permit an accurate estimate within our computational timescales
investigated by us.

B.2.3 Self-diffusion constant

The mean-squared displacement (MSD) of ions and molecules were calculated using
Equation A-3.

⟨|∆r|2⟩(t) = ⟨|Ri(t) − Ri(0)|2⟩ (A-3)

Angular brackets represent average over all molecules of the same type and that over
all time origins. The self-diffusion constant was calculated from the slope of MSD, using
Equation A-4.

⟨|∆r|2⟩(t) = 6Dt (A-4)

Here, D is the self-diffusion constant.
We learn the following from Figure B.3(a): One, the electrolyte at 5.76 M is much

more sluggish than at 1 M. Two, although not sufficiently evident from the figure, when
viewed alongside Table B.5, we see that the Li-ions diffuse faster than both BF4 anions
and sulfolane molecules at 5.76 M. However, at 1 M, they are slower than the sulfolane
molecules.
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Figure B.3: (a) Mean-squared displacement (MSD) of Li-ion, Boron atom and the center
of mass (COM) of sulfolane at two representative concentrations of 5.76 M and 1.00 M. (b)
MSD of Li-ions at all concentrations. The factor β which defines the diffusive regime, for
Li ion, boron atom and the COM of sulfolane at (c) 5.76 M and (d) 1.00 M. (e) Temperature
dependence of self-diffusion constant of Li-ions at 4.26 M concentration of LiBF4 in
sulfolane.

Figure B.3(b) compares Li ion MSD at different concentrations. The solution at 5.76
M is far more sluggish than the remaining salt concentrations, although the MSD follows
the expected trend with decrease in salt concentration. Table B.5 provides values of
self-diffusion constant obtained from the present simulations and those from experiments
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reported in Ref. 1. To accurately determine the diffusion constant of all species, we
performed long runs for the system to attain the diffusive regime. To determine the diffusive
regime in time and to know if a trajectory is long enough, we look for the duration of time
where β(t) = dlog(MSD)

dlog(t) ≈ 1. We calculate the slope of the MSD in Equation A-4 over this
duration of time to calculate D. From Figure B.3(c) and (d), we see that quantity β at 5.76
M reaches a value close to unity at time intervals more than two orders of magnitude larger
than that at 1 M.

c(M) FF T(K) D1 D2 D3 D4 D5 D6
D3
D1

D4
D2

D5
D1

D6
D2

5.76 * 303 0.007 0.15 0.003 0.10 0.003 0.08 0.43 0.67 0.43 0.53
4.26 * 303 0.09 0.40 0.06 0.26 0.05 0.25 0.67 0.65 0.56 0.62
4.26 * 333.15 0.48 1.37 0.40 1.10 0.33 1.03 0.83 0.80 0.69 0.75
4.26 * 363.15 1.50 3.55 1.20 3.37 1.05 2.97 0.8 0.95 0.7 0.84
3.04 * 303 0.59 0.96 0.48 0.77 0.47 0.85 0.81 0.80 0.80 0.88
2.36 * 303 0.84 1.60 0.65 1.46 0.63 1.69 0.77 0.91 0.75 1.05
1.25 * 303 2.90 3.80 2.60 4.11 2.50 4.96 0.90 1.08 0.86 1.30
1.00 * 303 3.26 4.50 3.26 5.12 2.46 6.11 1.00 1.14 0.75 1.36
0.51 * 303 5.28 NA 5.99 NA 6.00 NA 1.13 NA 1.14 NA
0.21 * 303 7.44 NA 9.71 NA 8.17 NA 1.30 NA 1.10 NA
0.00 [2] 303 – – – 1.19 † – – – – –
0.00 [1] 303 – – – 0.06 † – – – – –

c: concentration. FF = Force field. D1 = DLi,sim (×10−7cm2/s), D2 = DLi,exp (×10−7cm2/s),
D3 = DBF4,sim (×10−7cm2/s), D4 = DBF4,exp (×10−7cm2/s), D5 = DSUL,sim (×10−7cm2/s),
D6 = DSUL,exp (×10−7cm2/s). * this work. † 14.72 extrapolated from Ref. 1.

Table B.5: Self-diffusion constant from the present simulations and from experiments
reported in Ref. 1 at various concentrations of LiBF4 at pressure P = 1 bar. Calculating
the diffusion-constant from force-field of Ref. 1 was attempted, however due to the highly
viscous nature of the electrolyte as represented by this force-field, β did not increase
more than 0.7 and thus the system remained sub-diffusive within the simulation times
investigated.

Although the difference in the self-diffusion coefficients obtained from our simulations
and as reported in experiments of Ref. [1] is large at high concentrations, we believe that
the difference has been reduced by orders of magnitude (and to computable values) by
employing the force-field for sulfolane reported in Ref. [2], relative to attempts in the
literature.
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Transference numbers

Transference numbers of Li-ions (tLi = DLi

DLi+DBF4
) (Table B.6) are enhanced with increase

in concentration of Li-salt in line with literature on HCEs [1, 5, 6].

c(M)
Molar ratio

tsim texpLiBF4/SUL

5.76 1:1.35 0.70 0.60
4.26 1:2 0.60 0.61
3.04 1:3 0.55 0.55
2.36 1:4 0.56 0.52
1.25 1:8 0.53 0.48
1.00 1:10.08 0.50 0.47
0.51 1:20 0.47 NA
0.21 1:50 0.43 NA

Table B.6: Transference numbers of Li-ions, tLi, from simulations and experiments in
Ref. 1

The transference numbers reported in Table B.6 do not account for correlations between
non-self ion-displacements. These have been calculated using self-diffusion coefficients
alone. The true transference numbers (t+, correlated) account for these correlations.
t+, correlated can be defined as : t+, correlated = σ−−σ++−σ+−2

σ−−(σ+++σ−−−2σ+−) [7]. Here, σ++,
σ−−, and σ+− are the three components of ionic conductivity or the transport coefficients
stemming from cation-cation, anion-anion, and cation-anion displacement correlations,
respectively. The calculation of t+, correlated require multiple (of the order of 50), and
long (hundreds of nanoseconds to microseconds) trajectories. These simulations and
calculations would be too computationally expensive and were therefore beyond the scope
of the thesis.

B.2.4 Non-Gaussian parameter

The non-Gaussian parameter is defined as:

α2(t) = 3⟨∆R(t)4⟩
5⟨∆R(t)2⟩2 − 1 (A-5)

Here, ∆R(t) is the displacement of a Li-ion over time-interval t. Average taken over all
time origins possible for time interval t.
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B.2.5 Self-part of the van Hove correlation function

The self-part of the van Hove correlation function is defined in Equation A-6.

Gs(r, t) = (1/N)
N∑
i=1

⟨δ(|Ri(t) − Ri(0)| − r)⟩ (A-6)

N is the total number of molecules of a particular type and r is the radial distance from
R(0) for any particle of the chosen type. Remaining symbols are as defined in the previous
section. Average taken over all time origins possible for time intervals t.

Figure B.4 shows Gs(r, t) of Li-ions for a range of concentrations barring 5.76 M and 1
M whose data are presented in Chapter 3.

Gs(r, t) for purely diffusive motion is defined in Equation A-7 [8].

Gs(r, t) = e
−r2
4Dt

4Dt 3
2

(A-7)

In addition to the conclusions drawn from Gs(r, t), Figure B.4 makes the systematically
growing prominence of Li-ion hopping with increase in salt concentration, amply clear.
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Figure B.4: (a)-(f) Gs(r, t) for the different concentrations studied. Gs(r, t) defined in
Equation A-6 and Gs(r, t) from Equation A-7 are represented by solid and dashed lines of
the same color, respectively. Data reported at 303 K and 1 bar.
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Figure B.5: Gs(r, t) at 4.26 M at temperatures (a) T = 303 K, (b) T = 333.15 K, and (c) T
= 363.15 K.

Figure B.6: Single-particle Gs(r, t) for two different Li-ions at 5.76 M. A particle that
typically performs (a) one hop and (b) no hop over the time interval of 600 ns.
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Decreasing Li-salt concentration decreases the contribution of hopping to Li-ion trans-
port (Figure B.4), and increases the distance over which the Li-ions are able to travel
in the same interval of time. Increasing temperature has an effect very similar to the
decrease in concentration (compare Figure B.5(b) with Figure B.4(e), and Figure B.5(c)
with Figure B.4(d)).

At high concentrations, the dynamical heterogeneities in the molecular motions are
large. This can be understood from investigating the single-particle Gs(r, t) of Li-ions.
Apart from Li-ions that hop multiple times, there are ions which hop once (Figure B.6(a))
and those that do not hop at all (Figure B.6(b)) over the long time intervals investigated.

B.2.6 Distinct-part of the van Hove correlation function

Figure B.7: Gd(r, t) of Li-Li ions of the remaining salt concentrations at various time
intervals at temperature T = 303 K and pressure P = 1 bar.
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Gd(r, t) = (1/N)
N∑
i=1

∑
j ̸=i

⟨δ(|Rj(t) − Ri(0)| − r) (A-8)

In a system of N Li-ions, considering the ith Li-ion at position R(0) at time origin 0,
the radial distribution at time interval t of the remaining N − 1 Li-ions (j ̸= i) around the
position R(0) is calculated. All symbols have their meanings as defined in prior sections.
Average taken over all time origins possible for time interval t. Gd(r, t) for concentrations
other than for those shown in Chapter 3 are presented in Figure B.7.

The tendency to hop+diffuse to previously occupied Li-ion sites decreases with increase
in temperature (Figure B.8).

Figure B.8: Gd(r, t) at 4.26 M, pressure P = 1 bar, and at temperatures (a) 303 K, (b)
333.15 K, and (c) 363.15 K.
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B.2.7 Distribution of anions vs solvent molecules in the first solvation
shell of Li-ions

Figure B.9(a)-(d) show that when the number of solvent molecules per solute (salt)
molecules is eight or larger, the most preferred Li-ion first solvation shell composition is
(O:F) = (4:0). A first solvation shell comprising exclusively of solvent molecules is most
probable at these concentrations.

When there are between two and four solvent molecules per solute molecule, however,
the most probable solvation shell composition is (O:F) = (3:1) and its relative probability
increases with increase in salt concentration (Figure B.9(e)-(g)).

The relative probability of (O:F) = (2,2) also increases with increase in concentration
until it becomes the most probable solvation structure at 5.76 M (LiBF4:SUL=1:1.35)
(Figure B.9 (h)), akin to the nearest neighbor structure in the LiBF4:SUL=1:1 crystal
(Figure B.1).

The concentration at which the changes in the composition of the solvation shell of
Li-ions occur is dependent on the accuracy of the force-field. However, we expect that the
qualitative trends and to a fair extent, the quantitative trends of these results should match
with experiments.
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Figure B.9: The percentage composition of the first solvation shell of Li-ions at all
concentrations.
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B.2.8 Radial distribution functions (RDF) and coordination numbers.

Figure B.10: Radial distribution functions (RDF) and running coordination numbers
respectively of the following atom pairs - (a) & (b) Li-Li, (c) & (d) Li-O and (e) & (f) Li-F.
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Figure B.11: Radial distribution functions (RDF) and running coordination numbers
respectively of the following atom pairs - (a) & (b) Li-B, and (c) & (d) Sulfolane COM-
Sulfolane COM.

Figure B.10(a), i.e., the Li-Li RDF, as expected, shows that with increase in salt con-
centration, the first peak shifts to the left (5.75 Å to 5.5 Å). Further, with an increase in
salt concentration, a shoulder at around 4.7 Å emerges and is most prominent at 5.76 M
concentration. This shoulder peak implies that there are two kinds of Li-ion environments
on average at two slightly different distances around a central Li-ion. To understand what
these two distances imply, we compare this RDF with the Li-Li RDF from a crystal of
1:1 composition. On examination of the near neighbor environment in the crystal, we see
that the peak at around 5.5 Å distance is representative of Li-ions bridged by BF4 anions
in the crystal. We call this distance an intra-line distance. The left shoulder around 4.6
Å is representative of Li-ions bridged by a sulfolane molecule. We call this distance an
inter-line distance in the crystal. Although two types of Li-ion environments exist even in
liquids, the bridging environments which distinguish them in the crystal are not maintained
in the liquid phase.
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Figure B.12: Comparison of (a) radial distribution functions (RDF) and (b) running
coordination numbers respectively of the crystal and of the 5.76 M liquid for Li-Li atom
pairs. The blue and the red dashed vertical lines indicate the inter-line (4.08 Å) and intra-
line (5.16 Å) Li-Li distance respectively in the experimental crystal structure. The blue
and the red dotted vertical lines indicate the inter-line (4.74 Å) and intra-line (5.14 Å)
Li-Li distance respectively in the crystal simulations in this work. The left shoulder in
the crystal’s Li-Li RDF is due to the inter-line Li-Li pairs and the main peak is due to
the intra-line Li-Li peak. The presence of two humps in the 5.76 M liquid indicates the
presence of two kinds of Li-ion environments.

Due to the larger size of a sulfolane molecule in comparison to the BF4 ion, and also to
the fact that the interactions of Li-ions with the former are weaker due to its charge neutral
character, the Li-O first solvation shell distance (Figure B.10(c)) is larger than the Li-F first
solvation shell distance (Figure B.10(e)). We also observe that these distances do not vary
much with change in salt concentration.

With an increase in salt concentration, the Li-B first solvation shell radius becomes
progressively better defined (Figure B.11(a)), as can be seen from the decrease of the value
at the first minimum. With an increase in salt concentration, the first solvation shell radius
of sulfolane COM - sulfolane COM moves very slightly to the left (Figure B.11(c)). As
expected, the number of Li-ions coordinating a Li-ion in the first solvation shell increases
with salt concentration (Figure B.10(b)). The first solvation structure of BF4 anions and
sulfolane molecules around a Li-ion pertaining to Figure B.11 can be better understood in
Section B.2.7. Finally, as expected, we observe that the number of sulfolane COMs in the
first solvation shell of Li-sulfolane COM reduces with an increase in salt concentration.
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B.2.9 Computational details for Steered molecular dynamics runs

Li-hoppers were chosen from the equilibrium MD trajectory at 5.76 M. The initial and final
positions of the Li-ions before and after the hop were identified. For a given Li-hopper, the
vector connecting its initial and final positions was fixed as the pull direction. Independent
runs had randomly assigned initial velocities for all atoms obtained from the Maxwell
distribution at 303 K. In each run, the chosen lithium ion was pulled at a constant velocity
with magnitudes in the range 0.05 to 0.5 Å/ps for different Li-ions. The force constant for
the harmonic potential was taken to be in the range 2390 to 23900 kcalmol−1ang−2. An
absolute reference point was used as the starting point for each of the four Li-ion’s SMD
run. The displacement of the center of mass of the system was removed at every step to
remove any effects of the external force on the center of mass of the system (the system is
at equilibrium). A time step of 1 fs was used to evolve the trajectories of all atoms with
time. Positions of all atoms were dumped at every time step.

From the work done for the Li-ion to go from the initial state A to the final state B
over a large number of runs. The total number of runs for each studied Li-hopper ranged
from 1000 to 4000 runs. For each such Li-ion, the runs were divided into four blocks. The
free energy profile estimated from each of the blocks pertaining to a given Li-ion, where
averaged to arrive at the free energy profile and error-bars (standard deviation) shown in
Figure 5. The free energy profile was calculated using the Jarzynski equality [9–12] defined
below (Equation A-9).

e−β∆FAB = ⟨e−βWAB ⟩ (A-9)

Here, ∆F is the equilibrium free energy difference between states A and B, W is the
non-equilibrium work done to take the Li-ion from state A to B, and β = 1

kBT
. Symbols

have their usual meaning. An average is taken over all runs in one block of runs to arrive at
the free energy profile (∆F (z)), where z is the reaction coordinate of the Li-ion. Here z is
the component of the displacement from state A of the Li-ion along the fixed pull-direction.
Profiles obtained from different blocks (of equal number of runs each) were averaged to
arrive at the average free energy profile for a hop and to estimate the errors involved in the
calculation.
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Figure B.13: A representative SMD trajectory shown with purple spheres is presented
along with the equilibrium MD trajectory (shown from red spheres to blue spheres with
progression of time). Snapshots shown correspond to the Li-ion (a) before the hop, (b) at
the transition state, and (c) after the hop.
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Free Energy profile of Li-ion hopping in Li-BF4-SUL crystal

Li-ion hopping in the crystal was studied using Cryst-120 system (Table B.2). From the
NVT equilibrated configuration, one randomly chosen Li-ion (and one randomly chosen
BF4 ion to maintain charge neutrality) were removed to create a defect. This defect
configuration was then equilibrated in the NVT ensemble for 100 ns.

There are two different kinds of Li-ions neighboring the Li defect position. Two intra-
line Li-ions (bridged by BF4 ions) and two inter-line Li-ions (bridged by SUL molecules).
The average intra-line and inter-line Li-Li distance in an NVT simulation are around 5.14
Å and 4.74 Å respectively. So, it is expected that these two kinds of Li-ions would show
different hopping free energy profiles.

Figure B.14: The evolution of the collective variable (CV) over (a) the entire course of
a metadynamics simulation, and (b) the short duration of the hop in the metadynamics
run. The red circles represent the snapshots chosen as the window centers to carry out
subsequent umbrella sampling simulations. This particular CV evolution is one of 10
independent metadynamics runs for an intra-line hop. Similar runs were carried out for
inter-line hop as well.

The free energy profiles of each kind are obtained from a two step process. First, hops
of each kind were constructed using metadynamics [13] simulations independently. The
bias was applied on the Li-ion neighboring the defect position and in the direction towards
the defect. The distance between the Li-ion and the defect position along the direction
of the hop was chosen as the collective variable. A Gaussian potential of height 0.50
kJ/mol and sigma 0.005 Å was added, every 50 fs. Walls were added to keep the Li-ion
from over-shooting the defect position and disturbing the rest of the system. Multiple
independent metadynamics simulations, each starting from a different initial configuration,
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were performed to generate 10 hops of each kind. Each of these hops were examined
visually to select the best hop to be studied further via Umbrella Sampling. Note that the
metadynamics simulations were performed only to generate the hop trajectories and not to
obtain the free energy profile.

Figure B.15: The histograms of the collective variable (CV) for all the windows of (a)
intraline hop, and (b) interline hop. The histograms of neighboring windows show good
overlap which is necessary for smooth convergence of the free energy profile using WHAM.

These hop trajectories are then used to estimate the free energy profiles by using the
Umbrella Sampling method [14]. The same distance collective variable used in the metady-
namics step was used. A total of 36 windows were created to sample the collective variable
from -6 Å to +1 Å with 0 Å indicating the defect position. The starting configurations
for each window was sampled from a metadynamics run as shown in Figure B.15. Each
window was run for 1 ns with the collective variable sampled every 1 fs. A harmonic
restraint with a force constant of 40000 kJ/nm2 was used to sample each window. Weighted
Histogram Analysis Method (WHAM) was used to construct the free energy profile from
the individual window histograms [15]. All the simulations are run in NVT ensemble at
303 K in order to enable a direct comparison with the liquid phase hopping. The umbrella
sampling and metadynamics simulations were run using GROMACS [16–18] patched with
the open-source, community developed PLUMED library [19], version 2.4.4 [20].
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Figure B.16: The free energy profile of a Li-ion’s intra-line hop (red) and inter-line hop
(blue). The collective variable is the distance of the hopping Li-ion from the defect position
along the hopping direction. The vertical black dotted line shows the defect position (0 Å).
The red and blue vertical lines show the intra-line (5.14 Å) and inter-line Li-Li (4.74 Å)
distance. The error bars are within the symbol size and are hence not shown.

Figure B.16 compares the free energy profile of intra-line (BF4 bridged) and inter-line
(SUL bridged) hops. The intra-line hop being longer, shows a barrier height of 50 kJ/mol
when compared to 25 kJ/mol barrier height for the inter-line hop. This would mean that
inter-line hops are more favorable in the crystal phase, consistent with our observations of
the equilibrium NVT trajectory of the defective crystal, where only inter-line hops were
observed in 100 ns (data not shown). In the context of hopping in HCEs, these results
indicate that a variety of hop types can be operating simultaneously each with its own
transition state and barrier height.
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B.2.10 Details for the cage-relaxation time correlation functions

The continuous cage-relaxation time correlation function we use is defined in Equation A-
10.

S(t) = ⟨s(t0 + t)m(t0 + t)⟩ (A-10)

s(t0 + t) is assigned a value of 1, if the nearest neighbors to a Li-ion at time t0 + t were
exactly the same as those at time t0. In other words, s(t0 + t) = 1, if the composition of the
cage of the Li-ion is exactly the same at time t0 and time t0 + t. Else s(t0 + t) is assigned a
value, 0. m(t0 + t) is assigned a value 1, if the composition of a Li-ion cage is exactly the
same at every timestep in the interval, from time t0 up to t0 + t. Here ⟨⟩ refers to an average
over all time origins for a time interval of t and an average over all Li-ions present in the
system. Whether a ligand atom is a nearest neighbor of a Li-ion is decided by imposed
cut-offs. In line with the Li-O and Li-F g(r)s in Figures B.10(c)&(e), the cut-off distances
used for oxygen and fluorine atoms are 2.5 Å and 2.3 Å, respectively. S(t) depends on
the time between two consecutive snapshots. To obtain the most accurate continuous cage
relaxation time correlation function, the time gap between two frames in this analysis was
chosen to be the same as the MD timestep., i.e, 1 fs.

The intermittent cage-relaxation time correlation function, C(t), allows for instanta-
neous changes in the coordination shell members of Li-ions and is defined in Equation A-11.
The time gap between two frames for this calculation was taken to be 5 ps.

C(t) = ⟨s(t0 + t)⟩ (A-11)

S(t) and C(t) were fit as in Equation A-12.

f(t) =
N∑
i=1

Aie
−t
τi (A-12)

The fit for two representative salt concentrations is shown in Figure B.17. The fit
parameters, Ai and τi are tabulated in Tables B.7 and B.8.

The continuous cage relaxation function S(t) (Eq. 4C.5) decays much faster at 1.00 M (5
ps) than at 5.76 M (16 ps) (Figure B.17 (a)). Unlike S(t), C(t) allows for reformation of the
cage. The mean cage relaxation time at 5.76 M extracted from C(t) (300 ns) (Figure B.17(b))
is three orders of magnitude larger than than at 1 M (0.1 ns). Interestingly, it is from the
order or magnitude of tens of nanoseconds onwards that the mildest features of hopping
start to become evident in Gs(r,t) of 5.76 M (see Figure 2(b)). The huge increase in the
mean cage relaxation time (intermittent) at 5.76 M concentration over the value at 1 M
concentration is primarily due to the longest time component, τ4 which is 470 ns and also
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has a significant weight (around 62%). This component is contributed by molecules in
the first coordination shell which diffuse out afar to later become part of the cage of the
same lithium ion. Its significant increase arises from the rather slow, low wave vector
viscous modes. Quantitative examination of these modes is beyond the scope of the current
work. The ligand reaction times of 60-120 ps estimated in Ref. 21 falls between the
mean cage relaxation times obtained from the continuous and intermittent cage lifetime
correlation functions. Thus, although the first solvation Li-O and Li-F distances at these
two concentrations are similar (Figure B.10 (c)-(f)), Li-ion cages at 5.76 M are much
longer-lived than at 1 M.

Parameter Concentration 5.76 M Concentration 1.00 M

A0 0.277 0.304
τ0 (ps) 2.7 2.4

A1 0.255 0.336
τ1 (ps) 0.4 0.4

A2 0.468 0.360
τ2 (ps) 32.5 12.4

⟨τ⟩ (ps) 16.1 5.3

Table B.7: Fit parameters according to Equation A-12 for S(t) data

Parameter Concentration 5.76 M Concentration 1.00 M

A0 0.256 0.392
τ0 (ps) 1.3 1.5

A1 0.032 0.199
τ1 (ps) 332.4 261.0

A2 0.023 0.232
τ2 (ps) 38.3 72.5

A3 0.059 0.140
τ3 (ps) 2610.3 15.2

A4 0.629 0.037
τ4 (ps) 470824.5 780.1

⟨τ⟩ (ps) 296494.1 100.2

Table B.8: Fit parameters according to Equation A-12 for C(t) data
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Figure B.17: Cage relaxation time correlation functions at two prototypical concentrations
with functional fits. (a) Continuous cage relaxation time correlation function, S(t), and (b)
Intermittent cage relaxation time correlation function, C(t). Black - 5.76 M and red - 1.00
M. Dashed lines are fits to the data.
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B.2.11 Velocity time auto-correlation function (VACF)

The VDOS of Li ions (Figure B.18(b)) in the far-infrared region displays a hardening of
the cage surrounding the ion, with increasing salt concentration, reflected as a blue shift
in the low frequency feature. This is a consequence of the increased “clarity” of the Li-B
g(r) as seen in Figure B.11(a). The same is also reflected in the VACF of the BF4 anion
(Figure 1.12(c)), where one finds the frequency of oscillations in the VACF to increase with
salt concentration. The VACF for sulfolane is nearly independent of salt concentration, as
the molecule, being large, barely interacts significantly with the ions.

Figure B.18: Comparison of VACF at some representative salt concentrations. (a) Li-ion
velocity auto-correlation function, (b) Vibrational density of states (VDOS) of Li-ions,
obtained as the Fourier Transform of VACF, (c) BF4 anion velocity auto-correlation, and
(d) Sulfolane COM velocity auto-correlation function.
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Erratum

• In Chapter 4A, page 109, the following sentence was added: "In this sub-chapter,

the results from two force fields, viz., charge-scaled CL&P and the refined force

field, were reported. The dihedral energy functional forms of the two force-fields

are different. Therefore, the functional form for this term has not been included in

Equation 4A.1. Under the heading "Refinement of dihedral parameters", please refer

to Equations 4A.2 and Equation 4A.3 for the dihedral energy functional forms for

charge scaled CL&P and the refined force field reported here, respectively."

• In Chapter 4A, on page 113, the following sentence was added: This functional form

takes the place of the dihedral energy term in Equation 4A.1 for the charge-scaled

CL&P force field.

• In Chapter 4A, on page 114, the following sentence was added just before Equation
4A.3: This functional form takes the place of the dihedral energy term in Equation

4A.1 for the refined force field.

• On page 130, the following sentences have been added below Table 4B.9. The trans-

ference numbers reported in Tables 4B.7, 4B.8, 4B.9 do not account for correlations

between non-self ion-displacements. These have been calculated using self-diffusion

coefficients alone. The true transference numbers (t+,correlated) account for these

correlations [54]. t+,correlated can be defined as : t+,correlated = σ−−σ++−σ+−2

σ−−(σ+++σ−−−2σ+−)

[55]. Here, σ++, σ−−, and σ+− are the three components of ionic conductivity or

the transport coefficients stemming from cation-cation, anion-anion, and cation-

anion displacement correlations, respectively. The calculation of t+,correlated requires

multiple (of the order of 50), and long (hundreds of nanoseconds to microseconds) tra-

jectories. These simulations and calculations would be too computationally expensive

and were therefore beyond the scope of the thesis.

• One page 156, the following sentences have been added below Table 4C.12. The

transference numbers reported in Tables 4C.10, 4C.11, 4C.12 do not account for

correlations between non-self ion-displacements. These have been calculated using
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self- diffusion coefficients alone. The true transference numbers account for these

correlations. The calculation of this quantity requires multiple (of the order of 50),

and long (hundreds of nanoseconds to microseconds) trajectories. These simulations

and calculations would be too computationally expensive and were therefore beyond

the scope of the thesis.

• Figure 5.9 on page 200 has been corrected.

• On page 259, the following sentences have been added below Table B.6 in Appendix
B. The transference numbers reported in Table B.6 do not account for correlations

between non-self ion-displacements. These have been calculated using self-diffusion

coefficients alone. The true transference numbers (t+,correlated) account for these

correlations. t+,correlated can be defined as : t+,correlated = σ−−σ++−σ+−2

σ−−(σ+++σ−−−2σ+−)

[7]. Here, σ++, σ−−, and σ+− are the three components of ionic conductivity or

the transport coefficients stemming from cation-cation, anion-anion, and cation-

anion displacement correlations, respectively. The calculation of t+,correlated require

multiple (of the order of 50), and long (hundreds of nanoseconds to microseconds)

trajectories. These simulations and calculations would be too computationally

expensive and were therefore beyond the scope of the thesis.
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