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Synopsis

The range of solution-processed semiconductors from perovskites to
organic molecular systems with long emission lifetimes poses many
interesting questions and offers novel applications. The thesis focuses
on the photo-physical studies in different classes of semiconductors in
response to optical and electrical excitations. The recombination and
charge carrier dynamics in these materials were probed using time and
frequency domain measurements.

The first part of the thesis (Chapter 2) deals with the studies on
the charge carrier dynamics using transient photocurrent (TPC) spec-
troscopy measurements on tandem solar cells under optical excitation.
The active layers composed of direct bandgap perovskite and the
indirect band gap Si, have different optoelectronic properties and
thicknesses. The TPC measurements directly assess the timescales of
photogenerated charge carriers extracted at the electrodes. Moreover,
spectral dependence of TPC measurements exhibits two distinct lifetime
magnitudes: τ1 and τ2. τ1 ∼ 500 ns, represents the absorption in the top
perovskite sub-cell (λ - 300 nm to 750 nm), while τ2 ∼ 25 µs correspond
to absorption in the rear Si sub-cell (λ > 700 nm). Further analysis
shows that the carriers are extracted via drift and diffusion processes in
the perovskite sub-cell, whereas Si sub-cell follows a diffusion-limited
carrier extraction process. In the absence of background illumination,
sub-cell processes are uncorrelated, and the current magnitude depends
on the shunt resistance of the other sub-cell in the dark. A crossover
of the dynamics of the perovskite sub-cell to a coupled regime with the
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Si sub-cell is observed beyond a threshold dc-light illumination. The
studies indicate that fine-tuning the two active layer thicknesses can
further optimize absorption, carrier transit times and lifetimes and lead
to higher efficiencies.

The next part of the thesis focuses on thermally activated delayed
fluorescence (TADF) in organic light-emitting diodes (OLEDs). These
systems are expected to show increased emissive yield due to efficient
back-conversion of nonemissive triplet states to emissive singlet states
via reverse intersystem crossing (RISC). Chapter three presents the
charge carrier and exciton dynamics in solution-processed 4CzFCN
molecules using temperature-dependent transient electroluminescence
(trEL) studies. The temperature (T) dependent results show an overall
reduction in light emission at low temperatures due to reduced current
injection and transport barriers. However, the delayed light emission
fraction increases as T is reduced and this feature is attributed to triplet-
triplet annihilation (TTA) processes. Triplet harvesting occurs via both
RISC and TTA. Further analysis suggests that TADF processes are
dominant at high T, and at low T TTA processes appear to be dominant.

Chapter four deals with an application where the difference in recombi-
nation timescales of emitters is utilized to alter signal transmission in
visible light communication (VLC) systems. A non-line of sight VLC
system was demonstrated where detectors respond to contributions
from the light source scattered off a surface embedded with fluorescent
and phosphorescent emitters besides the direct line of sight signal. It is
observed that the phosphorescent medium has the ability to change the
photon number distribution and therefore can be used to intervene and
distort the transmitted signal. Contribution from the emitters takes
the form of discernible fluctuations in the detector signal, thus limiting
their bandwidth to a great extent. The spatial dependence of the light
scattering sites offers tunability of the S/N ratio levels, and this feature
can be utilized to design smart environments where signal access could
be controlled and restricted.

Chapter five deals with the imaging of organic dyes at low con-
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centration levels to enable single molecule studies. This methodology
is helpful since the dyes exhibit different photo-physical kinetics at the
single molecule level owing to reduced intermolecular interactions. A
custom-built confocal microscopy assembly was constructed to study
these emitters at dilute concentrations. Photon statistics of various
concentrations of molecules were measured using a single photon
avalanche diode (SPAD) integrated with the microscope. The photon
statistics reveal correlations between the emitted photon from a TADF
emitter at the initial timescales.

Finally, in chapter six, the recombination dynamics of TADF molecules
are studied in a fibre cavity formed by electrospinning method. The
TADF-dispersed PMMA fibres exhibit high luminescence and stabil-
ity. The spatially uniform fibre emission suggests the homogenous
distribution of dye molecules extended over the fibre, highlighting
light confinement and waveguiding. Eigenmode analysis suggests the
presence of cavity modes where the electric field profiles have nodes at
the centre of the fibre.
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1
Introduction

The development of conductive polymers to solution-processed semi-
conductors in the last few decades paved the way for flexible electronic
devices in applications not fulfilled by conventional electronics. Flex-
ible electronic devices (displays, memories, detectors, electrodes, and
circuits) from solution-processed materials form essential components
in the new generation of smart technology. The solution-processed
semiconductors have a vast array of advantages, including bandgap
tunability, high absorption coefficient, low cost, low material consump-
tion, low-temperature processability, etc. The cost-effective techniques
for fabricating flexible devices include spin-coating, inkjet printing,
screen printing and roll-to-roll processing. An extensive library of these
semiconductors is available, allowing for application-specific material
selection.

This thesis uses two broad classes of solution-processed semicon-
ductors: organic molecular and hybrid organic-inorganic perovskites
(HOIP). The thesis focusses on probing the various recombination
and charge transport mechanisms in these semiconductors using a
combination of frequency and time domain measurements. The field
of solution-processed electronics is vast; hence, only the relevant back-
ground for the problems undertaken in this thesis has been selected for
discussion in this chapter. This chapter initially introduces excitonic
processes in organic semiconductors, followed by a discussion on hybrid
organic-inorganic perovskite semiconductors. An introduction to vari-
ous solution-processed optoelectronic devices like light-emitting diodes
(LEDs) and solar cells have also been included. Lastly, the various
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Chapter 1

measurements in the time and frequency are listed with a particular
emphasis on time-correlated single photon counting.

1.1 Organic Semiconductors

The origin of organic semiconductors can be traced to conjugated
molecules that consist of alternate single and double bonds linking car-
bon atoms. These materials form a category of semiconductor systems
that combine a semiconducting attribute with the mechanical and chem-
ical features of organic materials (e.g., polymers). They can be modified
chemically to tune their electronic properties (absorption and emission
wavelength) and allow the fabrication of flexible and robust thin films.
The conductivity in organic semiconductors usually arises from charge
injection at the electrodes or the carriers derived from the dissociation
of excitons [1]. This is a consequence of two distinct properties in or-
ganic semiconductors. Firstly, the energy associated with absorption
and emission processes usually lies in the range of 2-3 eV, which reduces
the probability of generating intrinsic carriers at room temperatures
via thermal excitation. Secondly, the dielectric constant (εr) of organic
molecules are relatively low (∼ 3.5), implying significant Coulombic in-
teractions (∼ 0.5–1 eV) between a photogenerated electron-hole pair
(exciton).

1.1.1 Orbital picture of organic molecules

The building block of organic/polymer electronic materials are mostly
carbon and hydrogen atoms. The organic molecules also contain
nitrogen, oxygen and sulphur alongside them. The electronic structure
of a typical organic molecule can be visualised using the molecular
orbital (MO) theory. The MO theory gives insights into the various
transitions occurring inside the molecules. A molecular orbital (ψ) in
an organic molecule is approximately a linear combination of atomic
orbitals (LCAO), i.e., ψ =

∑
i ciφi where φi represents the wavefunction

of the ith molecular orbital. For example, the molecular orbitals for
the ethene molecule take into account the interactions between two 1s
orbitals, two 2sp2 hybrid orbitals (threefold degenerate) and two 2pz
orbitals of the respective carbon atoms [1, 2]. The 1s orbitals form
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Figure 1.1: (a) The formation of σ and π orbitals in ethene and (b) frontier orbitals
of organic semiconductors relative to electrode work functions.

σ and σ∗ orbitals with negligible resonance interaction between them
owing to them being close to the nucleus. One of the 2sp2 orbitals
lie along the internuclear axis resulting in a large resonance integral
splitting the σ and σ∗ orbitals due to the large charge density overlap
between the nuclei. The other 2sp2 orbitals interact with the 1s orbitals
of hydrogen, resulting in strongly bonded σ and σ∗ orbitals. However,
the interaction of 2pz orbital takes place away from the nuclear plane,
resulting in a comparatively weaker splitting between the π and π∗

orbitals. Figure 1.1a shows the interaction of carbon atoms in ethene.
Upon filling, the electrons get filled only till π orbital. Thus, for ethene,
the π orbital acts as the highest occupied molecular orbital (HOMO)
and π∗ acts as the lowest unoccupied molecular orbital (LUMO).

When carriers (electron or hole) are injected into the molecule,
the electron gets filled to the LUMO. Similarly, an electron being
withdrawn from the HOMO results in the injection of a hole (Figure
1.1b) [1]. Owing to the significant resonance interaction involved in
the case of σ and σ∗ orbitals, they are at very high and low energies
making charge injection very difficult. Molecules having σ as their
frontier orbitals, the σ → σ∗ transition generally corresponds to a
larger energy range, typically in the deep ultraviolet. However, π → π∗

transitions in molecules lie in a lower-energy range owing to them
having comparatively lower splitting. There can also be transitions
between the HOMO which can be a non-bonding (n) orbital (lone
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pairs of oxygen or nitrogen lying on the molecular plane) possessing
some σ character and the LUMO (a π∗ orbital not located on the
molecular plane) [1]. These transitions are called n → π∗ transitions.
The transitions in a molecule are usually visualised in terms of ground
and excited states, which are discussed in the next section.

1.1.2 States in an organic molecule

The energies of the orbitals in a molecule are calculated using the
Schrodinger equation. However, these calculations cannot be done
analytically for many-electron systems owing to the motion of electrons.
Thus, a molecule consisting of several electrons is approximated in
a hypothetical case where the molecule has only one electron, and
a mean-field approximates the potential energy corresponding to the
other electrons [1]. The molecular orbitals in these cases are one-
electron orbitals, and one can calculate and fill them with electrons
present in the molecule. Thus, the many-electron wavefunction for the
molecular ground state is given as ψel =

∏
i ψel,i [1]. However, this

rough approximation does not consider any interaction between the
electrons.

The electronic wavefunction ψel, generally describes the function
of the spatial coordinates of the electrons and the nuclei. The total
spin of all electrons gives the spin of an electronic state. The electrons
in the filled orbitals are usually paired with anti-parallel spins, thus
having zero contribution to the total net spin. Therefore, it is adequate
to consider only the unpaired electrons at the frontier orbitals in an
excited state configuration, i.e., a single electron both in π and π∗

orbital. The configuration of a molecule in the excited state where the
frontier orbitals (π and π∗) both have opposite spins is known as the
singlet state, and the total spin adds up to zero (Figure 1.2a). When
the spin in both π and π∗ orbital are the same, adding the total spin
to be one in units of h̄, the configuration is known as a triplet state
(Figure 1.2a). Thus, the excited states in a molecule are arranged in
an energetic order S1, S2, or T1, T2, and so on for singlets and triplets.
These unpaired electrons in the frontier orbitals form a two-particle
system. Considering α and β as the one-electron spin wavefunctions,
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the four eigenstates corresponding to the two-particle in the absence of
a magnetic field are [3]:

ψspin,Tx) =
1√
2

(β1β2 + α1α2)

ψspin,Tz =
1√
2

(α1β2 + β1α2)

ψspin,Ty =
1√
2

(β1β2 + α1α2)

ψspin,S =
1√
2

(α1β2 − β1α2)

(1.1)

The indices 1 and 2 correspond to electrons 1 and 2. The first three
spin wavefunctions correspond to S = 1 and are known as triplets,
while the fourth wavefunction corresponds to S = 0 and is referred to
as a singlet (Figure 1.2b) [1].

Figure 1.2: (a) Orbital picture of singlet and triplet states. Only one spin config-
uration is shown for the triplet state, (b) Vector diagram illustrating the relative
orientations of the two electron spins in the singlet and triplet states

The atomic nuclei in a molecule oscillate with vibrational frequency ω
around their equilibrium positions. The potential energy corresponding
to the nuclei for low vibrational energies can be approximated as a
harmonic oscillator potential. The vibrational energy corresponding to
the oscillations is (n + 1/2)h̄ω, where n is the number of vibrational
states. The vibrational wavefunction ψvib describe the oscillations of
the nuclei in the molecule.

Thus, the total wavefunction of the state of an organic molecule
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can be approximated as [1].

ψtotal = ψwlψvibψspin (1.2)

1.1.3 Transitions between the states of a molecule

The understanding of light-molecule interaction lays the foundations for
photophysical studies in these materials. The transitions in a molecule
(absorption and emission) are usually described using the electric dipole
operator er̂ which acts as the perturbing Hamiltonian operator H ′.
Thus, the transition rate (kif) between two states is given by Fermi’s
golden rule, which is [1]

kif =
2π

h̄
< ψel,fψvib,fψspin,f |er̂|ψel,iψvib,iψspin,i > ρ (1.3)

where ρ is the final density of states.

The electromagnetic (EM) wave can be physically interpreted as a
time-dependent electric dipole that resonantly oscillates the electrons.
However, the nuclei in the molecule are too bulky to respond to the
timescale of these oscillating electric fields. Further, the spins also
remain unaffected by these oscillating electric field. So, the dipole
operator does not affect ψspin(αi, βi) and ψvib(Ri) thereby acting only
on ψel(ri, Ri). Thus, Eq. 1.3 can be rearranged and written as [1]

kif =
2π

h̄
< ψel,f |er̂|ψel,i >< ψvib,f |ψvib,i >< ψspin,f |ψspin,i > ρ (1.4)

The integral expression < ψel,f |er̂|ψel,i > is called the electronic factor
in a transition and is dependent on the spatial overlap of orbitals and
therefore controls the overall strength of a transition. The oscilla-
tor strength gives the experimental measure of the intensity of this
transition [1]. The rates between orbitals on the same parts of the
molecule are higher than those between those at a spatially different
place. Charge transfer (CT) transitions, n→ π∗ transitions, and metal-
to-ligand charge transfer (MLCT) are some examples of transitions
where the HOMO and LUMO are located at different spatial positions.
Donor-acceptor molecules or systems commonly possess CT states and
undergo these CT transitions.
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The overlap function, < ψvib,f |ψvib,i > controls the shape of the
absorption or emission spectrum [1]. Th energy difference between
two consecutive vibrational energy levels lies in the range of 0.1 to 0.3
eV, thus inferring the occupancy of only the lowest vibrational level
at room temperature [1]. In the excited state, the electrons reside
in the antibonding orbital. This configuration, therefore, reduces the
overall density between the atomic cores leading to a larger equilibrium
distance compared to the ground state. Thus, the potential energy
curve of the excited state has a larger magnitude of configuration
coordinate Q. The transition probability from the 0th vibrational level
in the ground state to the mth vibrational level in the excited state is
given by the Frank Condon factor [1], | < ψvib,f |ψvib,i > |2.

The value of the final term < ψspin,f |ψspin,i > becomes zero when
initial and final states have different spins, and equals one when they
are same. Thus, transitions between singlet states (S1 → S0 and
Sn → S1) or triplet states (Tn → T1) are allowed. However, transition
between T1 → S0 is forbidden. The spin-forbidden transition T1 → S0

transition is only possible when, by perturbation, the wavefunction
corresponding to the triplets acquires contributions from the singlet
state and vice versa.

1.1.4 Excited state processes in organic semiconductors

The ground state of organic molecules generally consists of a pair of
bonded electrons or non-bonded lone pairs. This generally results in
the ground state of a molecule being a singlet. However, the excited
states in a molecule can be very different and depend on the excitation
process. Under optical excitation, 100% of singlets are generated, as the
direct population of triplets from ground-state singlets is spin forbidden.
However, under electrical excitation, the electrons and holes generally
get injected into the frontier orbitals of the molecule. The carriers
combine to form 25% singlets and 75% triplets, owing to prevailing spin
statistics [4].

When an organic molecule absorbs a photon (optical excitation),
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Figure 1.3: The Perrin-Jablonski diagram showing the important excited state tran-
sitions upon photoexcitation. The process of triplet absorption (T1 → Tn) occurs
under specific experimental conditions.

it transitions from the lowest vibrational state of S0 to one of the
vibrational levels of excited singlet states (Sn, n >0) by Fermi’s golden
rule. The timescale of this process lies in the range of ∼fs. The
absorption process follows the total angular momentum conservation,
so only singlet-singlet transition is allowed, whereas singlet-triplet
transition is forbidden [5].

In the excited state, the molecule reaches a non-equilibrium state,
dissipates the energy, and returns to the ground state. Initially, it fol-
lows a vibrational relaxation (VR) pathway, a non-radiative transition
to the lower vibrational level within the same electronic state. The ex-
cess energy in this process is dissipated by heat to the vibrational modes
of the molecule until it reaches the lowest vibrational level of that partic-
ular electronic state. The timescale of VR ranges from 10−12 to 10−10 s.

Once the molecule is in the lowest vibrational state of a higher-lying
singlet state (say S2 state), it quickly undergoes internal conversion
(IC) to reach the lowest excited singlet state, S1. A quick VR again
follows this process to reach the lowest vibrational level of S1. Internal
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conversion is a non-radiative transition between two states having the
same spin multiplicity. This process also applies to triplets where the
high-lying triplet state Tn undergoes a transition back to T1. The rate
at which IC takes place depends on the energy difference between the
initial and final states. The rate is much faster for closely lying singlet
states (say S3 → S2) than compared to S1 → S0. When a molecule
reaches the S1 state, the IC process competes with other relaxation
processes like fluorescence and intersystem crossing (ISC) (described in
the following paragraphs).

The radiative transition from S1 to S0 is known as a fluorescence
process. The timescale of a fluorescence process ranges from 10−10

to 10−7 s. Fluorescence transition always occurs from the lowest
vibrational level of the first singlet excited state (S1) to the ground
singlet state (S0). This empirical rule is famously known as Kasha’s
rule, which states that "luminescence only occurs with appreciable yield
from the lowest excited state of a given multiplicity". Kasha’s rule
explains the Stokes shift, where the fluorescence spectra are generally
red-shifted compared to the absorbance spectra.

The S1 state can also undergo another transition called ISC, a
non-radiative transition between two iso-energetic vibrational levels
belonging to states with different spin multiplicity, i.e., from singlet
to triplet. This process is formally spin-forbidden as the total an-
gular momentum is not conserved. This process is inefficient and
requires the triplet to acquire a partial character from the singlet state
and vice versa. This is generally achieved using a strong spin-orbit
coupling which makes the ISC process competitive compared to IC
and fluorescence. The typical timescales of an ISC range from 10−10

to 10−8 s in a molecule possessing a sizeable spin-orbit coupling strength.

The molecule in the triplet state (T1) undergoes VR to reach the
lowest vibrational state. The radiative transition from the T1 → S0

state is known as phosphorescence. However, this is also a spin-
forbidden process similar to ISC, requiring the triplet to acquire a
partial singlet character. The timescales of phosphorescence are longer
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than the processes described before, ranging from 10−6 to 10 s. Due
to triplets’ long lifetime, they are highly susceptible to non-radiative
vibrational relaxations dissipating the excited energy as heat. The
most efficient way to counter it is to freeze the molecular motions using
either cryogenic conditions or by designing molecules with restricted
molecular motions. Additionally, due to the spin allowed triplet-triplet
energy transfer to molecular oxygen, owing to the molecular oxygen
ground state being of triplet nature, the triplets are quenched in the
presence of oxygen. Thus, triplets generally act as energy loss pathways
in organic semiconductors.

The T1 state can also undergo a reverse intersystem crossing (RISC)
if the energy difference between the S1 and T1 is less than the room
temperature. The RISC process involves harvesting the triplets, which
are major efficiency bottlenecks in molecules where the excitation is
electrical, for example, in light-emitting diodes (LEDs). The various
excited state transitions under optical excitation are shown in Figure
1.3.

1.1.5 Organic Light Emitting Diodes (OLEDs)

The major goal for designing highly emissive organic molecules is for
them to finally be realized as light-emitting structures under electrical
injection. The solution processability feature of organic molecules
make them excellent candidates for realizing efficient, low cost and
robust light-emitting structures. Tang and Van Slyke in 1987, reported
the first low voltage operated amorphous thin film OLED using the
molecule Alq3 [6]. In 1990, this was followed by a demonstration of
a solution-processed OLED using a non-doped π-conjugated polymer
(PPV) [7]. These demonstrations kick-started the field of OLEDs, which
are now used extensively as displays [8, 9] for cell phones and televisions.

The simplest structure of an OLED consists of a thin film of an
organic molecule sandwiched between two electrodes. One of the two
electrodes acts as the anode and the other as the cathode, injecting
holes and electrons, respectively. A transparent conducting electrode
Indium Tin Oxide (ITO) is generally used as the anode and Al as the
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cathode. This structure is a metal/insulator/metal (MIM) architecture
due to the organic semiconductor’s low mobilities and relatively absent
intrinsic carrier density [1]. Under zero bias and at open circuit
conditions, Figure 1.4b shows the alignment of the energy levels with
the electrodes. The energy required for the ejection of an electron from
the electrodes into the vacuum level is termed the work function (φ)
of that particular electrode. φ is usually negative of the magnitude
of the Fermi energy (EF ) of an electrode [1]. Similarly, the energy
required to remove (add) an electron from (to) the semiconductor is
termed ionization potential, Ip (electron affinity, Ea) [1]. These are
generally indicated to be equal to the energy values of one electron
HOMO and LUMO, although this picture does not take into account
the electron-electron interactions. The HOMO and LUMO levels of the
semiconductor usually obey a Gaussian distribution, but for simplicity,
they are indicated as straight lines in Figure 1.4. In the open circuit
condition, a potential drop does not develop across the semiconductor
since there is no flow of charges, and it is referred to as a flat level
condition [1].The energies of the HOMO and LUMO do not change
along the entire thin film thickness in this case.

Under short circuit conditions (Figure 1.4c), i.e., when ITO and
Al are at the same potential, the carriers flow across the electrodes to
equilibrate the Fermi energies. The equilibration occurs owing to Fermi
energy (potential energy corresponding to the highest energy electrons
at 0 K) being the same everywhere in space in interconnected systems.
The difference in electrode work-functions gives rise to a potential
difference and is termed the built-in potential (Vbi) [1]. Unlike organic
semiconductors, the Fermi energy of the electrodes is not altered by
the addition (removal) of charges to (from) them. The energy gap
of the semiconductor (difference between HOMO and LUMO energy
levels) remains the same, leading to a tilt throughout the dimensions
of the film. The "flat level" condition gets recovered only when a
voltage corresponding to the difference in the electrode work functions
is applied, i.e.,

Vbi =
1

e
(φAl − φITO) (1.5)
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Figure 1.4: A metal/insulator/metal (MIM) energy diagram illustrating the align-
ment of the molecular frontier orbitals under (a) forward bias, (b) open circuit, (c)
short circuit, and (d) reverse bias conditions.

An application of an external voltage gets added to Vbi which lowers
the Fermi level of Al compared to ITO. This drives the MIM device
into a reverse bias (Figure 1.4d). In reverse bias conditions, the tilt in
the energy levels throughout the organic layer is steeper, resulting in no
flow of current through the device. However, the presence of pinholes
and other thermal processes leads to a parasitic leakage current in the
device. On reversing the applied voltage, the tilt in the level reduces.
The flat band condition can again be arrived at when the applied
voltage equals Vbi. When the applied voltage is increased beyond Vbi,
the tilt of the levels in the organic layer reverses, driving the device
into forward bias (Figure 1.4a). After a sufficient voltage, namely the
turn-on voltage, the electrons (holes) can overcome the energy barrier
between the Al (ITO) Fermi level and the molecular LUMO (HOMO),
enabling injection. The tilt of the energy levels facilitates the transport
of carriers throughout the film. Some of the carriers also leave at the
counter electrode if they do not find the opposite charges to recombine,
leading to device heating. Most of the carriers, however, form an
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Figure 1.5: Band bending effect at the molecule-electrode interface in a MIM device

exciton with opposite charges, which can lead to electroluminescence
according to Fermi’s Golden rule. The exciton should preferably form
in the center of the active layer to reduce quenching of the excitons by
the electrodes.

The device current can depend on either the carrier injection from the
corresponding electrodes or the transport of these carriers across the
organic semiconductor [1]. The current in the first case is said to be
injection limited and in the second case space charge limited (SCLC).
Under an infinite supply of injected carriers, the device currents are
limited by the space charge in the semiconductor responsible for shield-
ing the electric field between the injection electrodes. An electrode that
can inject carriers far higher than the semiconductor can transport is
usually referred to as an Ohmic electrode [1]. The ability of an electrode
to sustain a space charge-limited current depends both on the injection
barrier and carrier mobility of the organic semiconductor. An optimum
luminance is only achieved in OLEDs when ITO and Al can deliver
space charge-limited currents, i.e., the electrodes should be ohmic [1].

The anode can usually accept an unlimited number of electrons.
Thus, the hopping of electrons usually happens from the molecular
HOMO to the Fermi level of the anode. This process is similar to the
injection of a hole, and it changes the molecular energy levels (called a
molecular cation) in contrast to the case when it was neutral. In other
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words, the LUMO and HOMO shift to larger negative values. Thus,
a space charge layer is formed along the electrode-molecule interface
whenever a hole is injected. This phenomenon where there is a change
in the energy levels due to the formation of interfacial space charge is
usually termed a band bending effect (Figure 1.5) [1]. Similar band
bending happens when an electron is injected from an ohmic contact
for electrons.

1.1.6 Charge carrier transport in organic semiconductors

Figure 1.6: Illustration of a charge carrier hopping within a Gaussian density of
states (DoS).

Charge transport in amorphous organic semiconductors is influenced
by inherent structural and energy disorders. Unlike crystalline semicon-
ductors, transport is dominated by the hopping mechanism. Carriers
hop from one site to another, determined by a probability that mini-
mizes the total energy. The density of states (DoS) about the HOMO
and LUMO levels of the organic semiconductor is represented by a Gaus-
sian distribution given by (Figure 1.6) [10–12]:

g(E) =
1√
2πσ

exp[−(
E − E0√

2σ
)2] (1.6)

where E is the energy, E0 is the centre of the distribution, and σ is the
width of the Gaussian, often referred to as the disorder parameter. The
localised states hinder the charge transport process as the charges get
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captured or trapped. The trap states can originate from sources like
impurities, structural defects and geminate pairs. The phenomenon of
transport in disordered organic semiconductors has been well explained
by Monro et al. using the concept of thermally activated transport en-
ergy (Et) [13]. The states that lie below Et are trap states while the
states above are regular transport sites. The Gaussian disorder model
of charge transport is based on cubic arrangement of charge transport
sites [14]. The Marcus model proposes that the hopping probability
between two sites depends on the overlap of wavefunctions of the two
sites and the thermal energy [15]. Thus, thermal excitations can release
charge carriers from the trap states to the regular transport sites. In a
similar fashion, thermal activation lowers the injection barrier for charge
carriers in an organic semiconductor. Originally introduced by Garstein
and Conwell [16], the thermally activated jump raises an electron from
the Fermi level of the electrode to the tail states of the DoS of trans-
port sites in the dielectric medium. The model of thermally activated
injection into the Gaussian DoS distribution of hopping sites highlights
that disorder facilitates lowering of the injection barrier. However, the
transport velocity decreases with increasing disorder. The probability
of hopping for a charge carrier from i to j considering spatial disorder
and thermal activation is given by the Miller Abrahams expression [17].

wij = ν0exp(−2γrij)

{
exp(−∆Eij

kBT
),∆Eij > 0 (up-hop)

1,∆Eij ≤ 0 (down-hop)
(1.7)

where wij is the hopping rate, ν0 is the frequency prefactor, also known
as an attempt to hop frequency, rij is the distance of jump between site
i and j, γ is the inverse localization radius of the electron wavefunction
which is related to the electronic coupling matrix element [1].

1.1.7 Charge Injection and Blocking Layers

In efficient OLEDs, the electrons and holes should be injected with as
little bias as possible, and the electrons should recombine with the hole
in the semiconductor rather than departing at the counter electrode.
The former is usually achieved by the insertion of injection layers (IL)
whose HOMO (LUMO) lies between the work-function of the anode
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Figure 1.7: Energy level diagram of a multilayer device showing hole-injection layer
(HIL), electron blocking layer (EBL), active layer, hole blocking layer (HBL), elec-
tron injection layer (EIL) with the anode (ITO) and cathode (Al).

(cathode) and the HOMO (LUMO) of the active layer. The graded
junction facilitates a reduction in the turn-on voltage for light emission.
Blocking layers are used to prevent counter-charges from exiting the
active layer. Materials with low HOMO (high LUMO) are usually put
in between the IL and the active layer at the cathode (anode) side.
Sometimes one single material with suitable energy levels can perform
the dual function of injection and blocking layers. A balanced hole and
electron currents can be achieved by fine-tuning the different energy
barriers at both sides of the active layer. Figure 1.7 gives the structure
of a multilayer OLED at open circuit conditions.

1.1.8 Phosphorescent OLEDs

Electrical injection of holes and electrons leads to 75% triplets and 25%

singlets [4]. Triplet excitons are an undesirable energy loss channel
under electrical excitation because they are spin forbidden from light
emission [1, 18–21]. This limits the theoretical maximum internal quan-
tum efficiency in fluorescent OLEDs to 25% [4]. The second generation
of OLEDs used a phosphorescence mechanism to drive the theoretical
limit for the internal quantum efficiency of OLED to 100%. The
spin-forbidden radiative transition (T1 → S0) called phosphorescence is
achieved via the mechanism of spin-orbit coupling by which the triplets
acquire some contributions from the singlet state and vice versa [22, 23].

The spin-orbit coupling is generally small compared to the total
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energy of the molecule. Thus, the effect of spin-orbit coupling on
the wavefunction of a state can be described using the framework of
time-independent perturbation theory [1]. The pure triplet excited
state |3ψ0

1 > obtains admixtures of high energy singlet states |1ψ0
k >

i.e.,

|3ψ′

1 >= |3ψ0
1 > +

∑
k

< 1ψ0
k|Ĥso|3ψ0

1 >

E(T1)− E(Sk)
|1ψ0

k > (1.8)

with |3ψ′

1 > denoting the perturbed triplet state. Similar analogous
expression can be written for the ground singlet states, i.e.,

|1ψ′

0 >= |1ψ0
0 > +

∑
k

< 3ψ0
k|Ĥso|1ψ0

0 >

E(S0)− E(Tk)
|3ψ0

k > (1.9)

Owing to the large energy separation between the ground singlet and the
higher energy triplet states, the triplet admixture in the ground singlet
state is quite small. Here, the mathematical expression for the spin-orbit
coupling Hamiltonian operator is given by [2]

Ĥso = − Z4e2

8πε0m2
ec

2
l.s (1.10)

Thus, Fermi’s golden rule for triplet to singlet transitions (Eq. 1.4)
becomes [1]

kif =
2π

h̄
ρ| < 3ψ

′

1|er̂|1ψ
′

0 > |2 =
2π

h̄
ρ(A+B + C +D)2 (1.11)

where

A =< 3ψ0
1|er̂|1ψ0

0 >

B =
∑
k

< 1ψ0
k|Ĥso|3ψ0

1 >

E(T1)− E(Sk)
< 1ψ0

k|er̂|1ψ0
0 >

C =
∑
k

< 3ψ0
k|Ĥso|1ψ0

0 >

E(S0)− E(Tk)
< 3ψ0

1|er̂|3ψ0
k >

D =
∑
k

< 1ψ0
k|Ĥso|3ψ0

1 >

E(T1)− E(Sk)

∑
j

< 3ψ0
j |Ĥso|1ψ0

0 >

E(S0)− E(Tj)
< 1ψ0

k|er̂|3ψ0
j >

The terms A and D vanish as they contain orthogonal spins, whereas B
and C contribute to kif with C being only a minor contribution due to
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a large energy difference between S0 and Tk. Thus, the phosphorescence
intensity results from the admixture of the singlet wavefunctions in the
T1 state. The rate of phosphorescence also depends on the magnitude
of (Ĥso ) which is proportional to Z4 thus highly sensitive to the charge
of the nucleus. Heavy atomic nucleus such as Pt, Ir, or halogens (Br
or I) [24, 25] can facilitate the spin-orbit coupling in a molecule giving
rise to phosphorescence. Since McClure in 1949 first demonstrated the
heavy atom effect [26], several halogens or large atomic number metal
atoms have been incorporated into luminescent molecules to enhance
phosphorescence.

Even in the absence of heavy atoms, phosphorescence can also ex-
ist however at much weaker intensities owing to vibrationally induced
spin-orbit coupling. In the semi-classical picture, the presence of phos-
phorescence can be attributed to the fact that the sum j = s+ l of spin
needs to be preserved where s and l denote the spin and orbital angular
momentum. The vibrations in the molecule can lead to a change in l
resulting in a flip in the spin. In other words, the torsions provide the
perturbations to mix orbitals with different angular momentum [27–29].
Mostafa El-Sayed postulated this rule in the 1960s in the context of
ISC transitions[30, 31]. The rule states that the rate of ISC is large
when the transition occurs between the electronic states of different
multiplicity with a change in their respective orbital configuration. In
other words, the ISC transition is fast and efficient when the transition
involves a change in the orbital type, i.e., the singlet is of π−π∗ and the
triplet is of n− π∗ in nature or vice versa [32]. On the other hand, the
rate is much slower when both the triplet and singlet are π−π∗ or n−π∗.

The first breakthrough for harvesting triplet excitons in an OLED
device to generate phosphorescence under electrical injection was
achieved by Forrest and co-workers using a heavy Pt-based porphyrin
complex [22]. The IQE in the phosphorescent OLEDs was achieved to
be 100%. However, these OLEDs suffer from stability, especially for
blue emission. The scarcity and expense of heavy metals also restrict
them from commercialization.
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The energy gap between the S0 state and Tn also controls the extent of
the admixture of triplets and singlets. In the case of phosphorescence
emission, a small gap between S1 and T1 has been assumed. This factor
has importance on the mechanism and design strategies of thermally
activated delayed fluorescence (TADF) molecules.

1.1.9 Thermally Activated Delayed Fluorescence OLEDs

In the last decade, TADF emitters have emerged as the most efficient
way of harvesting the triplet excitons in metal-free organic compounds.
These systems utilize a RISC process between very close lying T1 and
S1 states. Thermal activation facilitates the RISC process when the gap
between S1 and T1 is of the orders of a few tens of meV and generates
a delayed fluorescence (S1 → S0), increasing the overall luminance of
the molecule. The concept of the TADF phenomenon has been given
in the pioneering work of Perrin [33] and later by Lewis-Kasha [34, 35].
However, the systematic investigation of TADF materials has been done
only in the last decade by Adachi and co-workers [36–41]. This group
was also the first to demonstrate that simple metal-free compounds
have the ability to achieve 100% IQE [36].

The key photophysical processes in a TADF molecule include fast
prompt fluorescence (PF) and much longer delayed fluorescence (DF).
They can be distinguished by their difference in lifetimes when mon-
itored at the same wavelength (PF and DF generally have the same
spectral distribution). Under optical excitation, the T1 state is popu-
lated from the initially formed S1 state via ISC. This process is followed
by the up-conversion of the triplets back to singlets via RISC. The S1

state finally fluoresces at longer timescales (usually in the range of a
few µs to ms). The prompt fluorescence (PF) timescales are usually in
the range of a few nanoseconds. On the other hand, under electrical
excitation, the 75% triplets and 25% singlets relax to the lowest excited
S1 and T1 states, following Kasha’s rule via rapid vibrational relaxation
and internal conversion. The lowest excited T1 state upconverts to
the S1 state by thermal activation via the RISC process. Thus, the
singlet states are populated by these triplet states, which gets emitted
as delayed fluorescence.
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According to Hund’s rule of spin multiplicity, the T1 state is al-
ways lower in energy than the S1 state. This causes a competitive
ISC process which further generates the triplet states even after the
first cycle of RISC is over. The ISC rate is seen to be generally faster
than the RISC process. Thus, there is always a balance of S1 and T1

exciton distribution, and the T1 population will have more population
as it is energetically lower. Hence, to harvest all the triplet excitons,
the rate of RISC needs to be maximized. To achieve a quantitative
RISC, it has been shown that the optimum energy gap between S1

and T1 should be below ∼100 meV at room temperature (300 K)[42–44].

The rate of RISC determines the efficiency of the TADF mecha-
nism and is proportional to [45, 46]

kRISC ∝ exp(−∆EST

kBT
) (1.12)

where the energy gap ∆EST is the energy gap between the excited singlet
and triplet states. The gap ∆EST should be minimized ideally to a few
tens of meV for an efficient RISC process. The lowest excited singlets
(S1) and triplets (T1) mostly depend on three factors: (i) the energy gap
between the HOMO and LUMO (where one electron is residing in the
HOMO and the other in the LUMO), (ii) the electron repulsion energy
(K) which is a first-order Coulombic correction, and (iii) the exchange
energy (J) which is a first-order quantum mechanical correction due
to electron-electron repulsion following Pauli’s Exclusion Principle [1].
Thus,

ES1
= EHOMO−LUMO +K + J (1.13)

ET1 = EHOMO−LUMO +K − J (1.14)

∆EST = ES1
− ET1 = 2J (1.15)

To reduce the energy gap (∆EST ), which is twice the exchange energy
term (2J), one has to reduce the exchange energy between the electrons
residing in the HOMO and LUMO orbitals. The exchange energy
is mathematically propotional to [1]

∫
φaφbdτ where

∫
dτ denotes

the integral over space, φa and φb represent the HOMO and LUMO
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wavefunctions. Therefore, J can be reduced by minimising the spatial
overlap between the HOMO and LUMO orbitals. This minimization
is achieved by designing molecules with donor-acceptor subunits that
facilitate donor-acceptor electron transfer in the excited state and lead
to strong charge transfer (CT) characteristics in the molecule. Thus,
TADF molecules are generally donor-acceptor type molecules where the
subunits are covalently linked by aromatic bridges, spiro-junction, or
a simple sp3 hybridized carbon (like -CH2 or -CF2) to further reduce
the spatial overlap because of a near orthogonal confirmation of the
donor/acceptor subunits. However, a ∼90o relative orientation between
the donor and acceptor subunits would completely reduce the oscillator
strength (< ψel,f |er̂|ψel,i >) as discussed in Section 1.1.3. Thus, it
is always difficult to design a TADF molecule with low ∆EST and
simultaneously high oscillator strength.

Since the pioneering work of Adachi in 2012 [38], several small
molecule TADF systems have been exploited to achieve all colour
electroluminescence with excellent efficiency [47]. TADF emitters have
shown promising results for replacing blue as well as white-emitting
OLEDs commercially [48]. However, a few challenges still need to be
addressed to make TADF a more attractive replacement for solid-state
lighting technologies. The biggest disadvantage of these systems is their
inherent broad emission which is undesirable for pure colour pixels in
a device. To resolve this issue, Adachi and co-workers have developed
a unique ’hyper-fluorescence’ mechanism in which Förster Resonance
Energy Transfer (FRET) happens from the TADF emitter to the highly
emitting fluorescence dopants [49]. This simultaneously improves the
device’s color purity and operational lifetime. Wise Chip Semiconductor
Inc recently announced the world’s first hyperfluorescent OLED display
in collaboration with Kylux Inc. with an operational lifetime of 50,000
hours [50].
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Figure 1.8: Schematic representation of organic-inorganic hybrid perovskite unit cell
of the form ABX3 where A = CH3NH3, B = Pb and X = I. The methylammonium
ion is surrounded by the PbI6 octahedral cage, with a coordination number of 12.

1.2 Hybrid Organic-Inorganic Perovskite semicon-
ductors

Hybrid organic-inorganic perovskites (HOIP) are another class of
solution-processed semiconductors that have made rapid strides over
the last decade owing to their excellent optoelectronic properties.
Unlike organic semiconductors, which mostly form amorphous or
semi-crystalline films, HOIPs are crystalline in nature. The crystallinity
results in the formation of conduction and valence bands separated
by the characteristic direct bandgap. The perovskites are compounds
with the formula of ABX3 where A is a monovalent organic cation, B
is a heavy metal divalent heavy cation, and X is a monovalent halide
anion (I−, Br− or Cl−). Ionic and hydrogen bonding maintains the
lattice structure, making them soft materials compared to inorganic
perovskites [51].

The typical perovskite lattice structure is shown in Figure 1.8.
The BX6 (B = Pb, X = I) octahedral forms the corner sharing points
of the lattice, and the A-site cation (CH3NH+

3 ) occupies the centre
position having a coordination number of 12. Goldschmidt Tolerance
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factor (t) gives the selection rule for the formation of the 3D perovskite
phase as [52]

t =
rA +RX√
2(rB + rX)

(1.16)

where rA and rB are the iconic radii of A and B site cations, respec-
tively, and rX is the anion ionic radius. The perovskite phase forms
for t ranging from 0.8 to 1. t > 1 indicates a large size of the A-site
cation, and this precludes the formation of a perovskite phase. t < 0.8

suggests that the A cation is too small, leading to the formation of
other phases apart from perovskite. Generally, monovalent organic
cation methylammonium (CH3NH+

3 , rA ∼0.216 nm) is used for A site
and Pb2+ or Sn2+ for site B [53].

The A and B cations and the halide substitution can tune the
bandgap in HOIP semiconductors. The methylammonium cation (in
the A site) stabilizes the perovskite to a reasonable tolerance factor.
Still, it does not contribute to the conduction and valence band states
except for donating an electron to the Pb-I framework [54]. The
orientation of the methylammonium cation distorts the PbI6 octahedral
cage, thus indirectly playing a role in the electronic properties. A dy-
namic change in the band structure caused by such molecular rotations

Table 1.1: Bandgaps of commonly used hybrid perovskites

Perovskites Bandgap

MAPbI3 ∼1.6 eV [56]

MAPbI3−xBrx 1.6-2.3 eV [59]

MAPbBr3 ∼ 2.3 eV [60]

MAPbBr3−xClx 2.3-2.9 eV [61]

MAPbCl3 ∼2.9 eV [62]

FAPbI3 ∼1.45 eV [63]

FAxMA1−xPb(IyBr1−y)3 1.45-2.33 eV [58]
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partially results in the unique properties of slow carrier recombination
and long diffusion length for MAPbI3 perovskites [55].

The most commonly studied perovskite, MAPbI3, has a bandgap
of ∼1.6 eV [56] formed between Pb’s unoccupied p-orbital and I’s
occupied p-orbital. In MAPbX3, the valence orbital of X changes from
3p, 4p to 5p when X is varied from Cl, Br to I, respectively, decreasing
the bandgap of MAPbX3 monotonically. The bandgap can also be
engineered by controlling the steric size of the cation molecule, which is
observed in the case of formamidium lead iodide perovskite (FAPbI3).
FAPbI3 has a narrower bandgap compared to MAPbI3 owing to the
steric size of FA+ cation [57]. Further, the bandgap can be tuned in
mixed cation perovskite by control of the relative cation composition
[58]. The bandgap of the commonly used hybrid perovskites is given in
Table 1.1.

The HOIP semiconductors exhibit a high absorption coefficient of
up to 105 cm−1. This allows for most of the incident light to get
absorbed in 200 - 400 nm of the perovskite film. The emission in HOIP
semiconductors has been experimentally shown to originate from a
direct band transition of cold carriers that have relaxed to the band
edge [64]. Upon photoexcitation, the species that are generated depend
largely on the exciton binding energy (Eb). Eb for MAPbI3 perovskites
lie in the range of 2-25 meV [65–67] which is smaller than the thermal
energy at 300 K (kBT = 26 meV), making them excellent candidates
for solar cells. The Eb in the case of MAPbBr3 lies in a slightly higher
range of 15.3 - 150 meV [68–70] leading to a coexistence of excitons and
free charges with their ratio depending on the excitation density. The
crystal structure, chemical nature, dielectric constant of the surrounding
environment and the dimensionality strongly affect the binding energy.
The binding energies of small nanocrystals can increase up to 375 meV
[69, 71]. Binding energies higher than the thermal energy (∼ 26 meV)
suits luminescence-based applications such as LEDs and lasers [71, 72].
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1.2.1 Carrier Transport and Recombination in HOIP Semi-
conductors

The long-range order of HOIP semiconductors allows for the drift-
diffusion formalism to model transport equations. Thus, the electron
and hole current density in a HOIP semiconductor can be written as
[73]:

Jn = e(µnnE +Dn∇n) (1.17)

Jp = e(µpnE −Dp∇p) (1.18)

where e is the electronic charge, E is the electric field, n(p) and µ(n(p)) are
the electron (hole) concentrations and mobilities with µ(n(p)) = vn(p)/E.
vn(p) and Dn(p) are the drift velocity and diffusion constant of electrons
(holes) satisfying the Einstein relation Dn(p) = µn(p)(kBT/e).

The continuity equation for hole and electron is written as [73]:

e
∂n

∂t
= ∇Jn + e(G−R) (1.19)

e
∂p

∂t
= ∇Jp + e(G−R) (1.20)

where G and R are the carrier generation and recombination rates. Pois-
son’s equation expresses the electric field due to the carrier concentration
as [73]

ε.∇E = e(p− n+Nd) (1.21)

where ε is the permittivity of the medium and Nd is the concentration
of any dopants, impurities, or trapped carriers. Combining equations
1.19, 1.20, and 1.21, the ambipolar transport equation is expressed as
[73]:

D′∇2n+ µ
′
E∇n+G−R =

∂n

∂t
(1.22)

where D′ =
µnnDp+µppDn

µn+µp
is the ambipolar diffusion coefficient and µ′

=
µnµp(p−n)
µn+µp

is the ambipolar mobility. For 1D transport in case of excess
minority carriers, Eq. 1.22 reduces to

Dn
∂2n

∂x2
+ µnE

∂n

∂x
+G−R =

∂n

∂t
(1.23)

25



Chapter 1

Figure 1.9: (a) Schematic representing the distribution of band states, sub-bandgap
states that form the shallow defects and the deep trap states. The shallow defects
have a low activation energy ∼ kBT , while the deep traps have higher activation
energies, (b) Schematic illustration depicting the carrier recombination pathways in
HOIP under excitation densities < 1017 photons/cm2, i.e., the band recombination
process and Trap-assisted recombination process given by the Shockley-Read-Hall
(SRH) statistics.

Dp
∂2p

∂x2
+ µpE

∂p

∂x
+G−R =

∂p

∂t
(1.24)

for excess electrons and holes respectively [73].

The recombination dynamics denoted by R play a crucial role and influ-
ences carrier dynamics and device performance. Diffusion length (Ld) a
parameter that indicates the efficiency of transport depends on the car-
rier recombination lifetime (Ld =

√
Dτ , D is the diffusion coefficient).

The principle of detailed balance requires that photons are exchanged
continuously between the semiconductor and the environment [74].
Thus, to maintain a steady state photo-generation, recombination is
necessary. Photogenerated excess carriers recombine via mainly three
processes (Figure 1.9): (i) Band recombination (radiative recombination
of free carriers), (ii) trap-assisted recombination (either radiative or
non-radiative given by Shockley-Reed-Hall statistics), and (iii) Auger
recombination (mainly a non-radiative process involving three carriers).
A spatially localized defect in a semiconductor leads to the formation
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of a defect state within the bandgap and acts as a trap centre. Defects
in crystalline semiconductors usually originate from discontinuities in
the periodicity in a perfect crystal lattice (called as crystallographic
defects) or due to foreign atoms (impurities). The extent of trapping
depends on the energy level of the trap state. The trapped carrier
is likely de-trapped if its activation energy is sufficiently small. If
the activation energy is high, the trapped carrier recombines with a
counter carrier, and this process is given by Shockley-Reed-Hall (SRH)
statistics which is a loss mechanism in solar cells [75, 76]. The SRH
recombination lifetime can be expressed as

1

τSRH
= RSRH .NT (1.25)

where RSRH is the trap-assisted recombination constant and NT the
trap density.

In Auger recombination, when an electron-hole pair recombines,
an electron is either excited higher into the conduction band or hole
into the valence band. This process becomes prominent at much higher
excitation densities (> 1017 photons/cm2). The excitation intensities
used in the thesis are < 1017 photons/cm2; hence, Auger mechanism is
not considered.

The efficiency of the recombination pathways depends on the re-
combination rate and the density of states or species available for
recombination. The effective recombination lifetime in HOIP semi-
conductors under low and intermediate excitation intensities is given
as

1

τ
=

1

τR
+

1

τSRH
(1.26)

The radiative recombination rate is given as:

δn

τR
= ARδn+B(δn)2 (1.27)

where δn is the excess carrier density, AR = B.NA with B being the
radiative constant and NA the background doping constant. The first
term in the right-hand side of the expression refers to the monomolecu-

27



Chapter 1

lar recombination and it varies linearly with excess carrier density. The
second term is bimolecular recombination which depends quadratically
on the carrier density. At very low excitation energies, the photoexcited
population decays with a monomolecular rate through interaction with
the background carriers and trap states. With the increase in excitation
intensity, the monomolecular decay channels saturate, and the bimolec-
ular band-to-band recombination determines the overall recombination
rate [77].

1.2.2 HOIP Solar cells

HOIP semiconductors have emerged as one of the most efficient mate-
rials for solar cell applications. Miyasaka and co-workers reported in
2009, MAPbI3 and MAPbBr3 based solar cells with a power conversion
efficiency of 3.9%. In the last decade, the record efficiency of perovskite
solar cells has reached higher values, up to 25.7% [78].

Photoexcitation of a HOIP solar cell leads to the formation of
both free charge carriers and excitons. Based on the value of exciton
binding energy, the exciton dissociation could occur at room temper-
ature leading to more charge carriers. The built-in field assists in
the process of charge carrier extraction following the drift-diffusion
formalism. The process of charge extraction can be improved by using
charge transport layers similar to the layers discussed in Section 1.1.7.
A good charge transport layer is characterized by good interfaces, low
contact resistances, selective carrier mobility, the presence of an Ohmic
contact, and energy levels to facilitate efficient charge extraction. Thus,
the efficiency of photon-to-electron conversion in a HOIP solar cell
(Figure 1.10) can be expressed as

η =
charges collected
incident photons

= ηAηCSηCTηCC (1.28)

where ηA, ηCS, ηCT and ηCC representing the efficiency of photon ab-
sorption, charge separation, charge transfer, and charge collection, re-
spectively. Upon photoexcitation, the electron-hole pair are swept out
of the device to produce a photocurrent IL. The I-V of a solar cell is
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Figure 1.10: Schematic illustrating the carrier generation and separation dynamics
in a typical HOIP device (electrode/HTL/HOIP/ETL/electrode). ηA depicts the
process relating to the efficiency of photon absorption, ηCS the process of exciton
generation and dissociation to form free carriers, ηCT the charge transfer process to
the respective charge transport layers and ηCC depicts the charge collection to the
respective electrodes.

expressed as

I = IL + I0[exp(
eV

mkBT
)− 1] (1.29)

where I0 is the reverse saturation current, V the applied voltage, and
m the ideality factor. Owing to the large absorption coefficient, only
a thin layer of material would be required to absorb light with energy
above the bandgap fully. This reduces the charge recombination and
induces a reverse saturation dark current and contributing to a large Voc
as described by Shockley-Queisser [79] i.e.,

Voc =
kBT

e
ln(

Jsc
J0

) =
kBT

e
ln(

JscNDτ

en2
id

) (1.30)

where Jsc is the short circuit current density, J0 is the initial current
density, ND is the doping concentration, τ is the effective carrier
lifetime, ni is the intrinsic carrier concentration and d is the thickness
of the active layer. The thickness of the most reported high-efficiency
HOIP solar cells ranges from 0.3-0.6 µm [80, 81] due to its high
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absorption coefficient, whereas the thicknesses of crystalline Si solar
cells are of ∼ 300 µm [82].

The trap-assisted non-radiative recombination process also plays a
detrimental effect on the Voc in a HOIP solar cell. The excess photogen-
erated charge carriers result in quasi-Fermi-level splitting (QFLS) for
the electrons and holes. This difference in QFLS results in the Voc of the
solar cells. The presence of a faster non-radiative recombination channel
reduces the excess charge carriers that contribute to QFLS, thereby
reducing the difference in QFLS levels and Voc. In other words, the
external quantum efficiency (EQE) for electroluminescence in solar cells
is directly related to the Voc loss due to non-radiative recombination.
This is given as [83]

∆Vnr = −kBT
e
ln(EQEEL) (1.31)

where EQEEL is dependent on both the radiative and non-radiative
recombination rates (kr and knr, respectively) i.e.,EQEEL ∝ kr

kr+knr
).

In solar cells, for every reduction in the order of EQEEL, the Voc of the
solar cell reduces by 60 mV.

The performance of a solar cell is characterized by four quanti-
ties, namely open circuit voltage (Voc), short circuit current (Jsc),
fill factor (FF ), and power conversion efficiency (PCE). The power
delivered in short-circuit is zero as the voltage is zero. Similarly, the
power delivered is zero at open-circuit conditions since there is no
photocurrent. Thus, the maximum power that can be delivered requires
the presence of an optimized open-circuit voltage and photocurrent and
is known as the maximum power point (MPP). MPP is the rectangle
defined by Jmax.Vmax under the J-V curve that has the largest area.
The fill factor is a simple geometrical factor that is defined as

FF =
JmaxVmax
JscVoc

(1.32)
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The PCE of a solar cell is the fraction of input power that is delivered
as output as electrical power and is defined as

PCE =
JmaxVmax

Pin
(1.33)

The standard reference for measuring this parameter is at AM 1.5G
illumination (1 Sun = 100 mW/cm2).

The J-V characteristics (Figure 1.11) provide quantitative information
about various device parameters like recombination losses and leakage
currents. A solar cell can be represented as an ideal diode with two
parasitic resistances, namely the series resistance and shunt resistance.
The series resistance describes the influence of contact resistances like
injection barriers and sheet resistance of the transparent conducting
electrode and metals. The shunt resistance takes into account the
alternative current pathways between the two electrodes. Thus, the
net current density consists of the contribution of photoinduced short
circuit current (JL), diode current and the parallel current through the
shunt resistance and is expressed as

J(V ) = JL + J0[exp(
e(V − JRs)

mkBT
)− 1] +

V − JRS

Rsh
(1.34)

where Rs and Rsh are the series and shunt resistance of the solar cell
respectively. For ideal solar cells, Rs → 0 and Rsh →∞.

1.2.3 The thermodynamic efficiency limit of solar cells

Shockley and Queisser [74] used thermodynamic considerations to
achieve the theoretical limit for the efficiency of a solar cell. The upper
limit of efficiency that can be attained in a solar cell was considered to
be u. All the photons incident on the solar cell having energy higher
than the bandgap Eg = hνg contributes to the photocurrent. No losses
are present if the cell is at 0 K. The PCE is then expressed as

u =
hνgQ

P
(1.35)

whereQ is the number of photons absorbed per area and time (flux), and
P is the intensity incident on the cell, defined using Planck’s blackbody
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Figure 1.11: Schematic representation of the J-V characteristics of the solar cell.
The inset shows the equivalent circuit model for a typical solar cell.

distribution as
Q =

2π

c2

∫ ∞

νg

ν2

ehν/kBT − 1
dν

P =
2πh

c2

∫ ∞

νg

ν3

ehν/kBT − 1
dν

(1.36)

By employing x = hν/kBT and xg = hνg/kBT , Eq. 1.35 can be rewrit-
ten as

u =
xg

∫∞
xg

(ex − 1)x2dx∫∞
0 (ex − 1)x3dx

(1.37)

Thus, u(xg) depends on the bandgap hνg. Eq. 1.37 gives a maximum
value of about 44% for an energy gap of 1.1 eV [1]. The value of
u is calculated considering that the sun’s spectrum has a blackbody
temperature of T = 6000 K. The rest 56% of the photon energy does
not contribute to photogenerated carriers and gets lost. Further, the
excess energy of photons beyond Eg is also not useful.

When the solar cell is held at 300 K, four processes need to be
considered: photogeneration of electron-hole pairs, their both radiative
and non-radiative recombination, generation of electron-hole pairs
via non-radiative processes, and extraction of charges. Shockley and
Queisser argue that the principle of detailed balance states that in
thermal equilibrium, all microscopic processes in a cell get exactly
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compensated by their respective inverse process [74]. Thus, the ra-
diative recombination rate is the same as the photon absorption rate.
Therefore, the current due to radiative recombination processes for the
cell at equilibrium is

j0,r = 2eA
2π

c2

∫ ∞

νg

ν2

ehν/kBT − 1
dν (1.38)

Similarly, in the thermal equilibrium condition, the rate of non-radiative
recombination and generation processes is same. So, the current due to
the non-radiative processes at thermal equilibrium is

j0,nr = R(0) (1.39)

and the percentage of radiative recombination rates to that of non-
radiative recombination becomes independent of voltage. By setting the
sum of these four processes to be equal to zero, a steady state current-
voltage relation is derived, i.e.,

j(V ) = JL + J0[exp(
eV

kBT
)− 1] (1.40)

with j0 = j0,r + j0,nr = 2π
c2

∫∞
νg

ν2

ehν/kBT−1
dν + R(0) which is similar to

Eq. 1.29. JL is the photocurrent extracted into the external circuit
at V = 0. The maximum power from the solar cell was derived by
Shockley and Queisser by introducing the concepts of MPP and FF

(called as impedance matching factor in their paper). They show the
power conversion efficiency to be

PCE =
JmaxVmax
PincA

= tsu(xg)ν(fxgxc)FF (fxgxc) (1.41)

where Pinc is the light power per solid angle, A is the surface area of the
solar cell, ts is the probability of photons having energy above hνg that
is incident from the sun’s black body spectrum producing an electron
hole pair, xc is the ratio of the solar cell’s temperature to the sun’s
temperature and ν(fxgxc) is a relation between Voc and the optical gap
i.e.,

ν(fxgxc) =
eVoc
hνg

(1.42)
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u ultimately depends only on Eg, while ν and FF depend on a number
of factors that can be collectively expressed using the parameter f . f
includes the product of the percentage of the radiative recombination
current, the percentage of conversion of incident photons to carriers at
300 K, and a geometrical factor which quantifies the solid angle of the
photons’ incident on the cell. For an ideal cell in the limit of detailed bal-
ance, ts = 1 and f reduces to the quantification of the half-sphere solid
angle. Using Eq. 1.41, Shockley and Queisser the maximum attainable
limit to be 30% for a band gap of 1.3 eV. For a more appropriate AM1.5
solar spectrum, the maximum PCE is found to be 33.7% for a single pn-
junction solar cell with a bandgap of 1.34 eV [1]. The Shockley-Queisser
limit of solar cells can be overcome by the implementation of various
strategies like using tandem or multi-junction cells, multiple excitonic
systems, and photonic crystal based solar cells.

1.2.4 Multi-junction solar cells

Figure 1.12: Schematic of a (a) four-terminal and a (b) two-terminal tandem solar
cell. In both cases, the high-energy region of the solar spectrum is absorbed by the
top sub-cell and the low-energy region by the bottom sub-cell.

Multijunction solar cells consist of stacking different bandgap junc-
tions in optical series, allowing the wider bandgap at the top to absorb
the higher energy photons and the less energetic photons to transmit
onto the smaller bandgap materials below. The highest power can
be extracted when the output from the independent junctions can
be optimized. A multijunction cell having two bandgaps is called a
tandem cell. A four-terminal tandem requires independent electrical
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connections for the top and bottom sub-cell, which is difficult to
achieve practically. The best way is just to connect the two sub-cells
directly in series. This causes a current to pass through the cells and
the voltages developed across the individual sub-cells to be added.
However, the two-terminal arrangement suffers from a bottleneck in
which the currents in the individual sub-cells must be matched. This
restricts the performance; hence, the maximum output power obtained
is less. Further, the current matching condition cannot be achieved for
all the illumination conditions, which subject the two-terminal cell to
additional losses.

In the four-terminal tandem cell, the maximum power output is
the sum of the maximum power output of the two individual sub-cells.
Assuming a perfect spectral splitting i.e., the photons with energy
E > Eg2 are absorbed by the top sub-cell and the photons with
Eg1 < E < Eg2 are absorbed by the bottom cell where Eg1 and Eg2 are
the bandgaps of the bottom and top cell, respectively. Therefore, for
the maximum concentration of solar light, the maximum power output
is given as [84]

Pmax = eVm1[n(Eg1, Eg2, 0)− n(Eg1, Eg2, eVm1)]

+ eVm2[n(Eg2,∞, 0)− n(Eg2,∞, eVm2)]
(1.43)

where Vm2 and Vm1 is the voltage across the top and bottom cell respec-
tively at maximum power. A maximum efficiency of over 55% can be
reached with Eg1 = 0.75 eV and Eg2 = 1.65 eV under full concentration
[84]. In the two-terminal tandem cell, the maximum output power is

Pmax = e(V1 + V2)[n(Eg1, Eg2, 0)− n(Eg1, Eg2, eV1)] (1.44)

where V1 and V2 are no longer the optimized voltages, and they satisfy
the current matching constraint [84], i.e.,

n(Eg1, Eg2, 0)− n(Eg1, Eg2, eV1) = (Eg2,∞, 0)− n(Eg2,∞, eVm2)

(1.45)
The overall PCE penalty in case of unmatched current between the two
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sub-cells is given as

∆PCE =
JTVT

J1V1 + J2V2
(1.46)

where each cell operates at its maximum power point with VT = V1 +V2.
JT = J1 = J2 for optimal performance of the two terminal tandem
solar-cell. The PCEs for all-HOIP tandem cells have reached 26.4%

[85], 24.2% for HOIP/CIGSe (copper–indium–gallium-selenide) tandem
cells [78, 86, 87], and 29.5% for HOIP-on-silicon tandem cells [88]. The
Shockley-Queisser limit for a three terminal multijunction cell approach
49% [1]. For the limit of an infinite number of bandgaps, the smallest
bandgap equals to zero and the efficiency limit reaches 69%. This limit
approaches the thermodynamic limits of 86% under full concentration
[84].

1.3 Time and Frequency Domain Measurements

Spectroscopic measurements are conventionally performed in one of the
two domains: frequency or time. Frequency-resolved optical measure-
ments are the most familiar forms of spectroscopy, including UV/Visible
absorption, reflectance, transmission, and photo-luminescent emission
measurements. Infrared (IR), Raman, and X-ray spectroscopy are
also typically done in the frequency domain. The data acquired is
typically in the form of light intensity as a function of frequency (or
wavelengths/wavenumbers) which can be interpreted as absorbance,
emission, or photon scattering depending on the instrument and
technique used. In optoelectronic devices, the conventional frequency
domain measurements include fluctuation spectroscopy of photocur-
rents and electroluminescence, intensity-modulated photocurrent
spectroscopy (IMPS) and impedance spectroscopy (IS).

In time-domain measurements, the signal is acquired over an interval
of time. The signal can be light intensity for optical measurements
and photocurrent/electroluminescence intensity for optoelectronic
measurements. Time-resolved photoluminescence and Photon Corre-
lation spectroscopy are some examples of time-domain measurements
under optical excitation. Transient Photocurrent (TPC), Transient
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Photovoltage (TPV), and Transient Electroluminescence (TrEL) are
examples of time-domain optoelectronic measurements. Time-resolved
spectroscopy is used to study charge carrier and exciton kinetics and
timescales in semiconductors.

Some measurements yield data in both time and frequency domains.
The most prominent of these techniques is time-gated photolumi-
nescence and time-gated electroluminescence spectroscopy. These
measurements include the recording of spectra at discrete time in-
tervals, thus giving information about the spectral evolution with
time. This allows excited states to be monitored as they evolve over
time and generally result in a three-dimensional spectrum that can
be deconstructed to yield both time or frequency-dependent results.
Measurement based on time-correlated single photon counting at
different wavelengths is one of the most suitable schemes for studying
excited state dynamics in semiconductors.

1.3.1 Time-Correlated Single Photon Counting

Figure 1.13: (a) Measurement of start-stop times (τ) with TCSPC, (b) Generation
of the histogram after binning all the measured τ .

Time-resolved photoluminescence (TRPL) is a powerful analysis
tool in the time domain for deriving the radiative lifetime of excited
states in a molecule. It captures the time-dependent intensity profile
of the photo-luminescent emission upon excitation by short light
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pulses. Time-Correlated Single Photon Counting (TCSPC) method is
generally implemented to record a molecule’s time-dependent emission
intensity profile. It is based on precisely registering photons coming
from an excited molecule repetitively [5, 89]. The excitation pulse is
the reference for timing and is generally termed the "sync" input to the
TCSPC card.

Figure 1.13a illustrates the methodology that utilizes histograms
generated over multiple cycles. The molecule is excited repetitively by
short laser pulses. The difference in time τ between excitation and
the first emitted photon is measured like a stopwatch. The stopwatch
readings τ are sorted into time bins to generate a histogram. The width
of the time bins is typically the resolution of the stopwatch. The result
after histogramming is an exponential decay curve corresponding to the
lifetime of the excited state (Figure 1.13b).

Detectors and electronics used in TCSPC measurements have a "dead"
time after detecting a photon event, during which no other photon
events can be processed. Hence, this would lead to typically regis-
tering the early photons and missing the following ones causing an
over-representation of the initial photons in the histogram. This effect
is generally called "pile-up". Typically, the count rate at the detector
should be at most 1% to 5% of the laser repetition rate to avoid the
pile-up effect.

The TRPL measurements in the laboratory were carried out us-
ing a home-built setup, as shown in Figure 1.14(a-b). A Picoquant
LDH-P-C-405M laser source with a center wavelength of 405 nm and
pulse width of 90 ps was driven by a Picoquant PDL 800-B laser diode
driver to excite the sample. A Tektronix AFG1024 Arbitrary Function
Generator (AFG) was used to control the repetition rate. The sync
output from the laser driver was used as the reference. The emitted
photons from the sample under test were recorded using a single pho-
ton counter (Picoquant PMA-C-192-M) coupled to Zolix Omni λ300
monochromator. Time tagging of the data was done using Picoquant
TimeHarp 260 data acquisition card with a temporal resolution of ∼
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Figure 1.14: (a) Schematic for TRPL setup, (b) Experimental setup for TRPL, (c)
TCSPC histograms of Red IX fluorescence dye and instrument response function
(IRF).

250 ps. The count rate from the single photon counter is generally
adjusted to < 1% of the laser repetition rate by using neutral density
filters (NDF) to prevent pile-up effects. The monochromator was used
to select the wavelengths for which the decay dynamics are to be
measured. A typical decay profile coming from commercial Red IX dye
from Aron dyes is shown in Figure 1.14c. The black curve denotes the
instrument response function (IRF), which is typically ∼ 1 ns in the
custom-built system.

Time-gated emission spectra measurements are useful for studying
the spectral evolution over time (especially where long-lived triplets
are involved). The time series of the intensity decays are acquired
at different wavelengths via Labview interfacing software. The time
windows provide glimpses of different stages of the photophysical

39



Chapter 1

process. The data acquired from the measurements can then be recon-
structed using MATLAB codes in terms of emission-spectral profiles
at different stages of the relaxation process. These measurements are
particularly useful for understanding the time constants of the evolution
of various states in a semiconductor (e.g., MAPbBr3 single crystals [77]).

The existing literature consisting of solution-processed semicon-
ductors is generally operated in steady-state for light emission and
photovoltaics. The use of time and frequency domain measurement
techniques decouples the various channels in recombination and charge
carrier dynamics which cannot be accessed using the steady-state
measurements. The thesis uses these approaches in newer systems
such as TADF or tandem cells to disentangle the charge carrier and
recombination dynamics. Different phenomena in these systems require
different time and frequency domain measurements. For example,
TrEL deconvolutes the charge carrier (usually in ns – few µs) and
triplet dynamics timescales, giving direct evidence of the bimolecular
triplet-triplet annihilation process not usually observed under optical
excitation.

1.4 Outline of the Thesis

The thesis focuses on probing the various photophysical and charge
transport mechanisms in solution-processed semiconductors using a
combination of time and frequency domain measurements. Chapter
two deals with the study of charge carrier dynamics using transient
photocurrent (TPC) spectroscopy measurements on tandem solar cells
under optical excitation. The active layers, composed of direct bandgap
HOIP and the indirect band gap Si, have different optoelectronic
properties and thicknesses. The TPC measurements directly assess the
timescales of photogenerated charge carriers extracted at the electrodes.
Spectral dependence of TPC measurements exhibits two distinct
lifetime magnitudes: τ1 ∼ 500 ns and τ2 ∼ 25 µs. Further analysis
shows that the carriers are extracted via drift and diffusion processes in
the perovskite sub-cell, whereas Si sub-cell follows a diffusion-limited
carrier extraction process. In the absence of background illumina-
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tion, sub-cell processes are uncorrelated, and the current magnitude
depends on the shunt resistance of the other sub-cell in the dark. A
crossover of the dynamics of the perovskite sub-cell to a coupled regime
with the Si sub-cell is observed beyond a threshold dc-light illumination.

The next part of the thesis (Chapter three) focuses on the charge
carrier, and triplet dynamics in thermally activated delayed fluores-
cence (TADF) based organic light-emitting diodes (OLEDs) using
temperature-dependent transient electroluminescence (TrEL) measure-
ments. The TADF systems are expected to show increased emissive
yield due to efficient back-conversion of non-emissive triplet states
to emissive singlet states via reverse intersystem crossing (RISC). A
solution-processed TADF molecule, 2,3,4,6-Tetra(9H-carbazol-9-yl)-5-
fluorobenzonitrile (4CzFCN) was used in this study. The analysis of the
rising edge of the TrEL pulse indicates that the carriers follow multiple
trapping, de-trapping, and exciton recombination dynamics. The falling
edge of the TrEL pulse provides insights into the monomolecular and
bimolecular exciton dynamics, representative of device operational
conditions. These studies indicate that triplet harvesting in 4CzFCN
molecule occurs via both RISC and triplet-triplet annihilation (TTA).
Further, the TADF processes dominate at high temperatures with
negligible contribution from TTA.

Chapter four deals with the influence of various coatings on the
wall (both phosphorescent and fluorescent) in the non-line of sight
visible light communication. The enclosure boundary normally is
treated as a classical light diffuser which merely scatters and attenuates
the signal [90, 91]. The use of various photo-luminescent coatings on
walls acts as active noise sources, which distort the signal and alter the
communication characteristics. The possibility of tuning the signal to
noise levels by these emitters as a function of the spatial coordinates
can be utilized to design smart environments where signal access can
be controlled and restricted. Conversely, the signal analysis used in this
chapter can also be utilized to provide dynamic information about the
environment.
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Chapter five deals with the study of photon statistics of TADF
dyes at different levels of dilution. These studies are helpful since the
dyes might exhibit different photophysical kinetics at dilute concen-
trations owing to reduced intermolecular interactions. A custom-built
confocal microscopy assembly was constructed to study TADF emitters
at dilute concentrations. Photon statistics of various concentrations of
TADF molecules were measured using a single photon avalanche diode
(SPAD) integrated with the microscope. The photon statistics reveal
correlations between the emitted photon from a TADF emitter at the
initial timescales. An increase in the magnitude of the autocorrelation
function was observed with a decrease in the number of TADF molecules.

Finally, chapter six studies the exciton dynamics of TADF molecules and
light confinement effects in a fiber fabricated using the electrospinning
method. The TADF-dispersed PMMA fibers exhibit high luminescence.
The spatially uniform fiber emission suggests a homogenous distribution
of dye molecules extended over the fiber. The fibre geometry allows for
light confinement and waveguiding effects. Eigenmode analysis suggests
the presence of cavity modes where the electric field profiles have nodes
at the centre of the fiber.
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2
Insights into the charge carrier dynamics in

perovskite/Si tandem solar cells using transient
photocurrent spectroscopy

2.1 Introduction

The facile methods to tune the bandgaps of perovskite, coupled
with their high efficiencies, makes them a valuable choice for ‘two-
terminal’ tandem solar cells. It consists of two solar cells (one wide
bandgap and one narrow bandgap) connected in series using a re-
combination layer. The easy processability of perovskite solar cells
provides facile deposition on silicon solar cells and can increase the
efficiencies of commercial PVs, maintaining the economics of scaling
[2]. The efficiency limits of these perovskite-based tandem solar cells
are well above 30% and provide much scope for further improvement [3].

The efficiency of a tandem solar cell strongly depends on the ab-
sorbance of the active layers in each of the sub-cells, the interfacial and
bulk traps or defects present in the active materials, which can reduce
the charge-carrier collection, and the inter sub-cell current matching
condition [4]. The tandem solar cells are then generally designed and
fabricated based on the optical characteristics of each of the active
materials in respective sub-cells. The bandgap of the top perovskite
sub-cell is tailored in such a way (theoretically in the range of 1.6 eV
-1.75 eV) [5–8] so that the optimum efficiency is reached when coupled
to a silicon sub-cell. It was observed that a perovskite bandgap of 1.66

Reproduced from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan,
Applied Physics Letters 2022, 120, 173504. [1], with the permission of AIP Publishing
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eV with an active layer thickness of 500 nm was optimum for arriving at
the current matching condition [9, 10]. We explore the possibility of fur-
ther fine-tuning the sub-cells by controlling their carrier dynamics. The
coupling of the two sub-cells in series makes it difficult to deconvolve the
dynamics in the sub-cells necessary for optimising the tandem solar cells.

This chapter provides insight into the charge-carrier dynamics in
the individual sub-cells using transient photocurrent (TPC) spec-
troscopy in the tandem configuration, which helps us to understand the
generation and recombination dynamics of charge-carriers in complete
tandem devices. The TPC measurements help us assess the timescales
of photogenerated charge carriers extracted to the electrodes. The
pathway for losses in external quantum efficiency (EQE) via recombi-
nation (both radiative and non-radiative) can be directly probed by
TPC. When a short pulse (< 1 ns) is used as the excitation source,
the generation duration can be considered almost instantaneous, as
compared to the other processes in the device (namely recombination
and carrier dynamics). The current due to photogenerated excess
carriers (δn) can be expressed as [11]

I =
d(δn)

dt
= D

∂2(δn)

∂x2
+ µE

∂(δn)

∂x
−R (2.1)

where R is the recombination term, D and µ are the diffusion coefficient
and mobility of carriers, respectively. In the case of thick silicon cells,
E ≈ 0, which is attributed to the diffusion-limited transport in Si.
However, in the case of perovskite, there are contributions from carrier
recombination lifetime and carrier-transit time in the TPC profiles. The
response profiles of the transient as a function of different parameters
under a model framework can explain the performance of tandem solar
cells under continuous white-light excitation.

2.2 Fabrication of perovskite/Si tandem solar cell

The tandem solar cells were fabricated in Oxford, UK. N-doped FZ
c-Si wafers (4 in., < 100 > orientation, 270 µm, 3 Ω-cm) with both
sides polished were used. The front side of the wafers was covered with
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2.2. FABRICATION OF PEROVSKITE/SI TANDEM SOLAR CELL

a SiOx protective layer, and the substrates were chemically treated to
obtain random pyramids with < 111 > oriented facets and a final wafer
thickness of 250 µm. All silicon layer depositions were carried out in an
Applied Materials PECVD cluster tool (AKT1600) operating at 13.56
MHz plasma excitation frequency (electrode area of 2000 cm2) using
SiH4, H2, PH3, B2H6 and CO2 as process gases. Before the PECVD
process, the wafers were cleaned by the RCA procedure [12], dipped in
HF, and diluted to 1% H2O for 3 min to remove the native oxide. The
front side of the c-Si substrates was covered by ≈ 5 nm thick (i)α-Si:H
and (n)nc-SiOx:H (variable thickness and oxygen content) layers, while
on the rear side, the (i)α-Si/(p)α-Si:H (4 nm/7 nm) stack was grown
on the textured surface. More details can be found in Reference [13].
Afterwards, transparent conducting oxides and metal are DC sputtered
in a Leybold A600V7 by means of aligned sputtering masks to obtain
rectangular cells with an area of 1 cm2. In particular, 25 nm of In2O3:Sn
(ITO) was deposited on the polished side from a 3 wt% Sn-doped ITO
target at a set temperature of 220 oC using an argon/oxygen mixture
as process gas. The rear (textured) side is completed with 70 nm
aluminium zinc oxide (ZnO:Al, AZO) sputtered from a ZnO target
doped with 1 wt% Al2O3 in an argon/oxygen mixture, followed by the
deposition of a 400 nm Ag electrode. This latter was sputtered at room
temperature. The completed Si bottom-cell wafers were diced into 3 cm
× 3 cm individual substrates by laser scribing to allow more feasible
subsequent solution-based processing steps.

The perovskite top cells were processed directly onto the front side of
the completed Si sub-cells to form the monolithic perovskite/Si tandem
cells. The processing parameters were the same as described in Refer-
ence [14], with 10 nm C60 deposited by evaporation, 20 nm SnO2 and
80 nm ITO deposited via atomic layer deposition (ALD) and sputtering.

The final device structure of the fabricated tan-
dem solar was ITO (80 nm)/ SnO2 (20 nm)/C60 (10
nm)/Cs0.05(FA0.83MA0.17)0.95Pb(I0.77Br0.23)3 (500 nm)/Poly-TPD (5
nm)/ITO (25 nm)/(nc)SiOx:H (110 nm)/(i)α−Si:H (5 nm)/(n)c-Si
(250 µm)/(i)α-Si:H (5 nm)/(p)α-Si:H (5 nm)/AZO (70 nm)/Ag (400
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Figure 2.1: (a) Device architecture of two-terminal perovskite/Si tandem solar cell,
(b) typical J – V characteristics of the tandem solar cell under simulated AM 1.5G
(100 mW/cm2) illumination (inset shows the picture of tandem device).Reproduced
from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied
Physics Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

nm). Figure 1a shows the device architecture of the tandem solar cell
with an active area of 1.1cm2.

The J–V characteristics (Figure 1b) of the tandem solar cell under
simulated AM1.5G (100 mW/cm2) illumination were performed for the
determination of typical solar cell parameters. These parameters are
listed in Table 2.1.

Table 2.1: Solar Cell parameters for the fabricated perovskite/Si Tandem Solar Cell

Efficiency Fill Factor Jsc (mA/cm2) Voc (V)

23.0% 66.44% 19.23 1.80

2.3 Light Beam Induced Current Imaging

Light-Beam Induced Current (LBIC) imaging of the solar cell verifies
the active area and the degree of homogeneity [15]. LBIC images di-
rectly highlight the presence of defective regions [16–18]. The measure-
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2.3. LIGHT BEAM INDUCED CURRENT IMAGING

Figure 2.2: Schematic of the LBIC imaging experimental setup.

ment was carried out using a home-built LBIC setup with 650 nm as
the excitation wavelength (Figure 2.2). The CW laser light of centre
wavelength 650 nm and power 10 mW was focused using a microscope
objective (10×, 0.25 NA) on the tandem device. This laser spot is
translated throughout the device area using a stepper motor assembly.
A pre-amplifier (SRS 570) was used to amplify the short circuit current
signal, Iph, from the device to an output voltage. This voltage signal
was recorded using an NI cDAQ-9232 module as a function of x − y

coordinate to obtain the respective LBIC image.

Figure 2.3: (a)The intensity profile as the focussed beam spot is translated across
the knife edge (b) First order differential of the intensity profile. The FWHM gives
the beam spot. Reproduced from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H.
J. Snaith, K. Narayan, Applied Physics Letters 2022, 120, 173504. [1], with the
permission of AIP Publishing

The laser’s spot size was measured using the knife-edge technique [19].
The technique involves a knife edge being translated across the focussed
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beam in the line of light incident on the detector. With the knife edge
translation, the light intensity on the detector varies, as shown in Fig-
ure 2.3a. The first differential plot of the intensity indicates the beam
profile used to give the spot size, shown in Figure 2.3b. The spot used
in scanning the tandem cell had an FWHM of ∼ 270 µm.

Figure 2.4: A 2D LBIC image of the perovskite/Si tandem solar cell. Reproduced
from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied
Physics Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

The LBIC image of the tandem cell is shown in Figure 2.4. The image
shows a uniform charge-carrier generation region throughout the device,
measured at a resolution of 270 µm.

2.4 Transient Photocurrent Spectroscopy

Supercontinuum laser pulses for the wavelength range of 400 nm to 2400
nm (YSL Supercontinuum SC-Pro) with a pulse width of 100 ps and a
repetition rate of 10 kHz were used to excite the tandem device (Figure
2.5). The transient photocurrent (TPC) profiles were recorded using a
Tektronix MDO34 digital signal oscilloscope. A voltage drop generated
across the device was measured using an internal 50 Ω termination re-
sistor inside the oscilloscope [20–23]. λ-dependent TPC measurements
were achieved by coupling the supercontinuum laser to an Acousto-Optic
Tunable Filter (AOTF). The intensity of the monochromatic laser pulses
was controlled using the AOTF. For the application of a reverse bias volt-
age, a Keithley 2231A-30-3 triple-channel DC power supply was used.
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2.4. TRANSIENT PHOTOCURRENT SPECTROSCOPY

Figure 2.5: Schematic for TPC measurements. Reproduced from A. Ghorai, P.
Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters
2022, 120, 173504. [1], with the permission of AIP Publishing

All the experiments were performed in a nitrogen environment to avoid
degradation. TPC experiments in the presence of background illumi-
nation were performed using: (a) 470 nm laser for selectively exciting
the HOIP sub-cell and (b) a Fianium Whitelase Micro supercontinuum
laser (wavelength range of 850 nm - 2000 nm ensured using 850 nm LP
filter) driven at 30 MHz for exciting the Si sub-cell.

Figure 2.6: Transient Photocurrent profile for the tandem solar cell in response to a
supercontinuum pulse (wavelength range 400 nm – 2400 nm). Reproduced from A.
Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics
Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

The response of the tandem cell to a supercontinuum pulse is shown
in Figure 2.6. From the response, it is evident that two distinct TPC
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Figure 2.7: Transient photocurrent profiles of the tandem solar cell for excitation
λs of (a) 500 nm, (b) 600 nm, (c) 675 nm and (d) 725 nm. Reproduced from A.
Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics
Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

signatures are present. The TPC profiles were recorded as a function of
the excitation wavelength to understand the origin of these two distinct
signatures. The TPC measurements were also carried out with different
background light intensities and electrical bias conditions.

2.5 Single subcell excitation

A series of TPC measurements were carried out at different λ. The
TPC profiles corresponding to excitation wavelengths of 500 nm, 600
nm, 675 nm and 725 nm are shown in Figure 2.7. The dynamics of
the photogenerated carriers in the perovskite sub-cell dominate the
TPC response in the high-energy spectral region (< 700 nm). Even
though the Iph(t) for the perovskite sub-cell in the tandem consists of
multiple contributions, the decay is dominantly described by a single
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Figure 2.8: Transient photocurrent profiles of the tandem solar cell for excitation
λs of (a) 750 nm, (b) 800 nm, (c) 850 nm and (d) 950 nm. Reproduced from A.
Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics
Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

exponential. The corresponding TPC lifetime τ1 is obtained by fitting
the decay profiles to single exponentials in this spectral region with
τ1 ≈ 500 ns.

The dynamics of the photogenerated carriers in the silicon sub-
cell (Figure 2.8) dominate the TPC in the lower energy spectral
region (> 750 nm) with a slower decay lifetime of ≈ 25 µs. The
intermediate region (675 nm - 750 nm excitation), as shown in Figure
2.7(c-d) and Figure 2.8a, shows the distinct contributions of TPC
profiles that arise from both the perovskite as well as Si sub-cells.
The transient photocurrent decay in both the spectral regions can be
modelled to a single exponential reasonably and a distinct crossover
from the carrier relaxation processes in the perovskite layer to Si
sub-cells as a function of incident light λ can be observed. The TPC
profile corresponding to the perovskite sub-cell reduced considerably
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Figure 2.9: Transient photocurrent profiles of the tandem solar cell for excitation λs
of (a) 975 nm and (b) 1100 nm. Reproduced from A. Ghorai, P. Kumar, S. Mahesh,
Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters 2022, 120, 173504. [1],
with the permission of AIP Publishing

beyond 700 nm and is negligible beyond 800 nm of excitation. Thus,
for λ > 800 nm, the TPC profiles represents the Si sub-cell response
exclusively. In the region λ > 900 nm, the TPC decay profile evolved
from being a single exponential to a bi-exponential decay given by
Iph(t) = Bexp(−t/τ2) + Cexp(−t/τ3) + d with τ2 continuing to be in
the range of ≈ 25 µs and τ3 ≈ 2 µs (Figure 2.9). The variation of TPC
lifetimes corresponding to Si (τ2 and τ3) with λ are shown in Figure
2.14.

Figure 2.10: Real and Imaginary components of refractive indices for (a) perovskite
(b) Si as a function of wavelength measured from ellipsometry. Reproduced from A.
Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics
Letters 2022, 120, 173504. [1], with the permission of AIP Publishing
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2.6 Carrier Generation Profiles

Figure 2.11: Fraction of light absorbed by perovskite sub-cell, Si sub-cell and tandem
cell plotted in left y-axis; fraction of light reflected from the tandem cell plotted in
the right y-axis (both derived from scattering matrix formalism). Reproduced from
A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied
Physics Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

The three timescales τ1, τ2 and τ3, can be interpreted in terms of
the multi-layered structure using a scattering-matrix optical model [24]
(Appendix A). The scattering matrices for each layer in the tandem

Figure 2.12: Carrier Generation (G) profiles in perovskite active layer for (a) 450
nm (b) 500 nm (c) 550 nm (d) 600 nm (e) 650 nm (f) 700 nm excitation derived from
scattering matrix formalism. Reproduced from A. Ghorai, P. Kumar, S. Mahesh,
Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters 2022, 120, 173504. [1],
with the permission of AIP Publishing
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solar cell were derived for each wavelength using their corresponding
refractive index dispersion curves using MATLAB. The variation of
n and k for perovskite and Si as a function of λ is given in Figure
2.10. Figure 2.11 shows the fraction of light absorbed by the individual
sub-cell of perovskite and Si. The fraction of light reflected from the
whole tandem cell is also indicated in Figure 2.11.

Figure 2.13: Carrier Generation (G) profiles in Si active layer for (a) 700 nm (b)
750 nm (c) 800 nm (d) 900 nm (e) 1000 nm (f) 1050 nm excitation derived from
scattering matrix formalism. Reproduced from A. Ghorai, P. Kumar, S. Mahesh,
Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters 2022, 120, 173504. [1],
with the permission of AIP Publishing

The internal electric fields were calculated at each of the layers
from the scattering matrices generated for each layer. These internal
electric field profiles were generated for the λ range between 500 nm
and 1100 nm. The charge-carrier generation at each of the layers is
proportional to the square of the modulus of the internal electric field
and expressed as [25, 26]

G =
λ

hc
Q

Q = 4πc
ε0k(λ)n(λ)

2λ
|E(x)|2

(2.2)

where k(λ) and n(λ) are the real and imaginary parts of the refractive
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index.

The carrier generation profiles for both the perovskite layer and
Si layer are estimated for different λ (Figure 2.12 and Figure 2.13).
From the carrier generation profiles for Si, a parameter of excess carrier
density decay length, L, is determined by fitting a single exponential.
A lower L magnitude is indicative of the larger distance of the charge-
carrier generation region from the electrode.

Figure 2.14 shows the non-linear variation of L with λ with a drastic
rise beyond 1000 nm. Thus, for λ > 950 nm, more charge carriers are
generated near the electrode in contrast to lower wavelengths, thus
creating an initial charging at the electrode. This gives rise to a quite
observable displacement current with a lifetime τ3 for the λ > 950
nm. The inverse effect considering the perovskite sub-cell can also be
observed where a negative displacement current is observed for the
wavelength range λ < 650 nm as more charges are generated near the
top electrode.

Figure 2.14: L as a function of λ inside the Si sub-cell derived from the scattering
matrix formalism (left y-axis); Variation of TPC lifetimes (τ2 and τ3) with λ (right
y-axis). Reproduced from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith,
K. Narayan, Applied Physics Letters 2022, 120, 173504. [1], with the permission of
AIP Publishing
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Figure 2.15: (a) Equivalent circuit for a tandem solar cell with series-connected sub-
cells. The positive direction of current flow is indicated by an arrow in each branch,
RShi represents the shunt resistance in cell i (b) Variation of τ1 corresponding to
550 nm pulsed excitation with the intensity of background NIR illumination (700
nm – 1100 nm) exciting the Si sub-cell (inset shows the comparison of TPC profile
under 29 mW background illumination). Reproduced from A. Ghorai, P. Kumar, S.
Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters 2022, 120,
173504. [1], with the permission of AIP Publishing

2.7 Simultaneous excitation of both sub-cells

In case of the Iph(t) response to incident monochromatic light exciting
the perovskite sub-cell, the finite shunt value of the Si sub-cell in the
dark provides the pathway to the current. The ratio of the shunt
resistances (Rsh1/Rsh2) is ≈ 1 : 13 as obtained from λ dependent
TPC measurements. Thus the shunt resistance corresponding to
the Si sub-cell is an order of magnitude higher than the perovskite
sub-cell as also seen in previous literature [27]. The introduction of
light bias during Iph(t) measurement opens up transport in both cells
and increases the magnitude of Iph(t). The TPC lifetime τ1 shows
an abrupt transition from ∼ 500 ns to 4.5 µs as the background
light bias excitation of the Si sub-cell is increased (Figure 2.15b).
This observation can be described using an equivalent circuit model
(Figure 2.15a) [4, 28]. The current generated in a sub-cell is given as
Ii = IDi+Ishi−Iphi. Iphi consists of photocurrent generated by external
illumination in the ith sub-cell. IDi is the current across the diode,
Di given by IDi = I0

Di[exp(−
eVi

mkBT
) − 1] with m > 1. Here Vi is the

voltage across the ith sub-cell with kBT/e being the thermal voltage.
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Figure 2.16: (a) TPC profile for Si subcell under 850 nm pulsed excitation under
470 nm excitation (b) TPC lifetimes for Si sub-cell for 850 nm pulsed excitation
with different intensities of 470 nm background illumination. Reproduced from A.
Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics
Letters 2022, 120, 173504. [1], with the permission of AIP Publishing

Ishi is the current flowing through the shunt resistance of the ith sub-cell.

In the absence of background light bias, τ1 is primarily decided
by the carrier dynamics in the charge-generating regions, which is
the perovskite in this case. The magnitude of the TPC is, however,
dominantly governed by the shunt resistance of the other sub-cell
(Rsh2). This is because D2 is in reverse bias condition and ID2 is
composed of current from only the minority carriers in the Si. Thus,
the net transient photocurrent, in this case, is I(t) ≈ Ish2(t). As
the NIR background illumination (> 850 nm) is increased, Iph2 starts
increasing, thus forward biasing D2. At sufficiently high background
illumination, V2 is large enough to drive D2 as the conducting channel
for the photogenerated carriers from the perovskite sub-cell. The total
transient photocurrent then is I(t) ≈ ID2(t) + Ish2(t) with ID2 having
contributions from both Iph1(t) and Iph2. Thus I(t) profile embeds
the carrier dynamics of the Si sub-cell in the ID2(t) response, along
with the already existing Ish2(t) . The recombination carrier lifetime in
the Si is large and is dominantly mediated by the defect centres with

1
τrec
≈ 1

τrad
+ 1

τSRH
. This creates a much higher time constant for I(t)

which is basically the effective time constant derived from Ish2(t) and
ID2(t) which explains the abrupt increase of τ1 by order of magnitude
as the background illumination is increased. In contrast, however, it
is observed that τ2do not show any change when the Si sub-cell is
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excited with a picosecond pulse (λ > 800 nm) while simultaneously
light-biasing the perovskite sub-cell with 470 nm excitation (Figure
2.16). This is because the time constants associated with the perovskite
sub-cell (a direct bandgap semiconductor and of much lower thickness)
are orders of magnitude lower than the Si sub-cell. These results assert
that the carrier dynamics of one sub-cell are decoupled with the other
under single sub-cell excitation. However, the carrier dynamics of the
sub-cells become coupled when both are simultaneously excited and are
dominated by the sub-cell having slower charge-carrier dynamics.

2.8 Bias Dependence

Figure 2.17: Variation of τ2 and τ3 with reverse bias voltage for 850 nm, 1000 nm
and 1100 nm excitations (d) Variation of τ1 with reverse bias voltage for 525 nm and
600 nm. Reproduced from A. Ghorai, P. Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith,
K. Narayan, Applied Physics Letters 2022, 120, 173504. [1], with the permission of
AIP Publishing

The subtle differences in the operation of sub-cells is also evident in
studies carried out with an applied reverse bias voltage. For λ > 700
nm i.e., region falling under the Si sub-cell absorption spectrum (Fig-
ure 3(a)), there is no dependence of the TPC lifetime on the applied
reverse bias voltage (Fig. 2.17(a)). This feature is indicative of the
diffusive mode of transport in the Si sub-cell. The excess carrier den-
sity from TPC experiments is ∼ 1015 which suggests that the average
recombination lifetime of minority carriers forms a component in the
decay times along with diffusion limited transport transit time as ex-
plained by Eq. 2.1. However, for the region of λ < 700 nm i.e., the
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region falling under the perovskite absorption spectrum (Figure 3(a))
there is a clear reduction in the TPC lifetime as the reverse bias voltage
is increased (Fig. 2.17(b)). This observation is attributed to a consid-
erable drift component in the perovskite sub-cell response enabling a
faster extraction. Thus, unlike Si sub-cell internal electric fields in per-
ovskite sub-cell plays an important role in charge-carrier transport. For
the perovskite sub-cell, TPC lifetime has contributions from the carrier-
transit time (having both drift and diffusion components) as well as from
the average carrier-recombination lifetime. The difference in nature of
charge-carrier transport in the two sub-cells results in the two orders of
magnitude difference in the values of τ1 and τ2. This contrast in τ can
possibly play a role of limiting the fill-factor of the tandem solar cell.

2.9 Conclusions

Figure 2.18: Schematic showing the carrier transport mechanisms in the per-
ovskite/Si tandem solar cell under (a) targeted individual sub-cell excitation (b)
when both the sub-cells are simultaneously excited. Reproduced from A. Ghorai, P.
Kumar, S. Mahesh, Y.-H. Lin, H. J. Snaith, K. Narayan, Applied Physics Letters
2022, 120, 173504. [1], with the permission of AIP Publishing.

The TPC measurements directly help us assess the timescales of
photogenerated charge carriers extracted to the electrodes. Figure 2.18
summarizes the governing charge carrier extraction dynamics when a
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targeted sub-cell is excited and when both the sub-cells are operational.
The time constants associated with the perovskite sub-cell (a direct
bandgap semiconductor and of much lower thickness) are orders of
magnitude faster than the Si sub-cell. The thickness of the active
layers in multijunction solar cells should be optimized to minimize the
recombination losses and achieve the highest EQE, fill factor and Voc.
Optimization of series resistances, shunt resistances and surface recom-
bination velocities need to be achieved using TPC spectroscopy for
sub-cells for better multi-junction devices with enhanced performance
parameters.

In conclusion, we observe a spectral dependence of transient pho-
tocurrent lifetime which can be classified into two distinct timescales.
The first timescale, τ1 ∼ 500 ns represents the absorption in the top
perovskite sub-cell (λ - 300 nm to 750 nm). The other timescale
regime of τ2 ∼ 25 µs and τ3 ∼ 2 µs corresponds to absorption in the
rear Si sub-cell (λ > 700 nm). We infer that the transport processes
in perovskite sub-cell are influenced by high field strength. Hence,
the carriers are extracted via both drift and diffusion process in the
perovskite sub-cell whereas Si sub-cell follows a diffusion limited carrier
extraction process. However, this can lead to ion transport in the
perovskite sub-cell which will have an effect on the degradation process
which needs to be examined further. In the absence of background
illumination, sub-cell processes are uncorrelated, and the current
magnitude is dependent on the shunt resistance of the other sub-cell
in the dark. A crossover of the dynamics of the perovskite sub-cell
to a coupled-regime with the Si sub-cell beyond a threshold dc-light
illumination is observed. Fine-tuning of the two active layer thicknesses
can further optimize absorption, carrier transit times and lifetimes and
lead to higher efficiencies.
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3
Probing charge carrier and exciton dynamics in

TADF-OLEDs using transient
electroluminescence measurements

3.1 Introduction

The performance of the OLED can be improved with suitable tech-
niques to minimize non-radiative energy losses and enhance the emissive
layer’s radiative efficiency. Traditionally, the triplet excitons are an
undesirable energy loss channel in fluorescent OLEDs because they
are spin forbidden for light emission [1–5]. Phosphorescent emitters
overcame this limit through intersystem crossing (ISC) by incorpo-
rating transition metals such as Iridium and Platinum. The heavy
metal facilitates spin-orbit coupling by enhancing the ISC to harvest
triplet and singlet excitons [6, 7]. However, these phosphors suffered
from stability, especially for blue and white emissions. The scarcity
and expense of these heavy transition metals also restricted them from
commercialization.

The triplet loss pathways were further minimized by harvesting
the ’dark’ triplet excitons via alternative processes to convert them
into emissive singlet states. Triplet-triplet annihilation (TTA) is one of
the bimolecular processes by which two triplets fuse to give rise to an
emissive singlet state, resulting in delayed fluorescence. The theoretical
limit of IQE of LEDs via this process of triplet harvesting is 62.5%,
leading to enhanced OLED efficiencies [8]. Other than TTA-enhanced
OLEDs, Adachi and co-workers exploited thermally activated delayed
fluorescence (TADF) to convert triplets to singlets using all organic

73



Chapter 3

materials [9]. These systems can achieve 100% IQE by upconverting
the triplet states into emissive singlet states via reverse intersystem
crossing (RISC). The up-conversion process is achieved via thermal
energy when a small energy gap ∆EST between the first excited singlet
and triplet states is present. The small energy gap is achieved by
minimizing the overlap between the lowest unoccupied molecular or-
bital (LUMO) and the highest occupied molecular orbital (HOMO) [10].

The excited state dynamics of TADF mainly had been studied
under optical excitation, generating 100% singlets. The emission in
TADF systems has three components: prompt fluorescence, delayed
fluorescence and phosphorescence. In some molecules, all three com-
ponents are known to be present [11]. However, some fraction of the
delayed radiative singlet emission is due to triplet-triplet annihilation
(TTA) in the background of RISC arising from the 75% triplet fraction
under electrical excitation. Triplet depopulation via TTA may limit
the external quantum efficiency (EQE) of LEDs owing to it being a
bimolecular process. The bimolecular annihilation processes will play
a much dominant role under electrical excitation due to the higher
proportion of triplets in the molecules. In this context, investigating
the triplet dynamics in OLEDs using pulsed electrical excitation is
quite informative.

The charge-carrier dynamics along with exciton dynamics in a
donor-acceptor-based intramolecular TADF system 2,3,4,6-Tetra(9H-
carbazol-9-yl)-5-fluorobenzonitrile (4CzFCN, depicted in Figure 3.1a)
is probed using transient electroluminescence (TrEL) spectroscopy
measurements. The TrEL measurements explore the carrier dynam-
ics and recombination timescales in these 4CzFCN-based OLEDs.
The pathways for losses in external quantum efficiency (EQE) under
electrical excitation via various bimolecular processes can be further
understood using TrEL measurements. This experiment uses an electri-
cal pulse with a long FWHM to approximate the steady-state injection
conditions. The TrEL profiles from the OLEDs exhibit a steady-state
region between a characteristic rising edge and the trailing edge of the
pulse. The rising edge has contributions from the charge carrier and
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Figure 3.1: (a) Molecular structure of 4CzFCN dopant, (b) Molecular structure of
SiCz host.

the exciton dynamics, whereas the trailing edge has contributions from
only the exciton dynamics. The joule heating and electric field effects
on the excitons are negligible during the trailing edge of the pulse since
the fall time of the exciting electric pulse will be orders of magnitude
lower than that of the EL pulse. The RC constant of the device is
dependent on the transit timescales of the electrons and holes.

3.2 Photo-physics of 4CzFCN molecule in CzSi host

In OLED devices, a host is generally used for dispersing to reduce the
aggregation effects of the TADF molecule and obtain smooth films via
solution processing. The host matrix is characterized by a triplet level
higher than the TADF dopant and facilitates carrier transport upon
injection. The host matrix in this work is 9-(4-tert-Butylphenyl)-3,6-
bis(triphenylsilyl)-9H-carbazole (SiCz). The molecular structures of
both SiCz and 4CzFCN are shown in Figure 3.1.

The steady-state and time-gated PL spectra of the 4CzFCN molecule
are shown in Figure 3.2a. The gated PL spectra verify that the extended
lifetime component is due to the delayed fluorescence. A decrease in
temperature causes a decrease in τDF owing to a reduction in the reverse
intersystem crossing of the triplets [12]. Consequently, the PL intensity
decreases with temperature (Figure 3.2b). The decrease in overall
emission suggests that the ISC-generated triplets are nonemissive.
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Figure 3.2: (a) Steady state and gated emission spectra of 15wt% 4CzFCN molecule
doped in SiCz (b) Temperature dependent PL intensity in 4CzFCN molecule

3.3 Fabrication of TADF LEDs

Figure 3.3: Device structure of the fabricated OLED

The OLEDs were fabricated over indium tin oxide (ITO) precoated glass
substrates with a size 1.44 cm2. In the device architecture, Poly(N,N’-
bis-4-butylphenyl-N,N’-bisphenyl)benzidine (Poly-TPD) has been used
as the hole transporting layer (HTL), Poly(N-vinylcarbazole) (PVK)
as the electron blocking layer (EBL) and 2,2’,2”-(1,3,5-Benzinetriyl)-
tris(1-phenyl-1-H-benzimidazole) (TPBi) as the electron transporting
layer (ETL).

Precleaned substrates were spin-coated with 20 mg/mL poly-TPD
(Lumtec) solution at 2500 rpm and annealed at 120oC for 60 minutes.
The PVK (Lumtec) layer was spin-coated from a 13 mg/mL solution
in chlorobenzene at 2000 rpm and annealed at 120oC for 15 minutes.
The doping concentration for 4CzFCN (Lumtec) with SiCz (Lumtec)
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3.4. TRANSIENT ELECTROLUMINESCENCE MEASUREMENTS

Figure 3.4: (a) Energy level diagram of the layers used in the device, (b) Electro-
luminescent Spectra of the TADF OLED, (c) EQE curve of OLED as a function of
current density, (d) EL power intensity as a function of current density

was 13.67%, and the active layer’s final concentration was 25 mg/mL
in toluene. The active layer was spin-coated at 2000 rpm and baked at
120oC for 15 minutes. The spin coating of all the layers was performed
inside an N2 glove box. TPBi (20nm), and Al (100 nm) were vacuum-
deposited at a base pressure of 10−6 mbar The final fabricated device
structure was ITO/Poly-TPD (30 nm)/PVK (40 nm)/4CzFCN:SiCz
(50 nm)/TPbi (20 nm)/Ag(100nm). The energy level diagram of the
device is shown in Figure 3.4a. All the thicknesses of the individual
layers were measured using JPK Nanowizard Atomic Force Microscope.
The device area of the OLED was 4.5 mm2. The EL spectra were
recorded by applying a dc bias across the electrodes, as shown in Figure
3.4b.

3.4 Transient Electroluminescence Measurements

The TrEL profiles are conventionally captured using a photodiode and
visualized using an oscilloscope [13, 14]. The temperature-dependent
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TrEL profiles in this work were recorded using a time-correlated single
photon counting (TCSPC) technique. The details of the experiment
are presented below (Figure 3.5). The TrEL profiles were recorded as a
function of bias intensities at different temperatures.

Transient EL measurements were performed using a custom-designed
Printed circuit board (PCB). A Tektronix AFG Function generator was
coupled with a Keithley 2400 source-meter using P90nf03 MOSFET on
a PCB. The source-meter was used to control the bias for the LED,
and the function generator was used to set the pulsing parameters of
the source-meter output. The pulse frequency was set at 100 Hz with
a duty cycle of 50%. The light emitted from the TADF OLED was
captured using a SensL S/N 00558 SPMMini detector and recorded on
a Tektronix MDO34 digital signal oscilloscope. The time-dependent
profile of the Electroluminescence (EL) intensity for the TADF OLED
during the ON and OFF cycle for an applied voltage pulse of 18 V is
shown in Figure 3.6. The temperature-dependent measurements were
performed using a Linkam LTS-420 temperature controller stage. The
emission was captured from a narrow pinhole on the stage using a
Picoquant PMA-C-192-M photomultiplier assembly. Time tagging of
the data was done using a Picoquant TimeHarp 260 data acquisition
card based on TCSPC to derive the TrEL profile. The time-resolved
decay profiles were obtained for the wavelength range of 420 nm to
630 nm using a Zolix Omni λ-300 monochromator. The time-gated EL
emission was derived from these decay profiles using MATLAB.

Figure 3.5: Scheme of transient electroluminescence measurements
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3.5. RISING EDGE OF THE TREL PULSE

Figure 3.6: Electroluminescence profile from the OLED as recorded by the oscillo-
scope during the ON and OFF cycle.

Figure 3.7: (a) Delay time between the exciting pulse and the onset of EL (td), (b)
Variation with td with applied voltage.

3.5 Rising edge of the TrEL pulse

The rising edge of the TrEL profile is initially characterized by an onset
time (td) for electroluminescence and a rise time (tr). The rising edge
of the TrEL response I(t) is governed by [15]

I(t) =

{
0 t < td

I∞(1− exp(t− td)) t ≥ td
(3.1)

The td, is associated with the delay period before the radiative recom-
bination of excitons (Figure 3.7a). The magnitude of td, is governed
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by the transport of carriers and space charge generated in the interfaces
around the active layer, as seen from the dependence of td on the applied
bias (Figure 3.7b). The rise time tr, then inherently includes contribu-
tions from both the carrier and exciton dynamics. The rising edge of
the TrEL profile consists of a fast component and a slow component,
as seen in Figure 3.8. The fast component is associated with the ini-
tial recombination of electrons and holes at the active layer interface.
The slow component of the EL emission results from carriers followed
by multiple trapping, de-trapping, and recombination [15]. The elec-
trically injected carriers in a TADF molecule form excitons followed by
Langevin recombination. The spin statistics favour the creation of sin-
glet and triplet states in the ratio 1:3. After an equilibration period, the
singlets, triplets, and charge carriers reach a steady EL emission rate.

Figure 3.8: Rising edge of the TrEL profile showing the fast and slow components
in the rise time. The bias voltage has an amplitude of 20V.

3.6 Falling Edge of the TrEL Pulse

Upon switching the bias off, the EL magnitude momentarily increases
in magnitude. This EL overshoot feature is shown in Figure 3.9. When
the bias is switched OFF, the injected carriers, under the presence of an
internal field, drift back to their respective electrodes. In the process,
the back-propagating charges form excitons with the trapped carriers,
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3.7. BIMOLECULAR EXCITONIC PROCESSES

carriers, and their lifetimes would be dominated hereon by the various
excitonic processes [15]. Both monomolecular and bimolecular exciton
dynamics dominate the decay processes beyond the EL overshoot period.
The monomolecular processes include the decay of S1 (kS), ISC for S1 to
T1 (kISC) and RISC from T1 to S1 (kRISC). The probability of bimolec-
ular annihilation processes in triplets is much higher compared to sin-
glets owing to the higher lifetime in triplets. The bimolecular processes
include TTA, singlet-triplet annihilation (STA), singlet-singlet annihila-
tion (SSA), and triplet-polaron annihilation (TPA), with corresponding
rates being kTT , kSS, kST and kTP , respectively.

Figure 3.9: Falling edge of the TrEL profile (Inset shows the EL overshoot feature).
The bias voltage has an amplitude of 20V.

3.7 Bimolecular Excitonic Processes

Under TTA, the interaction of two triplets leads to the formation of an
intermediate state X, which transforms into one singlet, three triplets,
or five quintet state according to spin statistics [16]. The contribution
of quintet states is generally neglected because they are higher in energy
than the two initial triplet states [2]. Thus, the possible pathways for
TTA can be written as follows:

T1 + T1
kTT−−→ X

kTT−−→

{
T1 + S0

S1 + S0

(3.2)
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Figure 3.10: TrEL decay profiles for different current densities at 300 K.

Dipole-dipole interactions primarily govern SSA, and the spin remains
conserved while no triplets are formed [17]. Usually, SSA is more dom-
inant in crystalline systems than in amorphous materials [16] due to
higher diffusion constants in crystalline materials. SSA will also be a
dominant component when a material is excited optically (as opposed
to electrical injection) due to spin statistics [14]. Further, since the life-
time of singlet states is orders of magnitude lesser than triplets, SSA will
dominate only initially from a few ∼ns to ∼µs, and their contribution
to the TrEL trailing edge can be neglected for TADF molecules. During
STA, the triplet exciton undergoes a spin-allowed transition from T1 to
Tn with the relaxation of S1 to S0. STA is generally dominant when the
triplet densities are high. Lastly, the annihilation of triplet states with
a polaron spin state (free or trapped charge carriers) referred to as TPA
is also probable.

S1 + T1
kST−−→ S0 + Tn

kST−−→ S0 + T1 (3.3)

T1 + n
kTP−−→ S0 + n∗ (3.4)

3.8 Exciton Density dependent Dynamics

The TrEL decay profiles from the OLEDs were excited with pulses
of different current magnitudes and are shown in Figure 3.10. The
pulse decay profiles are mono-exponential, with the dynamics becoming
faster with an increase in injected current density. The dependence
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3.9. TIME GATED ELECTROLUMINESCENCE SPECTRA

Figure 3.11: (a) TrEL profiles as a function of concentration of TADF dopant, (b)
TrPL profiles as a function of excitation intensity.

of the TrEL profiles on the bias magnitudes highlights the presence
of a competing process for harvesting the triplets back to singlets via
RISC. Unlike RISC, TTA depends on population density. Hence its
occurrence scales with triplet density.

Concentration-dependent TrEL measurements also highlight the
presence of TTA, resulting in faster decay with the increase in the
concentration of the TADF dopant (Figure 3.11a). These results reveal
the contribution of the bimolecular TTA process to the magnitude of
delayed fluorescence. Similar measurements have also been performed
where the photoluminescence emission decay profiles have been recorded
as a function of optical excitation intensity (Figure 3.11b). However,
the time constants corresponding to the PL decays remained almost
similar, ascertaining a negligible contribution of TTA under optical
excitation. This highlights the difference in triplet dynamics under
electrical excitation compared to optical excitation.

3.9 Time Gated Electroluminescence Spectra

The time evolution of the EL has been performed to verify whether the
delayed emission originates from the singlet states. Figure 3.12 high-
lights the time evolution of EL spectra at room temperature. The
maxima of the time-gated spectra were found to be overlapping with
the spectra derived from the time when the pulse was ON. This sub-
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Figure 3.12: Time evolution of the EL spectra after the pulse is switched OFF

stantiates the delayed emission originating from the S1 state. Further,
the inhomogeneous broadening of the delayed emission spectrum indi-
cates a higher lifetime for the higher vibrational states in the S1 state.
Temperature-dependent TrEL at different biases are useful to verify the
contribution of RISC and bimolecular emissions in the EL spectrum.

3.10 Simulation of TrEL profiles

Figure 3.13: (a) A simulated TrEL profile, (b) Evolution of excited state population
densities of singlets and triplets after the pulse is switched OFF.

The singlet exciton decay with lifetimes ( ∼ ns) dominates the initial
radiative processes upon switching OFF of the excitation pulse. It is to
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3.10. SIMULATION OF TREL PROFILES

be noted that the TrEL time constants are in the range of milliseconds,
suggesting the processes involving triplets would dominate the longer
regimes of the TrEL profiles. Thus, the effects of SPA and SSA can
be disregarded in their contributions to the TrEL profiles. The product
of triplet and singlet population densities determines the magnitude of
STA. However, the TrEL decay profiles depend on the injected current
densities, thus proving that the effect of STA is not dominant [16, 18].
Due to the large population and lifetime of triplets, TPA and TTA
will have more contributions at the trailing edge of the TrEL profiles.
The charge imbalances in the active layer along with the transit time of
polarons in the device, contribute to the process of TPA [19]. The extent
of TPA and TTA will depend on the population of the contributing
species. The kinetics of the polarons, singlets, and triplets in the OLED
is given by the following rate equations [18]

dn

dt
=

J

ed
− γn2 (3.5)

dS1

dt
= −kSS1 − kiscS1 + kriscT1 +

1

4
kTTT

2
1 − kSTT1S1 +

1

4
γn2 (3.6)

dT1

dt
= −kTT1 + kISCS1− kRISCT1 +

5

4
kTTT

2
1 − 2kTPT1n+

3

4
γn2 (3.7)

where γ is the Langevin recombination constant, n is the polaron
density, S1 is the singlet density and T1 the triplet density.

Figure 3.13a shows a simulated TrEL profile for a current density
of 85 µA/cm2 using equations 3.5, 3.6, and 3.7. The various rate
constants used in the simulations used were γ = 1.45 × 10−15 s−1;
kS = 8.14x10−7 s−1; kT = 113.53 s−1; kRISC = 6.14x107 s−1;
kISC = 1.03 × 105 s−1; kTP = 10−14 cm3 s−1; kTT = 10−12 cm3 s−1;
kST = 10−13 cm3 s−1; kSP = 10−14 cm3 s−1. The values of kS, kT ,
kISC and kRISC were obtained from the values of the prompt (φprompt)
and delayed fluorescence component (φdelayed) and kD in Reference [12]
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Figure 3.14: Temperature dependence of steady-state EL.

using the following expressions:

kS = kPφprompt

kISC = kP (1− φprompt)

kRISC =
kDkP
kISC

φdelayed
φprompt

kT = kD − φpromptkRISC

(3.8)

The singlet and triplet population densities are also shown in Figure
3.13b after the pulse has been switched OFF. The triplet population
densities are three orders of magnitude higher than that of singlets. The
polaron population reduces faster than the excitons after switching the
pulse OFF. This asserts the dominance of TTA among other bimolecular
annihilation processes on the kinetics of EL after the pulse has been
switched OFF.

3.11 Temperature Dependent exciton dynamics

RISC is a temperature-dependent process, and with the reduction of
temperature, the delayed fluorescence component reduces under optical
excitation. This causes a reduction in the overall PL intensity (Figure
3.2b) and the delayed lifetime in 4CzFCN [12]. Temperature-dependent
EL measurements is performed to investigate the presence of TTA in
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3.11. TEMPERATURE DEPENDENT EXCITON DYNAMICS

delayed fluorescence. The steady-state EL magnitude is observed to
reduce with temperature for a fixed bias, similar to that observed for op-
tical excitation (Figure 3.14). However, it is observed that at 200 K, the
delayed emission component of the normalized TrEL decays is enhanced
(Figure 3.15) compared to 340 K. This trend is contrary to the case of
photoexcited processes [12]. It is expected then that the delayed fluo-
rescence component consists of contributions both from TTA and RISC.

Figure 3.15: (a) Temperature-dependent TrEL decay profiles, (b) Variation of TrEL
time constants as a function of temperature.

Figure 3.16(a-b) highlight the bias dependence of TrEL profiles at
200 K and 340 K. The TrEL profiles decay faster with an increase in
the injected current densities at 200 K. This highlights the presence
of TTA at 200 K, which is a population density-dependent process.

Figure 3.16: (a) Bias-dependent TrEL decay profiles at (a) 200K and (b) 340K.
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However, at 340 K, the TrEL profiles are observed to be independent
of the applied bias. This highlights the dominance of the RISC process
at 340 K, which is a temperature-dependent monomolecular process.
Further, the ∆EST in the case of 4CzFCN has been observed to be ≈
60 meV and that can substantially reduce the RISC processes at low
temperatures [12]. These trends confirm the dominant influence of TTA
in long-lived delayed emission at low temperatures and RISC kinetics
at high temperatures (300 K - 340 K).

TTA is a process of harvesting ’dark’ triplets, and only 25% of
them generate singlet excitons [2]. Thus, triplet harvesting via RISC
is almost four times more efficient than the TTA events, ascertaining
that molecules should be designed to significantly reduce bimolecular
annihilation (observed at 340 K). These observations highlight the util-
ity of the sensitive TrEL measurements for studying triplet dynamics
in molecules upon electrical injection.

3.12 Conclusions

In conclusion, TrEL measurements in TADF OLEDs provide valuable
insights into the charge carrier and recombination dynamics. A delay
between the excitation pulse and the EL onset is observed. The delay

Figure 3.17: Processes contributing to the delayed fluorescence in TADF OLEDs.

88



REFERENCES

time arises from the transit time of carrier and space charge creation in
the interfaces around the active layer. The rising edge of the EL emission
response can be described in terms of two-time constants, one associ-
ated with the initial recombination of electrons and holes at the active
layer interface and the other resulting from multiple trapping of carriers,
de-trapping, and recombination. On turning OFF the electrical pulse,
the EL intensity shoots up due to injected charges stalling and reversing
with an increased radiative trap-mediated exciton decay. The emission
decay occurs over a long time (∼ ms) and can be interpreted based
on monomolecular and bimolecular exciton dynamics. Bias-dependent
TrEL measurements at different temperatures suggest the presence of
both RISC and TTA to be responsible for harvesting the triplets back
to singlets (Figure 3.17). At high temperatures (340 K), RISC pro-
cesses extensively dominate the delayed fluorescence magnitude. It is
emphasized that TrEL measurements serve as a standard tool to study
the carrier transport and triplet dynamics to probe efficiency-limiting
processes in electrically driven TADF OLEDs.
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4
Effect Of Non-Line Of Sight Luminescent
Emitters in Visible Light Communication

Systems

4.1 Introduction

Light-fidelity (Li-Fi) technology, an offshoot of visible light communi-
cation (VLC) based on signalling protocols using standard LEDs and
detectors, has been making rapid strides [2]. Free space communication
via Li-Fi further utilizes off-the-shelf light-emitting diodes and detec-
tors to realize fully networked wireless systems [3]. Harald Hass and
co-workers highlighted that light-emitting diodes (LEDs) are natural
beam-formers that enable local containment of Li-Fi signals [4–8].
The availability of flexible and building integrable LEDs and detectors
based on the organic, quantum dot and hybrid materials provide a wide
range of options with smart features [9–13]. Since this communication
technology prevails in a background lighting condition, strategies to
mitigate ambient light effects in VLC systems have been implemented
both at the communication hardware and signal processing stages
[14–16]. Blue LEDs, which employ phosphor converters to generate
white light, now employ colour converters with a short radiative
lifetime [17], thus pushing the bandwidth limits. In the scheme of the
internet-of-things, the wall features such as texture, colour, reflectance,
glow etc., can assume significant importance. The enclosure boundary
normally is treated as a classical light diffuser which merely scatters
and attenuates the signal [15, 18]. Reports have also emphasized the

Published as A. Ghorai, P. Walvekar, S. Nayak, K. Narayan, Journal of Optics 2017, 20,
015703. [1]
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colour conversion capabilities of the boundary layers, which can, in
effect, replace the phosphors around the GaN LED [17, 19–22]. The use
of these external emitters as active sources can alter communication
characteristics [23, 24]. The introduction of active contributions, which
can alter the source-generated signal features, or more specifically, the
noise characteristics, forms the central theme of the chapter.

Significant improvements in the light emitter and detector tech-
nology have enabled the performance of these devices to reach nearly
ideal levels. Efficient LEDs have been shown to exhibit a 3-dB band-
width of 4 GHz [25]. LEDs with high quantum efficiency are Poissonian
photon sources as the noise distribution and reflect the fluctuations in
the driving current [26]. With the advent of efficient injecting character-
istics in diode lasers and LEDs, the photon fluctuations have improved
the noise characteristics and bandwidth by exhibiting sub-Poissonian
characteristics [27, 28].

The presence of phosphorescent emitters as paint coated on the
walls and boundaries can play a significant role and can be expected to
affect the noise distribution of photons coming from the LED source.
These coatings, in essence, can control the signal’s bandwidth and
quality. The absorbed light from a pump source (in this case, the
LED) takes the molecule to the excited singlet state from the ground
state. The electrons then undergo inter-system crossing and reach the
triplet state via a vibrational coupling. This spatially selective signal
distortion scheme strategy involves phosphor-based coatings and paints,
which provide a unique handle to create different levels of a smart
environment.

4.2 Demonstration of non-line-of-sight communica-
tion

A typical non-line-of-sight (NLOS) communication system is shown in
Figure 4.1. A standard VLC link of 20 Mbps with 0 bits of error using
non-return to zero on-off keying (NRZ-OOK) modulation technique
was implemented in a 1 m × 0.5 m × 0.5 m enclosure with the detector
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Figure 4.1: Demonstration of NLOS optical communication system. Reproduced
from [1]

kept in NLOS configuration. A high-power Lumex 405 nm LED was
modulated using Thor Labs LDC500 Laser Diode Controller, which is
basically a bias-tee (consists of the addition of signals from an ideal
inductor which allows DC bias to pass blocking any RF signal and
an ideal capacitor at which the RF pass blocking any DC signal).
The modulated light from the LED was detected using SensL S/N
00558 SPMMini silicon photomultiplier module (SPM) of area 1 mm2

and visualized using Tektronix MDO3024 200 MHz Oscilloscope. The
sampling rate of the oscilloscope was kept at 2.5 GSa/s. The SPM has
a built-in trans-impedance amplifier which converts and amplifies the
photocurrent to photovoltage. The time series data in the oscilloscope
was captured using an AC coupling of 1MΩ. Figure 4.2 (a-b) show the
modulated light sent and detected respectively in the NLOS configura-
tion.

Figure 4.2: (a) Data bits sent in NRZ-OOK type modulation and (b) Received Data.
Reproduced from [1]
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The magnitude of photon fluctuations in a light source is propor-
tional to the number of photons emitted per unit time. The presence
of phosphor enhances the fluctuations in the light signal, increasing the
light signal’s noise floor. Thus, for an appropriate distance between the
light source and the detector, the phosphorescent noise can make up a
sizable fraction of the modulation amplitude of the original LED light
source.

4.3 Measurement of Photon number fluctuations

4.3.1 Avalanche photodiode array

An array of avalanche photodiodes (APD) in the form of a photo-
multiplier module that has the ability to measure single photons is
commonly used to study photon number fluctuations of light sources.
The avalanche photodiodes in the array have their own sources of
noise arising from intrinsic processes like fluctuations in the number
and the positions at which the dark pairs are generated, apart from
the statistical fluctuations of the incident photon flux contributing to
the electron-hole generation [29]. In the APD, internal photocurrent
multiplication at sufficient reverse bias is used to achieve high sensi-
tivity and is accompanied by excess noise during the multiplication
[29]. However, the APD arrays suffer from drawbacks of high thermal
noise at high frequencies and optical crosstalk (emission of secondary
photons in the array after one APD detects a photon due to hot carrier
relaxation). Each of these sources can be modelled, identified and
quantified by systematic noise measurement studies as a function of
external parameters (light intensity, temperature, bias) and material
parameters (mobility, trap density) [30, 31].

The capture of photon number fluctuation by the APD array in-
volves three independent stochastic events [32]. Firstly, the charge
carriers responsible for the driving current follow a noise distribution
reflected in the intensity fluctuation of the LED. The magnitude
by which this fluctuation is transferred to the LED depends on the
quantum efficiency of the LED (ηLED). Secondly, the emitted light from
LED spreads over a large solid angle and even after various focusing
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mechanisms, a part of it gets lost before getting detected by the APD
array. The efficiency with which the photon gets transferred from the
LED to the detector is given by ηtransfer. The APD array has very high
quantum efficiency (ηAPD) and converts this stream of photons into a
photocurrent which captures the noise distribution of the light source.
Thus, the net efficiency with which the whole process of noise can be
captured is given as

η = ηLEDηAPDηtransfer (4.1)

However, the individual efficiencies cannot be measured directly. The
variance in the currents across the LED and APD array is the measurable
quantity and is defined as

∆2i =< i2 > − < i >2 (4.2)

These fluctuations are then normalized with respect to their mean cur-
rents, and their ratio gives the extent by which the fluctuations of pho-
tons emitted from a source are captured by the APD.

4.3.2 Sources of noise

• Radiated electric and magnetic fields are the most common means
of noise coupling. All circuit elements, whenever charges move
through them, radiate electromagnetic waves. In addition, noise
from external sources, which include AC power lines, wireless com-
munication waves from radios, TV stations, Wi-fi, and Bluetooth
signals, can couple into electric circuits through conducting wires.
For example, peaks at 50 Hz and their harmonics are due to the
power line and a peak at 2.4 GHz corresponds to Wi-fi and Blue-
tooth operation.

• Multiple paths to ground currents in a system give rise to ground
loops. Several paths of conduction in instruments are arranged to
regulate current flows, and all paths are connected to a common
ground through a low impedance. This prevents the internal system
from being at a floating potential between the AC supply potential
and the ground. These multiple paths form a loop and can pick up
stray signals by electromagnetic induction. The ground loop also
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results in an unwanted current through a conductor connecting two
points which are generally supposed to be at the same potential but
are actually at different potentials.

• If the dielectric material inside the cable is not in contact with the
cable conductors, a charge can be produced on the dielectric, which
acts as noise voltage. This is termed as triboelectric effect and is
usually caused by the mechanical bending of the cable or if the
cable is left hanging without any support.

• There are always stray magnetic fields in the laboratory due to
power wiring and other circuits with high currents. If a wire is
allowed to move through this field, a noise voltage gets induced.
So, the motion of conductors has to be limited as much as possible.
This problem is especially troublesome in a vibrational environ-
ment.

The interference of environmental electromagnetic noise sources can be
diminished enormously by using a shielded metal enclosure. This enclo-
sure is known as the Faraday cage. The setup is made of 2 mm thick
aluminium and is cubical in shape. The inside of the Faraday cage was
painted black to reduce the noise originating from the reflections from
the walls of the enclosure. The ground loop problem was avoided by
shorting the Faraday cage with the ground of the digital storage oscil-
loscope (DSO).

4.3.3 Experimental Setup

The protocol for the noise measurements involved a high-efficiency
Lumex 405 nm LED powered using a Thor Labs LDC 500 Laser Diode
driver and collimation using the plano-convex lens and coupled to a
beam-splitter. The fluctuations representing the light intensity from
the LED source was detected using SensL S/N 00558 SPMMini Silicon
photomultiplier module (SPM), and the light scattered off the phos-
phorescent (ZnS) or fluorescent (Green IXT) layers were monitored us-
ing another SensL S/N 00638 SPMMini Silicon Photomultiplier Mod-
ule (SPM). The time series data from both the Silicon Photomultiplier
Modules was captured simultaneously using a four-channel Tektronix
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Figure 4.3: Schematic for measuring the photon number fluctuation from the phos-
phorescent or fluorescent sample. Reproduced from [1]

MDO3024 200 MHz oscilloscope at a sampling rate of 100 kSa/s for 10 s
and analyzed using MATLAB. Measurements were repeated a sufficient
number of times to ensure reproducibility. In our studies, the lumines-
cent coatings were optically planar surfaces and located at a distance (>
100 cm) from the source and close to the detector assembly (< 10 cm)
to ensure that there is sufficient luminescent light component fraction
superimposed on the direct source. The schematic for measuring photon
number fluctuations is shown in Figure 4.3.

4.4 Power Spectral Density

Figure 4.4 (a-c) show the time series data for the phosphorescent sample,
the fluorescent sample and the LED respectively. The results are repre-
sented by the intensity-normalized signals V (t) (scaled by the mean Vdc
factor). The results clearly reveal a larger fraction of noise emanating
from the luminescent media in the detector signal. The noise from these
sources are observed to be an order of magnitude more than the direct
LED source. The power spectral density (PSD), SV estimated from

SV =
1

2T
|
∫ T

−T
V (t)exp−2πiftdt|2 (4.3)
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Figure 4.4: Noise measurements in an optical communication system in the pres-
ence of active luminescent coatings. The fluctuations from luminescence and LED
emission (405 nm, ≈10 µW) were detected with low noise SPM and oscilloscope.
Photon number fluctuation from light scattered off the (a) phosphorescent layer,
(b) fluorescent sample and (c) directly of the LED; (d) Power spectral density, SV

response. Reproduced from [1]

also reveals the trend in (Figure 4.4d) with appreciable noise power for
the phosphorescent emission as compared to the LED. The frequency-
independent PSD also points to the dominant noise contribution from
the photon sources rather than detector-type noise processes, which take
up 1/f noise form or variations of it. Here T is the duration of the
capture of the time series data. It is seen from Figure 4.5 that the
magnitude of photon noise decreases as the photon number is reduced.

4.5 Cross-Correlation Analysis

The noise response can be further examined by measuring and analyzing
the cross-correlation function [33], expressed as

G12 =
c12(τ)√

c11(0)c22(0)
(4.4)
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Figure 4.5: Decay of phosphor noise amplitude with time (a) at 15 seconds after
excitation is switched off (b) 3 minutes after excitation is switched off (c) 6 minutes
after excitation is switched off (d) Power Spectral Density (SV ) plots for the time
series data. Reproduced from [1]

where cmn(τ) is the covariance between the two signals which is defined
as

cmn(τ) =< νm(t+ τ)νn(t) (4.5)

Here τ is the time lag between the time series data generated by the two
SiPM – one recording the LED fluctuations and the other recording the
fluctuations coming from the phosphorescent or the fluorescent sample.

Here τ is the time lag between the time series data generated by
the two SPMs – recording the (i) LED fluctuations and (ii) fluctuations
emanating from the phosphorescent or fluorescent sources. Figure 4.6
shows the time dependence of the cross-correlation function between
the two detectors. Under dark conditions, the fluctuations in the
stray detector signals are not correlated (Figure 4.6a). The expected
correlation of the signal when both the detectors receive the LED
signal is shown in Figure 4.6b. In the case of signals arising from the
LED and the fluorescent source, a sharp feature in the cross-correlation
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Figure 4.6: Cross-correlation analysis of fluctuations: LED emission along with
the luminescent light was captured using a pair of SPM modules simultaneously.
Cross-correlation of: (a) the dark background; (b) LED signals captured by the two
detectors; (c) LED and phosphorescent sources; (d) LED and fluorescent sources.
Reproduced from [1]

function is revealed in the vicinity of τ = 0 and is an estimate for
the fluctuations between the LED (Figure 4.6d) and the fluorescence.
In the case of the signal arising from the phosphor layer, however,
the correlation is significantly reduced (Figure 4.6c). The absence of
cross-correlation between the phosphor and the LED signal is closer
to the results observed in the V (t) in dark conditions or from two
independent LEDs.

The sharp correlation between the LED and fluorescent sample
can be understood as follows: It is known that efficient LEDs have a
form of fluctuations that follow a Poissonian distribution. Since the
intensity of light used in the experiment is high (> 10 µW/cm2), the
number of photons emitted is large, making the noise distribution
take up a Gaussian nature. The preserved Gaussian distribution of
the LED photons in the reflected and transmitted beams is incident
on the luminescent layer. The lifetime of a fluorescent material is of
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the order of nanoseconds and retains the source noise in the observed
range, i.e., the excitation and de-excitation time interval is less than
the time interval between the arrival of two photons successively. This
is not the case for the phosphorescent sample, where the presence of
a metastable triplet state leads to a large decay lifetime inhibiting
the above process. Thus, the nature of the Gaussian distribution
changes and the correlation in the phosphorescent emission is absent
as compared to the high correlation for the fluorescent emission. This
feature demonstrates that the phosphorescent medium has the ability
to change the photon number distribution and, in principle, can be
programmed to intervene and distort the modulated signal.

4.6 Modulation of phosphor source

Figure 4.7: Intensity modulated photocurrent at different stages of the Strontium
aluminate phosphor glow (after the pump LED is turned off). Inset is the schematic
of experiment. Reproduced from [1]

An interesting feature was noted during the course of our studies on
the emission from the strontium aluminate phosphor (glow-in-the-dark
paint) coating, which has exceptionally high lifetimes. These alkaline
earth aluminates have higher efficiencies than zinc compounds, lead-
ing to brighter and longer glow duration. This glow from the phosphor
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source induced by exposure to the pump-LED source gradually decreases
in intensity over a few hours and is utilized as a photon source. The pe-
riodic signal is encoded in this remnant light using an acousto-optic
modulation technique or standard electromechanical chopper/shutter
to demonstrate the possibility of data transmission after the primary
pump-LED is turned off. It is noted that the duration of this detection
feature in the dark depends on the initial intensity of the LED pump.
In the present case, the moderate power of LED (< 100 µW cm−2) re-
sulted in phosphor detection over 5 min, which can be easily extended
over a few hours. The acousto- optical modulation rate typically accesses
bandwidth to the 40 MHz range and is well suited to signal transmission
in this situation. Figure 4.7 depicts the features of the modulated pho-
tocurrent using a mechanical chopper from this persisting light source.
Since the emission flux varies linearly with the pump excitation, the 5
min decay range can be extended to a few hours by an initial excitation
flux (> 10 mWcm−2).

4.7 Modulation with acousto-optic modulator

Figure 4.8: Sinusoidal Intensity Modulation of (a) CW Laser and (b) LED using
AOM. Reproduced from [1]

A Panasonic EFLM200 acousto-optic modulator (AOM) can be used
for modulating light intensities to transmit data in visible light commu-
nication systems. The AOM has a centre frequency of 200 MHz and can
be used to modulate light intensities up to 40 MHz. The most character-
istic feature of using this AOM is that it can be used to modulate both
coherent and incoherent sources of light. It was possible to modulate
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a coherent 470 nm continuous wave (CW) laser, an incoherent 405 nm
LED, and a phosphor white LED by keeping it at a distance of 0.1 m. A
sinusoidal amplitude modulated 200 MHz wave from Keysight E4432B
ESG-D digital RF signal generator was fed to the AOM to modulate
the light intensity. The signal was captured by an ET2000 Si detec-
tor. Thus, this concept can be used to modulate the phosphor emission
coming from the walls after the excitation light source is switched on,
as described in Section 4.6. Figure 4.8 shows the modulated output of
both the CW laser and the LED.

4.8 Conclusions

In conclusion, our results indicate the utility of fluorescent and phos-
phorescent coatings to tailor and modify signal detection attributes in a
VLC protocol. The spatial dependence of the light scattering sites offers
tunability of the S/N ratio levels. This feature can be utilized to design
smart environments where signal access can be controlled and restricted.
Phosphorescent coating in the vicinity of the detector can alter the sig-
nal characteristics substantially. This option of signal alteration locally
will be useful in controlling and accessing VLC usage. Conversely, sig-
nal analysis can also be utilized to provide dynamic information about
the environment. The feasibility of VLC after the primary LEDs are
switched off is also demonstrated, which relies on the persisting emis-
sion from the phosphor coatings over a long period.
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5
Photon Statistics of TADF Molecular Emission

5.1 Introduction

The investigations on molecules are generally restricted to the ensemble
level owing to detection sensitivity or other experimental concerns.
This has a direct consequence on the heterogeneity within the sample
getting ignored. The recombination kinetics under optical excitation
manifested in the photon statistics at dilute concentrations need to be
studied where the intermolecular interaction between the dye molecules
is significantly reduced. Studying isolated dye molecules enables us to
detect rare events with high sensitivity. The advantage of studying
molecules at the individual level is that it simplifies the theoretical
treatment due to the reduction of environmental factors.

Measurements of the photophysics of dyes at high levels of dilu-
tion require elaborate instrumentation. Generally, these measurements
are performed in dedicated confocal microscopes integrated with photon
correlation spectroscopy (PCS) modules [1]. This chapter presents a
custom-built confocal microscope that can image dye molecules and
study their photo-physics at nanomolar to picomolar concentrations.

The requirement for performing photophysical studies at dilute
concentration can be broadly grouped into three conditions. Firstly, the
molecule should be photochemically stable. Secondly, the excitation
rate for the dye molecule should be high so that the emission from
the molecule is efficiently detected. Lastly, the emission rate of the
dye molecule should be reasonably good, i.e., the quantum yield and
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the radiative lifetime need to be high. The photo-physics of dilute
concentrations of dye molecules are usually studied on molecules that
have their lifetimes in the range of hundreds of picoseconds to tens
of nanoseconds. This effectively increases the number of switching
cycles of the molecules per second, increasing the emission intensity
and enhancing the signal-to-noise ratio (SNR). Hence, molecules having
lifetimes in the range of microseconds have their SNR orders of magni-
tude lesser, causing their study at dilute concentrations difficult. In this
chapter, we have demonstrated a cost-effective custom-built confocal
microscopy setup for studying photon statistics of thermally activated
delayed fluorescence (TADF) molecules having lifetimes in the range of
microseconds.

Moerner and Kador, in 1989, reported absorption spectroscopy of
single molecules at liquid He temperatures for the first time [2]. Orrit
and Bernard, in the following year, detected fluorescence from individual
pentacene molecules [3]. These measurements led to new insights in the
field of single-molecule dynamics, which were previously unobservable
[3]. Single-molecule spectroscopies have evolved to include varieties of
novel fluorescence methods [4–10] and force spectroscopies [11]. The
ability to monitor only one molecule at a time has revealed the presence
of sub-populations in a bimolecular system that was previously masked
in the ensemble [12, 13].

5.2 Confocal Microscopy

Traditional fluorescence microscopy consists of the excitation of a small
region of a sample. This small excitation region is usually defined by
the numerical aperture (N.A.) of the objective lens. The light emitted
from the molecules within the sample is generally collected using the
same objective lens and then projected on a camera to acquire an image
of the photoluminescent sample. The intensity of the fluorescence
signal is generally weaker than that of the excitation; hence, optical
filters are generally used to separate the excitation and emission. The
contrast in the image is reduced significantly due to the unfocussed
signal captured on the camera. Removing this unfocussed fluorescence

110



5.2. CONFOCAL MICROSCOPY

is crucial for identifying single emitters in a sample buried in this
background intensity.

Figure 5.1: Conjugate focal points in a confocal assembly.

A confocal microscope can overcome this problem by minimizing
the unwanted unfocussed fluorescent light intensity using a pinhole
aperture. This light from a pinhole aperture is then made to incident
on a detector. Figure 5.1 shows a simplified pinhole assembly to remove
the out-of-focus light from a sample. The red rays represent light
coming from the focal point of an objective lens, whereas the black
rays represent the unfocussed light that gets captured by the objective.
Placing the pinhole at the focal point allows the passage of only the
red rays. The pinhole aperture will always block the black rays if they
do not originate from the objective focal point. The term "confocal"
hence originates from this optical design which involves taking light
from the focal point of the objective lens and focussing it to the focal
point of a second lens, creating a "conjugate foci" arrangement. The
confocal arrangement in a fluorescence microscope gives them excellent
optical sectioning arrangements. The optical sectioning capabilities of
a confocal microscope allow for high-contrast imaging on the inside of a
scattering media, which is an extremely useful tool used in biomedical
imaging [14].

The size of the pinhole defines the strength of the optical section-
ing capability of the microscope. However, the signal from the sample
gets weaker with a decrease in the size of the pinhole. This requires
increased excitation power, which will be detrimental to the sample.
Further, a limit to contrast enhancement can be achieved by decreasing
the size of the pinhole. Thus, a trade-off between the emission (or
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scattered) intensity and the strength of the optical sectioning is needed
to achieve the best possible contrast in the image.

The presence of a pinhole makes the image to be just a single
point on the detector. Therefore, scanning the focussed beam across
the region of interest requires a scanning system. The point scanning
system is the most commonly used system for a confocal assembly.
Generally, the excitation light is scanned in two dimensions over the
entire region of interest. The sample’s emission from each point is
collected and then plotted as a function of that particular coordinate
to generate a 2D fluorescence image of the sample. The easiest way
to implement a scanning confocal microscopy is to use stage scanning,
which allows the whole optical assembly to be stationary. Generally,
stepper-motor-based scanners and piezo-stages are used for scanning
the sample. However, the major disadvantage of stage scanning is that
the scanning speed is too slow for real-time imaging, and it is also
limited by mechanical artefacts such as vibrations. These artefacts
need to be removed while processing the data obtained from stage
scanning setups. The alternative to these scanners is galvo-systems,
found in commercial microscopes, which greatly increases the cost of
instrumentation.

Lasers are commonly used light sources in a confocal microscope.
They are advantageous owing to their high optical power output,
stability, and wavelength selectivity over the range, and they can be
focused on a small spot on the sample. Generally, the laser sources
used in a confocal laser scanning microscope need to have a single
mode with Gaussian beam intensity and large Rayleigh lengths [15],
i.e., the distance that the laser beam has to travel before it diverges
significantly. The presence of higher-order modes in a laser beam would
produce unwanted aberrations in the confocal microscope. Therefore,
the beam must be shaped into a nearly symmetric Gaussian function
before its introduction into the microscope. This is generally achieved
via a spatial filter which is usually a pinhole aperture which cuts off the
higher-order mode retaining only the Gaussian nature of the beam. For
a perfect Gaussian beam, the theoretical lateral resolution (spot size)
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of a confocal microscope after the beam gets focussed by the objective
lens is given as

rxy =
1.22λ

NA
(5.1)

where NA is the numerical aperture of the objective and λ the wave-
length of the excitation beam. The beam size significantly increases
without (or improper) spatial filtering, decreasing the resolution of an
image. The NA of an objective defines the resolution of a microscope.
It is the solid angle over which the objective lens collects the light,
i.e., NA = nsin(µ), with n being the refractive index and µ the half
angle of the solid cone defined by the collected light. The NA also has
a substantial effect on the collection efficiency of the objective. For
example, NAs of 1.45, 1.3 and 0.95 correspond to collection efficiencies
of 40%, 26% and 10%, respectively [16]. Thus, slight improvements in
the NA of the objective lenses significantly increases the number of
emitted photons that are collected. Single-molecule measurements are
generally performed using objectives immersed in fluids such as water
and oil, which give NA values greater than 1. Typically, water and
oil immersion objectives provide a NA values of up to 1.2 and 1.45
respectively [16].

In a single molecule measurement, the choice of detector is an-
other critical aspect. The detectors should have a high quantum
efficiency, low dark noise, lower ’dead time’ and good linearity of
quantum efficiency over the spectral range of interest. These conditions
are mainly fulfilled by photomultiplier tubes (PMT) and single photon
avalanche diodes (SPAD). Practically, SPADs have a much higher
quantum efficiency than PMTs, and hence they are most widely used
in single-molecule measurements. Recent advances in electronics,
electro-mechanics, optics, and lasers improved almost every aspect of
single molecule detection in the last few decades.

5.2.1 Layout of the custom-built confocal microscope

The custom-built confocal laser scanning microscope is shown in Figure
5.2. The labelled schematic of the microscope is described in Figure 5.3.
Light from the laser initially passes through a set of neutral density fil-
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Figure 5.2: The custom-built confocal microscopy setup in the lab.

ters (NDF). The NDFs are used to control the excitation intensity of the
laser. The laser is then passed through a short pass filter (SPF) which
removes any other higher lasing wavelength to give a spectrally pure ex-
citation wavelength. The laser beam is then guided by two mirrors M1

and M2, and coupled to a fiber coupler FC1 (Thorlabs). A multimode
fiber from FC1 transmits the laser light to the excitation arm of the mi-
croscope via FC2 (Thorlabs). FC2 is used to collimate the output beam
from the multimode fiber (Thorlabs). The use of fiber coupling assem-
bly allows for easy switching of the excitation laser without disturbing
the rest of the microscope assembly. Both continuous wave (CW) and
pulsed lasers of various wavelengths can be coupled to the microscope
depending on the sample to be measured. The excitation arm consists of
the spatial filter assembly, and a lens/pinhole/lens system (L1/P1/L2).
The lenses L1 and L2 have focal lengths of 35 mm. The pinhole P1

(Thorlabs) is placed precisely at the focus of L1, which focuses the light
to a diffraction-limited spot. The size of the pinhole P1 was 50 µm and
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was mounted on the x− y translation stage for fine adjustments. If the
pinhole is matched with the size of the diffraction-limited beam of the
lens L1, then the light propagating from the pinhole will have a near
Gaussian intensity profile. The second lens L2 collimates the diverging
beam from the pinhole producing the near Gaussian intensity profile.
The spatial filter assembly may also be used as a beam expander when
the back aperture of the objective needs to be filled up to achieve a tight
focus. Systems having the pinhole size matched with the spot size of lens
L1, the ratio of the focal lengths of the collimating (L2) and focussing
(L1) lenses give the factor of expansion. However, in the setup described
in Figure 5.3, the requirement for beam expansion is not there due to the
small size of the objective back aperture. The spatially filtered light is
reflected by a dichroic mirror mounted at 45o towards the back aperture
of the objective. This creates an episcopic arrangement, and the beam
is then focused onto the sample plane using an objective.

Figure 5.3: Schematic for the custom-made confocal microscope assembly.

The scanning capability in the microscope is provided by the sample
stage (Nanonics FlatScanTM Piezo scanning stage). The stage is placed
on a kinematic z-axis stage used for routine focusing of the sample. The
same objective captures the emitted light from the sample, and it passes
through the dichroic mirror towards mirror M3, which reflects the emit-
ted beam towards the detection arm of the microscope. The dichroic
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mirror also filters some part of the scattered unwanted laser excitation
captured by the objective. The detection arm initially consists of a long
pass filter (LPF from Thorlabs) which filters out the remaining excita-
tion laser intensity from the beam. The filter is followed by a switching
mirror (SM) which diverts the beam towards a CMOS camera. This
camera is generally used for obtaining brightfield images of samples in
the transmission geometry with a tungsten halogen lamp as a source
kept on top of the sample stage. In the absence of a switching mirror,
the light is directed towards a lens/pinhole/lens (L3/P2/L4) assembly
for attaining confocality. A motorized wheel consisting of pinholes of
different sizes (25 µm to 2000 µm) was used in this assembly (Thorlabs
MPH16-A). The pinhole size is usually chosen to balance the magnitude
of emitted light intensities from the sample while achieving the best
possible image contrast. The pinhole assembly output (FC3) is con-
nected to an Excelitas SPCM-AQRH-15-FC fiber coupled (FC4) single
photon avalanche diode (SPAD) via a multimode fibre. The photons
from the sample generate TTL pulses as output from the SPAD, which
is connected to a Nanonics Photon Counting module (PCM). The PCM
converts the frequency of the pulses into a voltage signal which goes to
the AUX 2 terminal of the Nanonics SPM Controller, which is also used
for controlling the piezo stage. A computer with commercial Nanonics
window software (NWS) simultaneously evaluates the scanner position
and the amplitude of the PL signal coming from the PCM as voltage.
NWS software processes pixel-to-pixel data and give the fluorescence
image. The minimum step size of the piezo-scanner is 10 nm, and the
maximum area that can be scanned on the sample is 10 µm × 10 µm.

5.2.2 Laser Beam Profile

Figure 5.4 shows the focussed beam profile (λ =405 nm) of the laser
using a Nikon 100× (NA 0.8) objective. After reflection from a top
surface mirror finished glass slide, the laser beam profile was captured
using the CMOS camera. The intensity profile of the spot was derived
from the image using open-access Image-J software. The distance for
a particular pixel was calibrated using a calibration grid. Fitting a
Gaussian function to the profile leads to a beam spot size of 760 nm.
This spot size can be considered as the actual resolution that can be
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Figure 5.4: The back-scattered beam profile from glass, and b) line profile of the
beam.

attained in this custom-built setup for 405 nm laser excitation for an
objective lens having NA of 0.85.

5.2.3 Fluorescence Imaging

Figure 5.5: Photoluminescence Imaging of (a) NDIPhCz doped PMMA thin film,
(b) PMMA ring doped with Red IX dye, (c) 4CzFCN dye-doped PMMA microfiber.

Figure 5.5 (a-c) shows the raw unprocessed images of three different
samples. Figure 5.5a showcases the variation in the number of emitters
in a film made from spin-coating a solution of Napthelene-Diimide
phenyl carbazole (NDIPhCz). The molecule has a quantum yield of
10%, and the image was captured for a pinhole diameter of 300 µm,
which gave enough contrast to visualize the non-uniformity in the film.
Figure 5.5b shows the image of PMMA rings doped with Red IX dye,
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and Figure 5.5c shows the image of dye-doped PMMA fiber. In both
these images, the pinhole size was kept at 1000 µm. The confocal
microscope showed good contrast in the images, which is at par with
the fluorescence images from other microscopes.

Most organic molecules have a problem with stability in air. The
degradation in these molecules can be minimized by dispersing them
in a Poly (methyl-methacrylate) (PMMA) matrix with low oxygen
permeability. Figure 5.6 shows the fluorescence image of Rhodamine-
6G (R6G) molecules spin-coated from 2 ng/mL concentrations. The
pinhole size was kept at 300 µm, and the wavelength of excitation was
532 nm. The measurements of photon statistics are usually done on the
bright regions of the film.

Figure 5.6: Fluorescence image of R6G molecules dispersed in a PMMA film fabri-
cated from a concentration of 2ng/ml R6G.

5.3 Measurement of photon statistics

The overall intensity coming from a light source is defined as the average
number of photons passing through a cross-section of the beam area
for a unit interval of time. A constant-intensity light source will have
fluctuations in the instantaneous number of photons passing through
this cross-sectional area. These fluctuations define the photon statistics
of the source. Under the classical theory, the light intensity at any
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instant of time is [15, 17]

I(t) =< I > +δI(t) (5.2)

where < I > is the average intensity defined as

< I >=

∫ T

0

I(t)dt/I0 (5.3)

and δI(t) is the fluctuation in the intensity at an instant of time. The
average intensity of a continuous light source will satisfy the relation

< I(t) >=< I(t+ τ) >=< I > (5.4)

The average value of fluctuation for a continuous light source is zero,

Figure 5.7: (a) Schematic of a Hanbury Brown Twiss interferometer, (b) A sim-
ple comparison of (i) Super Poissonian (bunched) source, (ii) Poissonian (coherent)
source, and (iii) Sub-Poissonian (anti-bunched) source.

i.e.,
< δI(t) >=< δI(t+ τ) >= 0 (5.5)

The photon statistics of the light source is usually characterized using
an autocorrelation function g(τ) defined as

g(τ) =
< I(t)I(t+ τ) >

< I(t) >< I(t+ τ) >
(5.6)

where τ is the time lag. In the limit τ = 0, I(t) = I(t + τ), hence
< I(t)I(t + τ) >τ=0=< I2 >=< I >2 +(∆I)2 (where variance
(∆I)2 =< I2 > − < I >2). However, for the limit τ →∞, I(t) is com-
pletely uncorrelated with I(t+τ) and therefore < I(t)I(t+τ) >τ→∞=<
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I(t) >< I(t+ τ) >=< I >2. Thus, Eq. 5.6 becomes [17]

g(τ) =
< I(t)I(t+ τ) >

< I >2

{
1 + (∆I)2

<I>2 , τ = 0

1, τ →∞
(5.7)

The photon statistics of various light sources is measured using a
Hanbury Brown Twiss (HBT) interferometer integrated with the
confocal microscope. The interferometer consists of a beam-splitter
(SBS) which splits the incoming beam and diverts them towards single
photon counters (SPAD and a photon-multiplier assembly), as shown in
Figure 5.7a. The output of the two detectors was sent to a TimeHarp
260 Nano TCSPC card which generates g(τ) function determining the
photon statistics of the source.

The light sources are broadly divided into three types depending
on the photon statistics: Super Poissonian light, Poissonian light
and sub-Poissonian light [17]. Coherent light sources (lasers) follow
Poissonian statistics given as

P (n) =
< n >n

n!
exp− < n > (5.8)

The most important signature of a Poissonian light is that its correlation

Figure 5.8: Photon bunching feature in a thermal source (tungsten halogen lamp).
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function, g(0) = 1. Thermal sources typically show Super-Poissonian or
bunched photon statistics (g(0) > 1). Non-classical light sources such as
isolated single molecules follow sub-Poissonian or anti-bunched photon
statistics (g(0) < 1). This condition is purely a quantum mechanical
process and cannot be explained using classical theory. The differences
in the three different types of light sources are illustrated in Figure
5.7b when the intensities are highly attenuated. Figure 5.8 shows the
bunched photon statistics coming from a tungsten-halogen lamp at low
light intensities using the HBT interferometer.

5.4 Photon correlation spectroscopy of TADF
molecules

Figure 5.9: (a) Emission spectra and (b) PL Decay profile of 4.5wt% 4CzFCN doped
PMMA thin film.

The TADF molecule used in this study is 2,3,4,6-Tetra(9H-carbazol-
9-yl)-5-fluorobenzonitrile (4CzFCN). PMMA was used as the host to
passivate the triplets generated via an intersystem crossing. A typical
steady-state PL spectrum and the decay profile of 4.5 wt% doped
4CzFCN molecule dispersed in the PMMA matrix are shown in Figure
5.9. The steady-state PL spectra were captured under 365 nm excita-
tion with a Hamamatsu C10083CA fibre-coupled spectrometer. The
decay profiles of the film were captured using the custom-made TRPL
measurement setup in the lab, and the average lifetime was found to be
∼14 µs. The photon correlation spectroscopy (PCS) measurements were
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Figure 5.10: Autocorrelation function of the photon statistics for 4CzFCN molecules
at different concentrations.

performed at different degrees of dilutions of 4CzFCN molecules. The
4CzFCN molecules were added to 15 mg/ml PMMA concentration in
toluene. The final concentrations of the 4CzFCN molecules varied from
250 µg/ml to 0.25 µg/ml. The solutions were spin-coated on pre-cleaned
coverslips at 2000 rpm. Films of pure PMMA were also fabricated by
spin-coating as a control sample. The samples were excited with a 405
nm CW laser from Thorlabs. A Nikon 63× water immersion objective
(NA 1.2) was used to excite the sample and collect the emission. The
pinhole size in all the PCS measurements was maintained at 300 µm.
The photomultiplier assembly (PMA) used for the characterization of
the photon statistics of the tungsten-halogen lamp had a dark count
of 103 counts per second (cps) with an external quantum efficiency
of ∼10%. These limitations make the PMA unsuitable for measuring
photon statistics of 4CzFCN molecules at dilute concentrations. These
issues necessitated a change in the light detector assembly. The photon
statistics were then exclusively measured by the SPAD, which has a
much higher quantum efficiency ( 30% for 470 nm) and a much lower
dark count (∼50 cps). Further, the lifetime of the 4CzFCN molecule
is in the order of microseconds which is orders of magnitude higher
than the dead time of the SPAD. Thus, only one detector is sufficient
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for studying the photon statistics of 4CzFCN molecules at dilute
concentrations [18, 19].

Figure 5.10 shows the autocorrelation function plots for the spin-
coated films at various concentrations. The g(τ) plots were derived
from emission intensity trajectories acquired over 1 s. The autocorre-
lation function plots reveal photon bunching statistics, i.e., at τ = 0,
g(0) > 0. The bunching statistics originate from the absence of single
resolvable TADF emitters on the films. However, the amplitude of
g(τ) increased with the decrease in the concentration of the 4CzFCN
molecules. The magnitude of fluctuations in photon numbers (∆I) for
high concentration sample (250 µg/ml) is much smaller compared to
the total signal < I >. In contrast, for the film spin-coated from 250
ng/ml concentration of 4CzFCN, the ∆I is comparable to < I >. Thus
from Eq. 5.7, the magnitude of g(τ) is higher at low concentrations, in
other words, g(τ) is inversely proportional to the number of emitters
present in the sample, i.e.,

g(τ) ∝ 1

N
(5.9)

where N is the number of emitters present in the focal volume.

Figure 5.11: Normalized autocorrelation functions at different concentrations.
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Figure 5.12: Autocorrelation feature resembling photon antibunching like statistics
at some spots in the thin film made from 250 ng/ml concentration.

Figure 5.11 shows the normalized plots of the autocorrelation function
for films spin-coated from various concentrations. The decay time
constant associated with the g(τ) function do not show any significant
change. This suggests that the intramolecular photophysical processes
in 4CzFCN do not change appreciably for the concentrations under
study. However, the decay associated with g(τ) is bi-exponential
suggesting multi-step proceeses in the molecule [20]. The photo-physics
of 4CzFCN molecules is described using a three-level scheme consisting
of the ground singlet state (S0), the first excited singlet state (S1)
and the triplet state (T1). The T1 state is populated by ISC and
depopulated by RISC. The light emission in TADF systems arises from
two types of fluorescence: prompt and delayed. This explains the ori-
gin of a bi-exponential decay of the g(τ) function in 4CzFCN molecules.

A dip in the g(τ) function for τ → 0 has been observed at some
regions on the film spin-coated from the 250 ng/ml concentration. This
feature is shown in Figure 5.12 and resembles photon antibunching
which is associated with sub-Poissonian photon statistics [18, 19]. The
photon-antibunching statistics signify emission intensity trajectories
coming from a single 4CzFCN molecule.
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5.5 Conclusions

In conclusion, a custom-built confocal microscopy assembly that can
study photo-physics of molecules having lifetimes in the range of mi-
croseconds at dilute concentrations is demonstrated. The PCS measure-
ments were performed on the 4CzFCN molecule, which is a TADF sys-
tem with τD ∼ 14µs. The photon statistics reveal that the fluctuations
follow photon bunching at various concentrations. An autocorrelation
feature resembling photon antibunching is observed at sparse regions
of the sample fabricated from 250 ng/ml. These measurements reveal
that TADF molecules have a great potential to be used for applications
requiring quantum emitters.
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6
Electrospun Fibers Doped with Emissive TADF

Molecules

6.1 Introduction

The field of nanomaterials provides unique structural and chemico-
physical properties with applications in various fields [1–4]. The
growth of integrated optics has paved the way for the development of
various types of materials and devices for microscale and nanoscale
photonics [5–8]. Nanostructures composed of organic semiconductors
have attracted much interest in recent years due to their potential
applications in mesoscale photonics and electronics [9]. Optical mi-
cro/nanofibers are low-dimensional structures used to investigate light
emission, transmission, detection, and modulation in photonic circuits
[10]. The cross-section of these fibers can be tuned from nano-meters
to micro-meters (comparable to the visible light wavelengths), with
their lengths running to hundreds of millimetres. Mesoscale fibers made
of glass have always been used for signal transmission through their
mechanical properties are not always compatible with other materials
[10–12].

Polymer optical mesoscale fibers are usually fabricated from polymers
and doped with other additives to give them various functionali-
ties. They have many useful features compared to glass or inorganic
semiconductor-based mesoscale fibers. Firstly, the chemical properties
of polymer fibers can be easily modified by simple surface treatments
depending on the applications for which it is being used for [13].
Secondly, these fibers can be easily functionalised with dyes (organic,
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inorganic, HOIP quantum dots, rare-earth luminescent materials, etc),
metal nanostructures, enzymes and even liquid materials and biological
samples [14–18]. All these materials can be easily incorporated into
the polymer fibers at high doping concentrations. This tunes the
characteristics of the fibers making it suitable for various applications
involving light emission and other optical functions [14, 19, 20]. Lastly,
these fibers are flexible, i.e., the "soft" characteristics greatly simplify
the processing technologies. These properties make the production of
electrospun fibers at a large scale to be extremely cost-effective [21, 22].

Electrospinning is one of the most commonly used methods for
fabricating mesoscale fibers whose diameters range from nm to µm
[14, 15, 23]. The fibers are fabricated via extrusion from polymer melts
or solutions using high electric fields. This versatile technique allows for
fabricating various shapes, sizes and geometry of fibers by tuning the
parameters such as solution concentration, electric field, etc. Continu-
ous non-stop production of fibers can be achieved using electrospinning
making it one of the most cost-effective processes at the industrial scale
[24]. There have been no reports of TADF molecules dispersed in elec-
trospun fiber previously. The confinement and anisotropic distribution
of these molecules within this uniaxial matrix can introduce subtle
functionalities in the emission. The photoluminescent quantum yield
(PLQY) of TADF dyes are quite high making them suitable for lasing
and other cavity-based applications.

In this chapter, the fabrication of electrospun fibers doped with a
cyan-emitting TADF dye is achieved. The decay kinetics of the emis-
sion of these molecules, confined to mirrorless electrospun structures,
has been probed at the microscopic level. It is observed that the
fibers retain the photoluminescent properties of the dye and exhibit
high luminescence. This polymer fiber-based waveguide fabricated is
essentially a fluorescence waveguide, i.e., it propagates the dye emission
across a relatively large length of the fiber. The modes supported by
this dye-doped fiber have also been calculated using the finite difference
frequency-domain method. The results demonstrate the potential
application of these fiber structures as efficient downconverters in
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Figure 6.1: Schematic of the custom-built electrospinning setup.

lighting and display devices.

6.2 Electrospinning of TADF doped electrospun
fibers

A typical electrospinning setup usually consists of a syringe pump,
a high-voltage supply and a metal collection plate [23]. The syringe
pump contains the polymer solution. Initially, the syringe pump is
slowly dispensed leading to the formation of a polymer solution droplet
on the needle (spinneret). The needle is generally kept at a high
positive potential with respect to the collector. This application of an
electric field creates charges on the droplet surface. The attractive force
between the spinneret and the collection plate makes the droplet to
be drawn into a cone-like structure referred to as the Taylor cone [25].
Beyond a critical applied field, the repulsive electric force on the droplet
overcomes the surface tension force. Thus, a charged jet of the polymer
solution gets pulled towards the collector plate. The solvent evaporates
along the jet pathway allowing solid fibers to be formed and collected.
Increasing the conductance of the electrospun solution (or increasing
the field strength), stretching strength increases thereby decreasing the
fiber diameter [26–28] and simultaneously the surface roughness [29].
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Figure 6.2: (a) Molecular structure of 4CzFCN dopant, (b) Molecular structure of
PMMA.

The fiber diameter, as a result, is shaped by factors from viscoelasticity,
dynamics of the solvent, and electrostatic force to air drag [15].

The TADF-doped polymer fibers were electrospun using a custom-built
setup (Figure 6.1). The pump dispensing the solution out of the
syringe was mounted on a linear guideway. The speed of the guide,
which effectively controls the flow rate, was controlled via a stepper
motor driven using a combination of stepper motor driver and Arduino
Uno. The high voltage supply in the setup consisted of a push-pull
amplifier coupled with a Cockroft-Walton generator supplied by Zeonics
Systech, Bengaluru. A metal plate was used as the collector plate. The
TADF molecule used in this study is 2,3,4,6-Tetra(9H-carbazol-9-yl)-5-
fluorobenzonitrile (4CzFCN), which has emission in the range of 430nm
to 600 nm. The polymer used was PMMA which acts as an excellent
encapsulant for 4CzFCN. PMMA also has a refractive index of 1.49,
which is very close to that of glass, making it an excellent substitute
for glass-based waveguides. The molecular structures for 4CzFCN and
PMMA are shown in Figure 6.2.

The fibers were electrospun from a single uniformly mixed solu-
tion of PMMA and 4CzFCN dissolved in dimethylformamide (DMF).
The concentration of PMMA was 300 mg/ml. 4CzFCN dye dissolved in
DMF was added to the PMMA solution in concentrations ranging from
0.2wt% to 10 wt %. The voltage between the needle and the collector
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Figure 6.3: (a) Optical image of the electrospun 4CzFCN doped nanofibers, (b) PL
spectra of the fiber mesh under 365 nm LED excitation and (c) PL decay profile of
the fiber mesh under 405 nm pulsed excitation.

plate was kept at 10 kV and the distance between them was kept at 10
cm.

6.3 4CzFCN doped PMMA fibers

An optical brightfield image of a section of the mesh of the electrospun
fibers is shown in Figure 6.3a. The electrospun fiber mesh was white
in appearance owing to the absorption of the 4CzFCN and the PMMA
dye both lying in the ultraviolet range. A bright cyan luminance
from the fiber mesh was seen on excitation with a 365 nm UV lamp
(Hamamatsu). The PL spectra of the mesh had been captured using
a Hamamatsu C10083CA fiber-coupled CCD spectrometer, shown in
Figure 6.3b. The photoluminescent emission of the fiber was higher
than that of a film of the same concentration (PLQYfilm ∼ 55%).
However, the PLQYfiber could not be measured accurately due to
non-uniformity in the fiber distribution. The decay profiles of the
fiber mesh (Figure 6.3c) were captured using the custom-made TRPL
measurement setup in the lab. The average lifetime of the fibers has
been derived to be ∼11 µs by fitting a bi-exponential function to the
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Figure 6.4: (a) Fluorescence laser scanning image of a section of the electrospun
4CzFCN doped PMMA fiber mat, (b) Magnified image of a single 4CzFCN dye-
doped PMMA fiber, (c) Line scan profile of fiber

decay profile. A fluorescence microscopy image of the 4CzFCN doped
PMMA fiber mesh was obtained using a Zeiss LSM 700 confocal laser
scanning microscope (Figure 6.4a). The excitation wavelength used was
405 nm coupled to a Zeiss 40× objective (NA 0.4) for exciting the fiber
and collecting the emission. A region was identified where the density
of fibers was less and the area was imaged (Figure 6.4b) for determining
the diameter of the fiber. A line profile across the width of the fiber was
derived from the image (Figure 6.4c). The diameters were obtained by
fitting a Gaussian function to the profile. The diameter for a fiber fabri-
cated from 300 mg/mL PMMA concentration was found to be ∼ 1.2 µm.

The diameters of the fibers were controlled by the concentration
of PMMA. A variation in the 4CzFCN doping concentration had a
negligible effect on the diameter of the fiber. Fibers were electrospun
from solutions of DMF with increasing concentrations of PMMA.
All other control parameters of electrospinning, namely the applied
potential difference, the piston motion rate and the distance between
the needle and the collector plate, were kept constant. Figure 6.5(a-d)
shows the fluorescence images of the fibers obtained from different
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Figure 6.5: Fluorescence image of the 4CzFCN doped PMMA fiber for (a) 260
mg/ml, (b) 300 mg/ml, (c) 336 mg/ml, (d) 400 mg/ml and (e) Variation of diameter
of the fibers with concentration of PMMA

concentrations, namely 260 mg/ml, 300 mg/ml, 340 mg/ml and 400
mg/ml. It was observed that the diameter of fibers increased with
an increase in the concentration of the PMMA solution. Figure 6.5e
showcases this increasing trend in the diameter of the fibers with the
concentration of PMMA as obtained from the fluorescence images.

Figure 6.6: Surface morphology image of a single fiber in the atomic force microscope

Further, the fiber surface morphology was investigated using JPK
Nanowizard Atomic Force Microscope (AFM). Figure 6.6 shows the
surface morphology of a fiber. The image showcases a smooth morphol-
ogy along the surface of the fiber. When subjected to ageing, the fibers
showed no changes in surface morphology or diameter.
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6.4 Micro-PL measurements on a single fiber

Figure 6.7: Schematic of the custom-built confocal microscopy setup for measuring
µ-PL. The dashed lines signify switching connections.

The micro-photoluminescence (µ-PL) measurements were performed
in a single isolated fiber to study the spatial uniformity of the photo-
physical properties. The measurements were done in the custom-built
confocal microscope described in the previous chapter. The excitation
laser used was Picoquant P-C-405M (λ = 405 nm). A Nikon 100x
objective (0.8 NA) was used to excite the fiber and collect the emission.
The pinhole size was kept at 300 µm. For recording the spectra at the
microscopic level, the output of the pinhole assembly was connected to
a Hamamatsu C10083CA CCD spectrometer. The PL decay profiles
were recorded using the Excelitas SPCM-AQRH-15-FC SPAD coupled
to TimeHarp 260 TCSPC board. The schematic of the measurement
setup is shown in Figure 6.7.

An isolated fibers from the mesh were identified. The PL spectra
and decay profiles were recorded at different points along the length
of each of the isolated fiber. Figure 6.8a shows the fluorescence image
of a fiber under measurement, along with the three regions where the
spectra and decay profiles were recorded on the fiber. The normalised
PL spectra and decay profiles are shown in Figure 6.8b and Figure
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Figure 6.8: (a) Localised emission map of a single fiber, (b) Spectral profile at three
regions, (c) PL decay profiles at these three regions.

6.8c. The spectra and decay profiles are identical at these three points.
This concludes that the 4CzFCN molecules are equally distributed
throughout the length of the fiber. The uniform emission along the
fiber length points to the prospect of these fibers being used as emitters
in display applications.

6.4.1 Concentration dependence of 4CzFCN

The effects of the aggregation of 4CzFCN molecules in the fiber were
studied by changing the doping concentration. The doping concentra-
tion was varied from 2 wt% to 12 wt% of PMMA. The fibers were elec-
trospun from a 300 mg/ml PMMA concentration. The fiber’s diameter
remained unchanged with the concentration of the 4CzFCN molecules
increased. The PL spectra and the decay profiles of all these fibers
were recorded at the microscopic level. The emission intensity from the
fibers increased with the increase in doping concentration of the 4CzFCN
dye. The peak position of the PL spectra redshifted, and the FWHM
of the spectrum increased with increasing doping concentration (Figure
6.9a). The delayed fluorescence lifetime (τDF ) was observed to decrease
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Figure 6.9: (a) Normalised µ-PL emission spectra, (b) Decay profiles at different
doping concentrations and (c) Variation of τDF with concentration.

with the increase in concentration (Figure 6.9b and Figure 6.9c). All
these results suggest increasing aggregation effects between the 4CzFCN
molecules in the fiber geometry with increasing doping concentration.

6.4.2 Temperature Dependent µ-PL

The TADF character of the electrospun fibers was verified by
temperature-dependent µ-PL measurements. The temperature-
dependent measurements were performed using a Linkam LTS-420
temperature-controlled stage. The presence of the temperature-
controlled stage requires the use of a long working distance objective.
Hence, an Olympus 50× objective (NA 0.55) was used to excite the
fibers inside the Linkam assembly and collect the emission. Figure 1.10
shows the variation of emission intensity and PL decay profiles with
temperature for a single fiber. A decrease in temperature causes a de-
crease in τDF owing to a reduction in the reverse intersystem crossing
(RISC) of the triplet excitons. As a result, the PL intensity decreases
as the temperature is reduced. The decrease in the overall emission of
the fibers suggests that the ISC-generated triplets are non-emissive. A
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Figure 6.10: (a) µ-PL emission spectra (b) Decay profiles at different temperatures.

slight contraction in the fiber diameter should happen in the fiber due
to the positive thermal expansion coefficient of the fiber. However, this
will have a negligible effect on the temperature dependent photophysics.

6.4.3 Excitation Intensity dependent µ-PL

Figure 6.11: Excitation Intensity dependence of the µ-PL.

The 4CzFCN molecules being packed in a small fiber area might
enhance the probability of bimolecular processes (such as triplet-triplet
annihilation) contributing to the delayed fluorescence magnitude. An ex-
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citation intensity-dependent µ-PL measurement was performed to verify
whether any bimolecular processes contributed to the delayed fluores-
cence emission. Figure 6.11 shows the dependence of µ-PL intensity
on the excitation intensity. The dependence was linear as expected,
with a slope of 0.98, ascertaining the absence of bimolecular processes
contributing to the delayed fluorescence emission.

6.5 Emission waveguiding in 4CzFCN-doped
PMMA fibers

Figure 6.12: (a) Waveguiding of emission inside the 4CzFCN doped PMMA fiber
(b) Dielectric constant (εr) profile of the cross section of the fiber (c) Electric field
(Ex) profile of the supported primary mode of the fiber responsible for waveguiding.

The µ-PL measurements demonstrate the absence of any non-
emissive regions along the length of the fiber. Thus, these fibers
have the capability to show waveguiding with applications in display
and localised illumination. The PMMA polymer has a refractive
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index (n = 1.49) higher than the air. Thus, PMMA fibers act as
a suitable waveguiding structure as they have negligible absorbance
in the emission region of the 4CzFCN dye. The 4CzFCN dyes act
as local emission centres present throughout the fiber. This makes
the fiber systems extremely well-suited for studying waveguiding effects.

The waveguiding measurements were performed using the same
custom-built microscope. An Olympus 10× objective was used to
excite the laser spot at a lower point on a single isolated fiber. The
emission from the 4CzFCN dye molecules propagates throughout the
fiber and is captured using a CMOS camera. Figure 6.12a shows the
captured image of waveguiding of the emitted light through the fiber
length. The waveguided emission persists to length scales of > 50 µm
as illustrated in Figure 6.12a.

The modes supported by the PMMA fiber were simulated using a
finite difference-based eigenmode solver. The cross-section of the fiber
was used for simulating the modes. The simulation was performed
by an in-house developed code in MATLAB using Finite Difference
Frequency Domain (FDFD) method. The theory of the modelling
procedure is given in Appendix B. The dielectric constant (εr) profile
of the fiber cross-section used for simulation is shown in Figure 6.12b.
The wavelength used for the simulation was 473 nm corresponding to
the maxima of the emission. However, the mode profiles were seen
to remain similar and uniform around the maxima of the emission.
The fiber is seen to support multiple guided modes. The primary
mode is responsible for waveguiding and the electric field (Ex) profile
corresponding to it is shown in Figure 1.12c. The primary guided mode
travelled along the length of the fiber with an effective refractive index
of ∼ 1.48.

6.6 Comparison of fiber photophysics with the bulk

A comparison between the emission of a fiber with a spin-coated film
having the same doping concentration (5%), is shown in Figure 6.13.
The emission spectra of the fiber are observed to be redshifted and τDF
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Figure 6.13: Comparison of µ-PL (a) emission spectra and (b) decay profiles for
electrospun fibers and spin-coated films with 5% doping concentration.

reduced when compared to the film. These effects can be attributed
to the large number of 4CzFCN molecules present at close proximity
compared to the film fabricated by spin-coating. However, the FWHM
of the fiber emission spectra reduced slightly compared to the film. The
lower FWHM is attributed to the interference effects of the emitted
light inside the fiber cavity. The higher-order eigenmodes derived from
the FDFD simulation explain the modes responsible for narrowing the
fiber emission spectra. The Ex profiles of these higher order modes are
shown in Figure 6.14. The mode profiles have nodes at the fiber’s centre,
similar to modes seen in whispering gallery cavities [30, 31].

6.7 Conclusions

In conclusion, the process of electrospinning provides easy and cost-
effective fabrication of polymer fibers with added functionalities. The
4CzFCN doped PMMA fibers exhibit high luminescence and stability.
The diameter of the fibers is solely dependent on the PMMA concen-
tration, with the fiber diameter increasing with concentration. The µ-
PL measurement confirms the uniform distribution of 4CzFCN emitters
throughout the length of the fiber. The temperature and intensity-
dependent µ-PL measurements confirm the monomolecular TADF pro-
cess as the sole triplet harvesting mechanism. Additionally, the fiber
geometry allows for light confinement and waveguiding effects. FDFD
eigenmode analysis of the fiber shows the primary guided mode respon-
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Figure 6.14: Electric field (Ex) profiles of the higher order modes supported by the
fiber.

sible for waveguiding of the emitted light across the fiber length has an
effective refractive index of ∼ 1.49. The fiber shows a slight narrowing
in the emission spectra compared to the film whose origin is attributed
to the fiber cavity geometry. The eigenmode analysis shows the electric
field profiles of these higher-order cavity modes have nodes at the centre
of the fiber.
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7
Summary and Future Directions

The thesis focuses on probing the various photo-physical and charge
transport mechanisms in solution-processed semiconductors using
a combination of time and frequency domain measurements. Two
broad classes of solution-processed semiconductors have been used in
this thesis: organic polymers and hybrid organic-inorganic perovskite
(HOIP). An introduction to various recombination and charge transport
processes both in organic and HOIP semiconductors has been given in
the first chapter.

The second chapter deals with the study of charge carrier dynam-
ics using transient photocurrent (TPC) spectroscopy measurements on
tandem solar cells. The active layers, composed of direct bandgap HOIP
and the indirect band gap Si, have different optoelectronic properties
and thicknesses. The TPC measurements directly assess the timescales
of photogenerated charge carriers extracted at the electrodes. Spec-
tral dependence of TPC measurements exhibits two distinct lifetime
magnitudes: τ1 ∼ 500 ns and τ2 ∼ 25 µs. Further analysis shows
that the carriers are extracted via drift and diffusion processes in the
perovskite sub-cell, whereas the Si sub-cell follows a diffusion-limited
carrier extraction process. In the absence of background illumination,
sub-cell processes are uncorrelated, and the current magnitude depends
on the shunt resistance of the other sub-cell in the dark. A crossover of
the dynamics of the perovskite sub-cell to a coupled regime with the Si
sub-cell is observed beyond a certain threshold of dc-light bias.

Chapter three focuses on investigating the charge carrier and triplet
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dynamics in thermally activated delayed fluorescence (TADF) based
organic light-emitting diodes (OLEDs) using temperature-dependent
transient electroluminescence (TrEL) measurements. The TADF
systems are expected to show increased emissive yield due to effi-
cient back-conversion of non-emissive triplet states to emissive singlet
states via reverse intersystem crossing (RISC). A solution-processed
TADF molecule, 2,3,4,6-Tetra(9H-carbazol-9-yl)-5-fluorobenzonitrile
(4CzFCN), was used for this study. The analysis of the rising edge
of the TrEL pulse indicates that the carriers follow multiple trapping,
de-trapping, and exciton recombination dynamics. The falling edge of
the TrEL pulse provides insights into the monomolecular and bimolec-
ular exciton dynamics, representative of device operational conditions.
These studies indicate that triplet harvesting in 4CzFCN molecule
occurs via both RISC and triplet-triplet annihilation (TTA). Further,
the TADF processes dominate at high temperatures with negligible
contribution from TTA.

Chapter four deals with the influence of various coatings on the
wall (both phosphorescent and fluorescent) in the non-line of sight
visible light communication. The enclosure boundary is normally
treated as a classical light diffuser which merely scatters and attenuates
the signal. Using various photo-luminescent coatings on the walls
acts as active noise sources, distorting the signal and altering the
communication characteristics. The possibility of tuning the signal to
noise levels by these emitters as a function of the spatial coordinates
can be utilized to design smart environments where signal access can
be controlled and restricted. Conversely, the signal analysis used in this
chapter can also be utilized to provide dynamic information about the
environment.

Chapter five deals with the study of photon statistics of TADF
dyes at various concentrations. A confocal microscope was built to
study these molecules having lifetimes in the range of microseconds at
dilute concentrations. Photon statistics of TADF molecules at various
dilution levels were measured using a single photon avalanche diode
(SPAD) integrated with the microscope. The high lifetime of 4CzFCN
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molecule than the dead time of the SPAD allowed for studying the
photon statistics using only a single detector. The measurements
reveal that the fluctuations follow photon bunching statistics. An
autocorrelation feature resembling photon antibunching is observed at
sparse regions of the sample fabricated from 250 ng/ml.

Finally, the photo-physics of 4CzFCN molecules in a mesoscale fiber is
studied fabricated using the electrospinning method. The process of
electrospinning provides easy and cost-effective fabrication of polymer
fibers with added functionalities. The 4CzFCN doped PMMA fibers
exhibit high luminescence and stability. The diameter of the fibers is
solely dependent on the PMMA concentration, with the fiber diameter
increasing with concentration. The µ-PL measurement confirms the
uniform distribution of 4CzFCN emitters throughout the length of the
fiber. The temperature and intensity-dependent µ-PL measurements
confirm the monomolecular TADF process as the sole triplet harvesting
mechanism for the triplets. Additionally, the fibre geometry allows for
light confinement and waveguiding effects. FDFD eigenmode analysis
of the fibre shows the primary guided mode responsible for waveguiding
of the emitted light across the fiber length. The fiber also shows a slight
narrowing in the emission spectra compared to a film originating from
the fiber cavity geometry. The eigenmode analysis shows the electric
field profiles of these higher-order cavity modes have nodes at the centre
of the fibre.

Future Directions

The difference of the carrier time constants by orders of magnitude in
the two sub-cell for tandem structure suggests that there might be an
inherent charge-carrier imbalance at the recombination layer even when
both the sub-cells generate the same number of carriers. This might
lead to improper current matching and requires a detailed study. A
thicker perovskite active layer and the presence of shallow traps can
slow down the perovskite dynamics significantly to match the timescales
of Si dynamics. However, this process of active layer fine-tuning without
any detriment to efficiency requires a thorough investigation. Further,
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the transport processes in the perovskite sub-cell in the tandem con-
figuration are influenced by high field strength. This can lead to ionic
transport in the perovskite sub-cell, leading to degradation processes
which needs further examination.

The internal quantum efficiency of TADF molecules has a theo-
retical limit of 100%, making them excellent candidates for fabricating
organic laser diodes. There are almost no reports of organic laser
diodes, which require very high exciton densities. Hence, a detailed
kinetic study on these molecules is required at high injection densities
in a cavity to be used as prospective candidates in organic laser diodes.

Quantum emitters are in demand for their application in quan-
tum information processing, metrology and quantum cryptography.
Organic molecular systems with high quantum yields have the added
advantage of them being used for LEDs. However, the electrical
excitation of a molecular system generates 75% triplets and 25%

singlets. This creates a bottleneck for the fluorescent emitters to be
used as an electrically driven single photon sources which are otherwise
excellent single photon sources under optical excitation. Highly efficient
TADF molecules are capable of converting these non-radiative triplets
to singlets via RISC making them ideal candidates to be used as
quantum emitters. However, the choice of host and transport layers in
these systems is extremely crucial as these layers can have background
emission making the detection of the single photons difficult. Further,
the CT triplet and singlet states in the donor-acceptor-based TADF
molecules can act as spin-entangled qubit states. Thus, the nature of
these two-spin entangled singlets or triplets in TADF systems needs a
detailed investigation.

The photoluminescent quantum yield (PLQY) of TADF dyes are
quite high making them suitable for cavity-based applications. The
fibers support whispering gallery modes which are known to have very
high-quality factors. Whispering gallery cavities reduce the threshold of
lasing in dyes, and the primary mode of the fibre can guide this emission
across the fibre. These properties of the mirrorless fibre cavities make
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them suitable for them to be used in photonic circuits. Therefore, the
threshold for amplified spontaneous emission under a high optical pump
in these TADF fibres need to be explored further which is one of the
essential criteria for observing lasing. However, the triplet absorption
(T1 → Tn) process significantly raises the threshold for lasing. Thus,
the kinetics of all the triplet processes need to be explored under high
pump intensities.
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A
Scattering Matrix Modelling

Maxwell Equations

Maxwell equations in the time domain can be written as [1] :

Divergence equations: ∇ · ~D = ρv (A.1a)

∇ · ~B = 0 (A.1b)

Curl equations: ∇× ~E = −∂
~B

∂t
(A.1c)

∇× ~H = ~J +
∂ ~D

∂t
(A.1d)

Here ~E, ~D, ~B and ~H represent the elctric field, electric displacemnt vec-
tor, magnetic induction, magnetic field respectively. ρv and ~J represent
the charge density and current density respectively.
The consitutive relations are written as:

~D(t) = [ε(t)] ∗ ~E(t) ~B(t) = [µ(t)] ∗ ~H(t) (A.2)

The quantities [ε(t)] and [µ(t)] represents permitivitty tensor and
magnetic permeability tensor respectively and ∗ represents convolution.

It can be assumed in the electromagnetic simulations that there
are no charge and current sources i.e., ρv = 0 and ~J = 0. Transforming
the Maxwell equations to frequency domain [1]:

∇ · ~D = 0 ∇× ~E = −jω ~B
∇ · ~B = 0 ∇× ~H = jω ~D

(A.3)
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In the frequency domain, the convolutions become simple multiplica-
tions.

~D = [ε] ~E ~B = [µ] ~H (A.4)

Substituting the constitutive relations (Eq. A.4) in Maxwell equations
(Eq. A.3):

∇ · [µ] ~H = 0 ∇× ~H = jω[ε] ~E

∇ · [ε] ~E = 0 ∇× ~E = −jω[µ] ~H
(A.5)

Finally, the magnetic field ( ~H) is normalised such that ~̃H = −j
√

µ0

ε0
~H.

Hence, Eq. A.5 when expanded in the Cartesian coordinate system
become [1]:

∂Ez

∂y
− ∂Ey

∂z
= k0µxxH̃x

∂H̃z

∂y
− ∂H̃y

∂z
= k0εxxEx

∂Ex

∂z
− ∂Ez

∂x
= k0µyyH̃y

∂H̃x

∂z
− ∂H̃z

∂x
= k0εyyEy

∂Ey

∂x
− ∂Ex

∂y
= k0µzzH̃z

∂H̃y

∂x
− ∂H̃x

∂y
= k0εzzEz

(A.6)

Here ε = ε0εr, µ = µ0µr and k0 = ω
√
µ0ε0. The form of Maxwell

equations given by Eq. A.6 is the starting point for most of the methods
in computational electromagnetics.

Formulation of a 2×2 matrix equation

The transfer matrix method (TMM) assumes that the device consists
of a stack of layers with different permitivities and permeabilities.
This method have proven to be one of the most computationally
efficient for the analysis of layered devices. The layers in the device
have their own unique scattering matrix owing to their different
permittivities/permeabilities. The scattering matrices for each layer
in the device were combined to derive an overall device scattering
matrix. The device was then connected to the external transmission
and reflection regions to generate a global scattering matrix. The final
global scattering matrix estimates the the transmission, reflection and
absorption magnitudes from the device.
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In the framework of TMM, the layers of the device is assumed to
be homogeneous in the transverse direction (x and y direction) but non
homogeneous in the longitudinal direction (z direction). Hence, plane
wave approximation is used in the x and y direction which implies in
Eq. A.6, ∂/∂x = jkx and ∂/∂x = jkx. In the z direction, owing to
the non homogeneity of the device, ∂/∂z 6= jkx. However, z is the
only independent variable which implies the partial derivative becomes
ordinary i.e. ∂/∂z = d/dz. The z variable is normalised along with
the wave vector components (~k) such that z′

= k0z, k̃x = kx/k0,
k̃y = ky/k0, k̃z = kz/k0. Putting everything together Eq. A.6 for
isotropic systems become [1]:

jk̃yEz −
dEy

dz′ = µrH̃x jk̃yH̃z −
dH̃y

dz′ = εrEx

dEx

dz′ − jk̃xEz = µrH̃y
dH̃x

dz′ − jk̃xH̃x = εrEy

jk̃xEy − jk̃yEx = µrH̃z jk̃xH̃y − jk̃yH̃x = εrEz

(A.7)

The last row in Eq. A.7 was solved for the longitudinal field components,
H̃z and Ez and then their expressions were substituted in the equations
of the first two rows. The final rearranged form of equations are as
follows:

dEx

dz′ =
k̃xk̃y
εr

H̃x + (µr −
k̃2
x

εr
)H̃y

dEy

dz′ = (
k̃2
y

εr
− µr)H̃x −

k̃xk̃y
εr

H̃y

dH̃x

dz′ =
k̃xk̃y
µr

Ex + (εr −
k̃2
x

µr
)Ey

dH̃y

dz′ = (
k̃2
y

µr
− εr)Ex −

k̃xk̃y
µr

Ey

(A.8)

The electric field and magnetic field components in Eq. A.8 was written
in a compact form as:

d

dz′

Ex

Ey

 = P

H̃x

H̃y

 (A.9)
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d

dz′

H̃x

H̃y

 = Q

Ex

Ey

 (A.10)

where P = 1
εr

 k̃xk̃y µrεr − k̃2
x

k̃2
y − µrεr −k̃xk̃y


and Q = 1

µr

 k̃xk̃y µrεr − k̃2
x

k̃2
y − µrεr −k̃xk̃y


Differentiating Eq. A.9 w.r.t. z

′ and substituting Eq. A.10 into
this result

d2

dz′2

Ex

Ey

− Ω2

Ex

Ey

 =

0

0

 (A.11)

with Ω2 = PQ

Eq. A.11 has the general solution:Ex

Ey

 = eΩz
′

a+ + e−Ωz
′

a− (A.12)

where a+ and a− are the proportionality constants for forward and
backward wave propagation. The matrix exponential was written using
eigen-values (λ2) and eigen-vector (W ) of the matrix Ω2 as Weλz

′
W−1.

Thus, Ex(z
′
)

Ey(z
′
)

 = Weλz
′

c+ +We−λz
′

c− (A.13)

W denotes the square eigenvector matrix whose column vectors describe
the modes that can exist in each layer. e±λz

′
is a diagonal matrix that

describes the propagation mechanism of these modes. It includes the
accumulation of the phase as well as decaying or gaining of amplitude.
c± quantifies the amount of power in each mode. The solution for mag-
netic field will be of the same form, but with its own eigen-vector matrix
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V to describe its modes i.e.,H̃x(z
′
)

H̃y(z
′
)

 = V eλz
′

c+ − V e−λz
′

c− (A.14)

However V is directly related to W using Eq. A.10 as follows:

V = QWλ−1 (A.15)

Scattering Matrices

Electromagnetic modelling methods employing scattering matrices make
them unconditionally stable. The parameters of a scattering matrix have
physical meanings and correspond to those measured in the lab. They
are very memory efficient and can be used to extract dispersion of various
devices. Generally a scattering matrix (Figure A.1) is defined in [1, 2]c′−

1

c
′+
2

 =

S11 S12

S21 S22


c′+

1

c
′−
2

 (A.16)

The combined electric and magnetic fields in the ith layer, ψi(z
′

i) was
written using Eq. A.13 and Eq. A.14 as

ψi(z
′

i) =



Ex,i(z
′

i)

Ey,i(z
′

i)

H̃x,i(z
′

i)

H̃y,i(z
′

i)


=

Wi Wi

Vi −Vi


eλiz′i 0

0 e−λiz
′
i


c+

i

c−i

 (A.17)

Using boundary conditions at the two interfaces i.e., ψ1 = ψi(0) and
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Figure A.1: (a) Definition of a Scattering Matrix, (b) Geometry of a Single Layer.

ψ(k0Li) = ψ2 (Figure A.1b):W1 W1

V1 −V1


c′+

1

c
′−
1

 =

Wi Wi

Vi −Vi


c+

i

c−i


Wi Wi

Vi −Vi


eλik0Li 0

0 e−λik0Li


c+

i

c−i

 =

W2 W2

V2 −V2


c′+

2

c−2


(A.18)

Eq. A.18 was solved for the intermediate mode coefficients c+
i and c−i

and were eliminated. They were rearranged in the form of Eq. A.16
such that c′−

1

c
′+
2

 = S(i)

c′+
1

c
′−
2

 (A.19)

The components of S(i) matrix became:

S
(i)
11 = (Ai1 −XiBi2A

−1
i2 XiBi1)

−1(XiBi2A
−1
i2 XiAi1 −Bi1)

S
(i)
12 = (Ai1 −XiBi2A

−1
i2 XiBi1)

−1Xi(Ai2 −Bi2A
−1
i2 Bi2)

S
(i)
21 = (Ai2 −XiBi1A

−1
i1 XiBi2)

−1Xi(Ai1 −Bi1A
−1
i1 Bi1)

S
(i)
22 = (Ai2 −XiBi1A

−1
i1 XiBi2)

−1(XiBi1A
−1
i1 XiAi2 −Bi2)

(A.20)

where Aij = W−1
i Wj +V −1

i Vj, Bij = W−1
i Wj−V −1

i Vj and Xi = eλik0Li.
The scattering matrix of a particular layer are a function of materials
outside of the layer.This makes the modelling process very inefficient as
the scattering matrix of a particular layer will change depending on its
surroundings. The solution to this problem is to separate each of the
layers with a gap medium of zero thickness. This makes the medium 1

156



and 2 around the ith layer symmetric and leads to simplified scttering
matrix equation. Thus, the components of S(i) matrix became:

S
(i)
11 = (Ai −XiBiA

−1
i XiBi)

−1(XiBiA
−1
i XiAi −Bi)

S
(i)
12 = (Ai −XiBiA

−1
i XiBi)

−1Xi(Ai −BiA
−1
i Bi)

S
(i)
21 = S

(i)
12

S
(i)
22 = S

(i)
11

(A.21)

where Ai = W−1
i Wg + V −1

i Vg, Bi = W−1
i Wg − V −1

i Vg and Xi = eλik0Li.
Subscript g denotes the gap medium of zero thickness [2].

Transfer Matrix Method using scattering matrices

Two scattering matrices may be combined into a single scattering matrix
using Redheffer’s star product[3].

S(AB) = S(A) ⊗ S(B)

⇒

S(AB)
11 S

(AB)
12

S
(AB)
21 S

(AB)
22

 =

S(A)
11 S

(A)
12

S
(A)
21 S

(A)
22

⊗
S(B)

11 S
(B)
12

S
(B)
21 S

(B)
22

 (A.22)

The symbol ⊗ denotes Redheffer star product. The components of final
scattering matrix S(AB) is given as

S
(AB)
11 = S

(A)
11 + S

(A)
12 [I− S(B)

11 S
(A)
22 ]−1S

(B)
11 S

(A)
21

S
(AB)
12 = S

(A)
12 [I− S(B)

11 S
(A)
22 ]−1S

(B)
12

S
(AB)
21 = S

(B)
21 [I− S(A)

22 S
(B)
11 ]−1S

(A)
21

S
(AB)
22 = S

(B)
22 + S

(B)
21 [I− S(A)

22 S
(B)
11 ]−1S

(A)
22 S

(B)
12

(A.23)

For multilayer structures, the scattering matrices for each layer of the
device can be calculated for different wavelengths using their corre-
sponding refractive index dispersion curves. The scattering matrices for
each layer were combined to derive an overall device scattering matrix,
S(device) i.e.,

S(device) = S(1) ⊗ S(2) ⊗ S(3) ⊗ ....⊗ S(n) (A.24)
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Figure A.2: Derivation of Global Scattering Matrix

The device scattering matrices were then connected to the transmission
and reflection regions to generate a global scattering matrix S(global)

(Figure A.2).

S(global) = S(ref) ⊗ [S(1) ⊗ S(2) ⊗ S(3) ⊗ ....⊗ S(n)]⊗ S(trn) (A.25)

The reflection-side scattering matrix is

S
(ref)
11 = −A−1

refBref

S
(ref)
12 = 2A−1

ref

S
(ref)
21 = 0.5(Aref −BrefA

−1
refBref)

S
(ref)
22 = BrefA

−1
ref

(A.26)

where Aref = W−1
g Wref + V −1

g Vref and Bref = W−1
g Wref − V −1

g Vref
The transmission-side scattering matrix is

S
(ref)
11 = BtrnA

−1
trn

S
(ref)
12 = 0.5(Atrn −BtrnA

−1
trnBtrn)

S
(ref)
21 = 2A−1

trnf

S
(ref)
22 = −A−1

trnBtrn

(A.27)

where Atrn = W−1
g Wtrn + V −1

g Vtrn and Btrn = W−1
g Wtrn − V −1

g Vtrn.
The external fields (i.e. incident wave, reflected wave, transmitted wave)

158



are related through the global transfer matrix.cref
ctrn

 = S(global)

cinc
0

⇒ cref = S
(global)
11 cinc

ctrn = S
(global)
21 cinc

(A.28)

The transmitted and reflected fields must be calculated from the mode
coefficients: Eref

x

Eref
y

 = Wrefcref ,

Etrn
x

Etrn
y

 = Wtrnctrn (A.29)

The longitudinal field component Ez are calculated from Ex and Ey

using Maxwell’s divergence equation to obtain

Eref
z = −

k̃xE
ref
x + k̃yE

ref
y

k̃refz

, Etrn
z = −

k̃xE
trn
x + k̃yE

trn
y

k̃trnz
(A.30)

Reflectance/transmittance is defined as the fraction of power re-
flected/transmitted from/through a device.

R =
| ~Eref |2

| ~Einc|2
, T =

| ~Etrn|2

| ~Einc|2
Re[k̃trnz /µr,trn]

Re[k̃incz /µr,inc]
(A.31)

where | ~E|2 = | ~Ex|2 + | ~Ey|2 + | ~Ez|2 and ~Einc = PTEÊTE + PTM ÊTM

with | ~Einc| = 1. The incident wave vector (~kinc), unit vectors (ÊTE and
ÊTM) and surface normal (n̂ or Êz) is defined as

ÊTE =

Êy, θ = 0o

n̂×~kinc
|n̂×~kinc|

, θ 6= 0o
, ÊTM =

~kinc × ÊTE

|~kinc × ÊTE|
(A.32)

with ~kinc = k0ninc


sinθcosφ

sinθsinφ

cosθ

 , ~kinc = k0ninc


sinθcosφ

sinθsinφ

cosθ

.
For linear, homogeneous and isotropic media [1]:
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Figure A.3: Visualization of the TE and TM polarization vectors

Wi = I =

1 0

0 1

 ; Ωi = jk̃z,iI; λi = Ωi

Thus, the eigenvector of the magnetic field becomes Vi = QiΩ
−1
i . The

intermediate matrices Ai and Bi becomes

Ai = I + V −1
i Vg

Bi = I − V −1
i Vg

(A.33)

where Vg = −jQg. This makes the fields and mode coefficients to be
same, i.e.,

cinc = W−1
ref

Px
Py

 =

Px
Py


Eref

x

Eref
y

 = WrefS
(global)
11 cinc = S

(global)
11 cinc

Etrn
x

Etrn
y

 = WtrnS
(global)
21 cinc = S

(global)
211 cinc

(A.34)
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The reflection side and transmission side scattering matrix simplify to

Aref = I + V −1
g Vref

Bref = I − V −1
g Vref

Atrn = I + V −1
g Vtrn

Btrn = I − V −1
g Vtrn

(A.35)

Electric Field line profiles

The field inside the ith layer is calculated using Eq. A.38. The global
scattering matrix (S(global)) is built from left to right as shown in Figure
A.2. During the building of the S(global), Wi, VN−1, λN−1)and S(Gi) is
recorded for each layer where the internal field needs to be calculated.
On reaching the final layer, the external mode coefficients are calculated
for each layer from right to left [1]:

c−i1 = (S
[G(i−1)]
12 )−1(cref − S [G(i−1)]

11 cinc)

c+
i1 = S

[G(i−1)]
21 cinc + S

[G(i−1)]
22 c−i1

(A.36)

The internal mode coefficients are calculated asc+
i

c−i

 =

Wi Wi

Vi −Vi


−1 Wi1 Wi1

Vi1 −Vi1


c+

i1

c−i1

 (A.37)

Finally, the internal fields are calculated using Eq. A.38 as

ψi(zi) =



Ex,i(zi)

Ey,i(zi)

H̃x,i(zi)

H̃y,i(zi)


=

Wi Wi

Vi −Vi


ek0λizi 0

0 e−k0λizi


c+

i

c−i

 (A.38)
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B
Eigenmode Simulation of waveguides using Finite

Difference Frequency Domain method

It is possible to calculate an approximate analytical solution of modes
for rectangular waveguides and optical fibers. However, special cases
such as integrated optical and photonic crystal waveguides cannot be
solved analytically and require numerical simulation. Further, tweaking
the parameters of a waveguide with analytical solutions is difficult. The
Finite Difference Frequency Domain (FDFD) method helps to calculate
the guided modes in any waveguide without difficulty. Waveguides
are usually analysed as an eigenvalue problem; hence, sources are not
required in the simulation [1].

The starting point of the simulation will be Maxwell equations
given by Eq. A.6. On normalising the grid coordinates x′

= k0x,
y

′
= k0y, z

′
= k0z, Eq. A.6 becomes [1, 2]

∂Ez

∂y′
− ∂Ey

∂z′
= µxxH̃x

∂H̃z

∂y′
− ∂H̃y

∂z′
= εxxEx

∂Ex

∂z′
− ∂Ez

∂x′
= µyyH̃y

∂H̃x

∂z′
− ∂H̃z

∂x′
= εyyEy

∂Ey

∂x′
− ∂Ex

∂y′
= µzzH̃z

∂H̃y

∂x′
− ∂H̃x

∂y′
= εzzEz

(B.1)

A mode in the waveguide propagating along the z direction can be math-
ematically written as [1, 2]

~E(x′, y′, z′) = A(x′, y′)eγz
′/k0 (B.2)

~̃H(x′, y′, z′) = B(x′, y′)eγz
′/k0 (B.3)
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where A(x′, y′)is the complex amplitude that defines the shape of the
mode and eγz′/k0 gives the magnitude of phase accumulated by the mode
as it propagates along the waveguide. Thus, the modes supported by
a waveguide can be found out by analysing the cross section in x − y
plane, which reduces the problem to two dimensions. Here γ = −α+jβ

is the complex propagation constant. So, Eq. B.2 can be written as

~E(x, y, z) = A(x, y)e−αzeβz (B.4)

Here α = k0κ is responsible for attenuation, with κ being the extinction
coefficient. β = k0n0 for wave oscillation with n0 being the ordinary
refractive index. neff = n0 + jκ is the effective refractive index of the
waveguide accounting for gain or loss in the waveguide.

Substituting Eq. B.2 and Eq. B.3 into Eq. B.1

∂Az

∂y′
− γ̃Ay = µxxBx

∂Bz

∂y′
− γ̃By = εxxAx

γ̃Ax −
∂Az

∂x′
= µyyBy γ̃Bx −

∂Bz

∂x′
= εyyAy

∂Ay

∂x′
− ∂Ax

∂y′
= µzzBz

∂By

∂x′
− ∂Bx

∂y′
= εzzAz

(B.5)

where γ̃ = jneff .

The derivatives can be approximated using finite differences when
discretising the field components in the Yee grid scheme [3]. Thus Eq.
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B.5 becomes [1]

Az|i,j+1 − Az|i,j
∆y′

− γ̃Ay|i,j = µxx|i,jBx|i,j

γ̃Ax|i,j −
Az|i+1,j − Az|i,j

∆x′
= µyy|i,jBy|i,j

Ay|i+1,j − Ay|i,j
∆x′

− Ax|i,j+1 − Ax|i,j
∆y′

= µzz|i,jBz|i,j

Bz|i,j −Bz|i,j−1

∆y′
− γ̃By|i,j = εxx|i,jAx|i,j

γ̃Bx|i,j −
Bz|i,j −Bz|i−1,j

∆x′
= εyy|i,jAy|i,j

By|i,j −By|i−1,j

∆x′
− Bx|i,j −Bx|i,j−1

∆y′
= εzz|i,jAz|i,j

(B.6)

All the sub-equations of Eq. B.6 is written for every discrete cell in
the grid containing the waveguide to be simulated. The ε and µ values
are stored along the diagonal of a matrix of dimension m× n where m
and n are the number of cells along the x and y direction respectively.
The field values of the 2D grid as put as elements in a column vector
(mn × 1). The set of m field values along the x direction is stored as
elements of the column matrix. This process is repeated for n rows and
are stored one after another in the final mn × 1 column. A derivative
matrix DA

x′ is constructed for the relationDA
x′Az = ∂Az

∂x′
∼= Az|i+1,j−Ay|i,j

∆x′
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for example for a 3× 3 grid as

Dx′ =
1

∆x′



−1 1 · · ·

−1 1 · · ·

−1 1 · · ·

−1 1 · · ·

· · · −1 1

· · · −1 1

· · · −1 1

· · · −1 1

· · · −1



(B.7)

The matrixDx′ is a sparse matrix and is derived from the finite difference
expression of Eq. B.6. In deriving the Dx′ matrix Dirichlet boundary
conditions which considers field values to be zero at the boundary of
the grid. Since the guided modes will be confined to the centre of the
grid, Dirichlet boundary condition is valid for simulating a waveguide.
Similar matrix operator expressions can be derived for Dy′ and other
operators for any m×n grid. Thus Eq. B.6 simplifies to a set of matrix
equations as

DA
y′Az − γ̃Ay = µxxBx – (a)

γ̃Ax −DA
x′Az = µyyBy – (b)

DA
x′Ay −DA

y′Ax = µzzBz – (c)

DB
y′Bz − γ̃By = εxxAx – (d)

γ̃Bx −DB
x′Bz = εyyAy – (e)

DB
x′By −DB

y′Bx = εzzAz – (f)

(B.8)

166



REFERENCES

Solving for Az and Bz in Eq. B.8f and Eq. B.8c and then substituting
them in B.8a, b, d and e:

DA
x′ε
−1
zz D

B
y′Bx − (DA

x′ε
−1
zz D

B
x′ + µyy)By = −γ̃Ax

(DA
y′ε
−1
zz D

B
y′ + µxx)Bx −DA

y′ε
−1
zz D

B
x′By = −γ̃Ay

DB
x′µ
−1
zz D

A
y′Ax − (DB

x′µ
−1
zz D

A
x′ + εyy)Ay = −γ̃Bx

(DB
y′µ
−1
zz D

A
y′ + εxx)Ax −DB

y′µ
−1
zz D

A
x′Ay = −γ̃By

(B.9)

Writing Eq. B.9 in matrix form:

P

Bx

By

 = −γ̃

Ax

Ay


Q

Ax

Ay

 = −γ̃

Bx

By


(B.10)

where P =

 DA
x′ε
−1
zz D

B
y′ −(DA

x′ε
−1
zz D

B
x′ + µyy)

(DA
y′ε
−1
zz D

B
y′ + µxx) DA

y′ε
−1
zz D

B
x′


and Q =

 DB
x′µ
−1
zz D

A
y′ −(DB

x′µ
−1
zz D

A
x′ + εyy)

(DB
y′µ
−1
zz D

A
y′ + εxx) DB

y′µ
−1
zz D

A
x′


Solving for B in Eq. B.10:

Ω2

Ax

Ay

 = −γ̃2

Ax

Ay

 (B.11)

where Ω2 = PQ Eq. B.11 is a standard eigen value problem Fx = λx

with F = Ω2 and λ = −γ̃2 is the eigen value matrix. x is the eigen
vector matrix consisting information of the field distributions.
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